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Resumo
Quando um determinado atributo é observado numa população com
várias subpopulações a amostra obtida pode ser modelada recorrendo a mis-
tura de distribuições, que por permitirem acomodar multimodalidade e dife-
rentes densidades são muito eﬁcazes no ajustamento a dados.
No âmbito deste trabalho estudámos as misturas ﬁnitas e convexas mais ha-
bituais, apresentando para misturas unimodais alguns resultados assintóticos
que poderão ser úteis em situações práticas. Em misturas de gaussianas, as
aproximações obtidas permitem testar a igualdade das médias e a igualdade
das variâncias.
Para distribuições fechadas para extremos um novo tipo de misturas ﬁnitas
mas não convexas foi introduzido, permitindo pesos negativos e pesos superi-
ores a 1. Devido à sua ﬂexibilidade, acreditamos que estas misturas poderão
ser uma séria alternativa na modelação de dados.
Finalmente, analisámos misturas inﬁnitas com parâmetro de escala Pareto.
Ao aleatorizarmos o parâmetro de escala conseguimos modelos baseados no
original mas de caudas mais pesadas. Devido à densidade polinomial da
distribuição Pareto, foram obtidas diversas densidades explícitas destas mis-
turas.
Palavras Chave: Misturas Convexas, Misturas Pseudo-Convexas, Misturas
de Escala.
AMS Subject Classiﬁcation: 60E05.

Abstract
Mixture distributions play a relevant role in modelling pooled data from
various distinct subpopulations from some composite population. They can
of course quite easily model unsmooth characteristics, such as multimodality,
and a very wide range of shapes.
This works starts with the discussion of ﬁnite and convex mixtures, namely
of gaussian and of exponential distributions, the more widely used in appli-
cations. As a side result, we develop statistical tests to investigate the null
hypothesis of common mean value and of common variance.
We then analyse with some detail mixtures of location-scale-shape classes
of distributions closed for extremes. This leads us to deﬁne pseudo-convex
mixtures, with weights adding up to 1 but not necessarily all positive.
Scale mixtures, namely with Pareto-distributed scale parameter, are also in-
vestigated, in the aim of building up new models for heavy-tailed data.
Keywords: Convex Mixtures, Non-Convex Mixtures, Scale Mixtures.
AMS Subject Classiﬁcation: 60E05.
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CAPÍTULO I
Introdução
Ao permitirem uma miríade de combinações de achatamento, assimetria e multi-
modalidade, as misturas de distribuições são extremamente eficazes na análise de dados.
Um dos exemplos mais antigos que se conhece sobre o uso de misturas (ainda ante-
rior ao famoso problema dos caranguejos estudado por Pearson, 1894) foi apresentado
pelo francês Alphonse Bertillon1 em 1887. As alturas dos recrutas militares em França
seguiam uma estrutura bimodal, posteriormente explicada pela junção (mistura) de
duas subpopulações de mancebos, uma proveniente das terras altas e outra das terras
baixas. Como a proveniência geográfica dos jovens não tinha sido registada, não era
evidente a subpopulação de proveniência de cada um.
Alguns aspectos fundamentais da teoria associada a misturas de distribuições são
relativamente antigos. Os trabalhos iniciais nesta área, como os de Bartholomew
(1969), Behboodian (1970), Eisenberger (1964) e Teicher (1961, 1963) centram-se prin-
cipalmente na identificabilidade das misturas e/ou na estimação de parâmetros, tal
como sucede em Pearson (1895) e Hasselblad (1966, 1969), entre outros.
A maioria das aplicações é bem mais recente. As primeiras aplicações foram, como
referido, à Biologia. No final do século passado, e mesmo no início deste, a aplicação de
misturas de distribuições surgiu em diversas áreas, tais como a Medicina, Economia,
Informática ou Astronomia. Associado a este crescente interesse pelas misturas de
distribuições está o avanço da computação, fundamental para questões de estimação e
simulação (Frühwirth, 2006).
Em processamento de imagem, é muitas vezes necessário extrair um determinado
objecto de interesse (como por exemplo a matrícula de um automóvel, captada via
1 Considerado por muitos como o pai da investigação criminal, introduziu a análise das impressões
digitais.
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satélite), em que os pixeis deste se encontrammisturados com os dos objectos adjacentes
(impedindo a sua correcta visualização), tendo de se decompor a imagem final como
uma mistura de várias subimagens, das quais só uma é relevante. O lábio humano
fornece mais informação que qualquer outra característica da face, por isso a análise
das suas expressões (recorrendo habitualmente a misturas de gaussianas) é usada em
reconhecimento linguístico, conjuntamente com o sinal acústico produzido.
Outra aplicação relevante das misturas (habitualmente de exponenciais, ou outras
distribuições assimétricas) é na modelação do tráfego da internet, e previsão dos seus
picos e falhas. Em fiabilidade, é intuitivo considerar que as falhas das entidades em
análise se devem a uma conjugação de diferentes factores, e não apenas a um.
Em Everitt e Hand (1981), Frühwirth (2006) e McLachlan e Peel (2000) é possível
encontrar várias aplicações, descritas num contexto abrangente, e uma súmula dos
principais resultados. Para aplicações específicas, podemos consultar, por exemplo, os
artigos de Jang et al (2006), Murtagh et al (1995) e Xu et al (2003). É ainda de
destacar, ao nível teórico, o excelente trabalho de Medgyessy (1977).
Por tudo o que foi referido anteriormente, modelar com misturas parece intuitivo
e apelativo. É no entanto necessário ressalvar que a decisão de modelar um conjunto
de dados através de uma mistura deve ser apoiada num conjunto de razões prévio
(conhecimento do fenómeno em análise), pois as misturas tendem a ter um elevado
número de parâmetros. Devido à grande flexibilidade das misturas de distribuições,
qualquer conjunto de dados poderá ser modelado por uma mistura, mais ou menos
complexa. Isto é sem dúvida uma vantagem, mas que deve ser usada com alguma
cautela, visto tender a privilegiar o ajustamento em detrimento da generalidade e da
parcimónia que a regra de Occam aconselha.
Pode-se introduzir o contexto de mistura considerando que temos uma populaçãoX
comN tipos de subpopulações X1, ...,XN e determinadas características distintas entre
estas (por exemplo, os pesos são tendencialmente diferentes entre homens e mulheres).
Uma forma de lidar com a diferença de médias entre grupos será considerarmos que
(0.1) Xi ∼ N (μi, σ) ,
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sendo particularmente simples assumir que
(0.2) μi = β0 + βiμ.
Desta forma, cada subpopulação tem uma média μi que difere da média comum μ
através de uma certa variável categórica βi, com N categorias, que funciona como um
parâmetro que explica as diferenças entre grupos. Podemos reescrever a distribuição
de Xi como
(0.3) Xi ∼ N (β0 + βiμ, σ) ,
ou ainda
(0.4) Xi = β0 + βiμ+ εi, εi ∼ N (0, σ) ,
expressão usual em modelos de regressão linear. Os problemas surgem quando os parâ-
metros βi não são observados (temos uma amostra de pesos, mas ignoramos quais as
observações que são de homens/mulheres), podendo nesta situação μi ser definido como
(0.5) μi =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
μ1, S = 1
...
μN , S = N
onde
(0.6) P (S = i) = wi, i = 1, ..., N.
A função densidade conjunta de X e S será
f(X,S) (x, i) = fX (x|i)P (S = i) =(0.7)
= wi
1√
2πσ
exp
(
−1
2
µ
x− μi
σ
¶2)
, σ > 0, 0 < wi < 1
obtendo-se finalmente a densidade marginal de X
(0.8) fX (x) =
1√
2πσ
NX
i=1
wi exp
(
−1
2
µ
x− μi
σ
¶2)
, σ > 0, 0 < wi < 1.
A função densidade acima representa uma mistura finita (assumindo que o número
de subpopulações, N, é finito) e convexa (0 < wi < 1 e
NX
i=1
wi = 1) de gaussianas, um
dos tipos de misturas estudados neste texto. Assim, o objectivo do presente trabalho
4 I. INTRODUÇÃO
é tratar misturas de distribuições, dando especial enfoque às misturas finitas, mas não
necessariamente convexas, de distribuições contínuas.
Nos Capítulos II e III são referidos alguns resultados e metodologias bem estabele-
cidos em estatística, apresentando-se uma súmula das principais formas de organizar
modelos e dos diversos tipos de misturas habituais.
Os Capítulos IV e V abordam misturas finitas e convexas. No Capítulo IV são
tratadas misturas de gaussianas, que pelo seu variado leque de aplicações merecem
um lugar de destaque. Neste contexto, para misturas unimodais (onde é mais difícil
encontrar boas estimativas dos parâmetros), aproximações a um membro do sistema
de Pearson são estabelecidas e testadas. Estas aproximações, ao permitirem reduzir de
forma substancial o número de parâmetros a estimar, fornecem uma forma simples de
modelar dados e permitem trabalhar com distribuições bem conhecidas da literatura.
No Capítulo V estudamos inicialmente misturas de exponenciais, apresentando alguns
resultados ao nível dos momentos, da taxa de falha instantânea e das aproximações ao
sistema de Pearson. Ainda neste Capítulo, estudamos em detalhe misturas de Paretos,
que têm merecido menos atenção no desenvolvimento da teoria estatística, mas que
pensamos poderem vir a ter um papel de relevo em análise de extremos, e misturas de
diferentes densidades e suas aplicações.
O Capítulo VI é dedicado a misturas finitas onde a restrição de convexidade 0 <
wi < 1, i = 1, ..., N é relaxada. Este novo tipo de misturas (designadas por misturas
pseudo-convexas) é desenvolvido em detalhe, sendo introduzidas condições de aplicação
e procedendo-se ao estudo das suas principais características, mormente a densidade,
os momentos e a geração de números aleatórios.
Finalmente, destinamos o Capítulo VII a misturas infinitas de escala, especifica-
mente a misturas onde o parâmetro de escala segue uma distribuição Pareto. Estas
misturas têm a vantagem de poder gerar variáveis aleatórias com função densidade
explícita, úteis quando pretendemos modelos baseados numa determinada distribuição
mas com momentos incrementados ou mesmo inexistentes, relevantes na modelação de
caudas pesadas.
CAPÍTULO II
Organização de Modelos
1. Introdução
Conforme referimos no capítulo anterior, a modelação de misturas de distribuições é
necessária na análise de vários conjuntos de dados. Devido à sua complexidade (essen-
cialmente devido a conterem, por vezes, muitos parâmetros desconhecidos) o ajusta-
mento destas misturas nem sempre é fácil, principalmente em amostras de pequena
dimensão. As aproximações de misturas a outras distribuições surgem por isso como
uma alternativa a considerar em diversos problemas práticos.
Existem diversas formas de organizar e classificar distribuições, sendo algumas de-
las explicadas de forma sucinta no presente capítulo. Destas, a mais conhecida será
porventura o sistema de Pearson, para distribuições contínuas (Andreev et al, 2005;
Johnson et al, 1994). O trabalho inicial de Pearson sobre classificação de distribuições
remonta a 1895, mas a sua forma final (com a inclusão dos subtipos IX-XII) apenas
foi apresentada em 1916. O sistema de Pearson procurou suprir a ausência de modelos
ajustáveis a dados assimétricos (como os relativos a análise de sobrevivência). Muitos
outros fenómenos não podem ser caracterizados exclusivamente pela média e pela va-
riância. Por exemplo, Andreev et al (2005) refere que na modelação do preço de bens,
ou de variáveis macroeconómicas, deve ser tida em conta a assimetria e o achatamento.
Ao conter quatro parâmetros, derivados a partir dos quatro primeiros momentos, a
família de Pearson é bastante flexível na modelação de curvas, permitindo acomodar a
assimetria e o achatamento.
Aparentemente, Pearson não aplicou os seus resultados no caso discreto, trabalho
que acabou por ser realizado por Katz (Johnson et al, 2005). Mais recentemente, Mor-
ris criou a família exponencial natural (NEF) com variância como função quadrática do
5
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valor médio (NEF-QVF), que verifica um interessante conjunto de propriedades (Mor-
ris, 1982 e 1983). Existem ainda várias outras formas de organizar modelos, como as
curvas de Burr e a classe de Panjer (similar ao sistema de Katz). As obras de Johnson
et al (1994, 1995, 2005) contêm variadíssima informação sobre estes assuntos.
2. Algumas Notações
Seja X uma variável aleatória. Denota-se ao longo deste texto, sem perigo de
confusão, a sua função densidade ou função massa de probabilidade (genericamente
designadas como densidades) por f, sendo a correspondente função de distribuição F.
Também podemos utilizar a notação mais geral de Stieltjes, dF, mais próxima dos
teoremas de representação (Riesz, Radon-Nikodym) da Teoria da Medida. Por sua
vez, os momentos não centrados serão denotados por
(2.1) μ0k = E
¡
Xk
¢
sendo os momentos centrados
(2.2) μk = E
h
(X − μ01)
k
i
.
É ainda habitual considerar para a média μ = μ01, e para a variância σ2 = μ2. Quando
estamos perante várias variáveis aleatórias a notação acima é ligeiramente alterada,
sendo por exemplo os momentos centrados da variável Xj
(2.3) μj,k = E
h¡
Xj − μ0j,1
¢ki .
De igual modo, e se necessário, μX,k e μY,k representam os k-ésimos momentos centrados
das variáveis X e Y, respectivamente.
Através dos momentos são calculados os coeficientes de assimetria
(2.4) β1 =
μ3
(μ2)
3
2
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e de achatamento1
(2.5) β2 =
μ4
(μ2)
2 ,
bem como o coeficiente de variação
(2.6) CV =
σ
μ
e o coeficiente de dispersão
(2.7) CD =
σ2
μ
= σCV.
A função geradora de momentos, fundamental para o cálculo dos cumulantes, é definida
por
(2.8) MX (t) = E
¡
etX
¢
,
sendo a função característica
(2.9) ϕX (t) = E
¡
eitX
¢
,
que por estar definida para todo o t real existe sempre, qualquer que seja a distribuição
considerada. Para variáveis aleatórias discretas com suporte em N0 é ainda habitual a
utilização da função geradora de probabilidades,
(2.10) GX (z) =
X
j∈N0
fX (j) zj.
3. A Importância dos Cumulantes
A função geradora de cumulantes é definida como a expansão em série de Taylor
do logaritmo da função geradora de momentos, ou seja
ln[ϕX (−it)] = ln[MX (t)] =
∞X
i=1
di
dit
[lnMX (t)] (0)
ti
i!
=
∞X
i=1
κi
ti
i!
1 Apesar de actualmente se definir o coeficiente de achatamento como β∗2 = β2 − 3 (sendo zero
o achatamento da gaussiana), essa não foi a opção considerada neste trabalho, pois a maioria do
software continua a utilizar β2.
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onde κi é o i-ésimo cumulante. Os cumulantes, que estão intimamente relacionados
com os momentos da população,
κ1 = μ01
κ2 = μ2
κ3 = μ3(3.1)
κ4 = μ4 − 3 (κ2)2
κ5 = μ5 − 10κ2κ3
...
são muito importantes pela simplicidade da expressão dos cumulantes de uma soma de
variáveis aleatórias independentes, como adiante explicitamos.
É possível escrever os coeficientes de assimetria e achatamento em função dos cu-
mulantes, já que
β1 =
μ3
(μ2)
3
2
=
κ3
(κ2)
3
2
e
β2 =
μ4
(μ2)
2 =
κ4
(κ2)
2 + 3.
Assim, consoante o valor do 3o e 4o cumulantes, conclui-se:
• a assimetria da distribuição:
se
κ3 > 0⇐⇒ β1 > 0
a distribuição é assimétrica positiva e se
κ3 < 0⇐⇒ β1 < 0
a distribuição é assimétrica negativa;
• o achatamento da distribuição:
se
κ4 > 0⇐⇒ β2 > 3
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a distribuição é mais achatada (tem caudas mais pesadas) do que a gaussiana
padrão e se
κ4 < 0⇐⇒ β2 < 3
a distribuição é menos achatada do que a gaussiana padrão.
Quando temos uma soma de variáveis aleatórias independentes,
Z =
nX
i=1
Xi,
a função geradora dos cumulantes de Z é
ln[MZ (t)] = ln
"
nY
j=1
MXj (t)
#
=
nX
j=1
∞X
i=1
di
dit
[ln[MXj (0)]]
ti
i!
=
=
∞X
i=1
ti
i!
nX
j=1
κi (Xj) ,
logo o i-ésimo cumulante da soma não é mais que a soma dos i-ésimos cumulantes das
parcelas,
(3.2) κi (Z) = κi
µ
nP
i=1
Xi
¶
=
nX
j=1
κi (Xj) .
4. O Sistema de Pearson
Uma função densidade f pertence à família de Pearson quando
f 0 (x)
f (x)
= − x+ a
b0 + b1x+ b2x2
.
Fixando as constantes a, b0, b1 e b2, definidas por
a = b1 =
√μ2β1 (β2 + 3)
10β2 − 18− 12β21
(4.1)
b0 =
μ2
¡
4β2 − 3β21
¢
10β2 − 18− 12β21
b2 =
2β2 − 3β21 − 6
10β2 − 18− 12β21
,
sendo o quadrado do coeficiente de assimetria
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β21 =
Ã
κ3
(κ2)
3
2
!2
=
(κ3)
2
(κ2)
3 ,
encontram-se como soluções sete famílias de distribuições2, denominadas Pearson tipo
I - VII. Estas famílias de distribuições pressupõem a existência de uma única moda ou
antimoda no interior do suporte, excluindo-se por isso as distribuições com duas ou mais
modas. Os momentos e coeficientes populacionais podem, como habitualmente, ser es-
timados pelos respectivos momentos e coeficientes amostrais. Num sistema de Pearson
as distribuições são classificadas em função do quadrado do coeficiente de assimetria e
do coeficiente de achatamento. Note-se desde já que em qualquer distribuição
(4.2) β2 − β21 ≥ 1.
A figura abaixo reproduzida (Andreev et al, 2005) divide o plano
¡
β21, β2
¢
em regiões
a que correspondem diversos tipos de Pearson.
Figura 1 : tipos de Pearson em função de β1 e β2
2 Na sua forma mais completa, o sistema de Pearson contempla os tipos I-XII, sendo que os tipos
VIII-XII são subtipos dos restantes.
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Estas distribuições são classificadas no sistema de Pearson essencialmente através do
cálculo de
(4.3) γ =
β21 (β2 + 3)
2
4
¡
4β2 − 3β21
¢ ¡
2β2 − 3β21
¢ ¡
2β2 − 3β21 − 6
¢ ,
na forma abaixo indicada (Johnson et al, 1994).
• Tipo I (família das betas) se
γ < 0
Uma expressão simples obtém-se notando que γ < 0 se e só se
(4.4)
⎧
⎨
⎩
2β2 − 3β21 > 0
2β2 − 3β21 − 6 < 0
⇐⇒
⎧
⎨
⎩
β2 > 1.5β
2
1
β2 < 1.5β
2
1 + 3
⇐⇒ 1.5β21 < β2 < 1.5β21 + 3.
• Tipo II (beta simétrica) se
(4.5) β21 = 0 e β2 < 3.
• Tipo III (família das gamas) se
(4.6) 2β2 − 3β21 − 6 = 0.
• Tipo IV (não contém distribuições de uso comum) se
(4.7) 0 < γ < 1.
• Tipo V (inclui a gaussiana inversa) se
(4.8) γ = 1.
• Tipo VI (inclui a beta inversa) se
(4.9) γ > 1.
• Tipo VII (inclui a t de Student) se
(4.10) β21 = 0 e β2 > 3.
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5. O Sistema de Katz
Uma função massa de probabilidade f pertence à família de Katz quando
(5.1)
f (x+ 1)
f (x)
=
α+ βx
1 + x
, x ∈ N0, α > 0, β < 1.
Se α + βx < 0, então f (x+ j) = 0 para j > 0. A expressão (5.1) pode ser reescrita,
multiplicando ambos os membros por (x+ 1)k , como
(x+ 1)k+1 f (x+ 1) = (x+ 1)k (α+ βx) f (x) .
Somando em ordem a x, vem
μ0k+1 =
kX
j=0
µ
k
j
¶¡
αμ0j + βμ
0
j+1
¢
obtendo-se após alguns cálculos
μ =
α
1− β
σ2 =
α
(1− β)2
(5.2)
μ3 = σ
2
µ
1 + β
1− β
¶
μ4 = 3σ
4 + σ2
µ
β2 + 4β + 1
(1− β)2
¶
,
logo
β1 =
1 + β
σ (1− β) =
1 + β
α1/2
β2 = 3 +
β2 + 4β + 1
σ2 (1− β)2
= 3 +
β2 + 4β + 1
α
(5.3)
CV = α−1/2
CD = (1− β)−1 .
Em função do parâmetro β, Katz mostrou que podem ser obtidas três distribuições
nesta família.
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• Quando β = 0 obtemos a distribuição Poisson, X ∼ P (α) , que é equidispersa
pois CD = 1.
• Quando 0 < β < 1 obtemos a distribuição binomial negativa,X ∼ BN
³
α
β , β
´
,
que é sobredispersa pois CD > 1.
• Quando β < 0 obtemos a distribuição binomial, X ∼ B
³
−αβ ,
β
β−1
´
, que é
subdispersa pois CD < 1.
É assim possível testar se um determinado conjunto de dados pode ser mode-
lado por uma distribuição Poisson (H0 : β = 0) contra uma distribuição binomial
(Ha : β < 0) ou em alternativa por uma distribuição binomial negativa (Ha : β > 0) , o
que é interessante em análise de dados (Johnson et al, 2005).
6. A Família NEF-QVF
Uma função de distribuição F pertence à família exponencial3 quando
dF (x) = exp [η (θ)T (x)− ψ (θ)] dG (x) ,
onde η, T, ψ e G são funções conhecidas, sendo que η e ψ não dependem de x, T não
depende de θ e G é uma função de distribuição independente de θ. Quando η e T são
ambas a função identidade obtemos a família exponencial natural (NEF),
dF (x) = exp [θx− ψ (θ)] dG (x) ,
sendo θ designado por parâmetro natural.
Uma das grandes vantagens da família NEF é os cumulantes (ver secção 3 na página
7) serem simplesmente (Morris, 1982)
κi = ψ(i) (θ) ,
onde ψ(i) é a i-ésima derivada da função ψ.
3 A família exponencial, que não será tratada em profundidade neste texto, é de extrema im-
portância em estatística (Azzalini, 1996; Casella e Berger, 1990).
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Por outro lado, se X1, ...,Xn forem variáveis aleatórias independentes e identica-
mente distribuídas pertencentes à família NEF, a sua soma também o será (ou seja, as
distribuições desta família são fechadas para a soma).
Para algumas distribuições pertencentes à família NEF, a variância é uma função
quadrática da média (NEF-QVF),
σ2 = α+ βμ+ γμ2.
Morris mostrou que existem somente seis distribuições pertencentes à família NEF-
QVF (Malva et al, 2007)
Tabela 1: distribuições da família NEF-QVF
Distribuição α β γ
N (μ, σ) σ2 0 0
P (λ) 0 1 0
B (n, p) 0 1 − 1n
BN (r, p) 0 1 1r
Gama (ν, δ) 0 0 1ν
GHS (ν, δ) ν 0 1ν
onde GHS (ν, δ) é a distribuição secante hiperbólica generalizada (Morris, 1982). A
família NEF-QVF é, tal como a família NEF, fechada para somas, mas é ainda fechada
para transformações lineares e tem propriedades de divisibilidade (à excepção da bino-
mial, que é divisível somente um número finito de vezes, todas as outras distribuições
NEF-QVF são infinitamente divisíveis4).
7. Distribuições Log-Côncavas e Log-Convexas
Uma função densidade f diz-se log-côncava se
(7.1)
£
[ln f ]00
¤
(x) ≤ 0⇐⇒
£
ff 00 − f 02
¤
(x) ≤ 0
4 Ver secção seguinte.
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e log-convexa se
(7.2)
£
[ln f ]00
¤
(x) ≥ 0⇐⇒
£
ff 00 − f 02
¤
(x) ≥ 0.
De forma similar, uma função massa de probabilidade diz-se log-côncava se
(7.3) f (x− 1) f (x+ 1)− f2 (x) ≤ 0
e log-convexa se
(7.4) f (x− 1) f (x+ 1)− f2 (x) ≥ 0.
O estudo das concavidades do logaritmo da função densidade e da função massa de
probabilidade é importante em estatística, pois este permite inferir sobre unimoda-
lidade e divisibilidade infinita. A seguinte definição de unimodalidade forte deve-se a
Ibragimov, bem como o teorema que se lhe segue (Medgyessy, 1977).
Definição 7.1.
Uma distribuição contínua (discreta) é fortemente unimodal se a sua convolução com
qualquer distribuição unimodal contínua (discreta) é unimodal.
Teorema 7.1.
Uma distribuição é fortemente unimodal se e só se a sua função densidade ou função
massa de probabilidade é log-côncava.
Naturalmente que a unimodalidade forte implica a unimodalidade, sem que o
recíproco seja verdadeiro. Quanto à divisibilidade infinita, esta será definida seguida-
mente.
Definição 7.2.
Uma variável aleatória X é infinitamente divisível se para cada n ∈ N existem variáveis
aleatórias independentes e identicamente distribuídas tais que
(7.5) X d= X1 + ...+Xn.
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Existem inúmeras formas de provar que uma distribuição é infinitamente divisível,
mas talvez a mais simples (embora só indique condições suficientes) seja a exposta no
teorema seguinte (Steutel, 1970).
Teorema 7.2.
Se X é uma variável aleatória com função densidade ou função massa de probabilidade
log-convexa, então X é infinitamente divisível.
Distribuições log-côncavas também podem ser infinitamente divisíveis, mas esta
condição já não é suficiente.
A divisibilidade infinita é uma questão importante em estatística. A sua definição
implica que para cada n ∈ N existem ϕX1 (t) , ..., ϕXn (t) tais que
(7.6) ϕX (t) = ϕX1 (t) ...ϕXn (t) .
Assim, a função característica de uma variável infinitamente divisível ocupa, no estudo
das distribuições, um papel similar ao do número 1 na factorização de inteiros. As-
sim, qualquer variável aleatória pode ser decomposta na soma de variáveis aleatórias
irredutíveis e infinitamente divisíveis, conforme demonstrado por Khinchine (Pestana
e Velosa, 2008). Por outro lado, a qualquer variável aleatória infinitamente divisível
pode ser associado um processo estocástico com incrementos independentes (processo
de Lévy).
CAPÍTULO III
Generalidades Sobre Misturas
1. Introdução
As misturas finitas, em que o número de componentes ou subpopulações é fixo, são
as mais estudadas na literatura, quer a nível teórico, quer a nível prático. Por exemplo,
os manuais dedicados ao estudo de misturas (Everitt e Hand, 1981; Frühwirth, 2006;
McLachlan e Peel, 2000) referem-se sobretudo a misturas finitas, não havendo (ou pelo
menos não encontrámos) qualquer manual dedicado ao estudo de misturas infinitas.
As misturas finitas ou infinitas numeráveis têm diversas aplicações, directas ou
indirectas. As aplicações directas surgem quando cada observação pertence a uma
subpopulação ou categoria, apesar de raramente se saber a qual. Neste tipo de mistura,
cada subpopulação é descrita pela sua densidade, e os pesos da mistura são as probabi-
lidades de cada observação pertencer a essa subpopulação (Luca e Zuccolotto, 2003;
Pearson, 1894). As aplicações indirectas surgem quando não existe a divisão dos dados
em subpopulações, sendo o ajustamento da mistura feito por permitir uma grande
flexibilidade, como multimodalidade (Abd-Almagged e Davis, 2006; Jang et al, 2006).
As misturas infinitas têm também algumas aplicações que vale a pena realçar. Um
modelo hierárquico do tipo
X|P ∼ B(n, P )
onde
fP (p) = αpα−1, 0 < p < 1
pode ser muito útil para analisar dados binomiais em que a probabilidade de sucesso
não seja constante (Johnson et al, 2005). Também uma transformação de escala (ou
de forma mais geral uma transformação linear) de uma variável aleatória, em que este
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parâmetro de escala não é fixo, tendo uma função densidade positiva, deverá ser vista
como uma mistura (Kelker, 1971).
Neste capítulo é feita uma súmula de alguns resultados gerais sobre misturas finitas
e sobre misturas infinitas de escala. Os teoremas apresentados não são demonstrados,
pois encontram-se em diversos manuais da área (Everitt e Hand, 1981; Frühwirth, 2006;
McLachlan e Peel, 2000).
2. Misturas Finitas
Definição 2.1.
Uma variável aleatória X é uma mistura finita1 de variáveis aleatórias independentes
X1, ..., XN se a correspondente função de distribuição for da forma
(2.1) FX (x) =
NX
j=1
wjFXj (x)
onde wj > 0,
NX
j=1
wj = 1.
Como wj > 0 e FXj crescente, FX é sempre crescente, verificando-se naturalmente
lim
x→ ∞
FX (x) =
NX
j=1
wj lim
x→ ∞
FXj (x) =
NX
j=1
wj × 1 = 1.
Assim, a densidade de X, se existir, não é mais que uma soma ponderada (combinação
linear convexa) de outras densidades. Os pesos wj são determinísticos, podendo ser
encarados como parâmetros (desconhecidos ou não). Note-se ainda que a condição
wj > 0 pode ser relaxada, desde que dFX > 0. Este tipo de misturas finitas não con-
vexas serão estudadas posteriormente neste trabalho, mas salvo referência em contrário
quando falamos em misturas finitas assumimos implicitamente combinações convexas
de funções de distribuição.
Os momentos da mistura, bem como a sua função característica e função geradora
de momentos, podem ser facilmente deduzidos recorrendo a (2.1).
1 Quando N →∞ obtém-se uma mistura infinita numerável.
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Teorema 2.1.
Seja X uma mistura finita de variáveis aleatórias independentes X1, ...,XN . Se exis-
tirem, os k-ésimos momentos populacionais serão
(2.2) μ0k =
NX
j=1
wjμ0j,k
e
(2.3) μk =
NX
j=1
wjμj,k.
Teorema 2.2.
Seja X uma mistura finita de variáveis aleatórias independentes X1, ..., XN . A função
característica e a função geradora de momentos (quando existe) são
(2.4) ϕX (t) =
NX
j=1
wjϕXj (t)
e
(2.5) MX (t) =
NX
j=1
wjMXj (t) .
3. Misturas de Escala
Definição 3.1.
Uma variável aleatória X é uma mistura infinita se
(3.1) FX (x) =
+∞Z
−∞
h (θ)FY (x|θ) dθ
onde F representa uma função de distribuição e h uma função densidade.
20 III. GENERALIDADES SOBRE MISTURAS
Como h > 0 e FY crescente, FX é sempre crescente. Podemos ainda verificar que
lim
x→ ∞
FX (x) = 1, pois
+∞Z
−∞
dFX (x) =
+∞Z
−∞
⎡
⎣
+∞Z
−∞
h (θ) dFY (x|θ) dθ
⎤
⎦ =
+∞Z
−∞
⎡
⎣
+∞Z
−∞
dFY (x|θ)
⎤
⎦h (θ) dθ =
=
+∞Z
−∞
h (θ) dθ = 1.
A variável aleatória X pode ter várias interpretações, de acordo com a função h
considerada. Através da densidade (3.1) é possível calcular expressões para os momen-
tos e para a função característica. No entanto, sem mais informação sobre as funções
h e F , estas expressões não terão grande interesse. Neste trabalho serão estudadas de
forma mais aprofundada misturas de escala de variáveis absolutamente contínuas, um
caso particular de misturas infinitas.
Definição 3.2.
Uma variável aleatória absolutamente contínua Y é uma mistura de escala se
(3.2) Y = ΘX,
onde Θ e X são variáveis aleatórias absolutamente contínuas e independentes e o su-
porte de Θ é um subconjunto de R+0 .
Note-se que Y = ΘX pode ser visto quer como um produto de variáveis aleatórias
quer como uma mistura de uma variável X com um parâmetro de dispersão Θ, cujo
suporte será obrigatoriamente positivo. Naturalmente que a sua função densidade é
a resultante do produto de duas variáveis aleatórias independentes (Pestana e Velosa,
2008), tendo como expressão
(3.3) fY (y) =
+∞Z
0
fΘ (θ)
θ
fX
³y
θ
´
dθ.
Os momentos da mistura, bem como a sua função característica e função geradora de
momentos, podem ser deduzidos recorrendo a (3.3), caso esta tenha uma expressão
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explícita. Na maioria das situações, talvez seja no entanto mais simples recorrer às
propriedades do produto de variáveis independentes.
Teorema 3.1.
Seja Y uma mistura de escala definida em (3.2). Então o valor esperado e a variância
da mistura serão
(3.4) μ0Y,1 = μ
0
Θ,1μ
0
X,1
e
(3.5) μY,2 =
¡
μ0X,1
¢2 μΘ,2 + μX,2μ0Θ,2,
se todos os momentos envolvidos existirem.
Momentos de ordens superiores, quando existem, podem ser calculados de igual
forma. As expressões envolvidas tenderão, obviamente, a ser bastante mais complexas.
Quanto à função característica e à função geradora de momentos, atente-se ao teorema
seguinte.
Teorema 3.2.
Seja Y uma mistura de escala definida em (3.2). A função característica e a função
geradora de momentos (quando existe) serão
(3.6) ϕY (t) = EΘ (ϕX (tΘ))
e
(3.7) MY (t) = EΘ (MX (tΘ)) .
Atendendo à função densidade da mistura de escala (ver expressão 3.3), poderemos
utilizar a notação de Gurland na sua representação (Johnson et al, 2005; Gurland,
1957). Assim, a variável Y será representada por
(3.8) FX
¡
x,Θ−1
¢
∧
Θ
FΘ (θ) ,
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não sendo no entanto possível exprimir a função de distribuição de Y como uma genera-
lização das de Θ e X, que seria o principal interesse deste procedimento.
Existem outras formas de tratar produtos de variáveis aleatórias independentes.
Pestana e Velosa (2008) refere a transformada de Mellin, M 0X (t) = E (X
t) , que apre-
senta soluções simples caso ambas as variáveis a multiplicar sejam positivas. Para a
mistura em análise, como o parâmetro de escala Θ cumpre esta condição, basta apenas
que a variável X também a cumpra. Se isso suceder,
(3.9) M 0Y (t) = E
¡
Y t
¢
= E
¡
ΘtXt
¢
= E
¡
Θt)E(Xt
¢
=M 0Θ (t)M
0
X (t) .
Caso X seja positiva, há ainda a possibilidade de trabalhar com
(3.10) lnY = ln (ΘX) = lnΘ+ lnX,
permitindo usufruir das propriedades da adição de variáveis aleatórias independentes.
Nesta situação,
MlnY (t) = E
¡
et lnY
¢
= E
¡
Y t
¢
=
= E
¡
Θt
¢
E
¡
Xt
¢
,(3.11)
que poderá ser útil no cálculo de momentos.
CAPÍTULO IV
Misturas Convexas de Gaussianas
1. Introdução
Desde o trabalho pioneiro de Pearson (1894) que as misturas finitas de gaussianas
ocupam um lugar de relevo no estudo de misturas, consequência natural da reconhecida
importância desta distribuição em estatística.
Actualmente, as misturas finitas de gaussianas têm aplicações nas mais diversas
áreas, desde a Biologia à Economia, passando pela Informática e pela Astronomia
(Frühwirth, 2006). Foi no entanto necessário percorrer um longo caminho até se con-
seguir estimadores razoavelmente eficientes para os parâmetros da mistura. A questão
da estimação dos parâmetros prolongou-se por todo o século XX, pois o método da
máxima verosimilhança não apresenta soluções explícitas, obrigando à utilização de
métodos numéricos computacionalmente exigentes (Dempster et al, 1977; Hasselblad,
1966). Note-se ainda que apesar das misturas finitas de gaussianas serem identificáveis
(Teicher, 1961, 1963), as estimativas obtidas são por vezes máximos locais considera-
velmente afastados dos parâmetros. Quanto ao método dos momentos, a sua eficácia
está severamente limitada pelo elevado número de parâmetros que é preciso estimar,
obrigando ao cálculo de momentos amostrais de ordens elevadas.
Embora o problema supra citado seja extremamente interessante, é igualmente
pertinente a análise de situações particulares, especialmente para duas hipóteses sobe-
jamente conhecidas em estatística: a igualdade de médias e a igualdade de variâncias.
Assim, e embora a questão da estimação de parâmetros no caso geral seja abordada
neste capítulo, é dado especial enfoque à análise das situações particulares referidas e
suas aproximações ao sistema de Pearson. Estas aproximações, quando válidas, têm
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a vantagem de permitir trabalhar com um máximo de quatro parâmetros, o que pode
ser importante no cálculo de estimativas.
2. Definição, Momentos e Cumulantes
Quando uma variável aleatória X tem distribuição gaussiana, X ∼ N (μ, σ) , a sua
função densidade é
fX (x) =
1√
2πσ
exp
(
−1
2
µ
x− μ
σ
¶2)
, σ > 0.
Por sua vez, o valor esperado, a variância, a assimetria e o achatamento são
μ01 = μ
μ2 = σ
2
β1 = 0
β2 = 3.
Então, quando as variáveis aleatórias a misturar têm distribuição gaussiana, isto é,
Xj ∼ N
¡
μj, σj
¢
obtemos por aplicação directa da definição de mistura a função densidade
(2.1) fX (x) =
NX
j=1
wj
1√
2πσj
exp
(
−1
2
µ
x− μj
σj
¶2)
, σj > 0.
O valor esperado e a função característica desta mistura são obtidos facilmente, pois
(2.2) μ01 =
NX
j=1
wjE (Xj) =
NX
j=1
wjμj
e
(2.3) ϕX (t) =
NX
j=1
wjϕXj (t) =
NX
j=1
wj exp
½
itμj −
t2σ2j
2
¾
.
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Para obtermos os momentos centrados, vamos recorrer à função geradora de cumu-
lantes. A função geradora de momentos é definida por
(2.4) MX (t) =
NX
j=1
wjMXj (t) =
NX
j=1
wj exp
½
tμj +
t2σ2j
2
¾
,
sendo a função geradora de cumulantes
(2.5) ln[MX (t)] = κ1t+ κ2
t2
2!
+ κ3
t3
3!
+ κ4
t4
4!
+O
¡
t5
¢
.
Após alguns cálculos, temos que os cumulantes são iguais a
κ1 = μ(2.6)
κ2 =
NX
j=1
wj
¡
μ2j + σ
2
j
¢
− μ2
κ3 =
NX
j=1
wj
¡
μ3j + 3μjσ
2
j
¢
+ 2μ3 − 3μ
NX
j=1
wj
¡
μ2j + σ
2
j
¢
κ4 =
NX
j=1
wj
¡
μ4j + 6μ
2
jσ
2
j + 3σ
4
j
¢
− 4μ
NX
j=1
wj
¡
μ3j + 3μjσ
2
j
¢
+
+12μ2
NX
j=1
wj
¡
μ2j + σ
2
j
¢
− 3
Ã
NX
j=1
wj
¡
μ2j + σ
2
j
¢!2
− 6μ4.
Das expressões anteriores obtém-se β1 e β2 (ver secção 3 na página 7), mas não é possível
extrair conclusões gerais quanto ao comportamento da assimetria (pode ser positiva ou
negativa) e do achatamento (pode ser leptocúrtica ou platicúrtica) da mistura1.
3. A Estimação dos Parâmetros
3.1. Método dos Momentos.
O método dos momentos é provavelmente o mais antigo método de estimação, intro-
duzido por Pearson no final do século XIX (Pearson, 1894). Por ser bastante simples
de utilizar, é ainda hoje uma opção a ter em conta, pois permite encontrar estimati-
vas dos parâmetros em situações onde outros métodos de estimação mais complexos
1 Como veremos posteriormente, quando as médias são iguais (misturas de escala) é possível
mostrar que β2 > 3.
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não conseguem. O método dos momentos consiste em, para uma determinada função
Hk (.) , igualar os momentos teóricos (ver expressão (2.2) e seguintes na página 19)
E (Hk (X)) =
NX
j=1
wjE (Hk (Xj))
aos momentos amostrais
Hk =
nX
i=1
Hk (Xi)
n
.
Diversas funções Hk (.) podem ser consideradas. É habitual considerar
Hk (X) = Xk
ou
Hk (X) = [X − E (X)]k .
No entanto, nada nos impede de, por exemplo, definir
Hk (X) = ekX
e utilizar a função geradora de momentos (Frühwirth, 2006). Parece no entanto prefe-
rível, em termos computacionais, recorrer a μk ou μ0k, pois estes momentos popula-
cionais originam equações polinomiais, de tratamento mais simples que as equações
transcendentes, as quais necessitam habitualmente de uma boa solução inicial. Con-
siderando o valor esperado e os restantes momentos populacionais centrados, o esti-
mador pelo método dos momentos será definido seguidamente.
Definição 3.1.
Seja X uma variável aleatória caracterizada à custa de um vector de parâmetros θ de
dimensão p, expresso através da relação
θ = (h1 (μ, μ2, ..., μk) , ..., hp (μ, μ2, ..., μk)) .
O estimador bθ de θ obtido pelo método dos momentos é
(3.1) bθ = (h1 (m01,m2, ...,mk) , ..., hp (m01,m2, ...,mk)) ,
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onde
(3.2) m01 = X
representa a média amostral e
(3.3) mk =
nX
i=1
¡
Xi −X
¢k
n
o k-ésimo momento amostral centrado.
Quando a distribuição em análise é uma mistura finita de gaussianas, temos um
máximo de 3N − 1 parâmetros a estimar; μj, σ2j e wj em cada variável Xj a mistu-
rar, menos um parâmetro que é univocamente determinado notando que
NX
j=1
wj = 1.
Precisamos evidentemente de calcular os 3N − 1 primeiros momentos (cada momento
origina uma equação linearmente independente das restantes). Mesmo para um número
reduzido de subpopulações, é necessário calcular muitos momentos, ou impor restrições
aos parâmetros (como por exemplo a igualdade das variâncias).
No caso mais simples, em que temos somente duas subpopulações, é necessário
calcular 5 momentos. Porque μ1 = 0, para k = 1 é considerado o momento não
centrado, ou seja, a média. Note-se ainda que a variabilidade das estimativas obtidas
poderá ser bastante elevada, pois esta aumenta significativamente com o número de
momentos a calcular.
As equações explícitas de
¡ bw, bμ1, bμ2, bσ21, bσ22¢ como funções de (m01,m2,m3,m4,m5)
são demasiado extensas para aqui serem reproduzidas, mas para w2 = 1− w1 os esti-
madores dos momentos serão obtidos resolvendo
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m01 = μ
0
1 =
2X
i=1
wiμi
m2 = μ2 =
2X
i=1
wi
h
(μi − μ01)
2
+ σ2i
i
m3 = μ3 =
2X
i=1
wi
h
(μi − μ01)
3
+ 3 (μi − μ01)σ2i
i
m4 = μ4 =
2X
i=1
wi
h
(μi − μ01)
4
+ 6 (μi − μ01)
2 σ2i + 3σ
4
i
i
m5 = μ5 =
2X
i=1
wi
h
(μi − μ01)
5
+ 10 (μi − μ01)
3 σ2i + 15 (μi − μ01)σ4i
i
.
3.2. Método da Máxima Verosimilhança.
O método da máxima verosimilhança é talvez o mais popular dos métodos de es-
timação em estatística (para mais detalhes consultar, por exemplo, Azzalini, 1996;
Casella e Berger, 1990). Este método foi desenvolvido por Fisher e consiste em procu-
rar o vector de parâmetros θ com maior probabilidade de ter produzido a amostra
observada x.
Definição 3.2.
Seja
L (θ|x) =
nY
i=1
f (xi)
uma função de verosimilhança. A estimativa de máxima verosimilhança para o vector
de parâmetros θ é o ponto bθ tal que
max
θ∈Θ
L (θ|x) = L
³bθ|x´ , ∀θ ∈ Θ.
Tendo em conta as características da função de verosimilhança, sob determinadas
condições de regularidade (pertencer à família exponencial é uma condição suficiente
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mas não necessária), bastará determinar os zeros da derivada do logaritmo da função
de verosimilhança.
Definição 3.3.
Seja L (θ|x) uma função de verosimilhança. Para cada parâmetro θj, j = 1, ..., p, as
equações de verosimilhança são definidas por
∂
∂θj
lnL (θ|x) = 0.
Quando a distribuição em análise é uma mistura finita de gaussianas, temos então
um máximo de 3N − 1 parâmetros a estimar. A função de máxima verosimilhança é,
fixada uma amostra de dimensão n,
L (θ|x) =
nY
i=1
"
NX
j=1
wj
1√
2πσj
exp
(
−1
2
µ
xi − μj
σj
¶2)#
,
sendo o seu logaritmo
lnL (θ|x) =
nX
i=1
ln
"
NX
j=1
wj
1√
2πσj
exp
(
−1
2
µ
xi − μj
σj
¶2)#
com θ = (w1, ..., wN , μ1, ..., μN , σ21, ..., σ2N). Não é possível obter uma expressão explícita
para os estimadores de máxima verosimilhança, pois as equações de verosimilhança não
podem ser resolvidas analiticamente.
Os trabalhos iniciais sobre este assunto consideravam apenas a situação de igual-
dade das variâncias, e procuravam os estimadores através de métodos directos, como
o de Newton-Raphson (Hasselblad, 1966). Com a acessibilidade a computadores mais
potentes, surgiram algoritmos mais evoluídos, mas de convergência lenta.
Modernamente é habitual utilizar-se uma variação do método da máxima verosi-
milhança, designada por expectation-maximization algorithm2 (Dempster et al, 1977).
A ideia do algoritmo EM é considerarmos novamente (ver Capítulo I) que temos uma
variável aleatória que indica a que subpopulação é que cada elemento da amostra
2 Designado neste texto por algoritmo EM.
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pertence,
Si 1 ... N
P (Si = j) w1 wN
e uma variável aleatória auxiliar
Dij =
⎧
⎨
⎩
1, se Si = j
0, se Si 6= j
,
sendo agora a função de máxima verosimilhança (ver expressão (0.7) da página 3)
L (θ|x, s) =
nY
i=1
NY
j=1
"
wj
1√
2πσj
exp
(
−1
2
µ
xi − μj
σj
¶2)#Dij
,
e consequentemente o seu logaritmo
lnL (θ|x, s) =
nX
i=1
NX
j=1
Dij ln
"
wj
1√
2πσj
exp
(
−1
2
µ
xi − μj
σj
¶2)#
.
O algoritmo EM consiste em dois passos distintos:
• o passo E, onde é computado o valor esperado de ln [L (θ;x, s)] , em função da
amostra e da estimativa actual do vector de parâmetros, originando
bD(m)ij =
bw(m−1)j 1√
2πbσ(m−1)j exp
⎧
⎨
⎩−
1
2
Ã
xi − bμ(m−1)jbσ(m−1)j
!2⎫⎬
⎭
NX
k=1
⎡
⎣bw(m−1)k 1√
2πbσ(m−1)k exp
⎧
⎨
⎩−
1
2
Ã
xi − bμ(m−1)kbσ(m−1)k
!2⎫⎬
⎭
⎤
⎦
, m ≥ 1;
• o passo M, onde é maximizado
bμ(m)j = 1nj
nX
i=1
bD(m)ij xi
¡bσ2j¢(m) = nX
i=1
bD(m)ij hxi − bμ(m−1)j i2
bw(m)j = njn
com nj =
nX
i=1
bD(m)ij .
3. A ESTIMAÇÃO DOS PARÂMETROS 31
É necessária uma estimativa inicial dos parâmetros, bθ(0), que pode ser obtida, por
exemplo, recorrendo ao método dos momentos. Uma escolha acertada da solução ini-
cial pode ser importante na obtenção de uma boa solução final, pois não se consegue
encontrar um maximizante absoluto (é possível que a função de verosimilhança seja
ilimitada e que existam várias modas). No entanto, mesmo começando com bθ(0) = θ,
não se garante que o maximizante local encontrado seja o melhor (Frühwirth, 2006).
3.3. Caso Prático.
3.3.1. Algoritmo EM vs Método dos Momentos.
Para averiguar o comportamento do algoritmo EM e do método dos momentos na
estimação de parâmetros em misturas de gaussianas, foram geradas dez amostras3
de dimensão 1000 de misturas de duas gaussianas, para dois diferentes vectores de
parâmetros θ = (w, μ1, μ2, σ21, σ22) . As amostras foram geradas pelo software Mat-
lab 7.5, que foi igualmente utilizado para implementar o algoritmo EM. Quanto ao
método dos momentos, este foi aplicado no software Mathematica 6.0. Conforme refe-
rimos anteriormente, precisamos de calcular 3N − 1 momentos, em que N é o número
de subpopulações. Para evitar a utilização de momentos de ordens muito elevadas, que
poderiam conduzir facilmente a estimativas erróneas, limitou-se este estudo compara-
tivo a duas subpopulações.
O Erro Quadrático Médio (EQM) foi a medida utilizada na aferição da qualidade
das estimativas obtidas,
(3.4) EQM
³bθ´ = E ∙³bθ − θ´2¸ .
Procurou-se verificar se o erro quadrático médio da estimativa obtida pelo método dos
momentos (EQMM) era superior ao erro quadrático médio da estimativa obtida pelo
método do algoritmo EM (EQME).
3 Não se pretende fazer um verdadeiro trabalho de simulação sobre estimação de parâmetros em
misturas finitas de gaussianas (a literatura é fértil neles), mas somente exemplificar o uso dos métodos
de estimação referidos.
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Cada um dos vectores de parâmetros foi tratado considerando todas as componentes
desconhecidas, implicando que
(3.5) EQM
³bθ´ = 5X
i=1
E
∙³bθi − θi´2¸ .
Para o primeiro vector de parâmetros, θ = (w,μ1, μ2, σ21, σ22) = (0.5, 5, 7, 1, 9) ,
utilizou-se para solução inicial do método do algoritmo EM
bθ(0) = ¡0.5, X,Me, S2, S2¢
onde X, Me e S2 são, respectivamente, a média, a mediana e a variância amostral4. A
tabela abaixo expõe os resultados obtidos.
Tabela 2: θ =
¡
w, μ1, μ2, σ21, σ22
¢
= (0.5, 5, 7, 1, 9) e todos os parâmetros desconhecidos
Método dos Momentos Método do Algoritmo EM EQMM EQMEbθ = (0.503, 4.918, 7.190, 1.171, 8.497) bθ = (0.486, 4.858, 7.143, 0.906, 8.416) 0.325 0.391bθ = (0.549, 5.181, 7.012, 0.812, 9.236) bθ = (0.547, 5.028, 7.187, 0.979, 8.275) 0.127 0.564bθ = (0.535, 5.048, 7.185, 1.018, 9.847) bθ = (0.521, 5.040, 7.131, 0.896, 9.812) 0.757 0.698bθ = (0.699, 5.249, 7.762, 2.415, 10.214) bθ = (0.470, 4.932, 6.958, 0.907, 8.765) 4.168 0.071bθ = (0.525, 5.070, 6.988, 1.182, 9.966) bθ = (0.503, 5.065, 6.908, 1.002, 9.895) 0.971 0.813bθ = (0.542, 4.969, 7.076, 1.538, 7.598) bθ = (0.434, 4.841, 6.770, 0.808, 7.329) 2.265 2.911bθ = (0.419, 4.984, 6.921, 0.383, 9.078) bθ = (0.489, 5.054, 7.122, 1.042, 9.349) 0.401 0.142
solução não admissível bθ = (0.401, 4.896, 6.706, 0.714, 8.164) 0.888bθ = (0.555, 5.158, 7.146, 1.430, 9.114) bθ = (0.504, 5.087, 7.016, 1.074, 8.789) 0.247 0.058
solução não admissível bθ = (0.473, 4.968, 6.966, 0.960, 9.184) 0.038
Os resultados para esta situação mostram que nem sempre o algoritmo EM é su-
perior ao método dos momentos. No entanto, o método dos momentos não apresentou
qualquer solução admissível em duas amostras, e em outras três a solução obtida não
4 O método dos momentos nem sempre originou uma solução admissível, pelo que não foi uti-
lizado para solução inicial. A solução inicial com bμ1 = bμ2 também não foi adoptada porque diversas
vezes originou uma solução final com bμ1 = bμ2, mesmo quando estes parâmetros eram razoavelmente
diferentes.
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foi única5, optando-se nessa situação por escolher a melhor solução (assume-se que,
numa situação prática, o utilizador teria a capacidade de escolher a melhor solução
para o seu caso).
Para o segundo vector de parâmetros, θ = (w, μ1, μ2, σ21, σ22) = (0.1, 2, 4, 4, 2),
utilizou-se para solução inicial do método do algoritmo EM6
bθ(0) = ¡0.2, X,Me, S2, S2¢ .
A tabela abaixo expõe os resultados obtidos.
Tabela 3: θ =
¡
w, μ1, μ2, σ21, σ22
¢
= (0.1, 2, 4, 4, 2) e todos os parâmetros desconhecidos
Método dos Momentos Método do Algoritmo EM EQMM EQME
solução não admissível bθ = (0.409, 3.167, 4.255, 3.265, 1.672) 2.170bθ = (0.397, 3.176, 4.151, 3.685, 1.488) bθ = (0.380, 3.200, 4.110, 3.840, 1.505) 1.856 1.800
solução não admissível bθ = (0.089, 2.116, 3.895, 5.522, 2.136) 2.360
solução não admissível bθ = (0.086, 1.670, 4.051, 4.542, 1.874) 0.421
solução não admissível bθ = (0.441, 3.199, 4.127, 3.306, 1.441) 2.364
solução não admissível bθ = (0.140, 2.371, 4.073, 4.399, 1.917) 0.310
solução não admissível bθ = (0.137, 2.494, 3.969, 4.745, 1.998) 0.801
solução não admissível bθ = (0.065, 1.772, 3.944, 5.081, 1.993) 1.226bθ = (0.265, 2.993, 4.114, 4.456, 1.778) bθ = (0.266, 3.057, 4.093, 4.564, 1.783) 1.284 1.518
solução não admissível bθ = (0.279, 2.989, 4.057, 3.796, 1.931) 1.059
Note-se que agora o método dos momentos só apresenta uma solução admissível em
duas amostras (e mesmo nessas a solução não é única). Apesar de apresentar resultados
muito superiores ao método dos momentos, o algoritmo EM também apresenta piores
resultados nesta situação, o que não deixa de ser natural, já que agora os pesos são
desproporcionados e as variâncias próximas.
5 Não nos referimos a situações de identificabilidade estrita, em que se assume ( bw, bμ1, bμ2, bσ1, bσ2) 6=
(1− bw, bμ2, bμ1, bσ2, bσ1) .
6 O algoritmo parece ser especialmente sensível a uma má escolha de w. No entanto, não parece
escandaloso admitir que, à partida, o utilizador teria uma noção das proporções de cada subpopulação.
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3.3.2. O EQM no Algoritmo EM.
Vimos que o algoritmo EM parece comportar-se melhor que o método dos momen-
tos em misturas de duas gaussianas, pelo que se procedeu a um trabalho de simulação
mais detalhado deste método, considerando agora misturas de duas, três e quatro gaus-
sianas. Para cada vector de parâmetros desconhecido foram simuladas 1000 amostras
de dimensão 10000, calculando-se a média do EQM. Desta feita as estimativas iniciais
dos parâmetros foram encontradas do seguinte modo:
• através da configuração padrão do Matlab 7.57 para densidades unimodais;
• através da configuração padrão do Matlab 7.5, excepto para as médias, que
foram estimadas pelas modas (ou pelos pontos de inflexão), para densidades
multimodais.
Os resultados obtidos encontram-se na tabela seguinte.
Tabela 4: EQM obtido na estimação pelo algoritmo EM
Vector de parâmetros EQM
(1)
¡
w, μ1, μ2, σ21, σ22
¢
= (0.5, 3, 8, 1, 9) 0.087
(2)
¡
w, μ1, μ2, σ21, σ22
¢
= (0.3, 8, 4, 3, 3) 0.574
(3)
¡
w, μ1, μ2, σ21, σ22
¢
= (0.1, 2, 4, 4, 2) 1.079
(4)
¡
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
¢
= (0.1, 0.4,−1, 3, 6, 1, 1, 4) 0.081
(5)
¡
w1, w2, μ1, μ2, μ3, σ21, σ22, σ23
¢
= (0.2, 0.3, 1, 4, 7, 9, 4, 1) 1.866
(6)
¡
w1, w2, μ1, μ2, μ3, σ21, σ22, σ23
¢
= (0.3, 0.4, 1, 2, 3, 1, 4, 9) 2.157
(7)
¡
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
¢
= (0.25, 0.25, 0.25,−1, 3, 6, 10, 3, 1, 2, 4) 1.820
(8)
¡
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
¢
= (0.1, 0.2, 0.3, 7, 0, 1, 4, 1.5, 2, 1.5, 2) 17.270
(9)
¡
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
¢
= (0.4, 0.4, 0.1,−1, 0, 0, 2, 4, 1, 4, 6) 17.677
O algoritmo é bem comportado na maioria das situações, piorando quando temos 4 po-
pulações. As misturas com densidades claramente multimodais (ver figura seguinte)
7 Escolhe aleatoriamente k observações, onde cada uma delas é a estimativa inicial da média de
cada uma das k subpopulações, considera os pesos e as variâncias iguais, sendo estas estimadas pela
variância amostral.
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originaram os menores EQM, resultado expectável já que nestas condições é fácil en-
contrar boas estimativas iniciais para as médias das subpopulações.
(1) (2) (3)
(4) (5) (6)
(7) (8) (9)
Figura 2: densidades teóricas da tabela 4
3.4. Conclusão.
O problema da estimação de parâmetros em misturas de gaussianas parece complexo,
principalmente quando a função densidade da mistura é unimodal e mesmo considerando
somente a mistura de duas populações. O método dos momentos, muito em voga no
século passado, parece perder claramente para o algoritmo EM, baseado na máxi-
ma verosimilhança. Outros métodos de estimação poderiam ser considerados. Por
exemplo, o recurso aos quantis amostrais poderia fornecer estimadores robustos dos
parâmetros. No entanto, a escolha dos quantis a utilizar não parece trivial. Outra al-
ternativa seria considerar a abordagem Bayesiana do problema (Frühwirth, 2006), que
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parece acarretar algumas vantagens, especialmente quando o número de subpopulações
é desconhecido (situação não estudada neste trabalho).
Em misturas unimodais, pode igualmente ser relevante procurar uma solução apro-
ximada para o problema, através do sistema de Pearson. Note-se que qualquer den-
sidade unimodal pode ser aproximada a uma distribuição do sistema de Pearson, que
tem no máximo quatro parâmetros a estimar. Atendendo a que uma mistura de gaus-
sianas tem no máximo 3N−1 parâmetros desconhecidos, poderá haver uma importante
poupança do número destes. Em função dos coeficientes de assimetria e achatamento
calculados a partir dos cumulantes (ver expressão 2.6 na página 25), não é no entanto
possível aproximar a mistura, de forma geral, a um tipo específico do sistema de Pear-
son (o que seria o ideal). As aproximações terão de ser analisadas caso a caso, em
função dos coeficientes de assimetria e achatamento de cada situação.
4. Algumas Propriedades das Misturas de Duas Gaussianas
Se existirem somente duas subpopulações, é possível extrair algumas conclusões
quanto à simetria e à unimodalidade ou bimodalidade da mistura. Esta simplifi-
cação não deve ser menosprezada, já que em diversas situações estamos efectivamente
restringidos a duas subpopulações (por exemplo quando estudamos diferenças entre
sexos).
A mistura será simétrica se ocorrer uma das seguintes situações:
• w = 0.5 e σ21 = σ22;
• μ1 = μ2.
As condições acima são imediatas, e um maior interesse é habitualmente dedicado
a condições suficientes para a mistura ser unimodal. A unimodalidade é sempre pos-
sível, para algum w, independentemente dos valores de (μ1, μ2, σ21, σ22) . Uma condição
suficiente para uma mistura ser unimodal, independentemente de w, será dada por
Behboodian (1970)
|μ1 − μ2| ≤ 2min (σ1, σ2)
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podendo esta condição ser mais acutilante se σ1 = σ2 = σ. Nesta situação,
|μ1 − μ2| ≤ 2σ
r
1 +
|lnw − ln (1− w)|
2
será uma condição suficiente de unimodalidade. Um caso óbvio de unimodalidade (tal
como de simetria) surge quando μ1 = μ2.
Também a bimodalidade é sempre possível, para algum w, se (Eisenberger, 1964)
(μ1 − μ2)2 >
8σ21σ22
σ21 + σ22
.
É ainda importante mencionar que é por vezes difícil, em situações práticas, decidir se
a unimodalidade ou bimodalidade de um conjunto de dados resulta do problema em
si, ou de uma flutuação aleatória da amostra (Everitt e Hand, 1981).
5. A Situação μ1= μ2= ... = μN= μ Desconhecido
Quando existe igualdade de médias a distribuição é sempre unimodal, e se houver
pouco conhecimento sobre o fenómeno em questão poderá ser difícil detectar se os
dados provêem de uma mistura. Quando μ1 = μ2 = ... = μN = μ estamos perante uma
mistura de escalas, sendo a função densidade da mistura
(5.1) fX (x) =
NX
j=1
wj
1√
2πσj
exp
(
−1
2
µ
x− μ
σj
¶2)
.
Conforme indicado na página 19,
μ01 =
NX
j=1
wjE (Xj) = μ
e
μk =
NX
j=1
wjE
h
(Xj − μ)k
i
.
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Assim, os quatro primeiros momentos serão dados por (também se poderia recorrer à
expressão (2.6) da página 25)
μ01 = μ
μ2 =
NX
j=1
wjσ2j
μ3 = 0
μ4 = 3
NX
j=1
wjσ4j
sendo os coeficientes de assimetria e achatamento
β1 = 0
β2 =
3
NX
j=1
wjσ4jÃ
NX
j=1
wjσ2j
!2 .
Com base nos valores de β1 e β2 é agora possível aproximar a mistura a uma distribuição
do sistema de Pearson, mais concretamente à distribuição t de Student.
Teorema 5.1.
Seja X uma mistura finita de gaussianas com igual média. Então
(5.2) α (X − μ) ◦∼ t(ν),
onde
(5.3) α =
r
1− b2
b0
e8
(5.4) ν =
1− b2
b2
,
sendo as constantes b0 e b2 as do sistema de Pearson (ver expressão (4.1) da página
9).
8 Note-se que ν será, na maioria dos casos, um valor fraccionário, sem que tal seja problemático.
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Demonstração.
Como a mistura é simétrica (β1 = 0) pode ser aproximada por uma distribuição de
Pearson do tipo VII (ver expressão (4.10) na página 11) se β2 > 3, ou seja
3
NX
j=1
wjσ4jÃ
NX
j=1
wjσ2j
!2 > 3⇐⇒ NX
j=1
wjσ4j >
Ã
NX
j=1
wjσ2j
!2
.
A desigualdade de Cauchy-Schwarz,Ã
NX
j=1
x2j
!Ã
NX
j=1
y2j
!
≥
Ã
NX
j=1
xjyj
!2
,
pode ser aplicada considerando xj =
√wjσ2j e yj =
√wj, originandoÃ
NX
j=1
wjσ4j
!Ã
NX
j=1
wj
!
≥
Ã
NX
j=1
wjσ2j
!2
⇐⇒
⇐⇒
NX
j=1
wjσ4j ≥
Ã
NX
j=1
wjσ2j
!2
.
Verifica-se assim que a mistura pode ser aproximada por uma distribuição de Pearson
de tipo VII. Subtraindo o valor esperado de X, a função densidade da variável será
fX−μ (x) = K1
¡
b0 + b2x2
¢− 1
2b2 = K2
µ
1 +
b2
b0
x2
¶− 1
2b2
=
b2= 1ν+1
K2
µ
1 +
x2
b0 (ν + 1)
¶− ν+1
2
,
onde K1, K2 são constantes escolhidas de modo a que
+∞Z
−∞
fX−μ (x) dx = 1. A aproxi-
mação pela distribuição t de Student pode ser obtida fazendo
Y =
r
ν
b0 (ν + 1)
(X − μ)
o que origina como função densidade aproximada de Y
fY (y) = K3
µ
1 +
y2
ν
¶− ν+1
2
,
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função densidade da t de Student para
K3 =
Γ
µ
ν + 1
2
¶
√
υπΓ
³ν
2
´ ,
permitindo assim concluir quer
1− b2
b0
(X − μ) ◦∼ t? 1−b2
b2
?,
como pretendido. ¤
A subtracção da constante μ e a multiplicação por
r
1− b2
b0
servem para estandar-
dizar a distribuição, já que se
X ∼ t(n)
então
E (X) = 0 e V (X) =
n
n− 2 .
Os parâmetros b0 e b2 são os descritos na equação (4.1) da página 9, considerando que
β1 = 0. Assim,
a = b1 = 0
b0 =
2
NX
j=1
wjσ4j
NX
j=1
wjσ2j
5
NX
j=1
wjσ4j − 3
Ã
NX
j=1
wjσ2j
!2
b2 =
NX
j=1
wjσ4j −
Ã
NX
j=1
wjσ2j
!2
5
NX
j=1
wjσ4j − 3
Ã
NX
j=1
wjσ2j
!2 .(5.5)
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5.1. O Teste μ1= μ2= ... = μN= μ.
O teorema 5.1 permite testar a igualdade de médias em misturas finitas de gaus-
sianas,
(5.6) H0 : μ1 = μ2 = ... = μN
pois sob H0
(5.7)
r
1− b2
b0
(X − μ) ◦∼ t? 1−b2
b2
?.
É no entanto necessário algum cuidado quando N ≥ 3. É possível (embora bastante
difícil) que uma determinada mistura origine uma densidade unimodal com β1 = 0 e
β2 > 3, sem que no entanto μ1 = μ2 = ... = μN . Portanto, a não rejeição de H0 pode
não significar que as médias sejam iguais, mesmo a nível teórico.
Para N = 2, o problema não se coloca, pois conforme referimos na secção anterior
β1 = 0 somente se μ1 = μ2 (situação de interesse) ou w = 0.5 e σ21 = σ22 (situação per-
turbadora). Nesta última situação o 4o cumulante será, após simplificação da expressão
(2.6) da página 25,
κ4 = −0.125 (μ1 − μ2)4 ,
implicando que β2 < 3 e que a mistura não possa ser aproximada à t de Student.
Por outro lado, independentemente de N, a rejeição de H0 implica que pelo menos
uma das médias é diferente das restantes.
Como habitualmente, teremos que estimar os parâmetros desconhecidos, neste caso
b0, b2 e μ. Substituindo na equação (4.1) da página 9 os momentos populacionais
pelos amostrais estimamos b0 e b2, considerando que β1 = 0. Por sua vez, a média
populacional será estimada pela amostral.
5.2. Caso Prático.
A qualidade da aproximação descrita no teorema 5.1 foi avaliada através de um pe-
queno trabalho de simulação, considerando misturas de duas, três e quatro gaussianas.
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A hipótese (5.6) foi testada com base no teste de Kolmogorov-Smirnov9, ao nível de
significância de 5%. Para cada vector de parâmetros foram simuladas 1000 amostras
de dimensão 1000, sendo P (Rej.H0) o quociente entre o número de simulações em que
a igualdade de médias foi rejeitada ou cujo número de graus de liberdade estimado foi
negativo, e o total de simulações. O software utilizado foi novamente o Matlab 7.5, e
os parâmetros b0, b2 e μ foram estimados através da amostra. Os resultados obtidos
para duas subpopulações encontram-se na tabela seguinte.
Tabela 5: misturas de gaussianas com duas subpopulações
P (Rej.H0) P (Rej.H0)
(1)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.1; 0; 0; 0.2; 1) 0.001 (16)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.1; 0; 0; 5; 1) 0
(2)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.1; 1; 0; 0.2; 1) 0.840 (17)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.1; 1; 0; 5; 1) 0.059
(3)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.1; 2; 0; 0.2; 1) 0.998 (18)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.1; 2; 0; 5; 1) 0.754
(4)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.3; 0; 0; 0.2; 1) 0.002 (19)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.3; 0; 0; 5; 1) 0.011
(5)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.3; 1; 0; 0.2; 1) 0.999 (20)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.3; 1; 0; 5; 1) 0.905
(6)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.3; 2; 0; 0.2; 1) 1 (21)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.3; 2; 0; 5; 1) 1
(7)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 0; 0.2; 1) 0.020 (22)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 0; 5; 1) 0.028
(8)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 1; 0; 0.2; 1) 1 (23)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 1; 0; 5; 1) 0.958
(9)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 2; 0; 0.2; 1) 1 (24)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 2; 0; 5; 1) 1
(10)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.7; 0; 0; 0.2; 1) 0.003 (25)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.7; 0; 0; 5; 1) 0.005
(11)
?
w, μ1, μ2, σ
2
1, σ
2
2
?
= (0.7; 1; 0; 0.2; 1) 1 (26)
?
w,μ1, μ2, σ
2
1, σ
2
2
?
= (0.7; 1; 0; 5; 1) 0.572
(12)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.7; 2; 0; 0.2; 1) 1 (27)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.7; 2; 0; 5; 1) 0.994
(13)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.9; 0; 0; 0.2; 1) 0 (28)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.9; 0; 0; 5; 1) 0.108
(14)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.9; 1; 0; 0.2; 1) 0.914 (29)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.9; 1; 0; 5; 1) 0.259
(15)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.9; 2; 0; 0.2; 1) 1 (30)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.9; 2; 0; 5; 1) 0.744
A aproximação parece funcionar bastante bem, pois P (Rej.H0|H0 verd) é quase sem-
pre reduzida e P (Rej.H0|H0 falsa) quase sempre elevada. O teste mostra-se bastante
sensível à violação de H0, independentemente das variâncias serem ou não elevadas.
A multimodalidade e a assimetria parecem contribuir decisivamente para uma boa
potência do teste, conforme ilustrado na figura seguinte. Algumas situações foram um
pouco mais problemáticas, como a situação (17) e a situação (28) , em que os pesos
muito diferentes das subpopulações poderão ter condicionado um melhor resultado.
9 Designado por teste K-S ao longo deste trabalho.
5. A SITUAÇÃO μ1= μ2= ... = μN= μ DESCONHECIDO 43
As figuras seguintes descrevem algumas das funções densidade analisadas para duas
subpopulações
(1) (2) (3)
(7) (8) (9)
(16) (17) (18)
(28) (29) (30)
Figura 3: densidades teóricas para algumas misturas definidas na tabela 5
Para três e quatro subpopulações seria extremamente difícil examinar com rigor to-
das as diferentes combinações de parâmetros, pelo que a opção recaiu em misturas
claramente unimodais e não demasiado assimétricas.
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Tabela 6: misturas de gaussianas com três ou quatro subpopulações
β1 β2 P (Rej.H0)
(1)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.1; 0; 0; 0; 0.2; 0.6; 1) 0 3.254 0.064
(2)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.1; 1; 0; 0; 0.2; 0.6; 1) -0.138 2.906 0.764
(3)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.1; 1; 0; 1; 0.2; 0.6; 1) 0.013 3.110 0.266
(4)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.4; 0; 0; 0; 0.2; 0.6; 1) 0 3.366 0.026
(5)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.4; 1; 0; 0; 0.2; 0.6; 1) -0.122 2.978 0.602
(6)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.4; 1; 0.5; 0; 0.2; 0.6; 1) -0.295 3.117 0.371
(7)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.3; 0.4; 0; 0; 0; 0.2; 0.6; 1) 0 3.800 0.005
(8)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.3; 0.4; 0.5; 0.5; 0; 0.2; 0.6; 1) -0.361 3.838 0.270
(9)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.3; 0.4; 0; 1; 0; 0.2; 0.6; 1) 0.062 3.258 0.188
(10)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.1; 0; 0; 0; 6; 3; 1) 0 5.501 0.001
(11)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.1; 1; 0; 0; 6; 3; 1) 0.568 5.914 0.071
(12)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.1; 1.5; 0; 0; 6; 3; 1) 0.830 6.338 0.353
(13)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.4; 0; 0; 0; 6; 3; 1) 0 4.367 0.000
(14)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.4; 1; 0; 0; 6; 3; 1) 0.320 4.584 0.028
(15)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.1; 0.4; 2; 0; 0; 6; 3; 1) 0.644 5.119 0.408
(16)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.3; 0.4; 0; 0; 0; 6; 3; 1) 0 4.050 0.000
(17)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.3; 0.4; 1; 0; 0; 6; 3; 1) 0.382 4.081 0.313
(18)
?
w1, w2, μ1, μ2, μ3, σ21, σ
2
2, σ
2
3
?
= (0.3; 0.4; 2; 0; 0; 6; 3; 1) 0.657 4.070 0.993
(19)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.1; 0.1; 0; 0; 0; 0; 0.2; 0.5; 0.8; 1) 0 3.248 0.051
(20)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.1; 0.1; 0.5; 0; 0; 0; 0.2; 0.5; 0.8; 1) -0.108 3.179 0.183
(21)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.1; 0.1; 1; 0; 0; 0; 0.2; 0.5; 0.8; 1) -0.134 2.933 0.682
(22)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.2; 0.3; 0; 0; 0; 0; 0.2; 0.5; 0.8; 1) 0 3.241 0.029
(23)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.2; 0.3; 0; 1; 0; 0; 0.2; 0.5; 0.8; 1) -0.068 3.028 0.469
(24)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.2; 0.3; 0.5; 1; 0; 0; 0.2; 0.5; 0.8; 1) -0.186 3.043 0.443
(25)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (1/4; 1/4; 1/4; 0; 0; 0; 0; 0.2; 0.5; 0.8; 1) 0 3.418 0.000
(26)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (1/4; 1/4; 1/4; 0; 1; 0; 0.5; 0.2; 0.5; 0.8; 1) 0.000 3.240 0.201
(27)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (1/4; 1/4; 1/4; 0; 1; 0; 0; 0.2; 0.5; 0.8; 1) 0.115 3.186 0.105
(28)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.1; 0.1; 0; 0; 0; 0; 6; 4; 2; 1) 0 5.038 0.001
(29)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.1; 0.1; 1; 0; 0; 0; 6; 4; 2; 1) 0.464 5.545 0.065
(30)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.1; 0.1; 1; 0.6; 0.3; 0; 6; 4; 2; 1) 0.587 5.421 0.306
(31)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.2; 0.3; 0; 0; 0; 0; 6; 4; 2; 1) 0 4.209 0.000
(32)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.2; 0.3; 0; 1; 0; 0; 6; 4; 2; 1) 0.258 4.385 0.085
(33)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.1; 0.2; 0.3; 1; 0.6; 0.3; 0; 6; 4; 2; 1) 0.397 4.402 0.185
(34)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.25; 0.25; 0.25; 0; 0; 0; 0; 6; 4; 2; 1) 0 4.766 0.002
(35)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.25; 0.25; 0.25; 0; 1; 0; 0; 6; 4; 2; 1) 0.103 3.982 0.029
(36)
?
w1, w2, w3, μ1, μ2, μ3, μ4, σ21, σ
2
2, σ
2
3, σ
2
4
?
= (0.25; 0.25; 0.25; 0; 2; 0; 0; 6; 4; 2; 1) 0.234 3.809 0.485
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(4) (5) (6)
(10) (11) (12)
(25) (26) (27)
(31) (32) (33)
Figura 4: densidades teóricas para algumas misturas definidas na tabela 6
Os resultados são similares aos obtidos para duas subpopulações. Atendendo aos valo-
res teóricos da assimetria e do achatamento das misturas analisadas, nota-se que quanto
mais distante de zero estiver a assimetria mais fácil é rejeitar H0, e que quando o
achatamento é muito próximo de 310 (ou mesmo inferior, como nas situações (2) e (5))
aumenta naturalmente a probabilidade de rejeitar H0, parecendo o teste razoavelmente
10 Recorde-se que se X ∼ t(ν) então β2 = 3 + 6ν−4 , ν > 4, pelo que β2 > 3.
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potente. Por outro lado, a probabilidade de rejeitar H0 quando esta hipótese é ver-
dadeira foi sempre bastante reduzida, pois somente as situações (1) e (19), em que o
achatamento é pequeno, apresentaram P (Rej.H0) um pouco acima de 0.05.
5.3. Conclusão.
Mesmo em misturas em que a igualdade de médias existe, o número de parâmetros des-
conhecidos poderá ser elevado quando existem várias subpopulações (2N parâmetros) .
Quando a mistura é unimodal e as médias das subpopulações iguais, a aproximação
à distribuição t de Student parece funcionar bastante bem e poderá ser uma séria
alternativa de ajustamento aos dados. Por outro lado, se suspeitarmos que a amostra
em análise é proveniente de uma mistura em que as subpopulações têm a mesma média,
a estatística de teste induzida pelo teorema 5.1 parece apropriada para testar (5.6),
já que o teste revela ser bastante potente (especialmente quando as variâncias das
subpopulações não são demasiado grandes, implicando que pequenas diferenças de
médias originem alterações significativas no coeficiente de assimetria), ressalvando no
entanto mais uma vez que para N ≥ 3 existem algumas raras situações em que a
aproximação à distribuição t de Student é teoricamente boa mesmo se a hipótese (5.6)
for violada.
6. A Situação σ1= σ2= ... = σN= σ Desconhecido
6.1. A Mistura Como Soma de Variáveis Aleatórias Independentes.
A homogeneidade das variâncias é uma questão bastante importante em estatística,
sendo normalmente assumida em análise de variância. Se houver algum conhecimento
prévio das subpopulações, poderá ser possível supor que as variâncias destas são simi-
lares, recorrendo a algum tipo de teste para a igualdade das variâncias. Em misturas
finitas de gaussianas, quando σ1 = σ2 = ... = σN = σ estamos perante uma mistura de
localizações, sendo a função densidade (2.1) da página 24
fX (x) =
1√
2πσ
"
NX
j=1
wj exp
(
−1
2
µ
x− μj
σ
¶2)#
,
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e a sua função característica (ver expressão (2.3) da página 24)
NX
j=1
wj exp
½
itμj −
t2σ2
2
¾
,
implicando queX possa ser vista como uma soma de variáveis aleatórias independentes.
Teorema 6.1.
Seja X uma mistura finita de gaussianas com a mesma variância. Então
(6.1) X d=W + Y
onde
W ∼ N (0, σ)
e
Y μ1 ... μN
P
¡
Y = μj
¢
w1 ... wN
são variáveis aleatórias independentes, supondo sem perda de generalidade que μ1 <
μ2 < ... < μN .
Demonstração.
A função característica da variável aleatória W + Y, com W e Y independentes e
definidas anteriormente será
ϕW+Y (t) = ϕW (t)ϕY (t) = exp
µ
−t
2σ2
2
¶" NX
j=1
wj exp
¡
itμj
¢#
=
=
NX
j=1
wj exp
½
itμj −
t2σ2
2
¾
= ϕX (t) ,
logo pela unicidade da função característica
X d=W + Y,
como pretendido. ¤
Conclui-se assim que a variável aleatóriaX não é mais do que uma variável aleatória
discreta com massa em n pontos distintos adicionada de um ruído gaussiano.
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Os cumulantes apresentados na expressão (2.6) da página 25 não permitem, mesmo
para este caso particular, retirar ilações gerais sobre o comportamento dos coeficientes
de assimetria e achatamento ou classificar a mistura, de forma aproximada, a uma
distribuição do sistema de Pearson. No entanto, em função da distribuição de Y, já
poderemos extrair algumas conclusões. Atendendo ao teorema 6.1 e ao exposto nas
páginas 8 e 9,
κX,1 = κY,1
κX,2 = κY,2 + σ2
κX,3 = κY,3
κX,4 = κY,4.(6.2)
Note-se que a igualdade κX,2 = κY,2 + σ2 é importante, pois bastará conhecer μY,2 ou
σ2 para se estimar de forma simples todos os parâmetros da mistura, pelo método dos
momentos. Nesta situação poderá ainda ser possível escolher uma distribuição de Y
(pertencendo por exemplo ao sistema de Katz) que se ajuste à componente discreta
dos dados. Por outro lado, a simetria da distribuição só depende de κY,3.
Apesar do exposto acima ser teoricamente interessante, na prática poderemos não
ter qualquer informação sobre κY,2 ou σ2. Mesmo assim, atendendo a que
μ0Y,1 = μ
0
X,1
μY,3 = μX,3
κY,4 =
µ
μX,3
βX,1
¶4
3 ¡
βX,2 − 3
¢
,(6.3)
estas equações permitem extrair bastante informação sobre Y a partir da amostra, que
poderá ser suficiente para encontrar uma distribuição discreta aproximada para Y.
Exemplo 6.1.
Seja X uma mistura de gaussianas com função densidade
fX (x) =
1
3
√
2π
+∞X
i=0
"
4i
i!
exp
(
−4− 1
2
µ
x− i
3
¶2)#
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(a soma das variáveis W ∼ N (0, 3) e Y ∼ P (4)). Em 1000 amostras de dimensão
10000 geradas pelo Matlab 7.5, obteve-se
m0X,1 = 3.9980; mX,2 = 13.0004; mX,3 = 4.0099; bβX,1 = 0.0855; bβX,2 = 3.0232,
originando as estimativas
bμ0Y,1 = 3.9980; bμY,3 = 4.0099; bκY,4 = 3.9096.
Recorde-se que a distribuição Poisson é, das distribuições discretas habituais, a única
onde
μ0Y,1 = μY,2 = μY,3 = κY,4 = λ,
logo bλ = 4 e bσ2 = 13.0004− 4 = 9.0004, valores consentâneos com os teóricos.
Se a mistura for unimodal, a sua função densidade poderá ser, em algumas situações,
aproximada à densidade da distribuição beta11 (ver expressão (4.4) da página 11).
Teorema 6.2.
Seja X d=W +Y uma mistura finita e unimodal de gaussianas com igual variância, de
acordo com o teorema 6.1. Se
(6.4)
μY,2
s
1.5β2Y,1 − βY,2 + 3
3
− μY,2 < σ2 <
1.5β2Y,1μY,2
βY,2 − 3
− μY,2 quando κY,4 > 0
ou
(6.5) σ2 > μY,2
s
1.5β2Y,1 − βY,2 + 3
3
− μY,2 quando κY,4 < 0
a mistura pode ser aproximada a uma distribuição beta.
Demonstração.
A mistura pode ser aproximada a uma distribuição beta se
γ < 0⇐⇒ 1.5β21 < β2 < 1.5β21 + 3⇐⇒
⇐⇒
1.5κ2Y,3¡
μY,2 + σ2
¢3 < κY,4¡μY,2 + σ2¢2 + 3 <
1.5κ2Y,3¡
μY,2 + σ2
¢3 + 3.
11 Outras aproximações ao sistema de Pearson deverão ser analisadas caso a caso.
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Resolvendo a 2a inequação,12
κY,4¡
μY,2 + σ2
¢2 + 3 < 1.5κ2Y,3¡μY,2 + σ2¢3 + 3⇐⇒ κY,4¡μY,2 + σ2¢2 <
1.5κ2Y,3¡
μY,2 + σ2
¢3 ⇐⇒
⇐⇒
¡
μY,2 + σ
2
¢
κY,4 < 1.5κ2Y,3 ⇐⇒ σ2 <
1.5κ2Y,3
κY,4
− μY,2 ⇐⇒
⇐⇒ σ2 <
1.5κ2Y,3μY,2
μ3Y,2
κY,4
μ2Y,2
− μY,2 ⇐⇒ σ2 <
1.5β2Y,1μY,2
βY,2 − 3
− μY,2.
Quanto à 1a inequação,
1.5κ2Y,3¡
μY,2 + σ2
¢3 < κY,4¡μY,2 + σ2¢2 + 3⇐⇒
⇐⇒
1.5κ2Y,3
μY,2 + σ2
< κY,4 + 3
¡
μY,2 + σ
2
¢2
sendo uma condição suficiente13
1.5κ2Y,3
μY,2
< κY,4 + 3
¡
μY,2 + σ
2
¢2 ⇐⇒ 1.5κ2Y,3 − κY,4μY,2
3μY,2
<
¡
μY,2 + σ
2
¢2 ⇐⇒
⇐⇒ σ2 >
s
1.5κ2Y,3 − κY,4μY,2
3μY,2
− μY,2 ⇐⇒ σ2 >
vuuut 1.5κ2Y,3−κY,4μY,2μ3Y,2
3μY,2
μ3Y,2
− μY,2 ⇐⇒
⇐⇒ σ2 >
s
μ2Y,2
£
1.5β2Y,1 − βY,2 + 3
¤
3
− μY,2.
Assim, uma condição suficiente para a mistura ser classificada como Pearson tipo I será
μY,2
s
1.5β2Y,1 − βY,2 + 3
3
− μY,2 < σ2 <
1.5β2Y,1μY,2
βY,2 − 3
− μY,2
quando κY,4 > 0 e
σ2 > μY,2
s
1.5β2Y,1 − βY,2 + 3
3
− μY,2
quando κY,4 < 0. ¤
12 Quando κY,4 < 0 a inequação é universal, pelo que assumimos nesta demonstração κY,4 > 0.
13 A solução exacta consiste em resolver uma equação cúbica em ordem a σ2, o que sendo teori-
camente exequível não parece muito apelativo na prática, devido à complexidade das soluções.
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6.2. Aplicações e Casos Particulares.
Trabalhos sobre o sistema nervoso dos anfíbios (Grantyn et al, 1984; Shapovalov e Shiri-
aev, 1980) mostram que o resultado da estimulação directa de segmentos da espinal
medula apresenta efeitos químicos, modelados habitualmente por uma distribuição bi-
nomial, ou em alternativa por uma distribuição Poisson, e eléctricos, modelados habi-
tualmente por uma gaussiana de média nula (ruído branco). A junção de dois neurónios
é assim uma sinapse cuja transmissão do impulso nervoso pode ser modelada pela adição
dos impulsos químico e eléctrico. Shapovalov e Shiriaev (1980) sugerem as densidades
fX (x) =
1√
2πσ
nX
i=0
"µ
n
i
¶
pi (1− p)n−i exp
(
−1
2
µ
x− vi
σ
¶2)#
e
fX (x) =
1√
2πσ
+∞X
i=0
"
λi
i!
exp
(
−λ− 1
2
µ
x− vi
σ
¶2)#
para modelar a transmissão do impulso nervoso. Ambas as densidades podem ser vistas
como misturas de gaussianas com a mesma variância, e concomitantemente como a
soma de variáveis aleatórias independentes, da forma especificada anteriormente. Em
ambos os casos
X d=W + vY
onde
W ∼ N (0, σ) ,
sendo que no primeiro caso
Y ∼ Bi (n, p) ,
e no segundo caso
Y ∼ P (λ) .
Existem outras aplicações relevantes. Em processamento de imagem (ou de forma simi-
lar em processamento de sinal) também são utilizadas somas de variáveis aleatórias
independentes, tendo uma delas distribuição gaussiana e a outra distribuição Poisson
ou binomial. Murtagh et al (1995) refere que o restauro de imagens astronómicas,
bem como a detecção de objectos, é feito através da supressão de um ruído, que é
52 IV. MISTURAS CONVEXAS DE GAUSSIANAS
considerado como a soma de uma gaussiana com uma Poisson. A chegada de fotões
é modelada por uma distribuição Poisson, contribuindo as lentes fotográficas com um
ruído gaussiano adicional. Em outro artigo, Murtagh et al (1995) referencia a mesma
forma de tratamento em imagens fotográficas digitais. O tratamento de ruídos que são,
teoricamente, o resultado das convoluções referidas pode assim ser feito recorrendo
a misturas, permitindo por exemplo estimar todos os parâmetros desconhecidos de
uma só vez, através do algoritmo EM, evitando a decomposição do ruído. Parece
assim relevante estudar as propriedades destas misturas e verificar em que condições
é que estas podem ser aproximadas a um membro do sistema de Pearson. Apesar de,
como referimos, estas aproximações dependerem dos parâmetros da mistura, algumas
condições podem restringir as aproximações ao mesmo tipo de Pearson.
6.2.1. Distribuição Binomial.
Se Y ∼ Bi (n, p) , então
μ01 = np
μ2 = np (1− p) + σ2
β1 =
np (1− p) (1− 2p)
[np (1− p) + σ2]1.5
β2 =
[1− 6p (1− p)]np (1− p)
[np (1− p) + σ2]2
.
Os coeficientes de assimetria e de achatamento da mistura podem ser escritos em função
de p, conforme indica a tabela abaixo.
Tabela 7: β1 e β2 em função de p
0 < p < 1
2
− 1
6
√
3 β1 > 0 e β2 > 3
1
2
− 1
6
√
3 < p < 0.5 β1 > 0 e β2 < 3
0.5 < p < 1
2
+ 1
6
√
3 β1 < 0 e β2 < 3
1
2
+ 1
6
√
3 < p < 1 β1 < 0 e β2 > 3
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Quanto à função densidade da mistura, esta será
fX (x) =
1√
2πσ
nX
i=0
"µ
n
i
¶
pi (1− p)n−i exp
(
−1
2
µ
x− i
σ
¶2)#
.
A classificação aproximada a um elemento do sistema de Pearson dependerá dos valores
de n, p e σ2, não sendo possível realizá-la de forma geral. Com base no teorema 6.2, a
aproximação à distribuição beta é possível quando
(6.6) p /∈
"
1
2
±
√
3
6
#
∧ n > 1
6p (1− p) ∧ σ
2 <
np (1− p)
2 (1− 6p+ 6p2)
ou
(6.7) p ∈
"
1
2
±
√
3
6
#
≈ [0.21; 0.79].
No caso particular
p = 0.5,
então
β1 = 0
e
β2 = 3−
0.125n
[0.25n+ σ2]2
< 3,
logo a mistura pode ser aproximada a uma distribuição de Pearson tipo II, ou seja,
uma beta simétrica.
Note-se que mesmo nesta situação a unimodalidade não é garantida. Quer a dis-
tribuição gaussiana quer a distribuição binomial são fortemente unimodais, e a soma
de distribuições fortemente unimodais do mesmo tipo (ambas discretas ou ambas con-
tínuas) é sempre unimodal (ver definição 7.1 na página 15). Alguns autores definem
unimodalidade forte sem indicar que as variáveis têm de ser do mesmo tipo. No entanto,
esta restrição é fundamental, pois nada se pode concluir quanto à unimodalidade da
soma de variáveis aleatórias fortemente unimodais de diferentes tipos, conforme atesta
o exemplo abaixo.
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Exemplo 6.2.
Se (σ2, n, p) = (0.04, 8, 0.5) então
β1 = 0
β2 = 2.759.
Atendendo aos valores dos coeficientes de assimetria e achatamento, a distribuição é
aproximadamente Pearson tipo II, mas esta aproximação falha devido à multimodali-
dade, conforme atesta o gráfico da função densidade.
2 4 6 8
0.1
0.2
0.3
0.4
0.5
Figura 5 : gráfico de
1
0.2
√
2π
8X
i=0
"µ
8
i
¶
0.5n exp
(
−1
2
µ
x− i
0.2
¶2)#
6.2.2. Distribuição Poisson.
Se Y ∼ P (λ) , então
μ01 = λ
μ2 = λ+ σ
2
β1 =
λ
[λ+ σ2]1.5
β2 =
λ
[λ+ σ2]2
+ 3,
obtendo-se para quaisquer λ e σ2
β1 > 0 e β2 > 3.
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Quanto à função densidade da mistura,
fX (x) =
1√
2πσ
+∞X
i=0
"
λi
i!
exp
(
−λ− 1
2
µ
x− i
σ
¶2)#
.
Nesta situação já não temos uma mistura finita, sem que isso impeça a existência de
uma função densidade bem definida e momentos de todas as ordens. A convolução
entre a função de probabilidade de uma variável aleatória Poisson e a densidade de
uma variável aleatória gaussiana origina a densidade de uma distribuição infinitamente
divisível, e conforme mostrámos pode ser vista como uma mistura.
A aproximação a uma distribuição do sistema de Pearson não será universal. Como
β1 6= 0, esta classificação depende essencialmente de γ, cuja expressão simplificada será
γ =
−λ(λ+σ2)
2
(λ+6λ2+12λσ2+6σ4)
2
4(λ−2σ2)(λ2(6λ−1)+2λ(9λ+1)σ2+18λσ4+6σ6)(λ2(1+12λ)+4λ(9λ+1)σ2+36λσ4+12σ6)
,
para λ 6= 2σ2. Quando
λ = 2σ2,
então
2β2 − 3β21 − 6 =
4σ2
[2σ2 + σ2]2
+ 6− 12σ
4
[2σ2 + σ2]3
− 6 =
=
4σ2
9σ4
− 12σ
4
27σ6
= 0
e a distribuição é aproximadamente Pearson tipo III, ou seja, uma gama com localização
diferente de zero e escala diferente de um. Por outro lado, quando
λ 6= 2σ2
podemos aplicar o teorema 6.2, sendo a aproximação à distribuição beta possível se
λ >
2
27
∧
r
λ
6
− λ < σ2 < λ
2
que contém a condição
λ >
1
6
∧ σ2 < λ
2
.
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Exemplo 6.3.
Se (σ2, λ) = (0.36, 5) então
β1 = 0.403
β2 = 3.174
γ = −0.156
e a distribuição é aproximadamente Pearson tipo I. Graficamente, a função densidade
é da forma
-2 2 4 6 8 10 12
0.05
0.10
0.15
Figura 6 : gráfico de
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"
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(
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2
µ
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¶2)#
6.3. Duas Populações com Iguais Variâncias.
Quando consideramos apenas duas populações com iguais variâncias o problema torna-
-se mais simples, pois precisamos de estimar apenas quatro parâmetros (w, σ, μ1 e μ2).
Esta condição torna os nossos estimadores mais regulares e permite trabalhar, no caso
dos estimadores dos momentos, com os quatro primeiros momentos amostrais, que ori-
ginam as características de localização, escala, assimetria e achatamento habitualmente
calculadas em estatística. Nesta situação, consegue-se aproximar a mistura a um mem-
bro do sistema de Pearson para uma larga variedade de w. A utilidade da aproximação
é no entanto questionável, pois a maioria das distribuições pertencentes ao sistema
de Pearson tem quatro parâmetros, e a aproximação obtida pode não implicar uma
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parcimónia de parâmetros. Neste caso, a vantagem da aproximação existe somente
quando a família obtida é bastante conhecida, permitindo usufruir, por exemplo, de
caracterizações.
6.3.1. Cálculo dos Cumulantes e Estimação.
Os cumulantes apresentam agora expressões bastante mais simples, pois
κ1 = wμ1 + (1− w)μ2
κ2 = σ2 + (1− w)w (μ1 − μ2)2
κ3 = (1− w)w (2w − 1) (μ1 − μ2)3
κ4 = (1− w)w (1− 6 (1− w)w) (μ1 − μ2)4 .
Assumindo sem perda de generalidade que μ1 > μ2, o coeficiente de assimetria será
sempre positivo se
κ3 > 0⇐⇒ (1− w)w (2w − 1) > 0⇐⇒
⇐⇒ 0.5 < w < 1.
Quanto ao achatamento, a distribuição terá caudas mais pesadas que a gaussiana se
κ4 > 0⇐⇒ (1− w)w (1− 6 (1− w)w) > 0⇐⇒
⇐⇒ 0 < w < 1
2
− 1
6
√
3 ∨ 1
2
+
1
6
√
3 < w < 1,
ou seja
w ∈]0; 0.211] ∪ [0.789; 1[.
Em resumo, a assimetria e o achatamento da mistura podem ser classificados em função
de w conforme o exposto no quadro seguinte.
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Tabela 8: β1 e β2 em função de w
0 < w < 1
2
− 1
6
√
3 β1 < 0 e β2 > 3
1
2
− 1
6
√
3 < w < 0.5 β1 < 0 e β2 < 3
0.5 < w < 1
2
+ 1
6
√
3 β1 > 0 e β2 < 3
1
2
+ 1
6
√
3 < w < 1 β1 > 0 e β2 > 3
6.3.2. A Aproximação a Um Membro do Sistema de Pearson.
O quadrado do coeficiente de assimetria é dado por
β21 =
Ã
κ3
(κ2)
3
2
!2
=
(κ3)
2
(κ2)
3 =
£
(1− w)w (2w − 1) (μ1 − μ2)3
¤2£
σ2 + (1− w)w (μ1 − μ2)2
¤3 ,
sendo o coeficiente de achatamento
β2 =
κ4
(κ2)
2 + 3 =
(1− w)w (1− 6 (1− w)w) (μ1 − μ2)4£
σ2 + (1− w)w (μ1 − μ2)2
¤2 + 3.
É agora possível, para uma larga faixa de w, aproximar a mistura à distribuição beta.
Teorema 6.3.
Seja X uma mistura finita e unimodal de duas gaussianas com igual variância. Se
w ∈
"
1
2
±
√
3
6
#
a mistura pode ser aproximada à distribuição beta.
Demonstração.
A aproximação da mistura à distribuição beta é possível (ver expressão (4.4) na página
11) se
1.5β21 < β2 < 3 + 1.5β
2
1.
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Para a segunda inequação, β2 < 3 + 1.5β
2
1, então
(1− w)w (1− 6 (1− w)w) (μ1 − μ2)4£
σ2 + (1− w)w (μ1 − μ2)2
¤2 < 1.5 £(1− w)w (2w − 1) (μ1 − μ2)3¤2£
σ2 + (1− w)w (μ1 − μ2)2
¤3 ⇐⇒
⇐⇒ 1− 6 (1− w)w
(1− w)w (2w − 1)2
<
1.5 (μ1 − μ2)2
σ2 + (1− w)w (μ1 − μ2)2
,
sendo a solução exacta, em função de w, obtida após alguns cálculos
0.5− 0.5
s
4σ2 + (μ1 − μ2)2
12σ2 + (μ1 − μ2)2
≤ w ≤ 0.5 + 0.5
s
4σ2 + (μ1 − μ2)2
12σ2 + (μ1 − μ2)2
,
que contém sempre a solução
w ∈
"
1
2
±
√
3
6
#
≈ [0.2113; 0.7887] .
Quanto à primeira inequação, β2 > 1.5β
2
1,
(1− w)w (1− 6 (1− w)w) (μ1 − μ2)4£
σ2 + (1− w)w (μ1 − μ2)2
¤2 + 3 > 1.5 £(1− w)w (2w − 1) (μ1 − μ2)3¤2£
σ2 + (1− w)w (μ1 − μ2)2
¤3 ⇐⇒
⇐⇒ 3σ4 + (1− w)w[6σ2 + (1− 3 (1− w)w) (μ1 − μ2)2] (μ1 − μ2)2 >
>
1.5
£
(1− w)w (2w − 1) (μ1 − μ2)3
¤2
σ2 + (1− w)w (μ1 − μ2)2
,
sendo uma condição suficiente14
(1− w)w[(1− 3 (1− w)w) (μ1 − μ2)2] (μ1 − μ2)2 >
> 1.5 (1− w)w (2w − 1)2 (μ1 − μ2)4 ⇐⇒
⇐⇒ 1− 3 (1− w)w > 1.5 (2w − 1)2 ⇐⇒−3w2 + 3w − 0.5 > 0
ou seja
w ∈
"
1
2
±
√
3
6
#
≈ [0.2113; 0.7887] .
14 A solução exacta de β2 > 1.5β
2
1 não é aqui referida, pois é de tal forma complexa que seria
inexequível na prática.
60 IV. MISTURAS CONVEXAS DE GAUSSIANAS
Ambas as inequações originam a condição suficiente acima exposta, concluindo-se assim
que para w ∈
h
1
2
±
√
3
6
i
a mistura pode ser sempre aproximada à distribuição beta, caso
seja unimodal. ¤
Se w /∈
h
1
2
±
√
3
6
i
, a mistura ainda pode ser aproximada à distribuição beta, em
função dos valores dos parâmetros μ1, μ2 e σ.
Parece assim razoável, quando os pesos das componentes da mistura não são muito
desequilibrados, aproximá-la a uma distribuição de Pearson do tipo I, ou seja, uma
beta. Esta aproximação tem a vantagem de permitir usufruir do imenso trabalho já
realizado sobre a distribuição beta, mormente a nível inferencial. Tem no entanto a
desvantagem de condicionar a mistura a um suporte finito e de não permitir a redução
do número de parâmetros a estimar.
6.3.3. O Teste σ1 = σ2 = σ.
Se a mistura for aproximada a uma distribuição beta, conforme observámos anterior-
mente, então
X ◦∼ beta(a, b, p, q).
Nestas circunstâncias,
Y =
X − a
b− a
◦∼ beta(p, q)
e
Z =
Y
1− Y
◦∼ betaprime(p, q).
A vantagem destas transformações é permitir obter uma distribuição sobejamente co-
nhecida, a F de Fisher-Snedcor15, a partir da qual será possível fazer inferência. As-
sim16,
W =
q
p
Z ◦∼ F (2p, 2q).
Note-se que a variável W pode ser escrita directamente à custa de X, pois
W =
q
p
Z =
q
p
X−a
b−a
1− X−ab−a
=
q
p
X − a
b−X ,
15 Designada simplesmente por F ao longo deste trabalho.
16 Os graus de liberdade não têm que ser inteiros, sem que isso implique qualquer tipo de problema.
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logo
(6.8)
q
p
X − a
b−X
◦∼ F (2p, 2q).
Tal como para a igualdade de médias vista na secção anterior, é necessário algum
cuidado quando testamos a igualdade das variâncias. A aproximação à distribuição
beta é válida para qualquer mistura unimodal onde 1.5β21 < β2 < 3 + 1.5β
2
1. Mesmo se
σ1 6= σ2, estas condições são exequíveis; basta por exemplo considerar os parâmetros
(w;μ1;μ2;σ21;σ22) = (0.35; 0; 2; 1.2; 2), que originam β
2
1 = 0.016, β2 = 2.682 e o gráfico.
Figura 7 : densidade da mistura para
¡
w,μ1, μ2, σ
2
1, σ
2
2
¢
= (0.35; 0; 2; 1.2; 2)
Generalizando o vector de parâmetros acima, para (w;μ1;μ2;σ21;σ22) = (0.35; 0; 2;σ21;σ22),
podemos obter a região onde 1.5β21 < β2 < 3 + 1.5β
2
1, para σ1 > 1 e σ2 > 1
Figura 8: região onde 1.5β21 < β2 < 3 + 1.5β
2
1 para σ1 > 1 e σ2 > 1
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Assim, se a rejeição deH0 implica σ1 6= σ2, já a não rejeição deH0 não implica σ1 = σ2,
mesmo a nível teórico. Note-se ainda que a potência do teste parece melhorar com o
aumento das variâncias.
O vector de parâmetros (a, b, p, q) é habitualmente estimado através do método dos
momentos17, sendo obtido através da resolução do sistema
p, q =
r
2
∙
1± (r + 2)
q
β1
£
(r + 2)2 β1 + 16 (r + 1)
¤−1¸
p− 1
q − 1 =
Moda(X)− a
b−Moda(X)
b− a = 1
2
√
μ2
q
(r + 2)2 β2 + 16 (r + 1)
onde
r =
6 (β2 − β1 − 1)
6− 2β2 + 3β1
p < q se β1 > 0
Moda(X) = a+
(b− a) (p− 1)
p+ q − 2 .
Esta forma de estimação tem a desvantagem de conduzir muitas vezes (e comprovámo-
lo com exploração computacional) a resultados inadmissíveis. Uma forma de encontrar
estimadores que sejam sempre possíveis é estimar primeiramente os extremos a e b por
a = min (Xi)−
max (Xi)−min (Xi)
n+ 1
b = max (Xi) +
max (Xi)−min (Xi)
n+ 1
e depois p e q por
p =
³
m01−a
b−a
´2 ³
1− m
0
1−a
b−a
´
m2
(b−a)2
− m
0
1 − a
b− a
q =
m01−a
b−a
³
1− m
0
1−a
b−a
´
m2
(b−a)2
− 1− p.
17 Também se poderia recorrer ao método da máxima verosimilhança, mas essa não é uma forma
habitual de estimação neste caso (Johnson et al, 1995).
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Então, se pretendermos estudar a hipótese
(6.9) H0 : σ1 = σ2
podemos testar com a estatística K-S o ajustamento
(6.10)
q
p
X − a
b−X
◦∼ F (2p, 2q)
onde X é uma amostra aleatória e (a, b, p, q) é um vector de parâmetros desconhecidos
a estimar da forma acima indicada.
6.3.4. Caso Prático.
Usando o software Matlab 7.5, realizámos algumas simulações com amostras de dimen-
são 1000, utilizando a 2a forma de estimação mencionada. Os resultados encontram-se
na tabela abaixo
Tabela 9: igualdade de variâncias em misturas de gaussianas com duas subpopulações
P (Rej.H0) P (Rej.H0)
(1)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 0.5; 0.2; 0.2) 0.006 (19)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 2; 4; 4) 0.005
(2)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 0.5; 0.2; 0.8) 0.160 (20)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 2; 1.4; 3) 0.022
(3)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 0.5; 0.2; 1.2) 0.436 (21)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 2; 0.4; 2) 0.300
(4)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 0.5; 0.2; 0.2) 0.003 (22)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 2; 4; 4) 0.001
(5)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 0.5; 0.2; 0.8) 0.700 (23)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 2; 4; 3) 0.015
(6)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 0.5; 0.2; 1.2) 0.977 (24)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 2; 4; 2) 0.307
(7)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 0.5; 0.2; 0.2) 0.000 (25)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 2; 4; 4) 0.000
(8)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 0.5; 0.2; 0.5) 0.359 (26)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 2; 4; 3) 0.005
(9)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 0.5; 0.2; 0.8) 0.966 (27)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 2; 4; 2) 0.124
(10)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 1; 0.5; 0.5) 0.019 (28)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 3; 5; 5) 0.008
(11)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 1; 0.5; 1.2) 0.014 (29)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 3; 5; 3.5) 0.152
(12)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 1; 0.5; 2.0) 0.122 (30)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.2; 0; 3; 5; 2.5) 0.759
(13)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 1; 0.5; 0.5) 0.004 (31)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 3; 5; 5) 0.001
(14)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 1; 0.5; 1.2) 0.090 (32)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 3; 5; 3.5) 0.089
(15)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 1; 0.5; 2) 0.681 (33)
?
w, μ1, μ2, σ21, σ
2
2
?
= (0.35; 0; 3; 5; 2.5) 0.591
(16)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 1; 0.5; 0.5) 0.000 (34)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 3; 5; 5) 0.000
(17)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 1; 0.5; 1.2) 0.330 (35)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 3; 5; 3.5) 0.005
(18)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 1; 0.5; 2) 0.972 (36)
?
w,μ1, μ2, σ21, σ
2
2
?
= (0.5; 0; 3; 5; 2.5) 0.139
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O objectivo destas simulações foi verificar se de facto a aproximação funciona bem,
para diferentes valores dos parâmetros, sendo a hipótese acima testada com base no
teste K-S, ao nível de significância de 5%. Para cada vector de parâmetros foram
geradas aleatoriamente 1000 amostras.
Os resultados obtidos são bastante razoáveis. A probabilidade de cometer um erro
de tipo I foi sempre muito reduzida (P (Rej.H0|H0 verd) ≈ 0), mas a probabilidade de
cometer um erro de tipo II nem sempre foi tão elevada como o desejável (veja-se por
exemplo as situações (26) e (27)). Como referido, a aproximação à distribuição beta é
por vezes possível sem que a igualdade σ1 = σ2 seja verdadeira.
6.4. Conclusão.
Misturas de gaussianas com a mesma variância podem ser escritas como a soma entre
uma variável aleatória discreta e uma variável aleatória gaussiana commédia 0 e variân-
cia σ2. Se um determinado conjunto de dados for proveniente de uma população deste
tipo, pode ser possível decompor a mistura na soma descrita, caso a variável aleatória
discreta seja conhecida (mesmo que os parâmetros desta sejam desconhecidos). Em
misturas unimodais, o teorema 6.2 permite aproximar a densidade da mistura à da
beta, caso os parâmetros das variáveis a adicionar sejam conhecidos. Seria extrema-
mente interessante encontrar um bom teste para a igualdade de variâncias, o que só
foi parcialmente atingido (o teste apresentado nem sempre é suficientemente potente e
só funciona para duas subpopulações).
CAPÍTULO V
Misturas Convexas de Outras Densidades
1. Introdução
A seguir às misturas finitas de gaussianas, claramente as mais estudadas no contexto
das misturas finitas de densidades, surgem de forma igualmente destacada as misturas
finitas de exponenciais.
A distribuição exponencial é habitualmente utilizada para modelar tempos entre
falhas, quando estas surgem através de processos de Poisson. Naturalmente que quando
uma determinada máquina falha, tal não se deve, na maioria das situações, exclusiva-
mente a uma razão. Por exemplo, Everitt e Hand (1981) refere que as causas da falha
de válvulas electrónicas são agrupadas em três categorias distintas e independentes: de-
feitos gasosos, defeitos mecânicos e deterioração do cátodo, sendo que cada uma destas
falhas tem uma probabilidade diferente de suceder. Parece assim sensato modelar o
tempo entre falhas de uma válvula electrónica por uma mistura finita e convexa de
três exponenciais distintas. Em finanças, Luca e Zuccolotto (2003) define os tempos
entre duas transacções bolsistas consecutivas como uma mistura de exponenciais, em
que cada tipo de especulador (divididos em grupos consoante o seu nível de informação
sobre o mercado) é uma subpopulação distinta e independente das restantes.
Além das misturas finitas de gaussianas e de exponenciais, outras misturas de den-
sidades poderão ser interessantes, apesar de muito menos estudadas. Misturas finitas
de gamas e de Weibulls parecem intuitivas por generalizarem as misturas finitas de
exponenciais, conforme referido em Everitt e Hand (1981). Por outro lado, devido ao
crescente interesse que a distribuição Pareto tem suscitado nos últimos anos, misturas
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desta distribuição também parecem apelativas. Por ter caudas muito pesadas, a dis-
tribuição Pareto é adequada para modelar acontecimentos raros, como a dimensão de
fortunas e cidades, tráfego na internet e cataclismos diversos.
Parte das distribuições supra citadas, bem como as suas misturas, têm ainda pro-
priedades interessantes ao nível da taxa de falha instantânea, conceito importante em
várias áreas e que será desenvolvido neste capítulo.
Finalmente, em algumas aplicações podem ser consideradas misturas de diferentes
densidades. Karlis e Xekalaki (2003) refere a sua utilidade no estudo de outliers,
considerando que uma população modelada por uma função densidade f se encontra
"contaminada" por outra população minoritária modelada por uma função densidade
g. Guo et al (2006) utiliza uma mistura de duas densidades, Weibull e gaussiana, para
descrever os ciclos menstruais. A maioria das mulheres terá o seu ciclo menstrual
modelado por uma gaussiana, mas algumas terão um ciclo maior e mais irregular,
modelado por uma Weibull.
2. A Taxa de Falha Instantânea
Definição 2.1.
Designa-se por taxa de falha instantânea ou função hazard de uma variável aleatória
X a função r tal que
(2.1) r (t) =
fX (t)
FX (t)
,
em que FX (t) = 1− FX (t) e t > 0 é um instante de tempo1.
A taxa de falha instantânea tem aplicações em diversas áreas. Por exemplo, em
fiabilidade é habitual considerar-se uma taxa de falha instantânea inicialmente decres-
cente, sendo posteriormente crescente à medida que o material se aproxima do seu
termo de vida2 (Barlow e Proschan, 1975). Por sua vez, Álvarez et al (2005) refere que
1 A FX chama-se habitualmente função de sobrevivência.
2 O mesmo princípio pode ser aplicado em análise de sobrevivência, apesar de alguns autores
considerarem que em indivíduos muito idosos a taxa de falha instantânea deixa de ser crescente.
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as alterações de preço dos produtos de consumo têm uma taxa de falha instantânea
decrescente, logo quando mais tempo leva o preço de um produto a ser alterado mais
improvável é este ser alterado. Finalmente, Chechille (2003) indica o uso da taxa de
falha instantânea na duração de tarefas cognitivas e na perda de memórias.
Teorema 2.1.
Se X é uma variável aleatória contínua com função densidade crescente, então a sua
taxa de falha instantânea também é crescente.
Demonstração.
A taxa de falha instantânea é crescente se r0 (t) > 0. Como
r0 (t) =
f 0X (t)FX (t)− F
0
X (t) fX (t)
F 2X (t)
=
f 0X (t)FX (t) + f2X (t)
F 2X (t)
,
se f 0X (t) > 0 então r0 (t) > 0 e o teorema fica demonstrado. ¤
No contexto das misturas, Barlow e Proschan (1975), tal como Chechille (2003)
indicam o seguinte teorema3.
Teorema 2.2.
Seja X uma mistura convexa de variáveis aleatórias contínuas e independentes, com
fX (x) =
NX
j=1
wjfXj (x)
onde wj > 0,
NX
j=1
wj = 1 e f representa uma função densidade. Se todas as variáveis
Xj tiverem uma taxa de falha instantânea não crescente, a mistura tem uma taxa de
falha instantânea decrescente4.
3 A demonstração não é complexa mas é extensa. Ver Barlow (1975), 102-103.
4 Para misturas cujas componentes têm uma taxa de falha instantânea crescente não se conhece
qualquer resultado análogo.
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3. Misturas Convexas de Exponenciais
3.1. Considerações Sobre a Distribuição Exponencial.
Quando uma variável aleatória X tem distribuição exponencial, X ∼ Exp (λ) , a
sua função densidade e função de distribuição são dadas respectivamente por
fX (x) = λ exp (−λx) , λ > 0 e x > 0
e
FX (x) = 1− exp (−λx) , λ > 0 e x > 0.
Os momentos de ordem k são da forma
μ0k =
k!
λk
,
logo
μ01 = λ
−1
μ2 = λ
−1
β1 = 2
β2 = 9.
A distribuição exponencial observa algumas propriedades interessantes. Uma exponen-
cial truncada à esquerda de a > 0 contínua a ser exponencial, pois
FX|X>a (x) =
FX (x)− FX (a)
FX (a)
=
exp (−λa)− exp (−λx)
exp (−λa) =(3.1)
= 1− exp [−λ (x− a)] = FX (x− a)
com x > a > 0. Assim, nas populações exponenciais uma truncatura à esquerda cor-
responde apenas a uma translação. Mais relevante é a falta de memória da exponencial,
atendendo a que a função de distribuição do tempo de vida residual, definida por
(3.2) FX|X>a (a+ t) , a > 0, t > 0
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é da forma
FX|X>a (a+ t) = 1− exp [−λ (a+ t− a)] = 1− exp (−λt) = FX (t) .
Em fiabilidade, esta propriedade significa que uma peça usada é tão boa como uma
nova, pelo que a substituição atempada de material é inútil.
Outra caracterização da distribuição exponencial é a taxa de falha instantânea
constante,
r (t) =
λ exp (−λt)
exp (−λt) = λ.
Existem ainda diversas outras características da exponencial, como por exemplo a
independência dos spacings. Adler et al (1998), entre outros, contém muita informação
sobre esta distribuição.
3.2. Função Densidade, Função de Distribuição e Momentos da Mis-
tura.
Quando as variáveis aleatórias a misturar têm distribuição exponencial, isto é,
Xj ∼ Exp (λj)
obtemos como função densidade da mistura
(3.3) fX (x) =
NX
j=1
wjλj exp (−λjx) , λj > 0 e x > 0.
A partir da expressão acima podemos calcular a função de distribuição,
FX (x) =
xZ
0
"
NX
j=1
wjλj exp (−λjt)
#
dt =
NX
j=1
⎡
⎣wj
xZ
0
λj exp (−λjt) dt
⎤
⎦ =(3.4)
=
NX
j=1
[wj (1− exp (−λjx))] =
= 1−
NX
j=1
wj exp (−λjx) , λj > 0 e x > 0.
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Os momentos não centrados de ordem k são da forma
(3.5) μ0k =
NX
j=1
wj
k!
λkj
sendo o valor esperado
μ01 =
NX
j=1
wj
λj
.
Por sua vez, a função característica é definida por
(3.6) ϕX (t) =
NX
j=1
wjϕXj (t) =
NX
j=1
wjλj
λj − it
,
sendo a função geradora de cumulantes
ln[ϕX (−it)] = κ1t+ κ2
t2
2!
+ κ3
t3
3!
+ κ4
t4
4!
+O
¡
t5
¢
.
Após alguns cáculos podemos concluir que
κ1 =
NX
j=1
wj
λj
(3.7)
κ2 = 2
NX
j=1
wj
λ2j
− μ021
κ3 = 6
NX
j=1
wj
λ3j
+ 2μ031 − 6μ01
NX
j=1
wj
λ2j
κ4 = 24
NX
j=1
wj
λ4j
− 24μ01
NX
j=1
wj
λ3j
− 12
Ã
NX
j=1
wj
λ2j
!2
+ 24μ021
NX
j=1
wj
λ2j
− 6μ041 .
Pela análise das expressões obtidas, não é possível extrair conclusões quanto ao compor-
tamento da assimetria e do achatamento da mistura, obtidos através dos cumulantes
acima.
3.3. Identificabilidade e Moda da Mistura.
Tal como as misturas convexas de gaussianas estudadas no capítulo anterior, as mis-
turas convexas de exponenciais também são identificáveis (Teicher, 1963). Mas ao
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contrário das misturas de gaussianas, as misturas de exponenciais não podem ser mul-
timodais, tendo sempre a moda igual a zero (Frühwirth, 2006). Basta notar que o
suporte da mistura é R+0 e que a função densidade (3.3) é sempre decrescente, pois
f 0 (x) = −
NX
j=1
wjλ2j exp (−λjx) < 0.
Esta propriedade é útil se pretendermos aproximar a mistura a uma distribuição do
sistema de Pearson, que só contempla distribuições unimodais. No entanto, atendendo
às expressões obtidas para β1 e β2, não é possível aproximar a mistura, genericamente,
a um único tipo de Pearson. Quando desejável, a aproximação deve ser estudada caso
a caso.
Note-se que a situação altera-se quando introduzimos parâmetros de localização
distintos para cada uma das variáveis Xj. Apesar da expressão habitual da exponen-
cial não os contemplar (e por isso não foram aqui considerados) esta extensão poderá
ser vantajosa ao permitir misturas multimodais de exponenciais. No entanto, além
do aumento do número de parâmetros, surgem novos problemas relacionados com o
suporte da mistura (ver subsecção 5.2 deste capítulo).
3.4. Estimação dos Parâmetros e Exemplo de Aplicação.
Vimos no capítulo anterior diferentes formas de estimação de parâmetros, salientando
a importância do algoritmo EM no contexto das misturas de gaussianas. Em misturas
de outras densidades, exponenciais ou não, os procedimentos são similares, pelo que
não serão abordados neste texto.
Uma mistura convexa de exponenciais tem no máximo 2N − 1 parâmetros desco-
nhecidos; wj e λj para cada subpopulação, menos um parâmetro que é univocamente
determinado notando que
NX
j=1
wj = 1. A aproximação a um tipo do sistema de Pearson
é quase sempre vantajosa do ponto de vista da parcimónia dos parâmetros. O sistema
de Pearson obriga normalmente a estimar quatro parâmetros, mas o facto do suporte da
mistura ser S = [0,+∞[ leva a que só tenhamos de estimar um máximo de três (basta
pensar, por exemplo, na aproximação X ◦∼ beta(a, b, p, q) vista na subsecção 6.3.3 da
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página 60, que se reduz agora a X ◦∼ beta(0, b, p, q)). Assim, se N ≥ 3 a aproximação é
compensatória ao nível da parcimónia5. O principal problema surge quando 0 < γ < 1
e a mistura tem ser aproximada a uma distribuição de Pearson tipo IV (ver página 11)
pouco trabalhada em estatística.
Exemplo 3.1.
Seja X uma mistura convexa de exponenciais com parâmetros
(ω1, ω2, ω3, λ1, λ2, λ3, λ4) =
µ
0.25; 0.25; 0.25;
1
4
;
1
3
;
1
2
; 1
¶
.
Então
μ01 = 2.5; μ2 = 8.75; β1 = 2.6562; β2 = 10.6527
e
γ = −3.78,
podendo a mistura ser aproximada à distribuição beta. Graficamente,
2 4 6 8
0.1
0.2
0.3
0.4
0.5
Figura 9: densidade para (w1, w2, w3, λ1, λ2, λ3, λ4) =
¡
0.25; 0.25; 0.25; 1
4
; 1
3
; 1
2
; 1
¢
Após transformação dos dados, as funções distribuição empíricas abaixo expostas (a
azul a real e a vermelho a da aproximação) mostram que a aproximação à distribuição
beta funciona quase sempre bem excepto para as observações de topo, o que pode ser
5 É preciso no entanto notar que ao aproximarmos uma densidade com caudas razoavelmente
longas e sem suporte finito por uma densidade com suporte finito podemos cometer erros elevados.
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corroborado pelo papel de probabilidade para a distribuição beta.
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Figura 10: p-plot para a distribuição beta Figura 11: funções distribuição empíricas
Apesar da aproximação não ser perfeita, os parâmetros a estimar diminuíram de sete
para três, o que é um ganho substancial. Para verificar se esse ganho é compensatório
recorremos às estatísticas AIC e BIC baseadas no teste de ajustamento do qui-quadrado,
equivalente ao teste de razão de verosimilhanças. Assim,
(3.8) AIC =
mP
i=1
¡
Xi − μXi
¢2
μXi
+ 2p
e
(3.9) BIC =
mP
i=1
¡
Xi − μXi
¢2
μXi
+ p lnn
onde Xi representa o número de frequências observadas em cada uma das m classes, p
o número de parâmetros e μXi as frequências esperadas em cada classe. Considerando
n = 1000, a regra de Sturges aconselha a utilização de 10 classes distintas, que em
função da população em estudo originaram C1 = [0; 1.5[, ..., C9 = [12; 13.5[, C10 =
[13.5,∞[, divididas por bb no modelo beta. Em 10000 simulações realizadas obtiveram-
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-se os seguintes resultados:
Tabela 10: ajustamento a misturas de exponenciais
Modelo mistura de exponenciais Modelo beta
AICME = 22.86 AICB = 42.07
BICME = 57.22 BICB = 56.80
# [AICME > AICB] = 492
# [BICME > BICB] = 5902
Em relação à estatística AIC, que penaliza menos severamente o número de parâmetros,
os resultados para o modelo original foram substancialmente melhores que para o modelo
aproximado. Quanto à estatística BIC, os resultados foram mais equilibrados, sendo
agora o modelo aproximado o que apresenta melhores resultados. Neste exemplo não
é conclusivo se é preferível utilizar a mistura de exponenciais ou a aproximação à
distribuição beta, devendo a decisão final ser tomada pelo utilizador em função da
situação em estudo.
3.5. O Tempo de Vida Residual e a Taxa de Falha Instantânea.
Vimos que a distribuição exponencial não tem memória, e ainda que a taxa de falha
instantânea é constante para esta distribuição. Importa agora perceber o que sucede
para as misturas finitas de exponenciais. A mistura truncada à esquerda de a > 0 tem
como função de distribuição (ver expressão (3.4) na página 69)
FX|X>a (x) =
1−
NX
j=1
wj exp (−λjx)−
Ã
1−
NX
j=1
wj exp (−λja)
!
NX
j=1
wj exp (−λja)
=(3.10)
= 1−
NX
j=1
wj exp (−λjx)
NX
j=1
wj exp (−λja)
,
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sendo a função de distribuição do tempo de vida residual
FX|X>a (a+ t) = 1−
NX
j=1
wj exp (−λja) exp (−λjt)
NX
j=1
wj exp (−λja)
a > 0, t > 0.
Esta função, como esperado6, depende agora do ponto de truncatura a. Quanto à taxa
de falha instantânea,
(3.11) r (t) =
fX (t)
FX (t)
=
NX
j=1
wjλj exp (−λjt)
NX
j=1
wj exp (−λjt)
,
que será sempre decrescente, atendendo ao teorema 2.2 da página 67.
Em termos de fiabilidade, a conclusão é estranha, pois em misturas finitas de ex-
ponenciais a substituição atempada de material é prejudicial, ou seja, as peças usadas
são melhores que as novas. Por outro lado, é apropriado para modelar as alterações do
preço de produtos, conforme referido na introdução deste capítulo.
3.6. Duas Populações.
Mesmo nesta situação mais simples, as expressões quer dos momentos quer dos coefi-
cientes de assimetria e achatamento são extensas. No entanto, assumindo sem perda
de generalidade que λ1 > λ2 é possível concluir que as inequações
β1 > 2
β2 > 9
são universais, implicando que os coeficientes de assimetria e achatamento da mistura
sejam superiores aos originais. A aproximação a um elemento do sistema de Pearson
é ainda complexa, pois não se conseguem extrair condições simples que permitam
6 A falta de memória caracteriza a distribuição exponencial, logo misturas de exponenciais não
poderiam ter esta propriedade.
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classificar a mistura, mesmo impondo restrições aos parâmetros (como por exemplo
λ1 > λ2 > 1).
4. Misturas Convexas de Paretos
4.1. Considerações Sobre a Distribuição Pareto.
Quando uma variável aleatória tem distribuição Pareto7, X ∼ Pareto (α) , a sua
função densidade e função de distribuição são dadas respectivamente por
f (x) = αx−α−1, x ≥ 1, α > 0
e
F (x) = 1− x−α, x ≥ 1, α > 0.
Os momentos não centrados de ordem k são da forma8
μ0k =
α
α− k , α > k,
logo
μ01 =
α
α− 1 , α > 1
μ2 =
α
(α− 1)2 (α− 2)
, α > 2
β1 =
2 (1 + α)
p
α (α− 2)
α (α− 3) , α > 3
β2 =
3 (α− 2)2 (2 + α+ 3α2)
α (−24 + 26α− 9α2 + α3) , α > 4.
É interessante notar que a função de sobrevivência para a distribuição Pareto tem um
comportamento singular, pois é uma função homogénea ou auto-semelhante.
7 A distribuição Pareto aqui considerada é habitualmente designada por Pareto de tipo I.
8 No lugar do valor médio, que nem sempre existe, podem ser calculadas outras médias, como a ge-
ométrica. Medidas de desigualdade, como o índice de Gini, são também importantes nesta distribuição
(ver Johnson et al, 1994).
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Definição 4.1 (Função Homogénea).
A função f : Df ⊂ Rn → R é homogénea de grau α quando
(4.1) f (kx1, ..., kxn) = kαf (x1, ..., xn)
para qualquer k ∈ R tal que (kx1, ..., kxn) ∈ Df .
Para a cauda da distribuição Pareto,
(4.2) F (kx) = k−αF (x) .
Embora várias outras distribuições verifiquem esta propriedade ao nível assintótico, a
Pareto é a única entre as contínuas que a verifica a um nível exacto, sendo por isso a
sua cauda uma função homogénea de grau −α.
Teorema 4.1.
Se X é uma variável aleatória contínua com
F (kx) = k−αF (x) ,
então X ∼ Pareto (α) .
Demonstração. 9
Seja X uma variável aleatória contínua com
F (kx) = k−αF (x) .
Então, se k = x−1,
F (1) = xαF (x)⇐⇒ F (x) = x−αF (1) ,
logo F (1) 6= 0. Calculando agora P (X ≤ x|X ≥ 1) , vem que
P (X ≤ x|X ≥ 1) = F (x)− F (1)
F (1)
=
F (1)− F (x)
F (1)
= 1− x−α.
Como
0 ≤ 1− x−α ≤ 1,
9 O teorema é bem conhecido da literatura, mas pensamos que demonstração apresentada é
original.
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então
0 ≤ x−α ≤ 1 ⇒
F (1)6=0
α > 0, x ≥ 1.
Assim,
F (x) = P (X ≤ x) = P (X ≤ x|X ≥ 1) = 1− x−α,
logo
X ∼ Pareto (α) .
¤
A propriedade 4.2, que como se viu é única para a distribuição Pareto, origina todo
um conjunto de resultados. Recorde-se o teorema de Euler para funções homogéneas
(ver mais detalhes em Ross, 1984).
Teorema 4.2.
Se a função f : Df ⊂ Rn → R é homogénea de grau α com derivadas parciais contínuas,
então
(4.3)
nX
i=1
xi
∂f
∂xi
(x1, ..., xn) = αf (x1, ..., xn)
e as derivadas parciais de f são funções homogéneas de grau α− 1.
O teorema de Euler implica que
(4.4) f (kx) = k−α−1f (x)
e
(4.5) αF (x) = xf (x)
logo a função densidade Pareto é uma função homogénea de grau −α − 1 e pode-se
obter uma expressão alternativa para o cálculo do valor médio, pois
E (X) =
Z ∞
1
xf (x) dx = α
Z ∞
1
F (x) dx.
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O quantil de probabilidade β, qβ, também será obtido de forma imediata:
P (X ≤ qβ) = β ⇐⇒ F (qβ) = 1− β ⇐⇒ q−αβ = 1− β
⇐⇒ qβ = (1− β)−α
−1
.
Bem mais interessantes serão as implicações de (4.2) ao nível das probabilidades e
momentos condicionais. Para x ≥ a ≥ 1,
P (X ≤ x|X ≥ a) = F (x)− F (a)
F (a)
=
F (a)− F (x)
F (a)
=
=
a−α − x−α
a−α
= 1−
³x
a
´−α
= F
³x
a
´
,
ou seja
(4.6) FX|X≥a (x) = FX
³x
a
´
.
Deste modo a função de distribuição truncada à esquerda de a é simplesmente a função
de distribuição original no ponto
x
a
, implicando que uma Pareto truncada à esquerda
de a > 0 continue a ser uma Pareto. Note-se que na Pareto a truncatura origina uma
mudança de escala, enquanto na exponencial originava uma mudança de localização.
Existe uma relação estas duas distribuições, pois
(4.7) X ∼ Pareto (α)⇐⇒ lnX ∼ Exp (α) .
A tranformação logarítmica que permite passar da distribuição Pareto para a dis-
tribuição exponencial implica naturalmente que, ao nível da truncatura, se passe de
uma mudança de escala para uma mudança de localização.
Se X representar a duração de um certo projecto (outros bons exemplos são di-
mensões de cidades e fortunas), como um doutoramento, a probabilidade de um aluno
levar menos de 3 anos para o concluir é igual à probabilidade de levar menos de 6 anos,
se já estiver inscrito há 2 anos, ou menos de 12 anos se já estiver inscrito há 4 anos.
Note-se que, na distribuição Pareto, quanto mais tempo passa, mais tempo parece fal-
tar. A função de distribuição do tempo de vida residual, definida pela expressão (3.2)
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da página 68, pode-se calcular imediatamente através da expressão acima,
FX|X≥a (a+ t) = FX
µ
a+ t
a
¶
= 1−
µ
a+ t
a
¶−α
= 1−
µ
1 +
t
a
¶−α
.
Assim, o tempo de vida residual de uma Pareto contínua a ser Pareto, mas agora uma
Pareto de tipo II10, com parâmetro de escala a. É ainda óbvio que
P (X ≥ a+ t|X ≥ a) =
µ
1 +
t
a
¶−α
é monótona crescente, em função de a, confirmando as conclusões apresentadas. Por
sua vez a taxa de falha instantânea, definida pela expressão (2.1) da página 66, é agora
r (t) =
αt−α−1
t−α
=
α
t
que é uma função monótona decrescente.
De (4.6) também se pode calcular a função densidade truncada à esquerda de a,
fX|X≥a (x) =
1
a
fX
³x
a
´
,
o que implica que o valor esperado de Xk condicional a X ≥ a seja, para α > k
E
¡
Xk|X≥a
¢
=
Z ∞
a
xk
a
fX
³x
a
´
dx =
Z ∞
1
(ay)k fX (y) dy = akE
¡
Xk
¢
.
Da expressão acima obtém-se o valor esperado e a variância da variável truncada à
esquerda de a,
E (X|X≥a) = aE (X)
e
V ar (X|X≥a) = a2V ar (X) ,
funções linear e quadrática das originais.
Finalmente, a função densidade da distribuição Pareto é log-convexa (ver secção 7
na página 14), pois
[ff 00 − f 0] (x) = x−2α−4α2 (α+ 1) > 0,
10 Habitualmente, se X ∼ Pareto II (σ, α) então
FX (x) = 1−
³
1 +
x
σ
´−α
, x > 0, σ > 0, α > 0.
.
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sendo por isso infinitamente divisível.
Apesar de não muito estudada a distribuição Pareto tem recebido uma crescente
atenção, não somente por estatísticos, nos últimos anos, pois como expusemos nesta
secção tem um manancial de propriedades relevantes. Sobre esta distribuição, desta-
camos ainda o excelente trabalho de Arnold (1983), mas Johnson et al (1994) e Rachev
e Mittnik (2000) também merecem uma leitura cuidada.
4.2. Função Densidade, Função de Distribuição e Momentos da Mis-
tura.
Quando as variáveis aleatórias a misturar têm distribuição Pareto, isto é,
Xj ∼ Pareto (αj) , x ≥ 1, αj > 0, j = 1, ..., N
obtemos como função densidade da mistura
(4.8) fX (x) =
NX
j=1
wjαjx−αj−1.
A partir da expressão acima podemos calcular a função de distribuição,
FX (x) =
xZ
1
"
NX
j=1
wjαjt−αj−1
#
dt =
NX
j=1
⎡
⎣wj
xZ
1
αjt−αj−1dt
⎤
⎦ =(4.9)
=
NX
j=1
£
wj
¡
1− x−αj
¢¤
= 1−
NX
j=1
wjx−αj .
Os momentos não centrados de ordem k são da forma
(4.10) μ0k =
NX
j=1
wj
αj
αj − k
, αj > k,
sendo o valor esperado
μ01 =
NX
j=1
wjαj
αj − 1
, αj > 1.
Por sua vez, os momentos centrados e a função característica são definidos pelas ex-
pressões
(4.11) μk = E
h
(X − μ01)
k
i
=
NX
j=1
wjE
h
(Xj − μ01)
k
i
, αj > k.
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e
(4.12) ϕX (t) =
NX
j=1
wjϕXj (t) =
NX
j=1
wjαj (−it)αj Γ (−αj,−it) .
Nesta situação é complicado trabalhar com a função característica. O cálculo dos
momentos centrados da mistura será feito recorrendo à expressão (4.11), e não como
habitualmente através dos cumulantes. Após alguns cálculos obtém-se como expressões
para os momentos centrados
μ2 =
NX
i=1
wiαi
αi − 2
−
Ã
NX
i=1
wiαi
αi − 1
!2
(4.13)
μ3 =
NX
i=1
wiαi
αi − 3
− 3μ01
NX
i=1
wiαi
αi − 2
+ 2μ031
μ4 =
NX
i=1
wiαi
αi − 4
− 4μ01
NX
i=1
wiαi
αi − 3
+ 6μ021
NX
i=1
wiαi
αi − 2
− 3μ041 .
Não conseguimos simplificar as expressões acima de forma a extrair conclusões quanto
ao comportamento da assimetria e do achatamento da mistura, ou permitir aproximá-
-la, de forma geral, a um elemento do sistema de Pearson.
4.3. Identificabilidade e Moda da Mistura.
Vimos que misturas convexas de gaussianas e misturas convexas de exponenciais são
identificáveis, resultado há muito conhecido dos trabalhos de Teicher (1961, 1963). Só
bastante mais tarde, Ahmad (1988) mostrou a identificabilidade das misturas convexas
de Paretos.
A unimodalidade, outra característica relevante no estudo de misturas, está presente
nas misturas convexas de Paretos, pois11
f 0X (x) = −
NX
j=1
(αj + 1)wjαjx−αj−2 < 0
11 Tal como indicámos para misturas de exponenciais, é possível introduzir parâmetros de loca-
lização (e agora também de escala) distintos para cada variável Xj que impliquem multimodalidade,
com as vantagens e as desvantagens referidas anteriormente.
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implicando que fX seja uma função monótona decrescente com moda no extremo in-
ferior do suporte, x = 1. Atendendo à complexidade das expressões para β1 e β2,
definidas através dos momentos calculados na subsecção anterior, o resultado é útil ao
permitir a aproximação da mistura a um membro da família de Pearson. O tipo de
Pearson a escolher dependerá sempre dos valores obtidos para β1 e β2. É no entanto
de realçar que a aproximação pode ser problemática, pois a distribuição Pareto tem
caudas muito longas, levando a que a aproximação a tipos de Pearson com suporte
finito (como o tipo I) seja sempre muito limitada por este.
4.4. O Tempo de Vida Residual e a Taxa de Falha Instantânea.
Verificámos anteriormente que a distribuição Pareto tem uma taxa de falha instantânea
decrescente, e que a distribuição do tempo de vida residual continua a ser Pareto.
Importa agora perceber o que sucede para as misturas finitas de Paretos. A mistura
truncada à esquerda de a > 0 tem como função de distribuição (ver expressão 4.9 na
página 81)
FX|X>a (x) =
1−
NX
j=1
wjx−αj −
Ã
1−
NX
j=1
wja−αj
!
NX
j=1
wja−αj
=(4.14)
= 1−
NX
j=1
wjx−αj
NX
j=1
wja−αj
,
sendo a função de distribuição do tempo de vida residual
FX|X>a (a+ t) = 1−
NX
j=1
wj (a+ t)
−αj
NX
j=1
wja−αj
, a > 1, t > 0,
84 V. MISTURAS CONVEXAS DE OUTRAS DENSIDADES
não permitindo tirar grandes ilações. Atendendo ao teorema 2.2 da página 67, a taxa
de falha instantânea
(4.15) r (t) =
NX
j=1
wjαjt−αj−1
NX
j=1
wjt−αj
será sempre decrescente, originando conclusões similares às verificadas anteriormente
para as misturas convexas de exponenciais.
É possível generalizar o estudo do comportamento da taxa de falha instantânea,
considerando a distribuição Pareto generalizada, X ∼ GP (μ, σ, ξ) , cuja função de
sobrevivência será
F (x) =
∙
1 +
ξ (x− μ)
σ
¸−ξ−1
para x > μ, σ > 0 e 1 + ξ(x−μ)σ > 0. Note-se que:
• se σ = ξ = α−1 e μ = 1 obtemos
F (x) = x−α,
a função de sobrevivência da Pareto de tipo I;
• se μ = 0, σ = λ−1 e ξ → 0+ obtemos
lim
ξ→0+
F (x) = lim
ξ→0+
∙
1 +
λx
ξ−1
¸−ξ−1
= e−λx,
a função de sobrevivência da exponencial.
A função densidade da Pareto generalizada será
f (x) = −F 0 (x) = ξ−1 ξ
σ
∙
1 +
ξ (x− μ)
σ
¸−ξ−1−1
=
=
1
σ
∙
1 +
ξ (x− μ)
σ
¸−ξ−1−1
,
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sendo a taxa de falha instantânea
r (t) =
1
σ
h
1 + ξ(t−μ)σ
i−ξ−1−1
h
1 + ξ(t−μ)σ
i−ξ−1 = 1σ
∙
1 +
ξ (t− μ)
σ
¸−1
=
=
1
σ
∙
σ + ξ (t− μ)
σ
¸−1
= [σ + ξ (t− μ)]−1 .
Como
r0 (t) = −ξ [σ + ξ (t− μ)]−2 = − ξ
[σ + ξ (t− μ)]2
,
a taxa de falha instantânea é sempre decrescente, se ξ > 0, e crescente, se ξ < 0.
O caso ξ > 0 contém as já citadas Pareto tipo I e exponencial, e pelo teorema 2.2
da página 67 misturas convexas destas densidades
¡
ξj > 0, j = 1, ..., N
¢
terão sempre
uma taxa de falha instantânea decrescente.
Para ξ < 0, a situação complica-se (recorde-se que não existe um teorema análogo
ao teorema 2.2 para densidades com taxa de falha instantânea crescente). A função
densidade da mistura será
fX (x) =
NX
j=1
wj
1
σj
"
1 +
ξj
¡
x− μj
¢
σj
#−ξ−1j −1
,
sendo a sua derivada
f 0X (x) = −
NX
j=1
wj
¡
ξ−1j + 1
¢
σj
ξj
σj
"
1 +
ξj
¡
x− μj
¢
σj
#−ξ−1j −2
=
= −
NX
j=1
wj
¡
1 + ξj
¢
σ2j
"
1 +
ξj
¡
x− μj
¢
σj
#−ξ−1j −2
.
Se ξj < −1, j = 1, ..., N, então f 0X (x) > 0 e o teorema 2.1 da página 67 garante que a
taxa de falha instantânea da mistura é sempre crescente.
Outras situações (isto é, misturas em que existam simultaneamente componentes
com ξj > 0 e ξj < 0 e misturas onde ∃j : −1 < ξj < 0) deverão ser analisadas caso a
caso.
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5. Misturas Convexas de Diferentes Densidades
5.1. Considerações Sobre a Mistura.
Genericamente, podemos considerar que estamos perante uma mistura convexa de dife-
rentes densidades quando
(5.1) fX (x) =
NX
j=1
wjfXj (x) ,
onde wj > 0,
NX
j=1
wj = 1 e fXj representa uma função densidade. Vamos assumir que
as densidades fXj são diferentes, mas não apenas ao nível paramétrico, tal como até
aqui foi estudado. Claro que estas misturas serão ainda mais flexíveis que as habituais,
e inúmeras combinações de densidades poderiam ser feitas. Para N = 2, a expressão
acima será
(5.2) fX (x) = wfX1 (x) + (1− w) fX2 (x) .
No estudo de outliers, é habitual considerar fX1 como a verdadeira função densi-
dade de X, encontrando-se esta contaminada por uma proporção (1− w) de indivíduos
provenientes de uma população com função densidade fX2. Neste tipo de trabalhos,
além da estimação dos parâmetros é ainda relevante a classificação dos elementos da
amostra em cada uma das subpopulações.
A expressão (5.2) é também utilizada para modelar alguns fenómenos. Guo et al
(2006), no seguimento do trabalho de Harlow et al (2000), sugere uma mistura en-
tre uma distribuição gaussiana e uma distribuição Weibull (Weibull de mínimos com
um parâmetro de localização positivo) para modelar os ciclos menstruais humanos. A
maioria dos ciclos menstruais parece ser bemmodelado por uma distribuição gaussiana,
mas alguns destes têm uma duração demasiado elevada, sendo de considerar uma dis-
tribuição de caudas mais longas. Estes autores observam ainda que a proporção de
mulheres com ciclos longos aumenta em função da idade, pelo que não estamos perante
um estudo de outliers (pelo menos para as mulheres mais velhas).
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5.2. Misturas de Distribuições Definidas em Diferentes Suportes.
Motivados pelo exemplo da duração dos ciclos menstruais visto na subsecção anterior,
vamos estudar funções densidade em que o suporte das subpopulações envolvidas é
diferente, implicando que a função densidade da mistura contemple pelo menos dois
ramos. Nestas situações, e considerando como habitualmente que as densidades fX1 e
fX2 são deriváveis e unimodais, é importante verificar o que sucede nos pontos em que
a função densidade da mistura muda de ramo.
Teorema 5.1.
Sejam X1, X2 duas subpopulações com suporte SX1 = R, SX2 = [μ,∞[ e funções
densidade deriváveis e unimodais. Então a função densidade da mistura
(5.3) fX (x) =
⎧
⎨
⎩
wfX1 (x) , x < μ
wfX1 (x) + (1− w) fX2 (x) , x ≥ μ
.
é derivável em x = μ se e só se fX2 (μ) = f 0X2 (μ
+) = 0.
Demonstração.
Para a função fX ser contínua em x = μ é necessário garantir que
lim
x→μ−
fX (x) = lim
x→μ+
fX (x)⇐⇒ (1− w) fX2 (μ) = 0⇐⇒
⇐⇒ fX2 (μ) = 0.
Se fX2 (μ) = 0 então fX é derivável em x = μ se
f 0X
¡
μ−
¢
= f 0X
¡
μ+
¢
⇐⇒ lim
x→μ−
fX (x)− fX (μ)
x− μ = limx→μ+
fX (x)− fX (μ)
x− μ ⇐⇒
⇐⇒ lim
x→μ−
wfX1 (x)− wfX1 (μ)
x− μ = limx→μ+
wfX1 (x)+(1−w)fX2(x)−wfX1 (μ)
x−μ ⇐⇒
⇐⇒ lim
x→μ+
(1− w) fX2 (x)
x− μ = 0⇐⇒ f
0
X2
¡
μ+
¢
= 0.
¤
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Naturalmente que outras densidades similares à do teorema 5.1 serão tratadas de
forma análoga. Desde que a função densidade da mistura tenha pelo menos dois ramos
distintos onde num deles coexistam elementos de ambas as subpopulações, o teorema
pode ser aplicado.
É ainda de referir que densidades do tipo
fX (x) =
⎧
⎨
⎩
wfX1 (x) , x < μ
(1− w) fX2 (x) , x ≥ μ
não fazem grande sentido no contexto das misturas, visto que as subpopulações não
estão misturadas, mas sim separadas por x = μ (uma subpopulação terá sempre o-
bservações inferiores a μ e a outra observações superiores a μ).
5.3. Mistura Entre as Distribuições Gaussiana e Weibull.
Seja X1 a subpopulação gaussiana, X1 ∼ N (μ1, σ) com σ > 0 e X2 a subpopulação
Weibull, X2 ∼ Weibull (μ2, λ, α) com x > μ2, λ > 0 e α > 0. A função densidade da
mistura tem como expressão
(5.4)
fX (x) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
w√
2πσ
e
−1
2
?
x−μ1
σ
?2
, x < μ2
w√
2πσ
e
−1
2
?
x−μ1
σ
?2
+
(1− w)α
λ
µ
x− μ2
λ
¶α−1
e
−
?
x−μ2
λ
?α
, x ≥ μ2
,
sendo os momentos da distribuição calculados, de forma mais simples, com recurso à
expressão (2.2) da página 19 e não através da função acima. Graficamente, eis algumas
densidades possíveis:
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0.01
0.02
0.03
0.04
0.05
0.06
(1) (w, μ1, σ, μ2, λ, α) =
?
0.85, 28, 6, 28,
√
72, 2
? 10 20 30 40 50 60
0.02
0.04
0.06
0.08
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Figura 12: densidades para misturas entre as distribuições Weibull e gaussiana
A densidade da primeira figura é a mais simples em termos de estimação (como vere-
mos posteriormente) e corresponde à mistura de uma distribuição gaussiana com uma
distribuição Rayleigh. A densidade da segunda figura tem a desvantagem de não ser
contínua, já que corresponde à mistura de uma distribuição gaussiana com uma dis-
tribuição exponencial onde fX2 (25) 6= 0. A densidade da terceira figura é de longe a
mais apropriada para modelar a duração dos ciclos menstruais, mas tem a desvantagem
de depender de seis parâmetros distintos. A quarta figura representa o comportamento
da função densidade da terceira figura em torno de x = 25, tornando claro que apesar
do aspecto liso desta existe na realidade um ponto de inflexão.
Atendendo à expressão (5.4), a estimação dos parâmetros pelo método da má-
xima verosimilhança será um problema bastante complexo. No caso mais simples,
λ =
√
2σ, μ1 = μ2 = μ e α = 2 (mistura de uma distribuição gaussiana com uma
distribuição Rayleigh) temos apenas três parâmetros para estimar, sendo o ramo de
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baixo da função densidade indicada em (5.4)
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implicando que a função densidade da mistura possa ser escrita da forma
(5.5) fX (x) =
w√
2πσ
e
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√
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,
onde
I[μ,+∞[ (x) =
⎧
⎨
⎩
1, se x ≥ μ
0, se x < μ
.
Por sua vez, a função de máxima verosimilhança é (ver subsecção 3.2 na página 28)
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sendo o seu logaritmo
(5.6)
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Como habitualmente, as equações de verosimilhança não conduzem a estimadores ex-
plícitos, dependendo estas do valor de μ. Quanto ao método dos momentos, note-se
que para este caso particular
μ01 = μ+
r
π
2
(1− w)σ
μ2 =
σ2
2
¡
4− 2w − π (1− w)2
¢
(5.7)
β1 =
2
√
π (π (1− w)− 3) (1− w)2¡
4− π (1− w)2 − 2w
¢ 3
2
sendo possível encontrar estimadores por este método.
CAPÍTULO VI
Misturas Pseudo-Convexas
1. Introdução
Vimos nos capítulos anteriores misturas convexas, em que os parâmetros mistu-
radores se encontram sujeitos às restrições
NP
j=1
wj = 1 e 0 < wj < 1 para j = 1, ..., N. É
possível relaxar a condição 0 < wj < 1, permitindo pesos fora deste intervalo e man-
tendo somente a condição
NP
j=1
wj = 1. A mistura obtida é assim finita mas não convexa
(designada neste texto por mistura pseudo-convexa). Esta flexibilização acarreta van-
tagens evidentes ao nível da modelação de fenómenos, sem que no entanto implique um
aumento de parâmetros. Bartholomew (1969) desenvolveu um trabalho inicial sobre
este assunto em relação à distribuição exponencial, sendo que estas misturas (desi-
gnadas habitualmente por hiperexponenciais) parecem adequadas para modelar alguns
fenómenos, como tempos de espera e tráfego na internet (Mendonça e Pestana, 2002).
Zhang e Zhang (2005) usa misturas de gaussianas com pesos negativos em análise
de clusters, mas de um modo geral misturas pseudo-convexas de outras distribuições
que não a exponencial estão relativamente pouco estudadas na literatura.
Neste capítulo, o ponto de partida para a construção de misturas pseudo-convexas
é um resultado de Mendonça e Pestana (2002), derivado a partir de um trabalho de
Gumbel (1958). Comecemos por apresentar o seguinte teorema.
Teorema 1.1.
Seja F uma função de distribuição e f uma função densidade. Se w ∈ [−1, 1] ,
(1.1) f∗ (x) = (1− w) f (x) + 2wf (x)F (x)
é sempre uma função densidade.
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Aplicando o teorema supra, Mendonça e Pestana (2002) mostra que seX ∼ Exp (λ)
obtém-se como função densidade
f∗ (x) = (1− w)λe−λx + 2wλe−λx
£
1− e−λx
¤
=(1.2)
= λe−λx + wλe−λx − 2wλe−2λx =
= (1 + w) f (x)− 2wf (2x)
onde f é a função densidade da distribuição exponencial com parâmetro λ.
f∗ é assim a função densidade de uma variável aleatória X∗, que não é mais que
uma mistura pseudo-convexa entre duas subpopulações X1 e X2 independentes com
densidades f (x) e 2f (2x) .
2. Distribuições Fechadas para Extremos
Definição 2.1.
Sejam X1, ...,XN variáveis aleatórias contínuas independentes e identicamente dis-
tribuídas a X ∼ F (x) com αN > 0 e βN , γN constantes reais. Diz-se que a distribuição
F é fechada para o mínimo (X1:N) se
(2.1) X1:N ∼ FγN (αNx+ βN)
e fechada para o máximo (XN :N) se
(2.2) XN :N ∼ FγN (αNx+ βN) .
Quando γN = 1 temos as distribuições consideradas na teoria clássica de extremos,
que permite apenas transformações de localização e escala do tipo αNx+ βN . Quando
γN 6= 1 temos uma extensão à teoria clássica de extremos, permitindo transformações
do parâmetro de forma1 γN , além das já referidas transformações de localização e
escala. Note-se que as distribuições para o mínimo e para o máximo consideradas na
definição acima são exactas, não se pretendendo de forma alguma contestar os domínios
de atracção estabelecidos na teoria clássica.
1 Parâmetro que não é de localização, escala ou função destes.
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As distribuições fechadas para extremos têm interessantes propriedades, pois so-
mente em distribuições fechadas para o mínimo
(2.3) F γN (αNx+ βN) = P [X1:N > x] =
£
F (x)
¤N
e
(2.4) αNfγN (αNx+ βN) = −
h£
F (x)
¤Ni0
= Nf (x)
£
F (x)
¤N−1
.
Do mesmo modo, somente em distribuições fechadas para o máximo
(2.5) FγN (αNx+ βN) = P [XN :N < x] = [F (x)]
N
e
(2.6) αNfγN (αNx+ βN) =
h
[F (x)]N
i0
= Nf (x) [F (x)]N−1 .
2.1. Distribuições Fechadas para o Mínimo.
As distribuições fechadas para o mínimo contemplam:2
• Weibull (λ, α) , onde3
F (x) = 1− exp
h
−
³x
λ
´αi
para x > 0, λ > 0 e α > 0, pois
£
F (x)
¤N
= exp
h
−N
³x
λ
´αi
= exp
"
−
Ã
Nα−1x
λ
!α#
=
= F
³
Nα
−1
x
´
= F γN (αNx+ βN) ,
com αN = Nα
−1, βN = 0 e γN = 1;
• Fre´chet (λ, α) , onde
F (x) = 1− exp
∙
−
³
−x
λ
´−α¸
2 Sem perda de generalidade vamos considerar, ao longo deste capítulo, que o parâmetro de
localização das distribuições em análise é sempre μ = 0, salvo indicação em contrário.
3 A distribuição exponencial e a distribuição Rayleigh são casos particulares da Weibull de míni-
mos, para α = 1, λ = λ−1 e α = 2, λ =
√
2λ respectivamente.
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para x < 0, λ > 0 e α > 0, pois
£
F (x)
¤N
= exp
∙
−N
³
−x
λ
´−α¸
= exp
"
−
Ã
−N
−α−1x
λ
!−α#
=
= F
³
N−α
−1
x
´
= F γN (αNx+ βN) ,
com αN = N−α
−1, βN = 0 e γN = 1;
• Gumbel (λ) , onde
F (x) = 1− exp
h
− exp
³x
λ
´i
para λ > 0, pois£
F (x)
¤N
= exp
h
−N exp
³x
λ
´i
= exp
∙
− exp
µ
x+ λ lnN
λ
¶¸
=
= F (x+ λ lnN) = F γN (αNx+ βN) ,
com αN = 1, βN = λ lnN e γN = 1;
• logística generalizada de tipo II, GL2 (λ, α) , onde
F (x) = 1−
"
exp
¡
−xλ
¢
1 + exp
¡
−xλ
¢#α
para λ > 0 e α > 0, pois
£
F (x)
¤N
=
"
exp
¡
−xλ
¢
1 + exp
¡
−xλ
¢#Nα = FNα (x) = F γN (αNx+ βN)
com αN = 1, βN = 0 e γN = Nα;
• Pareto generalizada, GP (λ, α) , onde
F (x) = 1−
∙
1 +
x− 1
αλ
¸−α
para x > 1 e 1 +
x− 1
αλ
> 0, pois para λ−1 6= α
£
F (x)
¤N
=
∙
1 +
x− 1
αλ
¸−Nα
=
∙
1 +
Nx+ 1−N − 1
Nαλ
¸−Nα
=
= FNα (Nx+ 1−N) = F γN (αNx+ βN) ,
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com αN = N , βN = 1−N e γN = Nα.
Quando λ−1 = α e α > 0 então
F (x) = 1− x−α,
função de distribuição da Pareto de tipo I estudada na subsecção 4.1 do Capí-
tulo V (ver página 76). Neste caso concreto,£
F (x)
¤N
= x−Nα = FNα (x) = F γN (αNx+ βN)
com αN = 1, βN = 0 e γN = Nα.
2.2. Distribuições Fechadas para o Máximo.
As distribuições fechadas para o máximo contemplam:
• Weibull (λ, α) , onde
F (x) = exp
h
−
³
−x
λ
´αi
para x < 0, λ > 0 e α > 0, pois
[F (x)]N = exp
h
−N
³
−x
λ
´αi
= exp
"
−
Ã
−N
α−1x
λ
!α#
=
= F
³
Nα
−1
x
´
= FγN (αNx+ βN) ,
com αN = Nα
−1
, βN = 0 e γN = 1;
• Fre´chet (λ, α) , onde
F (x) = exp
∙
−
³x
λ
´−α¸
para x > 0, λ > 0 e α > 0, pois
[F (x)]N = exp
∙
−N
³x
λ
´−α¸
= exp
"
−
Ã
N−α−1x
λ
!−α#
=
= F
³
N−α
−1
x
´
= FγN (αNx+ βN) ,
com αN = N−α
−1
, βN = 0 e γN = 1;
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• Gumbel (λ) , onde
F (x) = exp
h
− exp
³
−x
λ
´i
para λ > 0, pois
[F (x)]N = exp
h
−N exp
³
−x
λ
´i
= exp
∙
− exp
µ
−x− λ lnN
λ
¶¸
=
= F (x− λ lnN) = FγN (αNx+ βN) ,
com αN = 1, βN = −λ lnN e γN = 1; 4
• Powerfunction (α) , onde
F (x) = xα
para 0 < x < 1 e α > 0, pois
[F (x)]N = xNα = FNα (x) = FγN (αNx+ βN) ,
com αN = 1, βN = 0 e γN = Nα;
• logística generalizada de tipo I, GL1 (λ, α) , onde
F (x) =
h
1 + exp
³
−x
λ
´i−α
para λ > 0 e α > 0, pois
[F (x)]N =
h
1 + exp
³
−x
λ
´i−Nα
= FNα (x) = FγN (αNx+ βN)
com αN = 1, βN = 0 e γN = Nα.
Para concluir, refira-se que os mínimos e os máximos de distribuições estão intima-
mente relacionados, pois em qualquer distribuição
[FX (x)]
N = P [max(X1, ...,XN) < x] = P [min(−X1, ...,−XN) > −x] =
=
£
F−X (−x)
¤N
4 As distribuições Weibull, Gumbel e Fréchet podem ser agrupadas numa única, designada por
geral de valores extremos (Coles, 2001).
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logo
(2.7) FX (x) = F−X (−x) ,
que é a relação que obtemos entre as distribuições Fréchet, Weibull, Gumbel e logística
de mínimos e máximos. A relação anterior permitiria ainda definir uma distribuição
Pareto generalizada fechada para máximos e uma distribuição powerfunction fechada
para mínimos, que não são apresentadas por serem menos usuais.
3. Misturas Pseudo-Convexas para Distribuições Fechadas para Extremos
Como referido, a distribuição exponencial é um caso particular da Weibull de mí-
nimos, pelo que será apelativo generalizar o resultado (1.2) da página 92 para as
restantes distribuições fechadas para extremos.
Teorema 3.1.
X∗ é uma mistura pseudo-convexa com função densidade
(3.1) f∗ (x) = (1 + w) f (x)− wαNfγN (αNx+ βN) ,
para w ∈ [−1, 1] e αN , βN e γN convenientes, se e só se X ∼ F (x) é uma distribuição
fechada para mínimos.
Demonstração.
Igualando as expressões (1.1) e (3.1) das páginas 91 e 97,
(1 + w) f (x)− wαNfγN (αNx+ βN) = (1− w) f (x) + 2wf (x)F (x)
[2w − 2wF (x)] f (x) = wαNfγN (αNx+ βN)
2F (x) f (x) = αNfγN (αNx+ βN) .
Primitivando,
−
£
F (x)
¤2
= FγN (αNx+ βN) + c£
F (x)
¤2
= F γN (αNx+ βN) + c
0.
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Se c0 6= 0,
lim
x→+∞
F γN (αNx+ βN) + c
0 = c0 6= 0
e F não pode ser uma função de distribuição. Para c0 = 0,
£
F (x)
¤2
= F γN (αNx+ βN)
e X é uma distribuição fechada para mínimos, considerando N = 2. ¤
As distribuições com βN 6= 0 são aquelas em que o suporte de X∗ poderia ser
diferente do deX. Para as distribuições Gumbel e logística, a modificação de localização
é irrelevante pois SX = R. Em relação à Pareto generalizada, note-se que
[FX (x)]
N =
"
1 +
x− 1
Nα λN
#−Nα
pelo que o suporte se mantém inalterado. Assim, independentemente do valor de w
verifica-se que SX∗ = SX . No entanto, este parâmetro tem como efeito:
• se w < 0, estamos a somar duas densidades, sendo a primeira contraída por
0 < 1 + w < 1 e a segunda contraída por 0 < −w < 1 (mistura convexa
habitual);
• Se w > 0, estamos a subtrair duas densidades, sendo a primeira expandida por
1 < 1 + w < 2 e a segunda contraída por 0 < −w < 1 (mistura não convexa).
Em distribuições fechadas para o máximo vamos obter um teorema similar ao an-
terior.
Teorema 3.2.
X∗ é uma mistura pseudo-convexa com função densidade
(3.2) f∗ (x) = (1− w) f (x) + wαNfγN (αNx+ βN) ,
para w ∈ [−1, 1] e αN , βN e γN convenientes, se e só se X ∼ F (x) é uma distribuição
fechada para máximos.
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Demonstração.
Igualando as expressões (1.1) e (3.2) das páginas 91 e 98,
(1− w) f (x) + wαNfγN (αNx+ βN) = (1− w) f (x) + 2wf (x)F (x)
αNfγN (αNx+ βN) = 2F (x) f (x) .
Primitivando,
FγN (αNx+ βN) = [F (x)]
2 + c.
Se c 6= 0,
lim
x→−∞
[F (x)]2 + c = c 6= 0
e F não pode ser uma função de distribuição. Para c = 0,
FγN (αNx+ βN) = [F (x)]
2
e X é uma distribuição fechada para máximos, considerando N = 2. ¤
Tal como para as misturas pseudo-convexas fechadas para mínimos, o suporte de
X∗ é igual ao de X, independentemente do valor de w. O efeito deste parâmetro será:
• se w < 0, estamos a subtrair duas densidades, sendo a primeira expandida por
1 < 1− w < 2 e a segunda contraída por 0 < −w < 1 (mistura não convexa);
• Se w > 0, estamos a somar duas densidades, sendo a primeira contraída por
0 < 1− w < 1 e a segunda contraída por 0 < w < 1 (mistura convexa).
Assim, as distribuições vistas na secção anterior podem ser utilizadas na construção
de misturas pseudo-convexas, considerando sempre N = 2.
4. Momentos
Vimos na secção anterior que em distribuições fechadas para o mínimo
f∗ (x) = (1 + w) f (x)− wαNfγN (αNx+ βN) ,
e em distribuições fechadas para o máximo
f∗ (x) = (1− w) f (x) + wαNfγN (αNx+ βN)
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são funções densidade para −1 < w < 1.
Se existir o k-ésimo momento de X, denotado por μ0X;k para a distribuição original
e μ0X+;k para a distribuição transformada, o k-ésimo momento de X
∗ será
(4.1) μ0X∗;k = (1 + w)μ
0
X;k − wμ0X+;k
se X tiver uma distribuição fechada para o mínimo e
(4.2) μ0X∗;k = (1− w)μ0X;k + wμ0X+;k
se X tiver uma distribuição fechada para o máximo. É possível, em função de w,
estabelecer uma ordem de grandeza entre os k-ésimos momentos de X∗ e os k-ésimos
momentos de X.
Teorema 4.1.
Seja X∗ uma mistura pseudo-convexa para mínimos (Mm), nas condições do teorema
3.1 da página 97, ou para máximos (MM), nas condições do teorema 3.2 da página 98.
Quando βN = 0, SX ⊂ R+ e o k-ésimo momento existe,
μ0X∗;k > μ
0
X;k
se w > 0 e
μ0X∗;k < μ
0
X;k
se w < 0.
Demonstração.
Para uma mistura Mm,
μ0X∗;k > μ
0
X;k ⇐⇒ (1 + w)μ0X;k − wμ0X+;k > μ0X;k
⇐⇒ w
£
μ0X;k − μ0X+;k
¤
> 0⇐⇒ w > 0,
pois o k-ésimo momento do mínimo de uma distribuição com suporte positivo é sempre
menor que o k-ésimo momento original. Para uma mistura MM,
μ0X∗;k > μ
0
X;k ⇐⇒ (1− w)μ0X;k + wμ0X+;k > μ0X;k
⇐⇒ w
£
μ0X+;k − μ0X;k
¤
> 0⇐⇒ w > 0
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pois o k-ésimo momento do máximo de uma distribuição com suporte positivo é sempre
maior que o k-ésimo momento original. ¤
Concluímos assim que as misturas pseudo-convexas de distribuições fechadas para
extremos têm sempre momentos superiores ou inferiores aos das distribuições originais
consoante o ponderador w seja ou não positivo. Quando βN = 0 mas SX ⊂ R−, o
teorema acima é válido para Y = −X pois nestas circunstâncias SY ⊂ R+, e como
vimos na secção anterior a igualdade Y = −X permite trabalhar indistintamente com
mínimos ou máximos. Das distribuições apresentadas, somente a Gumbel (tratada
posteriormente neste capítulo), a logística generalizada e a Pareto generalizada são
excluídas pelo teorema supra.
Para os momentos centrados (e principalmente para a assimetria e o achatamento,
derivados a partir destes), as conclusões são mais complicadas que as anteriores, devido
à complexidade das expressões. Os momentos centrados da mistura serão superiores
aos da distribuição original se μX∗;k > μX;k. Recordando que
μ2 = μ
0
2 − (μ01)
2(4.3)
μ3 = μ
0
3 − 3μ01μ02 + 2 (μ01)
3
μ4 = μ
0
4 − 4μ01μ03 + 6 (μ01)
2 μ2 − 3 (μ01)
4 ,
podem ser encontradas expressões para as desigualdades acima em função dos mo-
mentos não centrados. Apesar destas expressões serem, nos casos gerais, bastante
extensas, atente-se para que, quer tenhamos distribuições fechadas para o mínimo ou
para o máximo,
(4.4) μX∗;k > μX;k ⇐⇒ whk (μ0X , μ0X+) > 0, k = 1, ..., 3
em que estas funções hk
¡
μ0X , μ0X+
¢
estão definidas para qualquer w ∈ [−1; 1], (ou seja
w não é posto em evidência de forma artificial, impedindo que as funções hk
¡
μ0X , μ
0
X+
¢
existissem para w = 0) o que mais uma vez realça a importância do peso w. As funções
genéricas hk
¡
μ0X , μ0X+
¢
não são aqui descritas. Na prática, será preferível efectuar
directamente os cálculos para cada distribuição em análise.
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Exemplo 4.1.
No cálculo de h1
¡
μ0X , μ
0
X+
¢
para distribuições fechadas para o mínimo, a variância da
mistura é superior à da distribuição original se
μX∗;2 > μX;2 ⇐⇒
⇐⇒ (1 + w)μ0X;2 −wμ
0
X+;2 −
?
(1 +w)μ0X;1 −wμ
0
X+;1
?2 > μ0X;2 −
?
μ0X;1
?2 ⇐⇒
⇐⇒ w
?
μ0X;2 − μ
0
X+;2 +
?
μ0X;1 − μ
0
X+;1
? ?
wμ0X+;1 − (2 +w)μ
0
X;1
??
> 0,
sendo
h1 (μ0X , μ
0
X+) = μ
0
X;2 − μ0X+;2 +
¡
μ0X;1 − μ0X+;1
¢ ¡
wμ0X+;1 − (2 + w)μ0X;1
¢
.
5. Moda e Taxa de Falha Instantânea
Tal como já referido várias vezes neste texto, a unimodalidade é uma questão pre-
mente em misturas de distribuições. Para estudar a moda da distribuição vamos ana-
lisar o comportamento de f∗0, que será igual quer estejamos perante misturas Mm
ou misturas MM, já que em ambos os casos a função densidade da mistura pode ser
reescrita na forma (ver as demonstrações dos teoremas 3.1 e 3.2 nas páginas 97 e 98)
f∗ (x) = (1− w) f (x) + 2wf (x)F (x) =
= f (x) [1− w + 2wF (x)] = f (x)
£
1 + w − 2wF (x)
¤
.(5.1)
Assim,
(5.2) f∗0 (x) = f 0 (x)
£
1 + w − 2wF (x)
¤
+ 2w [f (x)]2 .
De forma geral, não é possível extrair ilações sobre o comportamento da derivada
ou garantir a unimodalidade da mistura, pelo que as aproximações a um membro do
sistema de Pearson deverão ser estudadas caso a caso. Além dos extremos finitos do
suporte, outros candidatos a moda serão os pontos onde f∗0 (x) = 0.
Teorema 5.1.
Seja X∗ uma mistura pseudo-convexa para extremos. Se existirem, as modas de X∗ no
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interior do seu suporte serão as soluções da equação
(5.3)
[f (x)]2
f 0 (x)
= F (x)− 1 + w
2w
, com f 0 (x) 6= 0.
Demonstração.
Como
f∗0 (x) = f 0 (x)
£
(1 + w)− 2wF (x)
¤
+ 2w [f (x)]2
independentemente de termos misturas Mm ou MM, as modas no interior do suporte
satisfazem, para f 0 (x) 6= 0
f∗0 (x) = 0⇐⇒ f 0 (x)
£
(1 + w)− 2wF (x)
¤
+ 2w [f (x)]2 = 0⇐⇒
⇐⇒ [f (x)]
2
f 0 (x)
= F (x)− 1 + w
2w
.
¤
Note-se ainda que a expressão (5.2) pode escrita na forma
(5.4) f∗0 (x) = F 00 (x) [1− w + 2wF (x)] + 2w [F 0 (x)]2 ,
mas a solução da equação diferencial f∗0 (x) = 0 conduz, após alguns cálculos, à solução
(5.5) F (x) =
w − 1±
q
(w − 1)2 + 4wc1 (x+ c2)
2w
com c1, c2 ∈ R, sem grande interesse prático no cálculo de soluções.
Quanto à taxa de falha instantânea, esta será a mesma para misturas Mm e MM,
pois f∗ (x) tem uma expressão comum em ambos os casos. É ainda possível relacionar,
em função de w, a taxa de falha instantânea de X∗ com a taxa de falha instantânea
de X.
Teorema 5.2.
Seja X∗ uma mistura pseudo-convexa para extremos. A sua taxa de falha instantânea
é dada por
(5.6) r∗ (t) = r (t)
1 + w − 2wF (t)
1 + w − wF (t)
,
104 VI. MISTURAS PSEUDO-CONVEXAS
verificando-se para qualquer X∗
r∗ (t) > r (t)
se w < 0 e
r∗ (t) < r (t)
se w > 0.
Demonstração.
A função de sobrevivência da mistura pode ser reescrita como
F
∗
(t) = 1− F ∗ (t) = 1−
£
(1− w)F (t) + w [F (t)]2
¤
=
= 1−
h
(1− w)
¡
1− F (t)
¢
+ w
£
1− F (t)
¤2i
=
= 1−
h
1− w − F (t) + wF (t) + w + w
£
F (t)
¤2 − 2wF (t)i =
= 1−
h
1− F (t) (w + 1) + w
£
F (t)
¤2i
=
= (1 + w)F (t)− w
£
F (t)
¤2
= F (t)
£
1 + w − wF (t)
¤
,
sendo a taxa de falha instantânea
r∗ (t) =
f∗ (t)
F
∗
(t)
=
f (t)
£
1 + w − 2wF (t)
¤
F (t)
£
1 + w − wF (t)
¤ =
= r (t)
1 + w − 2wF (t)
1 + w − wF (t)
.
Comparando r∗ (t) e r (t),
r∗ (t) > r (t)⇐⇒ 1 + w − 2wF (t)
1 + w − wF (t)
> 1⇐⇒
⇐⇒ −2wF (t) > −wF (t)⇐⇒ 2w < w
que é uma condição verdadeira se w < 0 e falsa se w > 0. ¤
Note-se ainda que
lim
t→ ∞
r∗ (t) = r (t) ,
pelo que no limite a função de sobrevivência da mistura será a função de sobrevivência
da variável aleatória X.
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6. Geração de Amostras
Quando temos misturas convexas (0 < w < 1) é fácil gerar amostras aleatórias de
dimensão n, pois existem vários programas para gerar números aleatórios das dis-
tribuições mais comuns. Por exemplo, numa mistura com função densidade
f (x) = wλe−λx + (1− w)2λe−2λx
com x > 0, λ > 0 e 0 < w < 1, basta gerar nw números aleatórios de uma Exp (λ)
e n (1− w) números aleatórios de uma Exp (2λ) . A situação complica-se nas mis-
turas pseudo-convexas (−1 < w < 1). Em distribuições Mm, onde a mistura tem como
função densidade
f∗ (x) = (1 + w) f (x)− wαNfγN (αNx+ βN) ,
é possível gerar facilmente amostras se w < 0, da forma descrita acima, mas tal já não
sucede se w > 0 (n (1 + w) > n e −nw < 0). Nesta situação, a solução será utilizar o
teorema da transformação uniformizante.
Teorema 6.1.
Seja X∗ uma mistura pseudo-convexa para mínimos (ver teorema 3.1 da página 97),
X ∼ F (x) a variável com distribuição fechada para mínimos e Y ∼ U (0, 1) . Então
(6.1) X∗ d= F
−1
⎡
⎣1 + w −
q
(1− w)2 + 4wY
2w
⎤
⎦ .
Demonstração.
Como
F ∗ (x) =
xZ
−∞
£
(1 + w) f (t)− wαNfγN (αNt+ βN)
¤
dt =
= (1 + w)F (x)− wFγN (αNx+ βN) =
= (1 + w)
¡
1− F (x)
¢
− w
¡
1− F γN (αNx+ βN)
¢
=
= 1 + w − (1 + w)F (x)− w + w
£
F (x)
¤2
= 1− (1 + w)F (x) + w
£
F (x)
¤2
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então
y = 1− (1 + w)F (x) + w
£
F (x)
¤2 ⇐⇒
F (x)=t
1− y − (1 + w) t+ wt2 = 0⇐⇒
⇐⇒ t =
1 + w ±
q
(1 + w)2 − 4w (1− y)
2w
=⇒
0≤F (x)≤1
=⇒ F (x) =
1 + w −
q
(1 + w)2 − 4w (1− y)
2w
⇐⇒
⇐⇒ x = F−1
⎡
⎣1 + w −
q
(1− w)2 + 4wy
2w
⎤
⎦
¤
Deste modo, uma amostra aleatória desta mistura pode ser obtida gerando números
aleatórios Y ∼ U (0, 1) e transformando-os através da expressão
x = F
−1
⎡
⎣1 + w −
q
(1− w)2 + 4wy
2w
⎤
⎦ .
Em distribuições MM, onde a mistura tem como função densidade
f∗ (x) = (1− w) f (x) + wαNfγN (αNx+ βN) ,
o procedimento é similar ao estudado para misturas Mm. Agora é possível gerar facil-
mente amostras se w > 0, mas tal já não sucede se w < 0 (n (1− w) > n e nw < 0),
pelo que vamos novamente recorrer ao teorema da transformação uniformizante.
Teorema 6.2.
Seja X∗ uma mistura pseudo-convexa para máximos (ver teorema 3.2 da página 98),
X ∼ F (x) a variável com distribuição fechada para máximos e Y ∼ U (0, 1) . Então
(6.2) X∗ d= F−1
⎡
⎣w − 1 +
q
(1− w)2 + 4wY
2w
⎤
⎦ .
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Demonstração.
Como
F ∗ (x) =
xZ
−∞
£
(1− w) f (t) + wαNfγN (αNt+ βN)
¤
dt =
= (1− w)F (x) + wFγN (αNx+ βN) = (1− w)F (x) + w [F (x)]
2
então
y = (1− w)F (x) + w [F (x)]2 ⇐⇒
F (x)=t
−y + (1− w) t+ wt2 = 0⇐⇒
⇐⇒ t =
w − 1±
q
(1− w)2 − 4w (−y)
2w
=⇒
0≤F (x)≤1
=⇒ F (x) =
w − 1 +
q
(1− w)2 + 4wy
2w
⇐⇒
⇐⇒ x = F−1
⎡
⎣w − 1 +
q
(1− w)2 + 4wy
2w
⎤
⎦ .
¤
Deste modo, uma amostra aleatória desta mistura pode ser obtido gerando números
aleatórios Y ∼ U (0, 1) e transformando-os através da expressão
x = F−1
⎡
⎣w − 1 +
q
(1− w)2 + 4wy
2w
⎤
⎦ .
7. Misturas Pseudo-Convexas de Exponenciais
Vamos agora exemplificar a teoria desenvolvida neste capítulo, considerando que
X ∼ Exp (λ) . Esta situação é sem dúvida das mais simples, mas também das mais
interessantes em termos de aplicações, conforme referimos anteriormente. A função
densidade da mistura é definida por
(7.1) f∗ (x) = (1 + w)λe−λx − 2wλe−2λx.
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De acordo com o parâmetro λ e o peso w, obtêm-se diferentes funções densidade, como
por exemplo
1 2 3 4 5
0.1
0.2
0.3
0.4
0.5
λ = 1 e w = 0.8
0.5 1.0 1.5 2.0 2.5 3.0
0.5
1.0
1.5
λ = 1 e w = −0.7
Figura 13: densidades de misturas pseudo-convexas de exponenciais
Os momentos não centrados serão, recorrendo à expressão (4.1) da página 100
(7.2) μ0X∗;k = (1 + w)
k!
λk
− w k!
(2λ)k
e os momentos centrados, após alguns cálculos simples
μX∗,2 =
1
4λ2
¡
−w2 + 2w + 4
¢
μX∗,3 =
1
4λ3
¡
w3 − 3w2 + 3w + 8
¢
μX∗,4 =
3
16λ4
¡
−w4 + 4w3 − 16w2 + 24w + 48
¢
.(7.3)
Quanto ao coeficiente de assimetria,
(7.4) β∗1 =
1
4λ3 (w
3 − 3w2 + 3w + 8)£
1
4λ2 (−w2 + 2w + 4)
¤ 3
2
=
16 + 6w − 6w2 + 2w3
(−w2 + 2w + 4)
3
2
,
que é sempre positivo, pois 16 + 6w − 6w2 + 2w3 > 0. Finalmente, o coeficiente de
achatamento é da forma
β∗2 =
3
16λ4 (−w
4 + 4w3 − 16w2 + 24w + 48)£
1
4λ2 (−w2 + 2w + 4)
¤2 =
= 3
−w4 + 4w3 − 16w2 + 24w + 48
(−w2 + 2w + 4)2
,(7.5)
logo a mistura é mais achatada que a gaussiana, pois β∗2 > 3.
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Comparando agora variância, assimetria e achatamento da distribuição exponencial
com as correspondentes características da mistura pseudo-convexa obtém-se:
• para a variância
μX∗,2 > μX,2 ⇐⇒
1
4λ2
¡
−w2 + 2w + 4
¢
>
1
λ2
⇐⇒
⇐⇒ −w2 + 2w > 0⇐⇒ w > 0
sendo esta superior à da exponencial se w > 0 e inferior caso contrário;
• para a assimetria
β∗1 > β1 ⇐⇒
16 + 6w − 6w2 + 2w3
(−w2 + 2w + 4)
3
2
− 2 > 0⇐⇒
⇐⇒ 16 + 6w − 6w2 + 2w3 − 2
¡
−w2 + 2w + 4
¢ 3
2 > 0⇐⇒
⇐⇒ w < 0
sendo esta superior à da exponencial se w < 0 e inferior caso contrário;
• para o achatamento
β∗2 > β2 ⇐⇒ 3
−w4 + 4w3 − 16w2 + 24w + 48
(−w2 + 2w + 4)2
− 9 > 0⇐⇒
⇐⇒ 12−w
4 + 4w3 − w2 − 6w
(−w2 + 2w + 4)2
> 0⇐⇒ w < 0
sendo este superior à da exponencial se w < 0 e inferior caso contrário.
Em relação à moda da distribuição, pelo teorema 5.1 da página 102 as modas no
interior do suporte satisfazem£
λe−λx
¤2
−λ2e−λx
= e−λx − 1 + w
2w
⇐⇒−e−λx = e−λx − 1 + w
2w
⇐⇒
⇐⇒ e−λx = 1 + w
4w
⇐⇒ w > 0 ∧ x = −1
λ
ln
µ
1 + w
4w
¶
.(7.6)
No entanto, como a moda tem de ser encontrada para x > 0 então
−1
λ
ln
µ
1 + w
4w
¶
> 0⇐⇒ 1 + w
4w
< 1⇐⇒ w > 1
3
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• Quando w < 0 estamos perante uma mistura convexa unimodal com moda
x = 0 (ver subsecção 3.3 na página 70).
• Quando 0 < w ≤ 1
3
estamos perante uma mistura pseudo-convexa unimodal
com moda x = 0. Note-se que para 0 < w < 1
3
f∗0
¡
0+
¢
=
£
− (1 + w)λ2e−λx + 4wλ2e−2λx
¤
x=0 =
= − (1 + w)λ2 + 4wλ2 = λ2 (3w − 1) <
w<1/3
0.
Se w = 1/3,
f∗0 (x) =
4
3
e−λx
£
e−λx − 1
¤
< 0.
• Quando w > 1
3
f∗0
¡
0+
¢
= λ2 (3w − 1) >
w>1/3
0,
implicando que x = 0 não possa ser moda, pelo que estamos perante uma
mistura pseudo-convexa unimodal com moda x = −1
λ
ln
µ
1 + w
4w
¶
.
A taxa de falha instantânea é particularmente interessante nestas misturas, pois
variando somente w (ver teorema 5.2 na página 103) obtemos distribuições com taxa
de falha instantânea crescente (w < 0) , decrescente (w > 0) ou constante (w = 0) , o
que poderá ser útil em fiabilidade (ver secção 2 na página 66).
Finalmente, para o estudo das concavidades de ln f∗ (x) (ver secção 7 na página
14), como
f∗0 (x) = λ2e−λx
£
− (1 + w) + 4we−λx
¤
e
f∗00 (x) = λ3e−λx
£
(1 + w)− 8we−λx
¤
então
(7.7)
h
f∗f∗00 − (f∗0)2
i
(x) = −2w (1 + w)λ4e−3λx,
concluindo-se que:
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• se w < 0 a expressão (7.7) é sempre positiva e a mistura é infinitamente
divisível;5
• se w > 0 a expressão (7.7) é sempre negativa e a mistura é fortemente uni-
modal.
Em resumo, o ponderador w influencia decisivamente as relações entre as cara-
cterísticas da mistura e as da distribuição exponencial. O quadro abaixo sintetiza os
principais resultados obtidos.
Tabela 11: misturas pseudo-convexas de exponenciais
distribuição mistura Comparação entre a mistura e a distribuição
−1 < w < 0 0 < w < 1
momentos
k!
λk
k!
£
(1 + w) 2k − w
¤
(2λ)k
μ0X∗,k < μ
0
X,k μ
0
X∗,k > μ
0
X,k
variância
1
λ2
−w2 + 2w + 4
4λ2
μX∗,2 < μX,2 μX∗,2 > μX,2
assimetria 2 > 0 β∗1 > β1 β
∗
1 < β1
achatamento 9 > 3 β∗2 > β2 β
∗
2 < β2
moda 0
0 se − 1 < w ≤ 13 e −
1
λ ln
¡
1+w
4w
¢
se ≤ 13 < w < 1
fortemente unimodal para − 1 < w < 0
Para gerar números aleatórios, de acordo com o teorema 6.1 da página 105, basta
calcular a inversa da função de sobrevivência
y = e−λx ⇐⇒ x = − ln y
λ
⇐⇒ x = ln y−λ−1,
sendo cada elemento da amostra
(7.8) X∗i = ln
⎡
⎢⎣
⎛
⎝1 + w −
q
(1− w)2 + 4wYi
2w
⎞
⎠
−λ−1⎤
⎥⎦
para i = 1, ..., n e Yi ∼ U (0, 1) .
5 Os resultados de Steutel (1967) implicam a divisibilidade infinita de todas as misturas finitas
(mas não necessariamente convexas) de duas exponenciais.
112 VI. MISTURAS PSEUDO-CONVEXAS
8. Misturas Pseudo-Convexas de Gumbels
Como referimos anteriormente, a distribuição Gumbel é uma das distribuições
fechadas para extremos apresentadas onde βN 6= 0, sendo que neste caso (N = 2)
teremos β2 = ±λ ln 2 e α2 = 1. Considerando a Gumbel de máximos (o raciocínio será
de todo similar para a Gumbel de mínimos) a função densidade da mistura é definida
por
(8.1)
f∗ (x) = (1− w) 1
λ
exp
h
−x
λ
− exp
³
−x
λ
´i
+w
1
λ
exp
∙
−x− λ ln 2
λ
− exp
µ
−x− λ ln 2
λ
¶¸
.
De acordo com o parâmetro λ e o peso w, obtêm-se diferentes funções densidade, como
por exemplo.
-10 -5 5 10 15 20
0.01
0.02
0.03
0.04
0.05
0.06
0.07
λ = 5 e w = −0.1
-2 -1 1 2 3
0.1
0.2
0.3
0.4
0.5
0.6
0.7
λ = 0.5 e w = 0.5
Figura 14: densidades de misturas pseudo-convexas de Gumbels
Quanto aos momentos,
μ0X∗,k = (1− w)μ0Xλ,k + w
¡
μ0Xλ,k + λ ln 2
¢
=
= μ0Xλ,k + wλ ln 2(8.2)
e o k-ésimo momento da mistura é maior (menor) que o k-ésimo momento original
quando w > 0 (w < 0) , tal como sucedia para todas as outras distribuições fechadas
para máximos com βN = 0. Procedendo de forma análoga, para uma mistura pseudo-
-convexa de Gumbels de mínimos o k-ésimo momento da mistura é maior (menor) que
o k-ésimo momento original quando w > 0 (w < 0) , sendo os resultados similares aos
verificados para todas as outras distribuições fechadas para mínimos com βN = 0.
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A média e a variância da mistura têm como expressões
(8.3) μ0X∗,1 = λ (γ + w ln 2)
e
μX∗,2 = μ
0
X,2 + wλ ln 2− (λ (γ + w ln 2))
2 =
=
λ2
¡
π2 + 6 (1− w)w ln2 2
¢
6
,(8.4)
sendo a variância da mistura superior à da Gumbel de máximos quando
λ2
¡
π2 + 6 (1− w)w ln2 2
¢
6
>
λ2π2
6
⇐⇒
⇐⇒ (1− w)w ln2 2 > 0⇐⇒
⇐⇒ w > 0
e inferior para w < 0.
Os coeficientes de assimetria e achatamento têm expressões muito complexas, que
não serão aqui indicadas. Quanto à moda, o teorema 5.1 da página 102 garante que
esta será dada pela solução da equação
(8.5)
exp
£
− exp
¡
−xλ
¢¤ ¡
exp
¡
x
λ
¢
− 2
¢
exp
¡
x
λ
¢
− 1
=
w − 1
2w
,
não sendo possível encontrar uma solução explícita em função de x.
Finalmente, para gerar números aleatórios basta calcular a inversa da função de
distribuição, de acordo com o teorema 6.2 da página 106,
y = exp
h
− exp
³
−x
λ
´i
⇐⇒− ln y = exp
³
−x
λ
´
⇐⇒ ln
£
ln y−1
¤
= −x
λ
⇐⇒
⇐⇒ x = ln
£
ln y−1
¤−λ ,
sendo cada elemento da amostra
(8.6) X∗i = ln
⎡
⎢⎣ln
⎡
⎣w − 1 +
q
(1− w)2 + 4wYi
2w
⎤
⎦
−1⎤
⎥⎦
−λ
para i = 1, ..., n e Yi ∼ U (0, 1).
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9. Misturas Convexas de Misturas Pseudo-Convexas
Nas secções anteriores analisámos misturas pseudo-convexas de distribuições fecha-
das para extremos, mas considerando somente duas subpopulações, uma com densidade
f (x) e outra com densidade αNfγN (αNx+ βN) . Apesar destas misturas serem em si
mesmo interessantes, talvez a sua principal vantagem resida em poderem servir de base
para outros modelos mais complexos.
A forma mais óbvia de extensão é considerar uma mistura convexa de misturas
pseudo-convexas, o que apesar de aumentar emmuito a flexibilidade do modelo também
aumenta grandemente o número de parâmetros. Tendo presente que conhecendo a
distribuição fechada para extremos a misturar conhecemos imediatamente αN , βN e
γN , então o número de parâmetros do modelo será 2N − 1 +Np, onde p é o número
de parâmetros da distribuição fechada para extremos e N o número de subpopulações.
Em distribuições fechadas para o mínimo, a função densidade será
(9.1) f∗ (x) =
NX
i=1
pi
£
(1 + wi) fi (x)− wiαNfi,γN (αNx+ βN)
¤
e em distribuições fechadas para o máximo
(9.2) f∗ (x) =
NX
i=1
pi
£
(1− wi) fi (x) + wiαNfi,γN (αNx+ βN)
¤
com −1 < wi < 1, 0 < pi < 1 e
NX
i=1
pi = 1. Se existirem, os momentos de ordem k
serão dados, quando βN = 0, por
(9.3) μ0X∗,k =
NX
i=1
pi (1 + wi)μ0Xi,k −
NX
i=1
piwiμ0X+i ,k
em distribuições fechadas para o mínimo e
(9.4) μ0X∗,k =
NX
i=1
pi (1− wi)μ0Xi,k +
NX
i=1
piwiμ0X+i ,k
em distribuições fechadas para o máximo.
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Exemplo 9.1.
Se Xi ∼ Pareto (αi) , então a função densidade da mistura será
(9.5) f∗ (x) =
NX
i=1
pi
£
(1 + wi)αix−αi−1 − 2wiαix−αi−1
¤
.
De acordo com os parâmetros αi, wi e pi obtêm-se diferentes funções densidade, como
por exemplo
0.5 1.0 1.5 2.0 2.5 3.0
0.5
1.0
1.5
(p,w1, w2, α1, α2) = (0.2, 0.1, 0.8, 2, 4)
2 4 6 8 10
0.02
0.04
0.06
0.08
(p,w1, w2, α1, α2) = (0.5, 0.9, 0.8, 0.5, 0.2)
2 4 6 8 10
0.05
0.10
0.15
0.20
(p,w1, w2, α1, α2) = (0.5, 0.5, 0.2, 0.5, 0.2)
1 2 3 4 5
0.1
0.2
0.3
0.4
0.5
0.6
0.7
(p,w1, w2, α1, α2) = (0.5,−0.5, 0.3, 2, 5)
Figura 15: densidades de misturas convexas de misturas pseudo-convexas de paretos
Quanto aos momentos, o k-ésimo momento da mistura será
μ0X∗,k =
NX
i=1
pi (1 + wi)
αi
αi − k
−
NX
i=1
piwi
2αi
2αi − k
=
=
NX
i=1
∙
piαi (2αi − k + kwi)
k2 − 3kαi + 2α2i
¸
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para αi > k, i = 1, ..., N. Devido à complexidade da densidade em análise, conclusões
sobre a unimodalidade e comportamento dos momentos centrados não foram encon-
tradas.
10. Relaxamento da Condição −1 < w < 1
Distribuições fechadas para mínimos verificam a condição
αNfγN (αNx+ βN) = Nf (x)
£
F (x)
¤N−1
(ver expressão 2.4 na página 93) para diversos valores de N . Com base nesta expressão,
o teorema 3.1 da página 97 introduz funções densidade do tipo
f∗ (x) = (1 + w) f (x)− wαNfγN (αNx+ βN) ,
mas considera sempre N = 2 e −1 < w < 1, o que não deixa de ser restritivo. Desde
que os suportes da distribuição e dos parâmetros desta sejam respeitados, a única
condição realmente necessária é N > 0 (ou seja N ∈ R+). Podemos assim generalizar
o teorema 3.1 do seguinte modo.
Teorema 10.1.
Seja X ∼ F (x) uma distribuição fechada para mínimos. Então X∗ é uma mistura
pseudo-convexa com função densidade
(10.1) f∗ (x) = (1 + w) f (x)− wαNfγN (αNx+ βN) ,
para w ∈
£
−1, (N − 1)−1
¤
, N > 1 e αN , βN e γN convenientes.
Demonstração.
A função densidade f∗ pode ser reescrita como
f∗ (x) = (1 + w) f (x)− wNf (x)
£
F (x)
¤N−1
,
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sujeita às condições genéricas
R
R
f∗ (x) dx = 1 e f∗ (x) ≥ 0. A primeira condição é
universal,
R
R
f∗ (x) dx =
R
R
h
(1 + w) f (x)− wNf (x)
£
F (x)
¤N−1i
dx =
= (1 + w)− w = 1.
Para a segunda condição,
f∗ (x) ≥ 0⇐⇒ (1 + w) f (x)− wNf (x)
£
F (x)
¤N−1 ≥ 0⇐⇒
⇐⇒ wf (x)
h
1−N
£
F (x)
¤N−1i ≥ −f (x)⇐⇒
⇐⇒ w
h
N
£
F (x)
¤N−1 − 1i ≤ 1.
Quando w > 0, a inequação acima origina a condição suficiente
w−1 ≥ N − 1 ≥
N>1
N
£
F (x)
¤N−1 − 1⇐⇒
⇐⇒ w ≤ (N − 1)−1
e quando w < 0
w−1 ≤ −1 ≤ N
£
F (x)
¤N−1 − 1⇐⇒
⇐⇒ w ≥ −1,
conduzindo à solução final
−1 ≤ w ≤ (N − 1)−1 .
¤
De forma análoga, o teorema 3.2 da página 98 que trabalha funções densidade
definidas por
f∗ (x) = (1− w) f (x) + wαNfγN (αNx+ βN) ,
também pode ser generalizado.
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Teorema 10.2.
Seja X ∼ F (x) uma distribuição fechada para máximos. Então X∗ é uma mistura
pseudo-convexa com função densidade
(10.2) f∗ (x) = (1− w) f (x) + wαNfγN (αNx+ βN) ,
para w ∈
£
(1−N)−1 , 1
¤
, N > 1 e αN , βN e γN convenientes.
Demonstração.
Tendo em conta a expressão (2.6) da página 93, a função densidade f∗ pode ser reescrita
como
f∗ (x) = (1− w) f (x) + wNf (x) [F (x)]N−1 ,
sujeita às condições genéricas
R
R
f∗ (x) dx = 1 e f∗ (x) ≥ 0. A primeira condição é
universal, R
R
f∗ (x) dx =
R
R
h
(1− w) f (x) + wNf (x) [F (x)]N−1
i
dx =
= (1− w) + w = 1.
Para a segunda condição,
f∗ (x) ≥ 0⇐⇒ (1− w) f (x) + wNf (x) [F (x)]N−1 ≥ 0⇐⇒
⇐⇒ wf (x)
h
N [F (x)]N−1 − 1
i
≥ −f (x)⇐⇒
⇐⇒ w
h
1−N [F (x)]N−1
i
≤ 1.
Quando w > 0, a inequação anterior origina a condição suficiente
w−1 ≥ 1 ≥ 1−N [F (x)]N−1 ⇐⇒
⇐⇒ w ≤ 1
e quando w < 0
w−1 ≤ 1−N ≤
N>1
1−N [F (x)]N−1 ⇐⇒
⇐⇒ w ≥ (1−N)−1 ,
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conduzindo à solução final
(1−N)−1 ≤ w ≤ 1.
¤
Quando 0 < N < 1 obtemos condições bastante complexas que não serão indicadas.
Por outro lado, é imediato verificar que N = 2 conduz à solução −1 ≤ w ≤ 1, tra-
balhada inicialmente neste capítulo, e que 1 < N < 2 conduz a um alargamento do
intervalo de variação de w. Alguns resultados sobre momentos, moda, taxa de falha
instantânea e geração de números aleatórios poderiam ser deduzidos, decalcando os
procedimentos realizados previamente. Também as generalizações vistas nas secções
anteriores poderiam ser realizadas de forma similar, considerando agora N 6= 2. Final-
mente, atente-se a que temos agora um total de p+2 parâmetros no modelo, onde p é
o número de parâmetros da distribuição fechada para extremos considerada.
Exemplo 10.1.
Se X ∼ Weibull (λ, α) (de máximos) a função densidade da mistura pseudo-convexa
será
f∗ (x) =
(1− w)α
λ
³
−x
λ
´α−1
e−(−
x
λ)
α
+
wα
λN−α−1
³
− x
λN−α−1
´α−1
e−
?
− x
λN−α−1
?α
=
=
(1− w)α
λ
³
−x
λ
´α−1
e−(−
x
λ)
α
+
wαN
λ
³
−x
λ
´α−1
e−N(−
x
λ)
α
,(10.3)
para x < 0, λ > 0, α > 0, N > 1 e (1−N)−1 ≤ w ≤ 1.
Quanto aos momentos,
μ0X∗,k = (1− w)μ0X,k + wμ0X+,k =
£
wN−
α
k + 1− w
¤
(−λ)k Γ
µ
k + α
α
¶
=
=
£
wN−
α
k + 1− w
¤
μ0X+,k.(10.4)
Em função das expressões envolvidas, é agora complicado inferir sobre a moda da dis-
tribuição e garantir a unimodalidade.
De acordo com os parâmetros λ, α, w e N obtêm-se diferentes funções densidade, como
por exemplo
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Figura 16: densidades de misturas pseudo-convexas de Weibulls de máximos
CAPÍTULO VII
Misturas com Parâmetro de Escala Pareto
1. Introdução
Na secção 3 da página 19 referimos algumas propriedades das misturas de escala,
quando as variáveis em causa são absolutamente contínuas. Diversas referências a estas
misturas podem ser encontradas, por exemplo nas obras de Johnson et al (1994, 1995).
É ainda de salientar um excelente trabalho de Kelker (1971) sobre misturas de escala
de gaussianas.
A distribuição Pareto, conforme definida na subsecção 4.1 da página 76, tem suporte
positivo, pelo que pode ser utilizada como um parâmetro de escala aleatório. Devido à
sua densidade polinomial, estas misturas terão quase sempre uma densidade explícita,
o que é obviamente uma vantagem. Como SΘ = [1,∞[, a multiplicação de Θ por X
implica um aumento na dispersão dos valores de X, o que pode ser importante quando
se procura um modelo baseado em X mas com maior variabilidade e caudas mais
pesadas.
De uma forma mais geral, podemos considerar W = Θ − 11 e realizar misturas
do tipo Y = WX, com W e X independentes, onde o parâmetro de escala já pode
assumir qualquer valor positivo, pois SW = [0,∞[. Quando 0 < w < 1, a variável
X é agora contraída pelo parâmetro de escala. Apesar de mais rica, esta mistura
tem a desvantagem de não ser possível, na maioria dos casos, explicitar a sua função
densidade.
Ao longo deste texto, Θ representa sempre a distribuição Pareto com suporte [1,∞[
e W a distribuição Pareto com suporte [0,∞[.
1 W tem uma distribuição Pareto de tipo II (ver página 80).
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2. Densidade e Características da Mistura Y =WX
Seja
W ∼ ParetoII (α)
com
(2.1) fW (w) = α (w + 1)
−α−1 , w > 0, α > 0.
Uma mistura de escala do tipo Y = WX, onde W ∼ ParetoII (α) e W,X indepen-
dentes terá como função densidade (ver expressão (3.3) na página 20)
(2.2) fY (y) =
Z +∞
0
α (w + 1)−α−1
w
fX
³ y
w
´
dw.
Os teoremas seguintes relacionam os momentos da mistura com os momentos de X.
Teorema 2.1.
Seja Y = WX uma mistura com parâmetro de escala pareto onde μ0X,1, μX,2 finitos.
Então
(2.3) μ0Y,1 =
μ0X,1
α− 1 , α > 1
e
(2.4) μY,2 =
1
(α− 2) (α− 1)
"
α
¡
μ0X,1
¢2
α− 1 + 2μX,2
#
, α > 2,
logo se 1 < α ≤ 2
(2.5)
¯¯
μ0Y,1
¯¯
≥
¯¯
μ0X,1
¯¯
se 2 < α ≤ 3
(2.6)
¯¯
μ0Y,1
¯¯
<
¯¯
μ0X,1
¯¯
e μY,2 ≥ μX,2
e se α > 3
(2.7)
¯¯
μ0Y,1
¯¯
<
¯¯
μ0X,1
¯¯
e μY,2 ≥ μX,2 se μX,2 ≤
¡
μ0X,2
¢2
α2 − 4α+ 3 .
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Demonstração.
Se Y =WX, pelo teorema 3.1 da página 21,
μ0Y,1 = μ
0
W,1μ
0
X,1 =
μ0X,1
α− 1 , α > 1
e
μY,2 =
¡
μ0X,1
¢2 μW,2 + μX,2μ0W,2 =
=
¡
μ0X,1
¢2 α
(α− 1)2 (α− 2)
+ μX,2
2
(α− 1) (α− 2) =
=
1
(α− 1) (α− 2)
"
α
¡
μ0X,1
¢2
α− 1 + 2μX,2
#
, α > 2.
Para 1 < α ≤ 2 ¯¯
μ0Y,1
¯¯
≥
¯¯
μ0X,1
¯¯
,
e para 2 < α ≤ 3 ¯¯
μ0Y,1
¯¯
<
¯¯
μ0X,1
¯¯
e
μY,2 ≥
2μX,2
(α− 1) (α− 2) ≥ μX,2.
Finalmente, quando α > 3 ¯¯
μ0Y,1
¯¯
<
¯¯
μ0X,1
¯¯
e
μY,2 ≥ μX,2 ⇐⇒
1
(α− 1) (α− 2)
"
α
¡
μ0X,1
¢2
α− 1 + 2μX,2
#
≥ μX,2 ⇐⇒
⇐⇒
α
¡
μ0X,1
¢2
α− 1 ≥ (α− 1) (α− 2)μX,2 − 2μX,2 ⇐⇒ μX,2 ≤
(μ0X,1)
2
α2 − 4α+ 3 .
¤
Para os coeficientes de assimetria e achatamento, as expressões envolvidas ten-
dem a ser bastante mais complexas. No entanto, quando consideramos μ0X,1 = 0, o
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processo simplifica-se e já é possível extrair conclusões gerais. Se μ0X,1 6= 0, as con-
clusões mantêm-se realizando a transformação de localização Z = X − μ0X,1, pelo que
genericamente podemos assumir que μ0X,1 = 0.
Teorema 2.2.
Seja Y =WX uma mistura com parâmetro de escala Pareto onde μ0X,1 = 0 e μX,2, μX,3,
μX,4 finitos. Então
(2.8) βY,1 = βX,1
3
√
2α2 − 6α+ 4
2 (α− 3) , α > 3
e
(2.9) βY,2 = βX,2
∙
6 +
36
α− 4 −
12
α− 3
¸
, α > 4,
logo
(2.10)
¯¯
βY,1
¯¯
≥
¯¯
βX,1
¯¯
, α > 3
e
(2.11) βY,2 > βX,2, α > 4.
Demonstração.
Nas condições do teorema anterior,
βY,1 =
μY,3¡
μY,2
¢ 3
2
=
μ0Y,3¡
μ0Y,2
¢ 3
2
=
μ0W,3¡
μ0W,2
¢ 3
2
μ0X,3¡
μ0X,2
¢ 3
2
=
= βX,1
3
√
2α2 − 6α+ 4
2 (α− 3) , α > 3
e
βY,2 =
μY,4¡
μY,2
¢2 = μ0Y,4¡μ0Y,2¢2 =
μ0W,4¡
μ0W,2
¢2 μ0X,4¡μ0X,2¢2 =
= βX,2
∙
6 +
36
α− 4 −
12
α− 3
¸
, α > 4.
Para α > 3 temos que
3
√
2α2 − 6α+ 4
2 (α− 3) > 1⇐⇒
9 (2α2 − 6α+ 4)
4 (α− 3)2
> 1⇐⇒ α > 3
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então ¯¯
βY,1
¯¯
≥
¯¯
βX,1
¯¯
.
De forma similar, para α > 4 temos que
6 +
36
α− 4 −
12
α− 3 > 1
logo
βY,2 > βX,2.
¤
Podemos assim concluir que o parâmetro de escala W tem como efeito o aumento
do achatamento e do valor absoluto da assimetria, em relação à distribuição original de
X, dependendo de α as conclusões para a variância e para o valor absoluto da média.
Como referimos anteriormente, densidades explícitas destas misturas não foram
encontradas, pelo menos para as distribuições mais usuais para X.
3. Densidade e Características da Mistura Y = ΘX
Seja
Θ ∼ Pareto (α)
com
fΘ (θ) = αθ−α−1, θ ≥ 1, α > 0.
Uma mistura de escala do tipo Y = ΘX, onde Θ ∼ Pareto (α) e Θ,X independentes
terá como função densidade
(3.1) fY (y) =
Z +∞
1
αθ−α−2fX
³y
θ
´
dθ.
Note-se desde já que a mistura pode igualmente ser vista como um quociente de va-
riáveis aleatórias, pois podemos considerar
Y = ΘX =
X
Θ−1
onde
(3.2) fΘ−1 (θ) = fΘ
¡
θ−1
¢
θ−2 = αθα−1, 0 < θ ≤ 1, α > 0,
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ou seja Θ−1 ∼ Powerfunction (α) , conforme visto na subsecção 2.2 da página 95 e
seguintes. Quando α = 1 as expressões acima simplificam-se e temos uma situação já
estudada na literatura (para algumas distribuições deX), correspondendo ao quociente
de uma variável aleatória contínua por uma variável com distribuição uniforme padrão.
Para misturas do tipo Y = ΘX, seria fácil realizar cálculos similares aos realizados
na secção anterior, que levariam a concluir que o parâmetro de escala Θ implica um
aumento do achatamento e da variabilidade, bem como do valor absoluto da média e
da assimetria. Como a distribuição Pareto só tem valor médio para α > 1, é ainda
óbvio concluir que o quociente entre qualquer variável aleatória contínua e uma va-
riável aleatória com distribuição uniforme padrão não tem valor médio, assumindo a
independência entre as variáveis envolvidas.
No entanto, nestas misturas a relação entre Y e X é mais forte, existindo uma
ordenação estocástica entre as variáveis, pois assumindo SX ⊂ R+0 (caso contrário
podemos trabalhar com o valor absoluto das variáveis)
P (Y > t) > P (X > t)⇐⇒(3.3)
⇐⇒ F Y (t) > FX (t) , t > 0.
Esta ordenação estocástica é conhecida habitualmente por dominância estocástica de
1a ordem, e é um conceito útil em Economia. Por exemplo, se X e Y forem funções
utilidade, os consumidores preferirão Y, pois a sua utilidade é sempre superior à de X.
A dominância estocástica tem implicações no cálculo de momentos, pois como
μ0Y,1 =
Z ∞
0
yfY (y) dy =
£
−yF Y (y)
¤∞
0
+
Z ∞
0
F Y (y) dy =
Z ∞
0
F Y (y) dy
e
μ0X,1 =
Z ∞
0
xfX (x) dx =
£
−xFX (x)
¤∞
0
+
Z ∞
0
FX (x) dx =
Z ∞
0
FX (x) dx,
a expressão (3.3) implica que
(3.4) μ0Y,1 > μ
0
X,1.
Para qualquer função h crescente e t > 0,
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P (h (Y ) ≥ t) = P
¡
Y ≥ h−1 (t)
¢
≥ P
¡
X ≥ h−1 (t)
¢
= P (h (X) ≥ t)
logo
(3.5) P (h (Y ) ≥ t) ≥ P (h (X) ≥ t)
e pelas expressões (3.3) e (3.4) podemos concluir que
(3.6) E (h (Y )) ≥ E (h (X)) .
Nas secções seguintes estudamos algumas misturas do tipo Y = ΘX. Os cálculos
detalhados são apresentados para a distribuição gaussiana, mas não para as restantes,
de forma a evitar a repetição de cálculos idênticos.
4. Distribuição Gaussiana
SeX ∼ N (0, 1) , a função densidade da mistura será, pela expressão (3.1) da página
125,
(4.1) fY (y) =
Z ∞
1
αθ−α−2
1√
2π
e
−
³y
θ
´2
2 dθ.
É possível encontrar uma expressão explícita para fY , poisµ
y√
2θ
¶2
= z ⇐⇒ θ = |y| (2z)−0.5 =⇒ dθ = − |y| (2z)−1.5 dz,
logo para y 6= 0
fY (y) =
Z 0.5y2
0
α
£|y| (2z)−0.5¤−α−2 1√
2π
e−z |y| (2z)−1.5 dz
= α20.5α−1 |y|−α−1 π−0.5
Z 0.5y2
0
z0.5α−0.5e−zdz
= α20.5α−1 |y|−α−1 π−0.5γ
µ
α+ 1
2
,
y2
2
¶
onde
(4.2) γ (a, y) =
Z y
0
ta−1e−tdt
representa a função gama incompleta. Quando y = 0,
128 VII. MISTURAS COM PARÂMETRO DE ESCALA PARETO
fY (0) =
Z ∞
1
αθ−α−2
1√
2π
dθ =
α√
2π (α+ 1)
,
obtendo-se finalmente a função densidade da mistura
(4.3) fY (y) =
⎧
⎪⎪⎨
⎪⎩
α20.5α−1 |y|−α−1 π−0.5γ
µ
α+ 1
2
,
y2
2
¶
, y 6= 0
α√
2π (α+ 1)
, y = 0
,
que é contínua em todo o seu domínio.
Podemos desde já afirmar Y é infinitamente divisível, pois qualquer mistura de
escala de gaussianas onde o parâmetro de escala tenha uma distribuição infinitamente
divisível é infinitamente divisível (Kelker, 1971).
Quanto aos momentos, assimetria e achatamento temos que
μ0Y,1 = 0
μY,2 =
α
α− 2 , α > 2
βY,1 = 0, α > 3
βY,2 =
3 (α− 2)2
α (α− 4) , α > 4.(4.4)
4.1. A Situação α = 1.
Nestas circunstâncias a função densidade da mistura será
(4.5) fY (y) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
1− e
−
y2
2
√
2πy2
, y 6= 0
1
2
√
2π
, y = 0
,
sendo esta distribuição conhecida habitualmente por gaussiana dividida (slash distri-
bution), muito usada em estudos de robustez na investigação do comportamento de
estatísticas usuais perante amostras pequenas (Pestana e Velosa, 2008). Tem a van-
tagem de exibir um comportamento similar ao da gaussiana em torno de zero, mas
com caudas mais pesadas. Quanto à sua função de distribuição,
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(4.6) FY (y) =
Z y
−∞
1− e
−
x2
2
√
2πx2
dx =
1
2
+
erf
³
y√
2
´
2
+
e−
y2
2 − 1√
2πy
,
onde
(4.7) erf (y) =
2√
π
Z y
0
e−t
2
dt
representa a função erro. Graficamente,
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Figura 17: funções densidade e distribuição da gaussiana dividida
Esta distribuição não tem momentos, pelo que apresentamos na tabela seguinte alguns
quantis qα, onde FY (qα) = α.
Tabela 12: quantis de probabilidade para a gaussiana dividida
α 0.001 0.01 0.25 0.5 0.75 0.99 0.999
qα -398.94 -39.89 -1.47 0 1.47 39.89 398.94
Note-se que a gaussiana dividida tem elevada dispersão e caudas bastante pesadas,
mesmo na sua forma padrão (parâmetro de localização μ = 0 e de escala σ = 1). Caso
desejável, estes parâmetros podem ser introduzidos, trabalhando com uma nova variável
W = μ+ σY, σ > 0. Para terminar, podemos ainda concentrar a função densidade de
Y em R+ ou R−, aproveitando a sua simetria. Assim, é ainda uma função densidade
(4.8) fW (w) = 2
1− e
−
¡w−μ
σ
¢2
2
σ
√
2π
¡w−μ
σ
¢2 , w > 0, σ > 0
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Figura 18: funções densidade da gaussiana dividida com suporte positivo
5. Distribuição Cauchy
Seja X ∼ Cauchy(0, 1), com
fX (x) =
1
π
1
1 + x2
.
Então, se Y = ΘX com Θ e X independentes, a função densidade de Y será2
(5.1) fY (y) =
⎧
⎪⎨
⎪⎩
αy−α−1
π
Z y
0
zα
1 + z2
dz, y 6= 0
α
π (α+ 1)
, y = 0
que é contínua em todo o seu domínio.
5.1. A Situação α = 1.
Quando α = 1 a função densidade da mistura será
(5.2) fY (y) =
⎧
⎪⎨
⎪⎩
ln (y2 + 1)
2πy2
, y 6= 0
1
2π
, y = 0
,
originando como função de distribuição de Y
(5.3) FY (y) =
Z y
−∞
ln (x2 + 1)
2πx2
dx =
1
2
− ln (y2 + 1) + 2 (arctan y) y + πy
πy
.
2 Também pode ser apresentada, de forma mais complicada, recorrendo à função hipergeométrica.
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Este tipo de distribuição dividida é muito menos conhecida que a obtida na secção
anterior, mas poderá igualmente ser utilizada em situações em que sejam necessárias
caudas pesadas. Graficamente,
-10 -5 5 10
0.05
0.10
0.15
fY quando α = 1
-10 -5 5 10
0.2
0.4
0.6
0.8
FY quando α = 1
Figura 19: funções densidade e distribuição para α = 1
Como esta distribuição não tem momentos apresentamos na tabela seguinte alguns
quantis qα,
Tabela 13: quantis de probabilidade para a distribuição cauchy dividida
α 0.001 0.01 0.25 0.5 0.75 0.99 0.999
qα -2850.55 -200.57 -2.45 0 2.45 200.57 2850.55
Esta distribuição apresenta ainda maior dispersão que a obtida de forma similar na
secção anterior, tendo igualmente moda igual a zero. Da mesma forma, parâmetros
de localização e escala podem ser introduzidos, e a densidade da mistura pode ser
concentrada em R+ ou R−.
6. Distribuição Gama
Seja X ∼ Gama(p, 1), com
fX (x) =
1
Γ(p)
xp−1e−x, p > 0, x > 0.
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Então, se Y = ΘX com Θ e X independentes, a função densidade de Y será
(6.1) fY (y) =
αy−α−1γ (α+ p, y)
Γ(p)
, y > 0,
sendo a correspondente função de distribuição
(6.2) FY (y) =
γ (p, y)− y−αγ (α+ p, y)
Γ(p)
, y > 0.
Quanto aos momentos, estes podem ser calculados recorrendo aos procedimentos vistos
na secção 3 da página 125 e seguintes.
6.1. A Situação p = 1.
Quando p = 1, X terá uma distribuição exponencial. Nesta situação a função densidade
da mistura será
(6.3) fY (y) =
αγ (α+ 1, y)
yα+1
, y > 0.
Graficamente,
1 2 3 4 5
0.1
0.2
0.3
0.4
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fY quando λ = 1 e p = 1
1 2 3 4 5
0.2
0.4
0.6
0.8
fY quando λ = 5 e p = 1
Figura 20: funções densidade para p = 1
Steutel (1970) mostrou a divisibilidade infinita de misturas convexas de exponenciais,
independentemente da mistura ser ou não finita, pelo que as densidades obtidas desta
forma são de distribuições infinitamente divisíveis.
Para p 6= 1, a divisibilidade infinita terá de ser estudada caso a caso. Por exemplo,
quando p = 2 a mistura não é log-convexa, apesar de tal facto não ser conclusivo quanto
à divisibilidade infinita da mistura.
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7. Distribuição Pareto
Seja X ∼ Pareto (β) , com
fX (x) = βx−β−1.
Então, se Y = ΘX com Θ e X independentes, virá
(7.1) fY (y) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
α2 ln y
yα+1
, se α = β e y > 1
αβ
β − α
¡
y−α−1 − y−β−1
¢
, se α 6= β e y > 1.
e
(7.2) FY (y) =
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
1− 1 + α ln y
yα
, se α = β e y > 1
β (1− y−α)− α
¡
1− y−β
¢
β − α , se α 6= β e y > 1.
Eis algumas representações gráficas da densidade de Y :
1.5 2.0 2.5 3.0
0.2
0.4
0.6
0.8
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1.4
fY quando α = β = 5
2 4 6 8 10
0.05
0.10
0.15
0.20
fY quando α = 4 e β = 0.5
Figura 22: funções densidade para diferentes valores de λ e β
8. Extensões e Conclusão
Misturas do tipo Y = ΘX permitem, quando Θ tem distribuição Pareto, obter
densidades explícitas, com as vantagens que daí advêm. A tabela abaixo apresenta
algumas das funções densidade obtidas,
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Tabela 14: misturas com parâmetro de escala Pareto
Distribuição Função Densidade Função Densidade da Mistura
X ∼ N (0, 1) fX (x) =
1√
2π
e
−
x2
2 fY (y) =
α20.5α−1γ
³
α+1
2 ,
y2
2
´
√
π |y|α+1 , y 6= 0
2−
3+β
2 exp
h
−0.5 |x| 21+β
i
Γ
³
3+β
2
´ , − 1 < β ≤ 1 fY (y) = α(1+β)γ
⎛
⎝β+1
2 (α+1),0.5|y|
2
1+β
⎞
⎠
2
−α
β+1
2 4Γ

3+β
2

|y|α+1
, y 6= 0
X ∼ Cauchy(0, 1) fX (x) =
1
π
1
1 + x2
fY (y) =
αy−α−1
π
Z y
0
zα
1 + z2
dz, y 6= 0
X ∼ Gama(β, 1) fX (x) =
1
Γ(β)
xβ−1e−x fY (y) =
αy−α−1
Γ(β)
γ (α+ β, y) , y > 0
X ∼ Beta(p, q) fX (x) =
(1− x)q−1
x1−pB(p, q)
fY (y) =
⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
αB (p+ α, q, y)
yα+1B(p, q)
, 0 < y < 1
αB (p+ α, q)
yα+1B(p, q)
, y > 1
X ∼Weibull (β, 1) fX (x) = βxβ−1e−x
β
fY (y) =
αγ
¡
αβ−1 + 1, yβ
¢
yα+1
, y > 0
X ∼ Pareto (β) fX (x) = βx−β−1 fY (y) =
⎧
⎪⎪⎪⎨
⎪⎪⎪⎩
α2y−α−1 ln y, α = β, y > 0
αβ
¡
y−α−1 − y−β−1
¢
β − α , α 6= β, y > 0
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onde
B (p, q, y) =
Z y
0
tp−1 (1− p)q−1 dt
representa a função beta incompleta .
Além das misturas apresentadas nas secções anteriores, várias outras misturas deste
tipo poderiam ser feitas. As densidades obtidas têm, como visto, interessantes pro-
priedades e poderão ser úteis na modelação de fenómenos.
Como as misturas do tipo Y = ΘX obrigam a que o parâmetro de escala seja
sempre superior a 1, podemos realizar misturas do tipo Y = WX, onde o parâmetro
de escala já pode observar qualquer valor positivo. Apesar de poder ser vantajoso
considerar o parâmetro de escala como qualquer valor positivo, já não é possível, na
maioria dos casos, explicitar a função densidade da mistura.
Quando X é uma variável aleatória discreta, misturas do tipo Y = ΘX já não
fazem grande sentido. Nestas circunstâncias, o mais indicado é aleatorizar um dos
parâmetros da variável X, conforme indicado em Johnson et al (2005). Como estes
parâmetros obedecem normalmente a restrições severas (por exemplo se X ∼ B (n, p)
então n ∈ N e 0 < p < 1) a sua modelação por uma distribuição Pareto é muitas vezes
inviável. Quando é possível,
(8.1) P (Y = y) =
Z +∞
1
fX|Θ=θ (y)αθ
−α−1dθ.
Exemplo 8.1.
Se X ∼ P (θ) , a função massa de probabilidade da mistura será, para y ∈ N0,
P (Y = y) =
Z +∞
1
e−θθy
y!
αθ−α−1dθ =
α
y!
Z +∞
1
e−θθy−α−1dθ =
=
αΓ (y − α, 1)
y!
(8.2)
onde
(8.3) Γ (a, y) =
Z +∞
y
ta−1e−tdt
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representa a função gama incompleta . Graficamente,
P (Y = y) para λ = 0.5 P (Y = y) para λ = 3
Figura 23: funções massa de probabilidade para diferentes valores de λ
Quando o objectivo é modelar uma probabilidade de sucesso p, com 0 < p < 1,
é possível utilizar a distribuição inversa da Pareto, P = Θ−1, que como vimos é a
powerfunction, caso particular da distribuição beta.
Para terminar, misturas de escala do tipo Y = ΘX, com Θ e X independentes,
podiam recorrer a uma distribuição de Θ que não a Pareto. No entanto, densidades
explícitas não seriam obtidas na maioria dos casos.
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