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Abstract—This paper studies a cell-free massive multiple-input
multiple-output (MIMO) system where its access points (APs)
and users are equipped with multiple antennas. Two transmission
protocols are considered. In the first transmission protocol, there
are no downlink pilots, while in the second transmission protocol,
downlink pilots are proposed in order to improve the system
performance. In both transmission protocols, the users use the
minimum mean-squared error-based successive interference can-
cellation (MMSE-SIC) scheme to detect the desired signals. For
the analysis, we first derive a general spectral efficiency formula
with arbitrary side information at the users. Then analytical
expressions for the spectral efficiency of different transmission
protocols are derived. To improve the spectral efficiency (SE) of
the system, max-min fairness power control (PC) is applied for
the first protocol by using the closed-form expression of its SE.
Due to the computation complexity of deriving the closed-form
performance expression of SE for the second protocol, we apply
the optimal power coefficients of the first protocol to the second
protocol. Numerical results show that two protocols combining
with multi-antenna users are prerequisites to achieve the sub-
optimal SE regardless of the number of user in the system.
Index terms— Cell-free massive MIMO, massive MIMO,
spectral efficiency, MMSE-SIC, power control.
I. INTRODUCTION
Cellular massive multiple-input multiple-output (MIMO) is
currently considered as a key wireless access technology for
5G because it can provide high spectral efficiency (SE) and
high energy efficiency (EE) with simple signal processing [2],
[3]. In cellular massive MIMO, the BS with massive antenna
arrays simultaneously serves all users in its cell on the same
time-frequency resource [4]–[7].
Since cellular massive MIMO is based on cellular topology,
its inherent limitation is inter-cell interference. To overcome
this limitation, cell-free massive MIMO is introduced [8].
Cell-free massive MIMO can be considered as a useful and
scalable version of network MIMO [9], [10] (much in the same
way as cellular Massive MIMO is scalable version of multi-
user MIMO). In cell-free massive MIMO, a large number
of access points (APs), which are geographically distributed
over a large area, coherently serve all users on same time-
frequency resource [8], [11]. Cell-free massive MIMO can
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reap all benefits of massive MIMO (favorable propagation, and
channel hardening when using multiple antennas at APs [12])
and network MIMO (increased macro-diversity gain), and
hence, it can offer very high SE, EE, and coverage probability.
These benefits can be achieved with simple signal processing
and local channel acquisition at each AP. With the cell-free
topology, the excessive handover issue in small-cell systems
can be resolved. Moreover, poor cell-edge performance, which
is typical in small-cell networks, can be resolved in cell-free
massive MIMO network by geographically distributing the
APs [11]. Compared with small cells, cell-free massive MIMO
can provide up to a ten-fold improvement in 95%-likely SE
[8], [13]. Thus, cell-free massive MIMO has attracted a lot of
research interest recently [14]–[18].
Most of previous works exploit the performance of cell-
free massive MIMO with single-antenna users. However, in
practice, many user’s devices of moderate physical size (e.g.
laptops, tablets, and smart vehicles) can be equipped with
several antennas to increase the multiplexing gain, and to
improve system reliability due to the diversity gain. Thus, it
is important to evaluate the performance of cell-free massive
MIMO with multiple antennas at the users. Moreover, the
effect of equipping multiple antennas at the users needs to
be well understood to design the systems. Downlink channel
estimation has already investigated in [19]. But [19] considered
collocated massive MIMO systems with single-antenna users,
orthogonal pilot sequences, and no power control. In [20],
[21], the authors studied downlink channel estimation of cell-
free massive MIMO. But in [20], [21], each AP has only one
antenna, and matched filtering detection is used.
Inspired by the above discussion, in this paper, we analyze
the performance of cell-free massive MIMO systems with
multiple antennas at both APs and users. In cell-free massive
MIMO, each users can be close to several APs, and thus Rician
channel model is more reasonable in many scenarios [22].
However, in rich scattering environments, the Rayleigh fading
model is still reasonable [8], [12]–[18]. In addition, Rayleigh
fading model is analytically tractable which helps us to obtain
initial and important insights. Therefore, in this paper, we
consider cell-free massive MIMO systems using independent,
identically distributed (i.i.d.) Rayleigh fading channels. The
closed-form expression of downlink SE is derived with taking
account of non-orthogonal pilot sequences. As the space
between adjacent antennas at the same user is very small, it
may causes huge interference to each others. Therefore, in this
paper, orthogonal pilot sequences are assigned for antennas at
the same user, and those pilot sequences can be reused at
2antennas of other users. Moreover, the effects of the number
of antennas at APs and users on the SE are analyzed through
the use of max-min fairness power control. We evaluate
the system performance of two protocols for the downlink
data transmission of cell-free massive MIMO. In the first
protocol, the system operates with two phases: uplink channel
estimation and downlink data transmission. As a result, only
statistical channel state information (CSI) is available at the
users. Note that the statistical CSI depends on large-scale
fading which changes very slowly, and it may stay constant for
a duration of some 40 small-scale fading coherence intervals
[8]. Whereas, in the second protocol, as the level of channel
hardening in cell-free massive MIMO is lesser than the one in
collocated massive MIMO [12], we use the downlink channel
estimation to improve the system performance. Therefore, in
the second protocol, the system operates with three phases:
uplink channel estimation, downlink channel estimation and
downlink data transmission. As a result, estimated CSI is avail-
able at the users. To improve the system performance, both
protocols use minimum mean-squared error-based successive
interference cancellation (MMSE-SIC) detectors at the users.
The computational complexity of MMSE-SIC detectors relates
to the inverse operations of the N ×N effective channel gain
matrix. Since N is small (several antennas per user), this
complexity is low. The second protocol is a generalization
of that in previous work on cell-free massive MIMO [21],
where we consider multi-antennas at users. In both protocols,
we also compare system performances using MMSE detectors
with the ones using MMSE-SIC detectors. In this paper, to
reduce the fronthaul and backhaul requirements, the conjugate
beamforming technique is used for both the protocols since it
can be implemented in a distributed manner [8]. Other linear
processing techniques such as MMSE and zero-forcing (ZF)
are better than the conjugate beamforming technique in terms
of the system performance [23]. However, MMSE and ZF
need huge fronthaul and backhaul requirements, as we need
to send the channel state information to the CPUs, and signal
processing is mainly done at the CPUs [23]–[25]. So it is
hard to implement MMSE or ZF in large cell-free massive
MIMO networks. Recently, [26] proposed a method which
can implement ZF in a distributed manner. But this scheme
requires a very large number of antennas at the access points.
Thus, cell-free massive MIMO with conjugate beamforming
techniques has still received a lot of research attention recently
[27]–[29]. The main contributions of this paper are as follows.
• The details of two transmission protocols with and with-
out downlink pilots are presented and analyzed. The
channel estimation with non-orthogonal pilot sequences
and MMSE-SIC detectors are taken into account.
• We derive a general formula for the SE with arbitrary side
information at the users. Based on this result, analytical
expressions for the SE of different transmission protocol
are derived.
• Max-min fairness power control (PC) is applied for the
first protocol to improve the SE of the system. For the
second protocol, due to the high complexity associated
with computation for the closed-form of SE, we apply
the power control coefficients of the first protocol to the
second protocol. Numerical results show that, with those
power control coefficients, the SE improves significantly.
• We investigate the effects of number antennas at both the
APs and users.
• We propose the framework for achieving the sub-optimal
system performance regardless of the number of users.
The rest of this paper is organized as follows. Section II
defines the system model for the downlink cell-free massive
MIMO for both data transmission and channel estimation.
Next, Section III derives the achievable downlink SE of
cell-free massive MIMO. Then, Section IV derives max-
min fairness power control for SE. Section V evaluates the
system performance by using numerical results. Finally, the
conclusion is drawn in Section VI.
Notation: The superscripts ()∗, ()T , and ()H stand for
the conjugate, transpose, and conjugate-transpose, respectively.
The Euclidean norm, the expectation operators, and the deter-
minant of matrix are denoted by ‖ · ‖, E {·}, and |.|, respec-
tively. var(.) denotes variance. In addition, z ∼ CN (0, σ2)
denotes a circularly symmetric complex Gaussian random
variable (RV) z with zero mean and variance σ2, and CL×N
denotes the L×N matrix. Finally, z ∼ N (0, σ2) denotes a
real-valued Gaussian RV.
II. SYSTEM MODEL
We consider a cell-free massive MIMO system operating in
time division duplex (TDD) mode with M APs and K users
randomly located within a large area. Each AP has L antennas,
whereas each user has N antennas. Let Gmk ∈ CL×N be the
channel response matrix between the k-th user and the m-th
AP. Then,
Gmk = β
1/2
mkHmk, (1)
where βmk is large-scale fading between the k-th user and
the m-th AP, and Hmk is the L × N small-scale fading
matrix whose elements are assumed to be independent and
identically distributed (i.i.d.) CN (0, 1) RVs. In this work, we
focus on the downlink transmission, and hence, the uplink
data transmission is neglected. Specifically, we consider two
transmission protocols. The first protocol has two phases: the
uplink channel estimation and the downlink data transmission.
The second protocol has three phases: the uplink channel
estimation, the downlink channel estimation and the downlink
data transmission. System model of the two protocols will be
presented in detail in the rest of this section.
A. Transmission Protocol 1 - No Downlink Pilots
This transmission protocol is commonly used in previous
studies of cell-free massive MIMO systems. Each user relies
on the channel hardening property of massive MIMO tech-
nology to detect the desired signals. So there is no downlink
channel estimation phase [8].
1) Uplink Channel Estimation: In this phase, all users will
send pilot signals to the APs. Then each AP will estimate its
channels to all users using the received pilot signals. Let τu
be the length of the uplink training duration per coherence
3interval, and Φu,k ∈ Cτu×N , where its n-th column satisfies
‖φu,k,n‖ = 1, ∀n ∈ N , be a pilot matrix of the k-th user.
Then, the received signal at the m-th AP is
Yu,m =
K∑
k=1
√
τuρuGmkΦ
H
u,k +Wu,m, (2)
where ρu is the normalized signal-to-noise ratio (SNR) of each
uplink pilot symbol and Wu,m is the L× τu matrix of additive
noise at the m-th AP. We assume that the elements of Wu,m
are i.i.d. CN (0, 1) RVs. A projection of Yu,m onto Φu,k is
Yu,mk = Yu,mΦu,k
=
K∑
i=1
√
τuρuGmiΦu,ik +Wu,mk, (3)
whereΦu,ik , Φ
H
u,iΦu,k, andWu,mk , Wu,mΦu,k. By stacking
all columns of Yu,mk on top of each other, we have
vec(Yu,mk) =
√
τuρu
K∑
i=1
(ΦTu,ik ⊗ IL)vec(Gmi) + vec(Wu,mk)
=
√
τuρu
K∑
i=1
Φ˜ikvec(Gmi) + vec(Wu,mk), (4)
where vec(.) is the vectorization operation, and Φ˜u,ik ,
ΦTu,ik⊗IL. Since the distance between adjacent antennas at the
same user is very small, non-orthogonal pilots may cause huge
interference to each others. To mitigate interference between
antennas of the same user, we assume that orthogonal pilot
sequences are assigned for antennas of each user, but these
pilot sequences can be reused in other users. Then, MMSE
estimation of vec(Gmk) given vec(Yu,mk) is expressed by [30]
vec(Gˆmk) =
√
τuρuβmk
(
τuρu
K∑
i=1
Φ˜u,ikβmiΦ˜
H
u,ik + ILN
)−1
× vec(Yu,mk). (5)
Lemma 1: The estimate of the channel matrix Gmk is
Gˆmk = Yu,mkAmk, (6)
where
Amk ,
√
τuρuβmk
(
τuρu
K∑
i=1
βmiΦ
H
u,ikΦu,ik + IN
)−1
. (7)
Proof: See Appendix A.
2) Downlink data transmission: In this phase, each AP uses
the channel estimates in the uplink channel estimation phase
together with the conventional conjugate beamforming tech-
nique to precode the desired symbols [8]. Then the precoded
signal will be sent to all users. The L × 1 transmitted signal
from the m-th AP is
xm =
√
ρ
K∑
k=1
η
1/2
mk Gˆmkqk, (8)
where qk, with E{qkqHk } = IN , is the vector of symbols
intended for the k-th user, ρ is the normalized transmit SNR
constraint at them-th AP, and ηmk is power control coefficient
corresponding to the k-th user. The power control coefficients
ηmk are chosen to satisfy the power constraint at each AP:
E{‖xm‖2} ≤ ρ which is equivalent to
√
τuρu
K∑
k=1
ηmkβmk tr (Amk) ≤ 1
L
. (9)
The received signal at the k-th user is
rk =
M∑
m=1
GHmkxm + nk
=
√
ρ
K∑
k′=1
Dkk′qk′ + nk, (10)
where Dkk′ ,
∑M
m=1 η
1/2
mk′G
H
mkGˆmk′ denotes the effective
downlink channel for the k′-th user and nk is the noise vector.
The elements of nk are assumed to be i.i.d. CN (0, 1).
B. Transmission Protocol 2 - With Downlink Pilots
Different from cellular massive MIMO, cell-free massive
MIMO offers lesser channel hardening. Therefore it is good
to estimate channel at the users via the downlink pilots. Here
for the analysis simplicity, we assume that orthogonal pilot
sequences are used for the downlink channel estimation phase.
1) Uplink Channel Estimation: This phase is the same as
that of Transmission Protocol 1. See Section II-A1.
2) Downlink Channel Estimation: From the received signal
(10), to detect the desired signal, each user does not need
to estimate all channel matrices Gmk. Instead, it needs to
estimate only the effective channel gain matrices Dkk′ which
have much lower dimension. To do this, the pilot sequences
will be precoded before being sent to all users [21]. Let τd
be the length of the downlink training duration per coherence
interval, and Φd,k ∈ Cτd×N be a pilot matrix for the k-th user
that satisfies
ΦHd,kΦd,k′ =
{
IN if k = k
′,
0 if k 6= k′.
Then, precoded pilot matrix which is transmitted from the m-
th AP is
Xd,m =
√
τdρd
K∑
k′=1
η
1/2
mk′ Gˆmk′Φ
H
d,k′ , (11)
where ρd is the normalized signal-to-noise ratio (SNR) of the
m-th AP. Then, the received pilot signal at the k-th user is
Yd,k =
√
τdρd
M∑
m=1
K∑
k′=1
η
1/2
mk′G
H
mkGˆmk′Φ
H
d,k′ +Wd,k,
=
√
τdρd
K∑
k′=1
Dkk′Φ
H
d,k′ +Wd,k. (12)
4Lemma 2: MMSE estimation of Dkk′ , ∀k, k′ = 1, 2, . . . ,K ,
given Ydp,k is Dˆkk′ , whose ij-th element is
dˆkk′,ij =


√
τdρd(ξkk,i+κ2kk,i)yd,k,ij+κkk,i
τdρd(ξkk,i+κ2kk,i)+1
if k = k′, i = j,
√
τdρdξkk′,jyd,k,ij
τdρdξkk′,j+1
otherwise,
(13)
where yd,k,ij is ij-element of the matrix Ydp,k,
ξkk,i = L
∑M
m=1 ηmkβmkγmk,i, γmk,i =[
τuρuβ
2
mk
(
τuρu
∑K
i=1 Φ˜u,ikβmiΦ˜
H
u,ik + ILN
)−1 ]
(i−1)L+l
,
κkk,i = L
∑M
m=1 η
1/2
mk γmk,i, and ξkk′,i =
L
∑M
m=1 ηmk′βmkγmk′,i.
Proof: See Appendix B.
Note that Dkk′ is an N × N matrix. Since N is small, the
corresponding complexity of the MMSE estimation is low.
3) Downlink data transmission: The downlink transmission
of this protocol is the same as that of Protocol 1, see Section
II-A2. But in this protocol, since each user estimates the
effective channel gain matrices, it will use this information
to detect the desired symbols.
III. SPECTRAL EFFICIENCY
In this section, we derive analytical expressions for the SEs
of transmission protocols 1 and 2 assuming that each user uses
the MMSE-SIC scheme to detect the desired symbols. The SE
under the assumption that the users have perfect CSI is derived
as a benchmark. In addition, for the comparison, we derive
the SE expression for case that the users use the simple linear
MMSE detector instead of the MMSE-SIC detector. Note that
the computational complexity of MMSE-SIC detectors which
relates to the inverse operations of the N×N effective channel
gain matrix, is low. Since different SEs correspond to the
different of side information available at the users, we first
provide a general SE expression with side information at the
users as in the following theorem.
Theorem 1: The achievable downlink SE of the k-th user
with MMSE-SIC detection scheme given the received signal
rk in (10) and side information Θk (assuming that Θk is
independent of qk) is given by
Rk = (1− τtot/τc)E {log2 |IN +Υakk|} , (14)
where τtot is the total training duration per coherence interval
τc, Υ
a
kk , ρE{DHkk|Θk} (Ψakk)−1 E{Dkk|Θk}, and Ψakk ,
IN+E{(ρ
∑K
k′=1Dkk′D
H
kk′ |Θk)}−ρE{Dkk|Θk}E{DHkk|Θk}.
Proof: See Appendix C.
A. Achievable Downlink SE for Protocol 1
For this transmission procotol, there are no downlink pilots.
Each user uses ony the statistic CSI for signal detection. This
means that Θk = D¯kk , E{Dkk}. With Θk = D¯kk , the
achievable downlink SE of the k-th user in (14) becomes
RSt-SICk = (1− τu/τc) log2
∣∣∣IN + ρD¯Hkk (Ψbkk)−1 D¯kk∣∣∣ , (15)
where
Ψbkk = IN + E
{(
ρ
K∑
k′=1
Dkk′D
H
kk′
)}
− ρD¯kkD¯Hkk.
By deriving all expectations, we obtain the closed-form expres-
sion for the achievable SE (16) as in the following theorem.
Theorem 2: Given statistic CSI, says Θk = D¯kk , and using
MMSE-SIC detectors, the achievable downlink SE for the k-th
user can be represented in closed-form as
RSt-SICk = (1− τu/τc) log2
∣∣∣IN + ρD¯Hkk (Ψbkk)−1 D¯kk∣∣∣ , (16)
where
D¯kk = L
√
τuρu
M∑
m=1
η
1/2
mkβmkAmk, (17)
and
Ψbkk
= Lτuρuρ
M∑
m=1
(
K∑
k′=1
ηmk′β
2
mkCmkk′ − Lηmkβ2mkAmkAHmk
+ L
M∑
n6=m
K∑
k′ 6=k
η
1/2
mk′η
1/2
nk′βmkβnkΦkk′Amk′A
H
nk′Φ
H
kk′
+
K∑
k′=1
K∑
i6=k
ηmk′βmkβmi tr(Φik′Amk′A
H
mk′Φ
H
ik′ )IN
)
+ Lρ
M∑
m=1
K∑
k′=1
βmkηmk′ tr(Amk′A
H
mk′)IN + IN , (18)
where Cmkk′ is a N × N diagonal matrix that [Cmkk′ ]ii =∑N
n=1 bmkk′,nn + Lbmkk′,ii with bmkk′,ii , [Bmkk′ ]ii =[
Φkk′Amk′A
H
mk′Φ
H
kk′
]
ii
.
Proof: See Appendix E.
Remark 1: Note that, a minor correction is updated in (18)
when comparing with that in conference version in [1].
The lower bound of the downlink SE in Theorem 2 can be
achieved by using per-user-basis MMSE-SIC detector while
treating co-user interference plus noise as uncorrelated Gaus-
sian noise with the assumption that qk ∼ CN (0, IN ) .
Remark 2: In the special case that all APs and users have
a single antenna, i.e., L = N = 1, the spectral efficiency (16)
is identical to the one in [8].
B. Achievable Downlink SE for Protocol 2
For this transmission protocol, each user acquires the esti-
mates of the effective channel gains via the downlink pilots.
More precisely, we have Θk = {Dˆki}, ∀i ∈ K . Using
Theorem 1, we obtain the following achievable SE:
Rk =
(
1− τu + τd
τc
)
E {log2 |IN +Υckk|} , (19)
where Υckk , ρE
{
DHkk|{Dˆki}
}
(Ψckk)
−1
E
{
Dkk|{Dˆki}
}
,
and Ψckk , IN + E
{
(ρ
∑K
k′=1Dkk′D
H
kk′ |{Dˆki})
}
−
ρE
{
Dkk|{Dˆki}
}
E
{
DHkk|{Dˆki}
}
. Since the elements of
5Dkk′ are not Gaussian distributed, the elements of their MMSE
estimate Dˆkk′ and corresponding elements of estimation error
D˜kk′ are uncorrelated, but not independent. This makes (19)
hard to be computed in closed form. However, elements of
Dkk′ are very close to Gaussian, especially when M is large.
This is shown in the Lemma 3 as follows.
Lemma 3: The elements of downlink effective channels
Dkk′ , (∀k, k′ = 1, 2, . . . ,K) converge in distribution to Gaus-
sian distribution as follows:
dkk,ij
d→ CN (0, ξkk,j), as M →∞, and ∀i 6= j,
dkk,ii
d→ N
(
L
M∑
m=1
√
ηmkγmk,i, L
M∑
m=1
ηmkγ
2
mk,i
)
,
as M →∞, and
dkk′,ij
d→ CN (0, ξkk′,i), as M →∞, ∀k′ 6= k, and ∀i, j ∈ N,
where
d→ denotes convergence in distribution.
Proof: See Appendix F.
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Fig. 1. True (Empirical) v.s. approximated (Gaussian) pdf of dkk,ij), ∀i, j =
1, 2, . . . , N .
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Fig. 2. True (Empirical) vs approximated (Gaussian) pdf of dkk′,ij), ∀k
′ 6=
k, and ∀i, j = 1, 2, . . . , N .
Fig. 1 and Fig. 2 verify the Gaussian approximation in
Lemma 3. Fig. 1 shows that the probability density functions
(pdfs) of the empirical and the Gaussian distribution of dkk,ij
(∀i, j = 1, 2, . . . , N ) are very close. Moreover, with the high
probability, the imaginary part of dkk,ii is much smaller than
the real part, so it can be neglected. In Fig. 2, it is clear that
the pdfs of both the real part and the imaginary part of dkk′,ij
(k′ 6= k, ∀i, j = 1, 2, . . . , N ) are very close to the pdfs of
their Gaussian approximations. In both Fig. 1 and Fig. 2, apart
from the imaginary part of dkk,ii which can be neglected, the
probability of mismatch between approximated and enprirical
Gaussian pdfs is very small.
By using Gaussian approximation of Dkk , we obtain the
following approximating closed-form expression of the SE.
Theorem 3: Given estimated CSI, says Θk =
{Dˆk1, Dˆk2, . . . , DˆkK}, and using MMSE-SIC detectors,
the achievable downlink SE of the k-th user in (14) can be
rewritten as
REt-SICk =
(
1− τu+τd
τc
)
E
{
log2
∣∣∣∣IN+ρDˆHkk (Ψc′kk)−1 Dˆkk
∣∣∣∣
}
,
(20)
where
Ψc
′
kk = ρ
K∑
k′ 6=k
Dˆkk′ Dˆ
H
kk′ + ρ
K∑
k′=1
D˜
var
kk′ + IN , (21)
with
D˜
var
kk′ =


N∑
j=1
var(d˜kk′ ,1j) 0 . . . 0
0
∑N
j=1 var(d˜kk′ ,2j) . . . 0
...
. . .
0 0 . . .
∑N
j=1 var(d˜kk′,Nj)


,
(22)
where
var(d˜kk′,ij) =


ξkk,i+κ
2
kk,i
τdρd,p(ξkk,i+κ2kk,i)+1
if k = k′, and i = j
ξkk′,j
τdρd,pξkk′,j+1
otherwise .
(23)
Proof: See appendix G.
C. Achievable Downlink SE with Linear MMSE Detectors
In this section, we derive the downlink SE using linear
MMSE detectors instead of MMSE-SIC detectors to evaluate
the difference of the system performance between them. Note
that compare with the MMSE-SIC detection, the linear MMSE
detection is simpler for the implementation.
1) Protocol 1 with Linear MMSE Detectors: At each user,
linear MMSE detectors detect N data streams, which are in-
tended for Nantennas, independently. Then, the linear MMSE
detector for the n-th data stream of the k-th user is given by
[2], [31]
fk,n = Ψ
b′
kkd¯kk,n, (24)
where Ψb
′
kk = (Ψ
b
kk)
−1+ D¯kkD¯
H
kk and d¯kk,n denotes the n-th
column of D¯kk .
6Given MMSE detectors at the users, the achievable down-
link SE of the k-th user can be calculated as
RSt-MMSEk =
(
1− τu
τc
) N∑
n=1
E
{
log2(1 + ζ
St-MMSE
k,n )
}
, (25)
where
ζSt-MMSEk,n =
∣∣fk,nd¯kk,n∣∣2
fHk,nΨ
b′
kkfk,n −
∣∣fk,nd¯kk,n∣∣2 . (26)
2) Protocol 2 with Linear MMSE Detectors: Let us denote
dˆkk,n as n-th column of Dˆkk . Then, the linear MMSE detector
for the n-th data stream of the k-th user is given by
pk,n = Ψ
c′
kkdˆkk,n, (27)
where Ψc
′
kk = (Ψ
c
kk)
−1 + DˆkkDˆ
H
kk.
Given MMSE detectors at the users, the achievable down-
link SE of the k-th user can be calculated as
REt-MMSEk =
(
1− τu + τd
τc
) N∑
n=1
E
{
log2(1 + ζ
Et-MMSE
k,n )
}
,
(28)
where
ζEt-MMSEk,n =
∣∣∣pk,ndˆkk,n∣∣∣2
pHk,nΨ
c′
kkpk,n −
∣∣∣pk,ndˆkk,n∣∣∣2
. (29)
In the section V, we will compare the performance of the cell-
free massive MIMO system when using MMSE-SIC detectors
and the one using MMSE detectors at the users.
D. Achievable Downlink SE given Perfect CSI at the Users
In this section, we consider a cell-free massive MIMO
system with perfect CSI at the users. Although, this is im-
practical, its performance is considered as the upper bound
for the performance of protocol 2. Given perfect CSI, i.e.,
Θk = {Dk1,Dk2, . . . ,DkK}, then the achievable downlink
SE of the k-th user in (14) when using MMSE-SIC detectors
at the users is
R
up
k =
(
1− τu + τd
τc
)
E
{
log2
∣∣∣IN + ρDHkk (Ψdkk)−1Dkk∣∣∣} ,
(30)
where
Ψdkk = ρ
K∑
k′ 6=k
Dkk′D
H
kk′ + IN .
IV. MAX-MIN POWER CONTROL
In this section, max-min fairness PC is applied for the first
protocol to improve the SE of the system. This power control
is recomputed on the large-scale fading time scale which
changes very slowly. For the second protocol, as the closed-
form expression of the SE is very complicated, we apply
the power control coefficients of the optimization problem in
the first protocol to achieve a sub-optimal solution for the
achievable downlink SE of this protocol.
A. Max-min Power Control for Protocol 1
In this part, we consider that mutual orthogonal pilot
sequences are used in the uplink channel estimation phase.
To achieve the fairness good SE for all users in the system,
max-min power control is applied for all users to optimize the
downlink SE. The max-min fairness optimization problem can
be written as
max
{ηmk}
min
k=1,··· ,K
RSt-SICk (31)
s.t.
K∑
k=1
ηmkγmk ≤ 1
LN
, m = 1, . . . ,M
ηmk ≥ 0, k = 1, . . . ,K, m = 1, . . . ,M,
where the first constraint of (31) is the power constraint in
(9) when using the mutual orthogonal pilot sequences for the
uplink channel estimation phase, and γmk =
τuρuβ
2
mk
τuρuβmk+1
. An
equivalent form of (31) is
max
{ηmk}
min
k=1,··· ,K
(∑M
m=1 γmkςmk
)2
N
L
M∑
m=1
βmk
K∑
k′=1
γmk′ς2mk′ +
1
ρL2
s.t.
K∑
k=1
ηmkς
2
mk ≤
1
LN
, m = 1, . . . ,M
ηmk ≥ 0, k = 1, . . . ,K, m = 1, . . . ,M,
where ςmk , η
1/2
mk . By introducing the slack variable ϑ, we
reformulate (31) as follows:
max
{ςmk,ϑm}
min
k=1,··· ,K
(∑M
m=1 γmkςmk
)2
N
L
M∑
m=1
βmkϑ2m +
1
ρL2
(32)
s.t.
K∑
k′=1
γmk′ς
2
mk′ ≤ ϑ2m, m = 1, . . . ,M (32a)
0 ≤ ϑm ≤ 1√
LN
, m = 1, . . . ,M (32b)
ςmk ≥ 0, k = 1, . . . ,K, m = 1, . . . ,M. (32c)
By introducing the slack variable t, optimization problem (32)
can be rewritten as
max
{ςmk,ϑm,t}
t (33)
s.t. t ≤
(∑M
m=1 γmkςmk
)2
N
L
M∑
m=1
βmkϑ2m +
1
ρL2
, k = 1, . . . ,K,
(32a), (32b), (32c).
Optimization problem (33) is quasi-concave, as fixing t, the
problem is second-order cone concave. Therefore, the problem
(32) is quasi-concave optimization problem and it can be
solved effectively by bisection algorithm [32].
7B. Max-min Power Control for Protocol 2
In this section, similarly to the section IV-A, we also con-
sider the max-min fairness optimization problem by applying
PC. However, it is very difficult (may be impossible) and
complicated to obtain the optimal solution for max-min power
control of protocol 2, due to the intractable form of the spectral
efficiency (20). To alleviate such difficulty, we use the power
control coefficients from (31) for protocol 2 which results in
sub-optimal performance.
V. NUMERICAL RESULTS AND DISCUSSION
In this section, we provide the numerical results to verify
our analytical results and evaluate the performance of cell-
free massive MIMO for multiple antennas at both the APs and
the users, with and without downlink pilots. Firstly, Gaussian
approximations in Lemma 3 are verified and illustrated numer-
ically. Then, we compare the performances of two protocols
based on the different CSI available at the users: statistical
CSI and estimated CSI. Moreover, the performances of both
protocols using MMSE-SIC detectors are also compared with
those in systems using MMSE detectors. Finally, the effects
of the number of antennas per user, per AP and number of
users are analyzed to propose the framework for achieving
sub-optimal system performance.
A. Simulation setup
We assume that the locations of theM APs and K users are
uniformly distributed at random within a square of size 1× 1
km2. Wrapped around technique is used to avoid the boundary
effects. In all examples we assume that τu = τd = K × N
and mutually orthogonal pilot sequences are used for both the
uplink and the downlink training phase. We also use the same
simulation setup with the one in [8]. More specifically, we use
i.i.d. Rayleigh fading channels with the three-slope path loss
model and shadowing correlation model. The carrier frequency
is 1.9 GHz and τc is 300 samples.
B. Closed-form expression and power control
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Fig. 3 numerically proves the correction of our derived
closed-form expression in Theorem 2. For transmission pro-
tocol 1, this figure shows the perfect match between the SEs,
which are derived analytically (closed-form expression), and
the SEs, which are conducted by simulation of (15), regardless
of using PC or not. In this paper, max-min fairness power
control is applied to provide the good uniform service to all
users in the systems. By using closed-form of the downlink
SE of protocol 1 given statistical CSI at the users, the power
control of the downlink SE can be solved effectively by
bisection algorithm. Due to the computation complexity of SE
optimization problems in the second protocol, we apply the
power control coefficients of the first protocol to the second
protocol. Interestingly, Fig. 3 shows that, in term of 95%
likely per-user SE, not only the SE of protocol 1 increases
dramatically, by about 80% with PC, but also the SE of
protocol 2 improves significantly, by about 60%. This verifies
that the optimal PC coefficients of protocol 1 can be applied
effectively to PC problem of protocol 2.
Figure 4 shows that the performance of protocol 2 is very
close to its upper bound, when perfect channel information is
available at the users. This implies that our PC method applies
effectively on protocol 2. Moreover, this figure also compares
the performance of two protocols using different detection
techniques at the users, i.e., MMSE-SIC and MMSE. In pro-
tocol 1, there is no difference in SE between the system using
MMSE-SIC detectors and the one using MMSE detectors.
8This completely agrees with the conclusion in [31], as only
statistical CSI is available at the users. However, in protocol
2, as SIC works effectively with estimated CSI at the users,
the SE of the system using MMSE-SIC increases noticeably
compared to the one using MMSE. This gap varies depending
on the number of users, K , and the number of antennas per
user, N , which is shown in Fig. 6. Specially, when N = 1, the
performances of this protocol are exactly identical regardless
either using MMSE-SIC or MMSE detectors.
To further see the performance limit as well as how well our
sub-optimal power control in Section IV-B is, we compare the
SE of protocol 2 using our sub-optimal power control with the
SE of the ideal case where users have perfect CSI and optimal
power control is performed. For simplicity, we consider a
special case where each user/AP is equipped with a single-
antenna, and mutual orthogonal pilot sequences are used in
both the uplink and downlink channel estimation phases. From
(30), and by using the approximation E {log2(1 +X/Y )} ≈
log2 (1 + E {X} /E {Y }) [33], the spectral efficiency with
perfect CSI at user k can be approximated by
Rup-approxk =
(
1− τu + τd
τc
)
×
× log2

1 +
(∑M
m=1 γmkςmk
)2
+
M∑
m=1
βmkγmkς
2
mk
M∑
m=1
βmk
K∑
k′ 6=k
γmk′ς2mk′ +
1
ρ

 .
(34)
Therefore, the corresponding max-min power control can
be efficiently solved by using the successive approximation
technique [34].
Figure 5 shows the per-user SE of protocol 2 with sub-
optimal power control in section IV-B, and the one with perfect
CSI at the user and optimal power control. We can see that
the performance gap is quite small. This verifies that the sub-
optimal power control works very well.
C. Effects of the number of users, number of antennas per
APs and per users
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of APs and number of antennas per APs. In scenario 1,
with small number of users in comparison with number of
APs and number of total antennas at the APs, the per-user
downlink SE increases proportionally with the number of
antennas per user as the increasing of independent channels
(or degrees of freedom) per user. Using multiple antennas at
the users greatly enhances the per-user SE, especially with
small number of users in the system. With K = 5, by
using 3 antennas per user and PC, we can double the 95%-
likely SE of both protocols, compared to single-antenna user
9systems. However, in scenario 2, the per-user downlink SE first
increases when the number of antennas per user increases with
increasing independent channels (or degrees of freedom) per
user. Then, this SE will reach the maximum value and then it
will decrease when the number of antennas per user increases.
Especially, when the number of users is large, single-antenna
user setups outperform multi-antenna user setups. The reason
is that although the number of independent channels per user
increases, the channel estimation overhead also increases. This
channel estimation overhead largely dominates when N is
large.
Next, we evaluate the effect of AP antennas. In Fig. 8,
95%-likely per-user achievable downlink SE of two protocols
with PC are shown with arbitrary number of antennas per
APs. As expected, the performances of all protocols increase
proportionally with the number of antennas per AP, especially
when the total number of antennas at the users is small in
comparison with the total number of antennas at the APs
(here, M × L = 200). This comes from the fact that when
L increases, the channel is more favorable, and hence, the
inter-user interference reduces. At the same time, the array
gain increases.
Finally, 95%-likely per-user achievable downlink SE of two
protocols are shown in Fig. 9 with arbitrary number of users
and N = 2. At first, when the number of user is small,
protocol 2 achieves higher SE than protocol 1. However, when
the number of users increases, protocol 1 achieves higher SE
than protocol 2, as a large proportion of coherence duration is
assigned for the downlink training. These above insights are
very important for us to design the framework for achieving
the sub-optimal SE of the system, in the next section.
D. Framework for achieving the sub-optimal SE
Normally, the number of APs and number of antennas
per APs are fixed. However, the number of users in the
system, which strongly affects on the system performance,
is unknown. Therefore, we propose the framework that au-
tomatically chooses suitable protocol as well as the number
of active antennas per users, based on the number of users in
the systems. The framework is as follows
• In the setup session, based on the real number of users,
K , and their locations, the system can calculate its SE
for each protocol and for each number of active antennas
per user, n, ∀n = 1, 2, . . . , N .
• Choose the protocol with the number of active antennas
per user, n, which achieves the highest SE.
The framework only need to be updated with the time frame
of PC, i.e., updated infrequently, as it just depends on the
large-scale fading and number of active users.
Remark 3: The SE, which is a result of the framework, is
sub-optimal, as it is considered under following conditions:
using mutual orthogonal pilot sequences, using sub-optimal
power control for protocol 2, and using the same number of
active antennas per users.
VI. CONCLUSION
In this paper, we evaluated the downlink SE of two transmis-
sion protocols of cell-free massive MIMO system with finite
numbers of APs, users and arbitrary numbers of antennas at
the APs and the users. There are no downlink pilots in the
first transmission protocol, while the downlink pilots were
beamformed to the used for the CSI acquisition in the second
transmission protocol. Compared with the first protocol, the
second protocol has higher channel estimation quality at the
users, but higher channel estimation overhead. Numerical
results show that no protocol always shows the advantage
over the other in the performance as they both depend on
the number of users and number of antennas per user in the
system. Finally, by using two protocols and combining with
multi-antenna users, the system can achieve the sub-optimal
performance regardless of number of users in the system.
APPENDIX
A. Proof of Lemma 1
From (5), we have
vec(Gˆmk) =
√
τuρuβmk
(
τuρu
K∑
i=1
βmiΦ
T
u,ikΦ
∗
u,ik + IN
)−1
⊗ ILvec(Yu,mk). (35)
Finally, (6) is obtained by applying the following identity
vec(ABC) = CT ⊗Avec(B) on (35).
B. Proof of Lemma 2
We denote i-th column of Gmk is gmk,i, j-th column
of Gˆmk is gˆmk,j , and Gmk can be written as Gmk =
[gmk,1 gmk,2 . . . gmk,N ]. Then the downlink matrix channel of
k-th user can be written as
Dkk =


dkk,11 dkk,12 . . . dkk,1N
dkk,21 dkk,22 . . . dkk,2N
...
. . .
dkk,N1 dkk,NN

, (36)
where dkk,ij ,
∑M
m=1 η
1/2
mk g
H
mk,igˆmk,j . To estimate the el-
ement dkk,ij of the matrix channel D
kk , firstly yTdp,ki is
projected onto φd,kj to obtain
ydp,k,ij = y
T
dp,k,iφd,k,j . (37)
Then, MMSE estimation of dkk,ij given ydp,k,ij is calculated
as follows
dˆkk,ij = E{dkk,ij}+ Cdkk,ij ,ydp,k,ij×
× C−1ydp,k,ij ,ydp,k,ij (ydp,k,ij − E{ydp,k,ij}) , (38)
where Cx,y denotes the covariance of x and y.
1) Compute dˆkk,ij with i = j:
E{dkk,ii} = E
{
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i
}
= L
M∑
m=1
η
1/2
mkγmk,i, (39)
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where γmk,i ,
[
E
{
gˆmk,igˆ
H
mk,i
}]
nn
, ∀n ∈ N . Note that
γmk,i not depends on the index of antenna in the m-th AP.
Then, from (5 ), γmk,i can be calculated as
γmk,i
=
[
E
{
vec(Gˆmk)vec(Gˆmk)
H
}]
(i−1)L+l
, ∀l ∈ L
=

τuρuβ2mk
(
τuρu
K∑
i=1
Φ˜u,ikβmiΦ˜
H
u,ik + ILN
)−1
(i−1)L+l
.
(40)
Furthermore, we have
E{ydp,k,ii} = E
{
√
τdρd,p
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i + wk,i
}
= L
√
τdρd,p
M∑
m=1
η
1/2
mkγmk,i, (41)
Cdkk,ii,ydp,k,ii = E
{(
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i
)
×
×
(
√
τdρd,p
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i + wk,i
)}
=
√
τdρd,pE
{(
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i
)2}
=
√
τdρd,p(P1 + P2), (42)
where smk , η
1/2
mk g
H
mk,igˆmk,i, P1 , E
{∑M
m=1 s
2
mk
}
and
P2 , E
{∑M
m=1
∑M
n6=m smksnk
}
.
Compute P1:
P1 =
M∑
m=1
E
{
s2mk
}
=
M∑
m=1
E
{(
η
1/2
mk
L∑
l=1
gmk,ilgˆmk,il
)2}
= ηmk
M∑
m=1
(
E
{ L∑
l=1
(gˆ4mk,il + g˜
2
mk,ilgˆ
2
mk,il)
}
+ E
{ L∑
l=1
L∑
l′ 6=l
gmk,ilgˆmk,ilgmk,il′ gˆmk,il′
})
(a)
= ηmk
M∑
m=1
(Lβmkγmk,i + L
2γ2mk,i), (43)
where (a) follows the fact that gmk,ilgˆmk,il and gmk,il′ gˆmk,il′
are independent with ∀l′ 6= l.
Compute P2:
P2 = L
2
M∑
m=1
M∑
n6=m
η
1/2
mk η
1/2
nk γmk,iγnk,i. (44)
Substituting (43) and (44) into (42), we have
Cdkk,ii,ydp,k,ii =
√
τdρd,p
(
L
M∑
m=1
ηmkβmkγmk,i+
+
(
L
M∑
m=1
η
1/2
mk γmk,i
)2)
. (45)
Next, we have
Cydp,k,ii,ydp,k,ii = E
{(
√
τdρd,p
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i + wk,i
)2}
= E
{
τdρd,p
(
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i
)2
+ w2k,i
}
.
(46)
Then, following the similar method on computing
Cdkk,ii,ydp,k,ii , we have
Cydp,k,ii,ydp,k,ii = τdρd,p

ξkk,i +
(
L
M∑
m=1
η
1/2
mk γmk,i
)2+ 1.
(47)
Finally, (18) is derived by the substitution of (48), (49) and
(50) into (38).
2) Compute dˆkk,ij with i 6= j:
E{dkk,ij} = E{ydp,k,ij} = 0, (48)
Cdkk,ij ,ydp,k,ij = E
{(
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,j
)
×
×
(
√
τdρd,p
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,j + wk,i
)}
(a1)
= L
√
τdρd,p
M∑
m=1
ηmkβmkγmk,j , (49)
Cydp,k,ij ,ydp,k,ij = E
{(
√
τdρd,p
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,j + wk,i
)2}
(a2)
= Lτdρd,p
M∑
m=1
ηmkβmkγmk,j + 1, (50)
where (a1) and (a2) follow the similar method on computing
Cdkk,ii,ydp,k,ii . The substitution of (48), (49) and (50) into (38)
yields (18).
3) Compute dˆkk′,ij with k 6= k′ and ∀i, j : The computa-
tion is similar to that in Section B2.
C. Proof of Theorem 1
Mutual information is defined as [35]
I(qk; rk,Θk) = h(qk|Θk)− h(qk|rk,Θk), (51)
where h(.) is the differential entropy, and Θk is the channel
information at k-th user. Choose suboptimal qk as CN (0, IN ),
then
h(qk|Θk) = log2 |pieIN |. (52)
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MMSE estimation of qk in (10) given rk and Θk is
qˆk = E{qk|Θk}+
√
ρE{DHkk|Θk}Ψkk (rk − E{rk|Θk})
=
√
ρE{DHkk|Θk} (Ψkk)−1 rk, (53)
where Ψkk = E{ρ
∑K
k′=1Dkk′D
H
kk′ |Θk} + IN . Let q˜k ,
qk − qˆk denote the estimation error of qk, then following
[36, Appendix I], h(qk|rk,Θk) is upper bounded by
h(qk|rk,Θk) ≤ E
{
log2
∣∣∣pieE{q˜kq˜Hk |Θk}∣∣∣}
= E {log2 |pie (IN −Υkk)|} , (54)
where Υkk = ρE{DHkk|Θk} (Ψkk)−1 E{Dkk|Θk}.
Substituting (52) and (54) into (51) and applying the matrix
inversion lemma, we have
I(qk; rk,Θk) ≥ E {log2 |IN +Υakk|} , (55)
where Υakk = ρE{DHkk|Θk} (Ψakk)−1 E{Dkk|Θk},
and Ψakk = IN + E{(ρ
∑K
k′=1Dkk′D
H
kk′ |Θk)} −
ρE{Dkk|Θk}E{DHkk|Θk}. Note that the dimension of
invertible matrix Ψakk only depends on the number of
antennas at the users. Then achievable downlink SE of the
k-th user when using MMSE-SIC detectors at the receivers
can be calculated as
Rk = (1− τtot/τc)E {log2 |IN +Υakk|} , (56)
where τtot is total training duration per coherence interval τc.
D. Lemma 4
This Lemma will be used to proof Theorem 2.
Lemma 4: Let B = YHX, where X, Y are M×N random
matrix which its elements are assumed to be i.i.d. CN (0, 1)
and C is N ×N matrix. Then
E
{
BHCB
}
=


tr
(
CE
{
b1b
H
1
})
tr
(
CE
{
b2b
H
2
})
. . .
tr
(
CE
{
bNb
H
N
})

,
(57)
where
E
{
bkb
H
k
}
=


E
{|yH1 xk|2}
E
{|yH2 xk|2}
. . .
E
{|yHNxk|2}

.
(58)
Proof :
E
{
BHCB
}
= E




bH1
bH2
...
bHN

C
[
b1 b2 . . . bN
]


=


tr
(
CE
{
b1b
H
1
})
tr
(
CE
{
b2b
H
2
})
. . .
tr
(
CE
{
bNb
H
N
})

.
(59)
Then, calculate E
{
bkb
H
k
}
where bHk = x
H
k Y as
E
{
bkb
H
k
}
= E
{
YHxkx
H
k Y
}
=


E
{|yH1 xk|2}
E
{|yH2 xk|2}
. . .
E
{|yHNxk|2}

.
(60)
E. Proof of Theorem 2
1) Compute D¯kk:
D¯kk = E
{
M∑
m=1
η
1/2
mkG
H
mk(YmkAmk)
}
=
√
τuρu
M∑
m=1
η
1/2
mk E
{
GHmkGmk
}
Amk
= L
√
τuρu
M∑
m=1
η
1/2
mkβmkAmk. (61)
2) Compute Ψbkk:
Ψbkk = S1 − ρdD¯kkD¯Hkk + IN , (62)
where
S1 , E
{
ρ
M∑
m=1
M∑
n=1
K∑
k′=1
η
1/2
mk′η
1/2
nk′G
H
mkGˆmk′Gˆ
H
nk′Gnk
}
= T1 + T2, (63)
with
T1 , E
{
ρ
M∑
m=1
K∑
k′=1
ηmk′G
H
mkYmk′Amk′A
H
mk′Y
H
mk′Gmk
}
,
(64)
and
T2, E
{
ρ
M∑
m=1
M∑
n6=m
K∑
k′=1
η
1/2
mk′η
1/2
nk′G
H
mk(
√
τuρuGmkΦkk′Amk′)
× (AHnk′
√
τuρuΦ
H
kk′G
H
nk)Gnk
}
. (65)
Firstly, to calculate T1, we have
T1 = ρ
M∑
m=1
K∑
k′=1
ηmk′ E
{
GHmk
(
K∑
i=1
√
τuρuGmiΦik′ +Wnk′
)
× Amk′AHmk′
(
K∑
i=1
√
τuρuΦ
H
ik′G
H
mi +W
H
nk′
)
Gmk
}
= ρ
M∑
m=1
K∑
k′=1
ηmk′ {τuρu(T11 + T12) + T13} , (66)
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where
T11 ,
K∑
i6=k
E
{
GHmkGmiΦik′Amk′A
H
mk′Φ
H
ik′G
H
miGmk
}
(b1)
= L
K∑
i6=k
βmiβmk tr(Φik′Amk′A
H
mk′Φ
H
ik′ )IN , (67)
T12 , E
{
GHmkGmkΦkk′Amk′A
H
mk′Φ
H
kk′G
H
mkGmk
}
(b2)
= Lβ2mkCmkk′ , (68)
where Cmkk′ is a N × N diagonal matrix that the element
cii =
∑N
n=1 bnn + Lbii with b is an element of Bmkk′ =
Φkk′Amk′A
H
mk′Φ
H
kk′ . and
T13 , E
{
GHmkWnk′Amk′A
H
mk′W
H
nk′Gmk
}
(b3)
= Lβmk tr(Amk′A
H
mk′)IN , (69)
where (b1), (b2) and (b3) are derived by Lemma 3.
Substituting (67) (68) (69) into (66), we have
T1 = Lρ
M∑
m=1
K∑
k′=1
βmkηmk′
{
τuρu
( K∑
i6=k
βmi×
tr(Φik′Amk′A
H
mk′Φ
H
ik′ ) + βmkCmkk′
)
+ tr(Amk′A
H
mk′)
}
IN .
(70)
To calculate T2, we have
T2
= τuρuρ
M∑
m=1
M∑
n6=m
K∑
k′=1
η
1/2
mk′η
1/2
nk′
× E
{
GHmkGmkΦkk′Amk′A
H
nk′Φ
H
kk′G
H
nkGnk
}
= τuρuρ
M∑
m=1
M∑
n6=m
K∑
k′=1
η
1/2
mk′η
1/2
nk′
× E
{
GHmkGmk
}
Φkk′Amk′A
H
nk′Φ
H
kk′ E
{
GHnkGnk
}
=L2τuρuρ
M∑
m=1
M∑
n6=m
K∑
k′=1
η
1/2
mk′η
1/2
nk′βmkβnkΦkk′Amk′A
H
nk′Φ
H
kk′ .
(71)
The substitution of (70) (71) and (61) into (62) yields (18).
F. Proof of Lemma 3
Applying the Lindeberg-Le´vy, we obtain
dkk,ij =
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,j
d→ CN (0, ξkk,j),
as M →∞, and ∀i 6= j, (72)
dkk,ii =
M∑
m=1
η
1/2
mk g
H
mk,igˆmk,i,
=
M∑
m=1
η
1/2
mk gˆ
H
mk,igˆmk,i +
M∑
m=1
η
1/2
mk g˜
H
mk,igˆmk,i,
≈
M∑
m=1
η
1/2
mk gˆ
H
mk,igˆmk,i,
d→ N
(
L
M∑
m=1
√
ηmkγmk,i, L
M∑
m=1
ηmkγ
2
mk,i
)
,
as M →∞, (73)
dkk′,ij =
M∑
m=1
η
1/2
mk′g
H
mk,igˆmk′,j
d→ CN (0, ξkk′,j),
as M →∞, ∀k′ 6= k, and i, j = 1, 2, . . . , N. (74)
The Gaussian approximation is verified by numerical results
in the section V.
G. Proof of Theorem 3
Denote Dˆkk′ are MMSE estimated of Dkk′ , and D˜kk′ ,
Dkk′−Dˆkk′ . With assumption that the elements of the effective
channels Dkk′ are Gaussian distributed, the corresponding ele-
ments of Dˆkk′ and D˜kk′ are independent in distribution. Then,
withΘk = {Dˆk1, Dˆk2, . . . , DˆkK}, the achievable downlink SE
of the k-th user in (14) when using MMSE-SIC detectors at
the receivers can be rewritten as
REt-SICk =
(
1− τu + τd
τc
)
E
{
log2
∣∣∣∣IN + ρDˆHkk (Ψc′kk)−1 Dˆkk
∣∣∣∣
}
,
(75)
where
Ψc
′
kk = ρ
K∑
k′ 6=k
Dˆkk′ Dˆ
H
kk′ + ρ
K∑
k′=1
E
{
D˜kk′ D˜
H
kk′
}
+ IN . (76)
Next, we compute E
{
D˜kk′ D˜
H
kk′
}
:
E
{
D˜kk′ D˜
H
kk′
}
=


E
{
d˜
T
kk′,1d˜
∗
kk′,1
}
E
{
d˜
T
kk′,1d˜
∗
kk′,2
}
. . . E
{
d˜
T
kk′,1d˜
∗
kk′,N
}
E
{
d˜
T
kk′,2d˜
∗
kk′,1
}
E
{
d˜
T
kk′,2d˜
∗
kk′,2
}
. . . E
{
d˜
T
kk′,2d˜
∗
kk′,N
}
...
. . .
E
{
d˜
T
kk′,N d˜
∗
kk′,1
}
E
{
d˜
T
kk′,N d˜
∗
kk′,N
}


=


∑N
j=1 var(d˜kk′,1j) 0 . . . 0
0
∑N
j=1 var(d˜kk′ ,2j) . . . 0
...
. . .
0 0 . . .
∑N
j=1 var(d˜kk′ ,Nj)

.
(77)
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Then, the variance of the MMSE estimation error of dkk′,ij
can be calculated as [30]
var(d˜kk′,ij) = Cdkk′,ij ,dkk,ij − Cdkk′,ij ,ydp,k,ij
× C−1ydp,k,ij ,ydp,k,ijCydp,k,ij ,dkk′,ij . (78)
Following the similar method on section B1, we have
var(d˜kk′,ij) =


ξkk,i+κ
2
kk,i
τdρd,p(ξkk,i+κ2kk,i)+1
if k = k′, and i = j
ξkk′,j
τdρd,pξkk′,j+1
otherwise .
(79)
Finally, substituting (79) into (77), and then plugging (77) into
(76), we obtain (21).
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