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While the usual goal in Monte Carlo (MC) simulations of Ising models is the efficient generation of
spin configurations with Boltzmann probabilities, the inverse problem is to determine the coupling
constants from a given set of spin configurations. Most recent work has been limited to local
magnetic fields and pair-wise interactions. We have extended solutions to multi-spin interactions,
using correlation function matching (CFM). A more serious limitation of previous work has been the
uncertainty of whether a chosen set of interactions is capable of faithfully representing real data. We
show how our confirmation testing method uses an additional MC simulation to detect significant
interactions that might be missing in the assumed representation of the data.
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I. INTRODUCTION
In many fields, such as biology, sociology, and neu-
roscience, obtaining information about underlying inter-
actions between components of a system from observed
correlations can clarify the structure of the system[1–9].
This reconstruction of cause from consequence is known
as an inverse problem. Because of its relative simplicity,
the inverse Ising model has become a standard test case
for the development of methods to deal with intrinsically
complex inverse problems. In 1984, a numerical solution
to the problem was found by correlation function match-
ing (CFM), using an identity due to Callen[10–13]. At
the time, the solution was only applied to transitionally
invariant problems, but as we show below, the modifica-
tions to remove this restriction are trivial.
Recently, equations originally found with CFM were
rediscovered by Aurell and Ekeberg, starting from dif-
ferent principles (pseudo-likelihood), and successfully
applied to the Sherrington-Kirkpatrick (SK) model[9].
Their approach has the advantage of exhibiting the rela-
tionship of the solution to a Bayesian probability distri-
bution on the space of the coupling constants. The CFM
approach, on the other hand, clarifies the relationship be-
tween extracting information from the configurations and
making inferences about the original coupling constants.
Recent work on inverse problems has been largely re-
stricted to pairwise interactions, as in the SK model. We
have extended it to include multi-spin interactions[10–
13], but there is still a question of whether a given set
of real data can be faithfully represented by the chosen
set of interactions. We answer this question by introduc-
ing a confirmation phase into our computations, using a
new Monte Carlo (MC) simulation with the fitted cou-
pling constants. By examining correlation functions that
were not used in the inverse solution, we show that differ-
ences between the new MC simulation and the original
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data reveal neglected interactions. This “confirmation
testing” provides a straightforward way of determining
whether more interactions are needed for a faithful rep-
resentation of the data, without having to perform a full
computation of the coupling constants for the additional
interactions. We will next describe the CFM equations
that provide the basis for confirmation testing.
II. CFM EQUATIONS
To express a general, multi-spin Ising interaction, let
α be a subset of mα spins, and define the product of all
spins in α as
Sα =
mα∏
j=1
σj . (1)
For each operator Sα, we will assign a corresponding di-
mensionless coupling constant, Kα = βJα, where kB is
Boltzmann’s constant, T is the temperature, and β =
1/kBT . The corresponding term in the dimensionless
Hamiltonian H = −βH, (where H is the usual Hamilto-
nian) associated with α is KαSα. The full dimensionless
Hamiltonian can then be written as a sum over the set
of all spin products,
H =
∑
α
KαSα, (2)
where the set K = {Kα}, are the true values of the cou-
pling constants.
We define an operator, H`, that includes all terms in
the Hamiltonian containing a specific spin, σ`[10–12]. If
σ` ∈ α, we also define an operator Ŝα,` that omits the
spin σ`.
Ŝα,` = Sα/σ` (3)
If σ` /∈ α, Ŝα,` = 0. The sum of all terms in the Hamil-
tonian that contain the “central” spin σ` is then
H` = σ`
∑
α
KαŜα,`. (4)
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2The CFM method is based on fitting the correlation
functions cα ≡ 〈Sα〉 using an identity due to Callen[13].
cα (K) ≡
〈
Ŝα,` tanh
[∑
γ
Kγ Ŝγ,`
]〉
= 〈Sα〉 (5)
For comparison with earlier work, Eq. (5) corresponds
to Eq. (14) in Ref. [10]. Aurell and Ekeberg considered
P (σj) = (σj + 1)/2 instead of σj . Since the probability
that a spin is positive is
P (+1) = (1− exp [−2F`])−1 = (tanh [F`] + 1) /2, (6)
where F` =
∑
γ Kγ Ŝγ,`, Eq. (5) is equivalent to Eq. (4)
in Ref. [9].
Eq. (5) is exact for the correct values of the coupling
constants and the exact correlation functions. Unfortu-
nately, we never have the exact values of the correlation
functions cα = 〈Sα〉. Data always come from a finite
sample, which we will take to be NMC spin configura-
tions. We denote the corresponding approximate corre-
lations functions as ĉα = 〈Sα〉MC . We can then use a
modification of Eq. (5) to find a set of approximate cou-
pling parameters K˜ = {K˜γ} to fit the MC correlation
functions.
ĉα
(
K˜
)
≡
〈
Ŝα,` tanh
[∑
γ
K˜γ Ŝγ,`
]〉
MC
= 〈Sα〉MC
(7)
The equality in Eq. (7) will only hold for specific values
of the coupling parameters K˜. If trial values for the set
K˜ differ from the best-fitting value by δK˜ = {δKα}, an
improved estimate can be obtained from a linearized ap-
proximation for the deviations from the best-fitting val-
ues.
ĉα
(
K˜+ δK˜
)
− 〈Sα〉MC ≈
∑
β
∂ ĉα
(
K˜
)
∂Kβ
δK˜β (8)
The derivatives in Eq. (8) are given by
∂ ĉα
(
K˜
)
∂Kβ
=
〈
Ŝα,`Ŝβ,` sech
2
[∑
γ
K˜γ Ŝγ,`
]〉
MC
(9)
Eq. (8) is iterated until convergence, which is quadratic
in the absence of a degeneracy. Again for comparison
with earlier work, Eqs. (9) corresponds to Eq. (15) in
Ref. [10], and Eq. (7) in Ref. [9]. Note that for an in-
teraction α with mα spins, this procedure produces mα
values of K˜α, one for each choice of the “central” spin σ`.
Before going on to confirmation testing, we next describe
the application of the CFM solution to the inverse Ising
problem, along with limitations that not only CFM, but
any inverse method, will have with respect to recovering
the true coupling constants. A virtue of the CFM is that
it exposes these limitations clearly.
III. THE LIMITED INFORMATION
CONTAINED IN A SET OF CONFIGURATIONS
There is an important distinction between extracting
information contained in the configurations and inferring
the values of the true couplings. For example, if H = hσ,
〈σ〉exact = tanh(hexact) is the exact average value of a
spin σ in a dimensionless field hexact. Given 〈σ〉MC from
an MC simulation, it is easy to find an effective mag-
netic field, heff = tanh
−1〈σ〉MC, that reproduces it to
arbitrary accuracy. Since 〈σ〉MC is not exactly equal to
〈σ〉exact, heff will differ from hexact. The uncertainty in
inferring hexact is given by δh ≈ cosh(h)/
√
NMC . For
small values of h, the error is approximately equal to the
minimum error, δh ≈ δhmin = 1/
√
NMC . Our simulation
results have shown that the errors in estimating coupling
constants at high temperatures are very close to the min-
imum error, even for large numbers of spins.
This simple estimate of heff breaks down for 〈σ〉MC = 1
because it would imply that heff =∞. A simple Bayesian
argument suggests replacing 〈σ〉MC by 1−2/NMC, which
gives a finite value for heff. Although this is a coarse
method, it is quite effective for improving results. Aurell
and Ekeberg used a similar strategy, but took the factor
to be 0.999 for all values of NMC[9].
The limited information contained in the configura-
tions is illustrated by the Sherrington-Kirkpatrick (SK)
model of a spin glass[14]. In this model, there are N
spins, σ = {σj = ±1|j = 1, 2, . . . , N}, and the Hamilto-
nian is
H(σ) =−
∑
j
bjσj −
∑
j>k
Jj,kσjσk, (10)
where the couplings Jj,k have a quenched Gaussian distri-
bution of width J/
√
N . The local magnetic fields bj can
either be set equal to zero or given independent quenched
values. The corresponding dimensionless coupling con-
stants are Kj,k = βJj,k and hj = βbj .
The SK model is known to have a rugged energy land-
scape and a spin-glass phase transition at kBTc = J .
This makes it very difficult to generate independent con-
figurations at low temperatures, which limits the infor-
mation carried by the configurations. However, it does
not affect our ability to extract whatever information
there is. While we must be careful in interpreting our
results, predictions cannot be made more accurate with-
out additional information.
For large systems at high temperatures, a different
limitation comes from the minimum error for the cor-
relation functions. Since the magnitude of the couplings
goes as 1/
√
N , the maximum temperature for which it
is possible to determine the couplings to an accuracy of
 = δK`,j/K`,j is
Tmax /
J
kB
√
NMC
N
. (11)
To demonstrate that large coupling constants are not
intrinsically difficult to determine – except for the fac-
3tor of cosh(h) in the errors – we’ve carried out simula-
tions with optimal sampling, that is, choosing indepen-
dent random values for the spins at neighboring sites of
a central site `. The values of σ` are then chosen with
the thermal probability for a trial set of K`,j ’s. While
the errors increase at low temperatures, good estimates
of the original couplings can still be obtained for an SK
distribution of quenched couplings down to T = 0.05Tc,
as shown in Table I.
TABLE I. Errors in estimates of original couplings from MC
simulations for the toy model with random sampling. n =
N − 1 = 49 neighboring spins were independently assigned
the values ±1 with equal probability. The true couplings were
generated randomly from a Gaussian distribution with the
width βJ/
√
N . The width of the actual distribution is given
as ∆K in the second column. For these simulations, NMC =
105. The RMS error in the estimated couplings, given in
the third column as δK`,j , was found from the results of ten
independent trials. The errors in the K’s were also compared
to the minimum error δmin = 1/
√
NMC = 0.0032 in the last
column.
T ∆K δK`,j δK`,j/K δK`,j/δmin
10.0 0.0163 0.0099 0.609 0.99
2.0 0.0685 0.0034 0.50 1.08
1.0 0.1397 0.0041 0.029 1.29
0.5 0.2850 0.0053 0.0186 1.67
0.2 0.7186 0.0095 0.0132 3.01
0.1 1.3464 0.0160 0.0119 5.05
0.05 3.3452 0.0660 0.0197 20.9
The difficulties in extracting information from config-
urations generated below the critical temperature of the
SK model are not due to any defect in the method of
solution; the information is simply not available.
Because the low-temperature SK model has extremely
long correlation times, MC simulations will usually only
sample near a local free-energy minimum. For those
states, it is common for some of the correlation func-
tions to lock into values of ±1. When this happens, little
information can be obtained about the corresponding in-
teraction.
If we have the option to change the sampling method,
restarting the simulations with different random initial
conditions will generally improve results. Even though it
is not possible to generate a complete sampling of a low-
temperature spin glass in this manner, it can improve
estimates of coupling constants.
The twin features of having small coupling constants
for large systems and high temperatures, and a phase
transition that limits information at low temperatures,
leave only a small range of parameters for testing. This
led us to use short-range models with multi-spin inter-
actions to illustrate confirmation testing, as discussed in
the following section.
IV. CONFIRMATION TESTING
Any solution of the inverse Ising problem assumes a
certain set of interactions that might be non-zero. When
using confirmation testing, after fitting the coupling con-
stants for those interactions, we perform an additional
simulation using the fitted coupling constants to generate
a new set of configurations. We then compare the cor-
relation functions in the new set of configurations with
those in the old set. If they match within the statistical
errors discussed above, we have confirmed our assump-
tions. Deviations may reveal important interactions that
were initially missing.
To illustrate confirmation testing, we have done MC
simulations of a Hamiltonian with magnetic fields,
nearest-neighbor pair interactions, and four-spin interac-
tions on nearest-neighbor plaquettes on a 32× 32 lattice,
with NMC = 10
5.
FIG. 1. Plot of (well) estimated values of hfield, Knn, and
Kfour vs. their true values using data from an MC simulation
on a 32 × 32 lattice with NMC = 105. The true values of all
coupling constants were generated from a uniform distribution
in the range [−0.5, 0.5].
Fig. 1 shows that CFM accurately reproduces the val-
ues of the coupling constants for all types of interactions.
Although it is not obvious from this plot, the errors in
the four-spin coupling constants are smaller than those
for the two-spin couplings, which are smaller than those
for the local magnetic fields.
Next, we tried fitting our data with local magnetic
fields and pairwise interactions, but omitting the four-
spin couplings. Convergence was rapid, and the local
magnetizations and the two-spin correlation functions
were fit to better than 10−10. However, as can be seen
in Fig. 2, the fitted values of the coupling constants de-
viated substantially from the true values.
We carried out a confirmation simulation, using the lo-
cal fields and two-spin couplings (but no four-spin terms)
shown in Fig. 2. As expected, we found good agree-
4FIG. 2. Plot of (badly) estimated coupling constants vs. the
true values for the same MC simulation used in Fig. 1. While
the estimates of the coupling constants only included nearest-
neighbor interactions, the Hamiltonian of the MC simulation
also included four-spin interactions. Omitting the four-spin
couplings severely distorted the estimated values of Kfield
and Knn.
ment with the local magnetizations and two-spin correla-
tion functions from the full Hamiltonian (with four-spin
terms). However, we found poor agreement for the four-
spin correlations, as shown in Fig. 3. Although the two-
spin correlation functions and the local magnetizations
agree to within the expected errors, there are significant
differences in the four-spin correlations. For small val-
ues of the true four-spin coupling constants, the devia-
tions are nearly linear, as expected. However, the linear
approximation becomes worse as the magnitude of the
true coupling constants increase. These systematic devi-
ations demonstrate the existence of multi-spin couplings
neglected in the initial assumptions.
FIG. 3. The two-spin coupling constants and the local mag-
netic fields shown in Fig. 2 were used in a new MC simulation
on the same 32× 32 lattice with NMC = 2.5× 105. This fig-
ure shows the differences in the four-spin correlation functions
between the new simulation and the original data, plotted
against the true values of the four-spin coupling constants.
V. CONCLUSIONS
We have shown that multi-spin coupling constants can
be accurately obtained in the inverse Ising problem with
the CFM approach[10–12]. We have introduced and
demonstrated confirmation testing, which uses a new MC
simulation to confirm (or deny) whether a given set of
effective coupling constants provides a faithful represen-
tation of real data.
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