Vector Padé approximants to power series with vector coefficients may be calculated using the three-term recurrence relations of vector continued fractions if formulated in the framework of Clifford algebras. We show that the numerator and denominator polynomials of these fractions take particularly simple forms which require just a few degrees of freedom in their representation. The new description also allows the calculation of "hybrid" approximants.
Introduction
Given a power series with vector coefficients in IR d we may construct rational approximations to it using vector Padé approximants [5, 15] . The theory of these approximants [6, 13, 16, 19] parallels that of the scalar case [e.g. 2] if vectors are treated as objects in an appropriate algebra -Clifford algebras allow multiplication as well as addition of vectors. In particular, such approximants may be realised using vector continued fractions, thus enabling advantage to be taken of three-term recurrence relations in their computation. However, the polynomials obeying these relations can be complicated elements in the Clifford algebra, with perhaps as many as 2 d−1 components required to describe them. In this paper we use the fact that these polynomials belong to a particular group -the Lipschitz group -and are then able to represent them fully using far fewer degrees of freedom. For example, the denominator requires a scalar polynomial together with an antisymmetric matrix of order d with polynomial entries -i.e. 1 + d(d − 1)/2 Clifford coefficients. This is important in numerical applications in particular where large dimensions may be encountered [3] .
In the next section we introduce Clifford algebras and the Lipschitz group, before defining in the following section vector continued fractions which form approximants to a given power series with vector coefficients. We also prove that the numerator and denominator polynomials of corresponding vector continued fractions (with appropriate normalisation) belong to the Lipschitz group. In section 4 we derive a new representation for these polynomials using a result discovered by Lipschitz(1886) . Finally, we present some examples, including numerical, illustrating the use of the representation to derive "hybrid" approximants [4, 7] .
Clifford algebras
The real Clifford algebra of IR 
where the algebra identity is 1 [11, 12] . The universality property,
spanned by the basis elements
where 
The k -vector part of the Clifford element a is denoted by < a > k . The coefficient a 0 :=< a > 0 is called the real or scalar part of a , and is also denoted by Re(a) .
The spinor norm or absolute value of an element is given by the Euclidean norm is the inner product a · b . The two products may be extended to all of C d by linearity. We note that the outer product is associative [1, 10] 
where u · v coincides with the usual scalar product,
. We have the identity
where u ∧ v denotes the bivector (2-vector)
There are two involutions on C d which we shall need. The first, called the main involution, is the isomorphism : a →â in which each e i is replaced by −e i ; hence ab =âb . The other one is the anti-isomorphism : a →ã obtained by reversing the order of factors in e I , and is called reversion; hence ab =bã .
The set of products of invertible vectors forms a group under multiplicationthe Lipschitz group, Γ d [1, 10, 11] . If a ∈ Γ d then aã =ãa = |a| 2 . Hence,
then we obtain the Moore-Penrose generalised inverse of a real vector
For elements in the Lipschitz group we have [1] 
Vector Continued Fractions
We are interested in rational approximations, in the form of continued fractions, to vector-valued functions f (x) whose Maclaurin series expansions are known
and are valid in some neighbourhood of the origin. We consider continued fractions
with elements in C d which correspond to f (x) . That is
where C n (x) is the n th convergent of (3.2) . In particular we discuss two types: (i) one in which the partial numerators are simply
(ii) and the other with unit partial denominators -i.e.
For (i) we obtain
and [n/2] , respectively, for n ≥ 1 -the square brackets [ ] denoting the integer part. These polynomials satisfy the three-term recurrence relations We shall restrict ourselves to the non-degenerate case, in which π i = 0, i = 1, 2 · · · . The more general case is considered in [6] , where it is shown that the elements of the continued fraction may be evaluated using vector versions of the Viskovatov and modified Euclidean algorithms. However, the methods developed here remain valid in the more general case.
It may be shown, using the methods of [13] , that
and
Hence, the denominator is invertible
allowing the n th convergent to be written as the vector-valued rational function
which is in the form of a generalised inverse Padé approximant, first defined and studied by Graves-Morris e.g. [5] . Q n (x) is of degree 2[n/2] and each component of P n (x) is of maximum degree n . In [14] it is shown that
Here we present a proof using the definition of the Lipschitz group given above. From (3.5) we obtain
where
. Furthermore, since v n (0) = π n , our assumption of non-degeneracy ensures that none of these vectors is identically zero. Hence,
In a similar manner we may demonstrate that u n (x) :
The second type of continued fraction is of the form
which is equivalent to (3.4) . This may be seen by employing the equivalence transformation :
Here, each α i i = 1, 2, · · · is the invertible element
The n th numerator A n (x) , and denominator B n (x) of (3.15) satisfy the recurrence relations A n (x) := A n−1 (x) + xA n−2 (x)a n B n (x) := B n−1 (x) + xB n−2 (x)a n (3.19) for n = 1, 2 · · · , with the initial conditions
It then follows that
Therefore, from (3.13) and (3.14) we obtain
and It is a simple matter [18] to use the recurrence relations to show that the continued fraction elements a n are ratios of vectors in IR
which are linked to the leading coefficient in the Padé error
In [18] it is shown how a vector version of the quotient-difference algorithm allows the computation of the s n using only vector operations of scalar multiplication, scalar product as well as of addition. Thus, the components of the elements a n may be calculated without using Clifford numbers. Example 1: The [1/1] vector Padé approximant is given by the third convergent C 3 , which may be derived as follows :
Hence,
Or, using (2.7)
i.e. a scalar together with a bivector; and
i.e. a vector and a 3-vector. In the general case the polynomials might require 2
Clifford terms in the expansion (2.3) . We shall employ the Lipschitz group to develop representations of these polynomials which require far fewer degrees of freedom.
The Lipschitz Group
From (2.6) and (2.10) we may deduce that the reflection of v in the hyperplane orthogonal to u is given by uvû Alternatively, it is clear from repeated use of (2.6) and (2.10) that the Clifford element of (4.1) is a vector u whose square uũ is equal to that of v , thus showing that the transformation v → u is a Euclidean isometry. This rotation corresponds to an orthogonal transformation of v denoted by U v , where
then it is determined up to a real factor by the orthogonal map it induces. This association is made precise in the theorem below. In order to present this result we introduce some definitions c.f. [1, 9, 10] . The Cayley Transform of an antisymmetric matrix M , of order d , is defined to be the orthogonal matrix
where I is the unit matrix of order d . We may construct a bivector µ ∈ C d corresponding to M by We are now in a position to state a theorem first given by Lipschitz (1886) [9, 10] . We adapt the statement of the theorem given in section 3 of [1] for our purposes. For a modern proof the reader is referred to [1, 10] . Furthermore [9, 10] , the spinor norm of a ∈ Γ + d with real part 1 such that
is the square root of aã which is given by
We now apply the Lipschitz theorem to the denominator polynomial B n (x) of a vector Padé approximant satisfying the condition B n (0) = 1 . In the following, where appropriate, vectors are represented by column matrices and the superscript T denotes the matrix transpose; for simplicity we relabel the vectors involved in the continued fraction element a n by
so that a n = −u n v n . We introduce the scalar polynomial of degree m := [n/2] 10) and the bivector polynomial
in which ∆ n (x) is an antisymmetric matrix of order d with polynomial entries each of maximum degree m − 1 . We have used the fact that B n (0) = 1 ,thus implying that the bivector in (4.11) vanishes at the origin. Note also that σ n (0) = 1 . We further define the bivector
and the square matrix of order d
Corresponding to the bivector
we introduce the wedge product of two column matrices u, v as the antisymmetric matrix
(4.14)
Theorem 4.2 The denominator polynomials B n (x) may be represented by
where σ n (x) and δ n (x) are defined by (4.10) and (4.11) . The scalar polynomial σ n (x) and the antisymmetric matrix ∆ n (x) , corresponding to δ n (x) , satisfy the recurrence relations
The initialisations are
where O is the null matrix of order d . Proof It has been shown that B n (x) ∈ Γ + d . Hence, the Clifford element
has real part 1, thus satisfying the conditions of Theorem 4.1 . Therefore, since
which yields (4.15) on expansion of the outer exponential. That is, each denominator polynomial B n (x) is characterised by a scalar polynomial σ n (x) of maximum degree [n/2] and an antisymmetric matrix of polynomials ∆ n (x) each of maximum degree one less. Recurrence relations for σ n (x) and ∆ n (x) are derived by taking the scalar and bivector parts of the recurrence relation for B n (x) . From (3.19), (3.24) and (4.9)
The second term on the right-hand side is
The scalar part of this expression is
which, in matrix form, equals
thus establishing (4.16) . After extracting a factor of (−x) the bivector part of (4.22) is given by
In order to compute this expression we use the following identities involving a bivector µ and vectors u, v :
which may be proved using the anti-commutation relations (2.1) . Denoting the matrix associated with the bivector µ by M , the corresponding antisymmetric matrices of (4.25) and (4.26) are given by
respectively. Then, after some manipulation, we may prove that ∆ n (x) satisfies the recurrence relation (4.17) . The initialisations follow from B 0 (x) = 1 , B 1 (x) = 1 . 2 We note that since each term in the expansion (4.15) is a polynomial 2k -vector we must have (4.16,17) , with the initialisations
Proof We note that A n (x) := c 0
−1
A n (x) belongs to Γ + d and that A n (0) = 1 . Theorem 4.2 implies that there is a scalar polynomial σ n (x) and an antisymmetric matrix of order d , ∆ n (x) , corresponding to the bivector δ n (x) , such that 
Examples
We first of all demonstrate the representation involving the outer exponential using the illustrative example introduced earlier.
Example 2: From (3.28) we have
We note that
which follows from the associativity of the outer product and the fact that u ∧ u vanishes for any vector u ∈ IR d . Hence,
For the numerator (3.27) we find that
A argument similar to that above shows that
The other examples come from an implementation of the recurrence relations (4.16, 17) for the denominator of approximants to vector-valued functions of the form
. This is the type of generating function encountered in the iterative solution to systems of linear equations [4, 15] . We wish to investigate the behaviour of the Clifford denominators of the [l/m] vector Padé approximants to f (x) as l → ∞ . These denominators are obtained by considering the 2m th convergents to the series starting at c l−m+1 rather than c 0 [2,13] -a superscript l denotes the corresponding quantities. From [17] these polynomials over C d tend to the scalar R(z) . To be more precise, 
