An important requirement for vision is to identify interesting and relevant regions of the environment for further processing. Some models assume that salient locations from a visual scene are encoded in a dedicated spatial saliency map [1, 2] . Then, a winner-take-all (WTA) mechanism [1, 2] is often believed to threshold the graded saliency representation and identify the most salient position in the visual field. Here we aimed to assess whether neural representations of graded saliency and the subsequent WTA mechanism can be dissociated. We presented images of natural scenes while subjects were in a scanner performing a demanding fixation task, and thus their attention was directed away. Signals in early visual cortex and posterior intraparietal sulcus (IPS) correlated with graded saliency as defined by a computational saliency model. Multivariate pattern classification [3, 4] revealed that the most salient position in the visual field was encoded in anterior IPS and frontal eye fields (FEF), thus reflecting a potential WTA stage. Our results thus confirm that graded saliency and WTA-thresholded saliency are encoded in distinct neural structures. This could provide the neural representation required for rapid and automatic orientation toward salient events in natural environments.
Summary
An important requirement for vision is to identify interesting and relevant regions of the environment for further processing. Some models assume that salient locations from a visual scene are encoded in a dedicated spatial saliency map [1, 2] . Then, a winner-take-all (WTA) mechanism [1, 2] is often believed to threshold the graded saliency representation and identify the most salient position in the visual field. Here we aimed to assess whether neural representations of graded saliency and the subsequent WTA mechanism can be dissociated. We presented images of natural scenes while subjects were in a scanner performing a demanding fixation task, and thus their attention was directed away. Signals in early visual cortex and posterior intraparietal sulcus (IPS) correlated with graded saliency as defined by a computational saliency model. Multivariate pattern classification [3, 4] revealed that the most salient position in the visual field was encoded in anterior IPS and frontal eye fields (FEF), thus reflecting a potential WTA stage. Our results thus confirm that graded saliency and WTA-thresholded saliency are encoded in distinct neural structures. This could provide the neural representation required for rapid and automatic orientation toward salient events in natural environments.
Results
An object in a visual scene that is different than its surround automatically captures one's attention or pops out. This could be, for example, a man wearing a yellow suit or just a horizontally oriented bar among vertical ones. The visual system is automatically guided to process such salient objects because they are believed to be most informative and relevant. Each item in a visual scene can be thought to have a ''saliency,'' specifying its relative quality to stand out among the other items. It has often been proposed that saliency information is represented in a spatial map [1, 2] that encodes the saliency for every position in the visual field, although this has been debated [5] . Because saliency is based on low-level sensory features, it is referred to as ''bottom-up'' attentional control. Besides such bottom-up effects, attention can also be controlled in a ''topdown'' fashion based on memory or behavioral goals.
According to a prominent model by Itti and Koch [1, 2] , a local feature gradient is first computed separately for different feature dimensions (such as color, orientation, or luminance) and then integrated to an overall saliency value. This model does not explicitly specify the neural implementation of the saliency map in the brain. Various locations of a saliency map have been proposed, including subcortical structures such as superior colliculus (SC) [6] and pulvinar [7] , primary visual cortex (V1) [8, 9] , the ventral visual pathway [5, 10, 11] , the intraparietal sulcus (IPS) [11, 12] , the human homolog of the lateral intraparietal area (LIP) of the monkey, and the frontal eye fields (FEF) [11, 13] . Importantly, to date it has remained unclear where the transition would occur between graded saliency signals and a winner-take-all (WTA)-thresholded representation of the maximally salient position.
Here, we aimed to disentangle the different stages of saliency processing: (1) the graded representation of saliency for four quadrants and (2) the winner-take-all-thresholded representation of the maximally salient position in the visual field. We presented our subjects with natural scenes so that saliency could be based on multiple, naturalistic low-level features (Figure 1 ). Natural scenes also have image statistics to which the visual system is tuned to and that therefore are optimal for automatic processing [14] . Then we used a computational model [2, 15] to estimate the saliency at each location in the visual field and averaged the saliency in four separate sectors ( Figure 2) .
We used whole-brain functional imaging in combination with a general linear model and multivariate pattern classification methods to search for saliency-related information (see the Supplemental Information available online for detailed experimental procedures). First, a parametric general linear model (GLM) analysis was used to identify brain regions in which the blood oxygen level-dependent (BOLD) signal increased linearly with a gradual increase of saliency in the images. This analysis revealed that neural activity in bilateral striate and extrastriate cortex as well as left IPS was correlated with the graded saliency of the images (Figure 3, red regions) . Importantly, only saliency signals in early visual cortex could be traced to individual quadrants (Figure 4 ), which would be expected from their retinotopic structure. In contrast, graded saliency representations in parietal cortex reflected the superposition of multiple quadrants, possibly due to the lack of resolution of functional magnetic resonance imaging (fMRI).
Then we used multivariate pattern classification to identify areas that encode the thresholded output reflecting the most salient quadrant. For this we used a searchlight classification approach [3, 4] that assesses in an unbiased fashion to which degree the thresholded saliency can be decoded from the local cluster of voxels at each position in the brain. The maximally salient locations in the images (which were considered to reflect the outcome of a hypothetical WTA mechanism), could be successfully decoded from left and right IPS (both p < 0.05, family-wise error [FWE] corrected; peak accuracies: 33.6% and 32.1% in left and right IPS, correspondingly; chance level: 25%; Figure 3 , blue regions). Interestingly, the region in the IPS that showed strong correlation with the initial saliency map and the region that encoded the most salient position showed no overlap. The region in the IPS found by multivariate pattern classification to encode WTA-thresholded saliency
was located more anterior than the regions revealed by parametric analysis of graded saliency ( Figure 3 ). Additional regions encoding the most salient position were the bilateral FEF (p < 0.05, FWE corrected; peak accuracies: 35% and 34.2% in left and right FEF, correspondingly). Support vector machines classify two different classes. Multiclass classification is typically realized by combining multiple pairwise classifications. Thus accuracy above chance level in a four-class pattern classification could theoretically be the result of perfect or close to perfect classification of only a subset of the classes. Thus, we further clarified that our analysis reflects information from all quadrants. Therefore, we ran all six possible pairwise searchlight multivariate pattern classification analyses. The results confirmed that it was possible to decode the most salient quadrant of any two quadrants from right and left IPS and FEF (see Figure S2 ). The only exception was the right FEF from which it was not possible to decode one combination (lower right versus upper right quadrant; note that chance level was 50% for this analysis).
Discussion
By presenting our subjects with photographs of natural scenes in a rapid event-related fMRI experiment, we identified brain regions associated with different stages of a bottom-up attention model [1] . Activation levels in visual cortex and left posterior IPS (pIPS) correlated with the graded saliency in different parts of the photographs. Using multivariate pattern classification, we could further demonstrate that bilateral anterior IPS and the FEF encoded information about the maximally salient quadrant, thus possibly reflecting the outcome of a WTA mechanism.
The correlation between the saliency of the four quadrants and the BOLD response in visual cortex and pIPS suggests that these areas are involved in calculating saliency information. Zhaoping [9] previously argued for a saliency map representation in V1, mainly based on psychophysical experiments and theoretical considerations about the V1 architecture. Some studies [16, 17] support the V1 saliency map hypothesis, and our finding of a graded saliency representation in early visual cortex is also compatible with this model. On the other hand, Hegdé and Felleman [18] reported that V1 neurons generally responded to feature discontinuities that do not necessarily have to be salient. Furthermore, regions of extrastriate visual cortex (V4) respond to pop-out stimuli [10, 19] , however, possibly only if attention is directed to the relevant feature [19] .
In line with our data, different regions within the parietal cortex were identified to show a direct saliency representation in fMRI studies with humans [20] as well as in physiological studies with monkeys [21] [22] [23] [24] . One hypothesis is that conspicuity in elementary feature contrast maps is encoded in visual cortex, whereas saliency (integrated across multiple dimensions) is encoded in pIPS. This reasoning is compatible with the saliency map model [1] , where feature contrast maps for luminance, orientation, and color are calculated first and then combined to the saliency map. Computationally, this was then used to define four parameters for each image, which encode the graded saliency (E), and a winner-take-all (WTA) mechanism thresholded the four saliency values so that only the most salient quadrant remained (F).
would be realized by averaging the individual feature contrast maps. It has been shown that neurons in visual cortex have the appropriate properties for the calculation of elementary feature contrast maps. Additionally, the feed-forward connections from visual areas to IPS provide a potential anatomical substrate for the integration of feature gradients across different dimensions. Alternatively, saliency could be computed progressively in several successive stages [25] .
In many studies that investigated the IPS response to bottom-up saliency, modulation by top-down attentional factors could also be demonstrated. However, similar attentional top-down modulation was found for visual areas including lateral geniculate nucleus (LGN) [26] , V1 [27] , V4 [27] , and MT+/V5 [28] , and this does not contradict a potential saliency map representation in IPS.
Please note that our study was not designed to conclusively reveal the exact topography of a saliency map. Nevertheless, in visual cortex, but not in IPS, we found voxels that showed a higher response to the saliency in only one of the quadrants relative to the other three quadrants (Figure 4 ), thus suggesting a retinotopic representation of saliency in visual cortex. In pIPS, however, the BOLD response in each voxel was informative of the saliency in two or more quadrants. There are several possible explanations for this finding: First, the size of IPS is smaller than that of V1, which means that it will have been sampled by fewer fMRI voxels, thus potentially obscuring any retinotopic structure [29] . Second, IPS neurons have larger receptive fields [30] , which make it difficult to identify retinotopic organization. Third, the high anatomical variability of the IPS across subjects might have obscured any retinotopic effects in the averaged data. However, please note that the quadrant-based analysis used here does not require the full topography of the maps to be identified.
Low-level stimulus properties that are used to calculate the saliency map contribute to human overt attention [31] . However, it has been shown that low-level stimulus features correlate with high-level features [32] [33] [34] . Therefore, it might be possible that part of the decoded information about the most salient quadrant is related to high-level concepts. A study that investigated saccades of patients with visual object agnosia contradicts this possibility [35] . It could be shown that the first saccades seem to be controlled by low-level features in contrast to the late saccades, which seem to be controlled by high-level features.
A successful attention shift requires not only information about the graded saliency but also about the most salient position in the visual field, i.e., the output of the WTA-stage (see Figure S4 for a discussion of explicit and implicit representations). Here we were able to identify two regions, the anterior intraparietal sulcus (aIPS) and the FEF, that clearly match the output of a WTA-based model. Using multivariate pattern classification, information about the most salient quadrant could be found in bilateral aIPS and bilateral FEF. One explanation for this is that the saliency representation in pIPS is thresholded by a WTA mechanism and that the information about the most salient quadrant is then propagated to aIPS and FEF. This means that the WTA computation is localizable rather than being an emergent property of recurrent processing in multiple spatial maps [36] . Multivariate pattern classification using a searchlight approach was performed with a fixed size of the searchlight for the whole brain. Receptive field size of neurons increases from lower to higher visual areas. This might bias the results in favor of higher brain areas like the aIPS and the FEF as to encode information about WTA-thresholded saliency because a larger part of the represented visual field can be covered in these regions. However, note that a multivariate pattern regression using a similar searchlight approach (see Figure S1 ) was used to search for information about graded saliency. Despite any potential biases to favor higher brain areas, only visual cortex was identified to encode distributed information about graded saliency. Furthermore, we compared decoding of WTA saliency from our searchlight to decoding from a large V1 region of interest (see Figure S3 ) in order to ensure that our finding was not Among the regions that correlated with graded saliency (Figure 3) , only visual cortex responded in a selective fashion to the saliency in only one of the quadrants (F test p < 0.0005, minimum cluster size ten voxels).
due to the restricted spatial extent of the searchlight classifier. The comparison confirmed that there was no difference in decoding accuracy between both approaches (see Supplemental Information). This gives evidence that indeed different information is encoded in visual cortex and aIPS and FEF and that the result is not due to a bias that relies on the fixed size of the searchlight.
The IPS has been associated with saliency representation in previous studies [20, 21, 23] , but the distinction between coding of saliency and coding of the output of a WTA stage was typically not clarified. Similarly, the FEF was reported to encode a saliency or priority map [13] , which is defined as a saliency map with strong behavioral relevant top-down influence [37] . Also, in primates, FEF has been shown to encode saliency signals even when they pertain to objects that are not the goal of a current search task [13] . It has also been shown with fMRI that FEF responds to stimulus-driven attention [38] , but again, it was not clear in these studies whether this stage reflected the graded coding of saliency or the WTA stage. Previously, the IPS was found to be sensitive to bottom-up attention, in contrast to the FEF, which was found to be involved in top-down attention [20] .
Interestingly, even though attention was directed away from the stimulus, the regions we identified as reflecting the WTA-stage overlap with regions previously reported to be involved in control of overt and covert attention [39, 40] . Corbetta and Shulman [41] distinguish two neuronal attentional networks: the ventral frontoparietal and the dorsal frontoparietal networks. The dorsal frontoparietal network is supposed to guide top-down or goal-driven attention, whereas the ventral frontoparietal network should enable the detection of salient stimuli. These areas were also identified during saccadic eye movements [23, 29, 39] . Additionally, previous studies [39, 40] could demonstrate that the same cortical networks are active during overt and covert shifts of attention. Thus shifts of covert or overt attention could potentially cause a similar result pattern. However, please note that our study was designed to minimize the effects of shifting attention on the encoding of saliency. In order to direct attention away from salient locations of the stimuli, our subjects were engaged in a demanding fixation task. The most salient quadrant was not behaviorally relevant, thus giving subjects no reason to initiate saccaded to this location. In an additional inattentional blindness experiment (see Supplemental Information), we could also demonstrate that subjects were not able to indicate the most salient quadrant while they were performing this demanding fixation task. In a previous study, it could be demonstrated that a very similar fixation task to the one used here reduced the hemodynamic response in visual cortex for task-irrelevant images [42] . It is crucial to note that the purpose of final WTA computations is to prepare potential shifts of attention to interesting, salient positions. We were therefore able to successfully isolate the cascade of automatic, saliency-based orientation preparation from the actual overt action, even under conditions in which attention was bound to fixation. Thus, our results suggest that the WTA operation takes place automatically and does not require attention. There have been several demonstrations of neural processing of various features, including saliency, in the absence of taskrelevance and attention (e.g., [42, 43] ).
Taken together, our results support a computational bottom-up saliency model and furthermore associate different anatomical regions to different computational stages of the model. Graded saliency is represented in visual cortex and pIPS. Information about the most salient position is finally extracted from the graded saliency representations yielding a representation of the most salient quadrant (WTA mechanism) in aIPS and FEF. This signal might be related to performing shifts of attention. Methods highly sensitive for fine-grained local information, such as multivariate pattern classification, could identify automatic, unconscious preparation for orientation, although subjects actually did not overtly or covertly shift their attention.
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