• ICA of the full complex-valued fMRI data is enabled.
Introduction
Independent component analysis (ICA) has been widely used to extract spatial maps (SMs) and time courses (TCs) from functional magnetic resonance imaging (fMRI) data (McKeown et al., 1998; Adali, 2006a, 2012; Vigario and Oja, 2008) . The vast majority of ICA focused only on the magnitude data of fMRI (i.e., magnitude-only analysis), though fMRI data are initially acquired as complex-valued image pairs. The primary cause is that the phase data of fMRI are ambiguous and noisy. However, a number of previous studies have shown that the phase data contain useful and unique information for better understanding brain function, including blood oxygenation during functional activation (Hoogenraad et al., 1998; Arja et al., 2010) , the effect of macro and micro vessels (Menon, 2002; Tomasi and Caparelli, 2007) , the orientation of large blood vessels (Klassen and Menon, 2005) , and identification of different tissue types (Rauscher et al., 2005) . As such, the complex-valued fMRI data are gradually explored via flexible data-driven approaches, such as ICA (Calhoun et al., 2002; Rodriguez et al., 2009 Rodriguez et al., , 2010 Rodriguez et al., , 2011 Rodriguez et al., , 2012 Li et al., 2011) or model-based approaches (Lai and Glover, 1997; Nan and Nowak, 1999; Rowe, 2005; Rowe and Logan, 2004, 2005) . In this study, we focused on the ICA approach and blood oxygenation-level dependent (BOLD) fMRI data (Ogawa et al., 1990; Bandettini et al., 1992; Bhavsar et al., 2014) . Calhoun et al. (2002) presented the first application of ICA of complex-valued fMRI data, which demonstrated an increased ability to isolate task-related functional changes, and an average of 12-23% more contiguous activated voxels were detected than magnitude-only ICA at a threshold of Z-score > 2.5. Note that the analysis was restricted to a portion (the posterior half) of the brain due to the noisy nature of whole-brain data. The efforts of follow-up research were mainly directed toward development of complexvalued ICA algorithms for estimating the TC and SM components efficiently Calhoun et al., 2004; Calhoun and Adali, 2006b; Adali and Calhoun, 2007; Novey and Adali, 2008; Adali et al., 2008; Li and Adali, 2008; Chen and Lin, 2008) and order selection for complex-valued fMRI data (Wang et al., 2008) . Recently, a quality map phase de-noising (QMPD) method enabling whole-brain analysis was proposed (Rodriguez et al., 2009 (Rodriguez et al., , 2010 (Rodriguez et al., , 2012 . In this method, the noisy regions in the complexvalued fMRI data were first identified by exploiting the observed phase image and then eliminated before performing individual and group studies using newly developed complex-valued ICA algorithms such as the entropy bound minimization (EBM) algorithm Li et al., 2011) . As a result, better sensitivity and specificity than magnitude-only methods were achieved when identifying voxels in an estimated task-related independent component (IC) (Rodriguez et al., , 2012 Li et al., 2011) .
Instead of removing some specific voxels in the brain prior to doing ICA, it may be more optimal to perform ICA on the full complex-valued fMRI data, as any filtering or voxel-based processing may disrupt information useful to ICA. However, the biggest challenge is that, since we do not perform pre-ICA denoising of the data, there will be a large number of unwanted voxels with high amplitudes in the SM estimates. As such, we sought to utilize the phase information to perform post-ICA identification and suppression of the unwanted voxels. This is indeed supported by previous studies using phase information of the observed voxels to identify and suppress unwanted macrovascular contributions (Menon, 2002; Klassen and Menon, 2005; Tomasi and Caparelli, 2007; Nencka and Rowe, 2007) .
Our method for utilizing the SM phase consists of three parts: phase de-ambiguity, phase positioning, and phase masking. Because the SM phase initially suffers from the inherent phase ambiguity of complex-valued ICA, we first presented an accurate and robust TC-based phase de-ambiguity method to adjust the SM phase for correctly representing the spatial phase changes of all voxels under severe noise conditions. We then introduced the concept of phase positioning to segment the voxels of the SM estimates into BOLD-related versus unwanted voxels, and we defined the phase range of the BOLD-related voxels based on maximization of TC real-part power. Next, we constructed single-subject and group phase masks and provided phase masking algorithms to remove the unwanted voxels from the SM estimates. Finally, we tested the efficacy of our method in individual and group fMRI studies.
Methods

Actual fMRI data
The fMRI dataset used in this study was the same as that used in Rodriguez et al. (2012) and Li et al. (2011) . The data were obtained from 16 subjects performing a finger-tapping motor task while receiving auditory instructions. The paradigm had a block design with alternating periods of 30 s on (finger tapping) and 30 s off (rest). The experiments were performed on a 3T Siemens TIM Trio system with a 12-channel radio frequency (RF) coil. The fMRI experiment used a standard Siemens gradient-echo EPI sequence modified to store real and imaginary data separately. The following parameters were used: field-of-view = 24 cm, slice thickness = 3.5 mm, slice gap = 1 mm, number of slices = 32, matrix size = 64 × 64, TE = 29 ms, TR = 2 s, flip angle = 70 degrees. Preprocessing of the data was performed using the SPM software package. Magnitude data were coregistered to compensate for movements in the fMRI time series images. Images were then spatially normalized into the standard Montreal Neurological Institute space. Following spatial normalization, the data (real and imaginary images) were slightly sub-sampled, resulting in 53 × 63 × 46 voxel. Motion correction and spatial normalization parameters were computed from the magnitude data and then applied to the phase data. Then, the real and imaginary images were both spatially smoothed with a 10 × 10 × 10 mm 3 full width at half-maximum Gaussian kernel.
We were interested in the task-related component and the default mode network (DMN), and we utilized their magnitudeonly SM priors to assess the quality of the SM estimates. Considering that GLM (Friston et al., 1995) is a widely used model-based method (directly using the paradigm of the fMRI data), the task-related magnitude mask (named GLM mask), Fig. 11(e) , was calculated by performing a one sample t-test on the single-subject GLM results (p < 0.05). For the DMN magnitude mask, we utilized the DMN component from Smith et al. (2009) showing close correspondence between the independent analyses of resting and activation brain dynamics, as seen in Fig. 12 (e).
Phase de-ambiguity based on TC estimates
Assuming there are N observed signals X = [x 1 , . . ., 
The TC information is contained in a 1 , . . ., a N , the source SMs are s 1 , . . ., s N , and multiplying a complex-valued signal by e jÂ or e −jÂ rotates the complex-valued signal by an angle of Â in a counter-clockwise direction or a clockwise direction. As such, the estimated TCs and SMs include phase ambiguity in thatâ 1 , . . .,â N andŝ 1 , . . .,ŝ N are rotated by indeterminate angles Â 1 , . . ., Â N .
The angles Â 1 , . . ., Â N are directly related to the orientation of the probability density function (pdf, denoting the joint density of the real part and the imaginary part of a complex-valued signal) ofâ 1 , . . .,â N orŝ 1 , . . .,ŝ N . The phase de-ambiguity method first estimates Â 1 , . . ., Â N forâ 1 , . . .,â N orŝ 1 , . . .,ŝ N , and then this rotatesâ 1 , . . .,â N (multiplying by e −jÂ 1 , . . ., e −jÂ N , see Eq. (A.4)) to have an identical pdf orientation or rotatesŝ 1 , . . .,ŝ N (multiplying by e jÂ 1 , . . ., e jÂ N , see Eq. (A.5)) to locate the voxels of interest (e.g., the BOLD-related voxels for our method) in the same direction; thus, Â 1 , . . ., Â N can also be called rotation angles. Rodriguez et al. (2010 Rodriguez et al. ( , 2012 proposed a SM-based phase de-ambiguity method. The rotation angle Â i , i = 1, . . ., N, of an estimated SMŝ i was first determined by maximizing the power ofŝ i real part;ŝ i was then rotated to align most of the high-amplitude voxels (i.e., the voxels of interest) to the positive side of the real part of the complex domain (Rodriguez et al., 2012) . Note the SM-based method works well when used together with a pre-ICA de-noising approach such as QMPD (Rodriguez et al., 2009 ), but tends to degrade due to a large number of high-amplitude unwanted voxels when doing ICA of the full complex-valued fMRI data.
Our proposed method relies on the SM phases to distinguish between the BOLD-related voxels and the unwanted voxels; hence, an accurate and robust phase de-ambiguity method is needed. Since we emphasize the BOLD-related voxels instead of the highamplitude voxels, and the TC component represents the temporal response of BOLD-related voxels, we seek to use the TC estimates to do phase de-ambiguity. Furthermore, compared with an SM estimate, a TC estimate usually has much higher degrees of noncircularity, and exhibits a much more pronounced pdf orientation; thus, its rotation angle can be determined with less difficulty and higher reliability under severe noise conditions. The degree of impropriety (DOI) provides a quantitative measurement of noncircularity: DOI = 1 indicates the maximally non-circular case and DOI = 0 the circular case (Schreier, 2008; Schreier and Scharf, 2010; Wang et al., 2011) . We presented DOI values of TCs and SMs estimated by the EBM algorithm from a single-subject and 16 subjects of fMRI data in Fig. 1 . Observing Fig. 1(a) displaying DOIs of 49 components from a single-subject, we saw that most of the TC estimates had larger DOIs than the SM estimates. When examining some specific DOI values -e.g., minimum, maximum, mean, task-related component, and DMN -as presented in Table 1 , we also found that the DOI values of the TC estimates were all higher than those of the SM estimates. Among them, for the task-related component and DMN, their TC estimates had much higher DOI values than their SM estimates; similar results were obtained for 16 subjects. Fig. 1(b) shows the DOI values of the task-related component (left) and DMN (right) from 16 subjects. We found that the mean DOI difference between TC and SM was much larger than the standard deviation (see Table 2 ). We also performed a paired t-test between the DOIs of TCs and SMs of 16 subjects for the task-related component and DMN; the t-values were 12.58 (p < 10 −8 ) and 16.73 (p < 10 −10 ), respectively, indicating that the DOI difference between TC and SM is statistically significant.
It should be noted that phase de-ambiguity suffers from sign ambiguity; more precisely, there may exist 180-degree rotation error when aligning the pdf orientations of the TC estimates or the SM estimates. In order to reliably solve this problem, we propose to utilize prior information about TC or SM. Regarding TC prior, the stimuli for task fMRI can be processed to create a model TC (say a model ) by convolving the task paradigm with the SPM canonical hemodynamic response function. Regarding SM prior, some spatial networks consistently found in task or resting-state fMRI data -including DMN (e.g., the Smith DMN shown in Fig. 12 (e)), visual network, and auditory network (Damoiseaux et al., 2006; De Luca et al., 2006; Smith et al., 2009; Laird et al., 2011; Lin et al., 2010 For simplicity, we denote a TC estimate or an SM estimate with prior asâ - * orŝ - * . Given P subjects of TC estimatesâ 1 * , . . .,â P * , our TCbased phase de-ambiguity method determines the rotation angles Â 1 * , . . ., Â P * ofâ 1 * , . . .,â P * by using a PCA-based scheme (Rodriguez et al., 2012) , which are then used to rotateâ 1 * , . . .,â P * to the direction of the real part of the complex domain and rotateŝ 1 * , . . .,ŝ P * to locate the BOLD-related voxels to the positive side of the real part of the complex domain. More precisely, the rotation angle Â p * , p = 1, . . ., P, was obtained by maximizing the power of the real part ofâ 1 * , . . .,â P * as follows:
where 'Re' refers to the real part, t denotes a time point of the originally acquired fMRI data and T is the total number of time points. Detailed realization of the TC-based phase de-ambiguity is summarized in Algorithm 1 (see Appendix).
Phase positioning
In this section, we first present the concept of phase positioning for segmenting the SM voxels into the BOLD-related and the unwanted voxels, and then we define the phase range of the BOLDrelated voxels based on the TC real-part power maximization. There are three types of task fMRI: block-design, event-related, and natural stimulation Puoliväli et al., 2013; Ylipaavalniemi et al., 2009; Malinen et al., 2007) . We focused on the block-design task fMRI with a finger-tapping motor task.
Concept of phase positioning
Letŝ i,phase denote the phase image of the SM estimateŝ i , i = 1, . . ., N,ŝ i,phase (l) denote the phase value of voxel l, l is the voxel index, l = 1, . . ., L, and L is the total number of the brain voxels obtained by flattening the volume image data. The range of s i,phase (l) is [− , ] (without wrapping).
Phase positioning classifies the whole voxels ofŝ i into two categories according to their phase values, the BOLD-related voxels and the unwanted voxels (caused probably by large vessels, physiologic noise and motion). More precisely, a specific phase range ϕ 0 ± ϕ corresponds to the BOLD-related voxels, whereas the other phase values outside the range ϕ 0 ± ϕ correspond to the unwanted voxels:
where voxel(l) denotes the voxel of index l inŝ i ; ϕ 0 is the baseline phase of the BOLD-related voxels from which the phase changes are defined; ϕ denotes the phase changes. The proposed phase deambiguity method alters the BOLD-related voxels to the positive side of the real part of the complex domain, which we thus define as ϕ 0 = 0.
Phase changes of the BOLD-related voxels
Here we define the phase changes ϕ in Eq. (5). As mentioned above, when our TC-based phase de-ambiguity is finished, the BOLD-related voxels are concentrated on the positive side of the real part of the complex domain. Ideally, there should be no BOLDrelated voxels along the imaginary part of the complex domain. Therefore, it is reasonable to utilize a phase boundary between the positive side of the SM real part and the SM imaginary part to define ϕ. Given ϕ 0 = 0, we define this phase boundary as /4 and -/4; hence, ϕ = /4 and the phase range of the BOLD-related voxels is within [− /4, /4]. Correspondingly, the SM phase is defined to have phase ambiguity if the phase values of the BOLD-related voxels are outside of the range [− /4, /4] .
Note that this definition is completely consistent with our experimental results of phase de-ambiguity. Fig. 2 shows an example of the task-related TC and SM of a single subject estimated by the EBM algorithm after the phase de-ambiguity. The magnitude and phase of TC shown in Fig. 2(b) demonstrated the correctness of the TC estimate, as they were closely correlated with the model TC (−0.7755 vs. −0.6530). When examining the TC real part and TC imaginary part shown in Fig. 2(a) , we found that the TC real part explicitly exhibited task-related time response (correlation with a model was 0.7717), while the TC imaginary part looked like random noise (little task-related time response, correlation with a model was −0.1101). This verifies the fact that the TC real part power is maximized, whereas the TC imaginary part power is minimized. As a result, the number of the BOLD-related voxels should be maximized along the positive side of the real part of the complex domain but minimized along the imaginary part. This was indeed illustrated by Fig. 2(c) : there were a very few overlapping voxels within the motor-related area between the positive activations of the SM real part and the activations of the SM imaginary part. Therefore, /4 and -/4 are proper boundaries for distinguishing between the BOLD-related voxels and the unwanted voxels. In addition, observing the magnitude and phase images shown in Fig. 2(d) , the motor cortex was included in regions with smaller phase values (shown in black, in agreement with [− /4, /4]). This verifies the correctness of the phase changes ϕ = /4 defined for the BOLD-related voxels.
We also found from Fig. 2(d) that the phase values outside of the range [− /4, /4] (i.e., with larger phase values) corresponded to either the voxels located at the edges of the brain or no significant magnitude response. This is indeed consistent with previous findings that the edge voxels were contributions from macrovascular, physiologic noise and motion with larger observed phase changes (Menon, 2002; Zhao et al., 2007; Tomasi and Caparelli, 2007; Hagberg et al., 2008) , since the SM phase values indeed represent the relative phase changes of voxels over space with respect to the baseline phase ϕ 0 = 0.
Among the full phase range of [− , ], the desired BOLD-related voxels possess relatively smaller phase changes within [− /4, /4], which account for 25% of the full phase changes (in practice about 60-70% unwanted voxels were removed from the SM estimate; refer to Section 3). This is also comparable to previous discussion about the observed voxel phases: the desired microvascular response exhibited relatively smaller phase changes over time (Menon, 2002; Tomasi and Caparelli, 2007; Zhao et al., 2007) , and the desired range of phase changes accounts for about 25-34% of the full phase changes (Tomasi and Caparelli, 2007; Menon, 2002) .
Phase masking
Based on Eq. (5) of the phase positioning, the BOLD-related voxels can be identified and extracted from the SM estimate (after phase de-ambiguity) by a phase mask representing the specific phase range ϕ 0 ± ϕ; in the meantime, the unwanted voxels are eliminated. In this section, we first present the algorithms for constructing single-subject and group masks and then provide the algorithms of phase masking.
Construction of single-subject and group phase masks
Let BM1 p denote a single-subject mask for subject p, p = 1, . . ., P, and BM2 a group mask. The two mask construction algorithms are included in Algorithms 2 and 3 (see Appendix).
Phase masking for single-subject and group fMRI analyses
Based on the single-subject phase mask BM1 p and the group phase mask BM2, the phase masking can be readily performed by multiplying the SM estimate by BM1 p in single-subject fMRI analysis or by multiplying the group SM estimate by BM2 in the group fMRI analysis. Algorithms 4 and 5 (see Appendix) comprise detailed implementation for utilizing the SM phase via the phase de-ambiguity, positioning and masking. Note that a thresholding step is needed at the end of phase masking to remove insignificant voxels with relatively smaller magnitudes (e.g., Z ≤ 0.5) in the SM estimate.
Results
To evaluate the efficacy of the proposed method, we carried out ICA of the actual complex-valued fMRI data with the following parameters: the total number of the time points T = 165, the total number of the brain voxels L ≈ 60,000 (different between subjects), and the subject number P = 16. Based on the order selection results using minimum description length (MDL) criterion (Li et al., 2007; Wang et al., 2008) , we used 49 as the number of ICs for the individual and group fMRI (i.e., the IC number N = 49). This order is higher than that used by Rodriguez et al. (2012) and Li et al. (2011) since no pre-ICA de-noising was performed. In addition, we employed the EBM algorithm to perform spatial ICA, as it makes fewer assumptions about the shape of the source distribution. Since the EBM algorithm included standard ICA pre-whitening for the mixed signals and standard normalization of the unmixing matrix , the SM estimates are of zero-mean and unit-variance, and the SM magnitude values are Z-values. 
Single-subject analysis
The task-related component was selected as an example to evaluate how our method was applied to the single-subject fMRI analysis according to Algorithm 4. The task-related component was extracted based on the largest temporal correlation of the magnitude IC timecourse with the model TC (i.e., a model ). Fig. 3 shows magnitudes and phases of the task-related TC and SM estimates. Based on the temporal prior a model and the spatial prior shown in Fig. 11(e) , the TC magnitude and phase displayed in Fig. 3(a) and (b) and the SM magnitude illustrated in Fig. 3(c) were correct. However, the SM magnitude seen in Fig. 3(c) included many unwanted high-amplitude edge voxels that were not clustered or within motor regions. Meanwhile, as seen in the phase image displayed in Fig. 3(d) , the task-related (i.e., BOLD-related) activations had larger phase values (in bright colors such as red and outside of [− /4, /4]) and thus the SM estimate exhibited phase ambiguity. We first corrected the phase ambiguity of the SM estimate using Algorithm 1 and then suppressed the unwanted voxels in the SM estimate using the phase masking, as described by steps 4-8 in Algorithm 4. Fig. 4 demonstrates the scatter plots of the task-related TC and SM estimates both before and after the phase de-ambiguity. We saw from Fig. 4(a) that, after the phase de-ambiguity using Eqs. (A.4) and (A.6), the pdf orientation of the original TC estimate (blue) was aligned to the direction of the real part of the complex domain (red), indicating that the TC real-part power was maximized according to Eq. (4). By using Eqs. (A.5) and (A.6), the BOLD-related voxels in the SM estimate were rotated to the positive side of the real part of the complex domain with smaller phase values, as observed in Fig. 4(b) and (c). We specifically took the activated voxels located within primary motor area (in green) as an example to show the effect of phase de-ambiguity. The primary motor area was generated by WFU PICKAtlas (http://fmri.wfubmc.edu/cms/software) with Brodmann area 4, and the activated voxels were counted if their amplitude was above the threshold Z > 2.5. These task-related voxels were concentrated on the positive side of the imaginary part with larger phase values (outside of [− /4, /4]) before the phase de-ambiguity, as seen in Fig. 4(b) , but were rotated to the positive side of the real part with smaller phase values (within [− /4, /4]) after the phase de-ambiguity seen in Fig. 4(c) . Our method thus provides an approach for performing the TC-based phase de-ambiguity including the phase positioning and the phase masking. Fig. 5 displays the results of single-subject analysis. Observing the SM phase image after the phase de-ambiguity shown in Fig. 5(a) and the SM magnitude image before the phase masking with an overlay delineating the regions of phase range [− /4, /4] shown in Fig. 5(b) , we found that the task-related activated voxels were contained in the phase range [− /4, /4] (in black), whereas the other unwanted voxels were mostly located at the edges of the brain and with larger phase values (in bright colors such as red and blue). As mentioned earlier, these unwanted voxels were probably caused by large vessels, physiologic noise and motion factors. We first generated a single-subject phase mask using Algorithm 2, as shown in Fig. 5(c) , and then performed the phase masking (refer to Algorithm 4) on the SM estimate. Fig. 5(d) includes the resulting SM magnitude image, where the unwanted voxels were largely eliminated, and the task-related voxels were effectively extracted (see original SM estimate displayed in Figs. 5(b) and 3(c)). In addition, the correlation of the resulting SM magnitude with the GLM mask (see Fig. 11 (e)) was much higher than that of the original SM magnitude (0.5673 vs. 0.1471). These results suggest our approach improves the quality of single-subject fMRI analysis.
Group analysis-Task-related component
We performed group fMRI analysis according to Algorithm 5. The group TC and SM estimates were specifically computed by averaging the TC estimates and SM estimates over 16 subjects. For ICA of real-valued magnitude-only fMRI data, the group components benefit from averaging across subjects (less apparent randomness in the images). However, for ICA of complex-valued fMRI data, two components with similar magnitudes but different phases will be added destructively, and the group TC and SM components may become incorrect when the single-subject TC and SM estimates include phase ambiguity.
To verify this, we first show the effect of phase de-ambiguity on the task-related TC estimates (â 1 * , . . .,â vs. 0.7755). The worst case is shown in Fig. 7(c) , where the group SM magnitude was entirely incorrect (correlation with the GLM mask was 0.1569) and became nearly a circular signal (DOI = 0.0065). As expected, the BOLD-related voxels had larger (negative and positive) phase values outside of the range [− /4, /4] seen in Fig. 7(d) . Thus, the phase de-ambiguity is especially necessary for group analysis.
After performing the phase de-ambiguity forâ were rotated to the positions where the BOLD-related voxels were concentrated on the positive side of the real part of the complex domain as seen in Fig. 6(d) . At this stage, the group components can benefit from averaging over these individual components. Fig. 8 shows these results. The correlation coefficients of the magnitude and phase of the group TC estimate in Fig. 8(a) and (b) with the model TC reached −0.9597 and 0.9076, respectively. The group SM magnitude generally reflected expected changes and did not show corruption with the high voxel magnitudes on the edges of the brain seen in Fig. 8(c) , its correlation with the GLM mask was increased to 0.4873, and its degree of non-circularity was increased threefold (DOI = 0.0187) as compared to the individual one displayed in Fig. 7(c) . The task activated voxels were contained in the phase range [− /4, /4], corresponding to the black regions of the group SM phase shown in Fig. 8(d) . Note that some unwanted voxels, such as the edge voxels, were still included in the group SM component without the phase masking shown in Fig. 8(c) . As such, it was essential to perform the phase masking on a group level according to Algorithm 5. We first computed the masked SM estimate for each subject in order to ensure the BOLD-related voxels of each individual SM estimate were within the specific phase range [− /4, /4]; see step 5 in Algorithm 5. We then obtained an initial group SM estimate by averaging these masked individual SMs according to Eq. (A.11). Next, we created a group phase mask from 16 singlesubject phase masks (see step 7 of Algorithm 5). Fig. 9(a) shows the result. Compared to the single-subject mask that removed about 60% of the whole voxels, the group mask eliminated almost 70% of the whole voxels; the extra 10% voxels were those that existed in no more than a half of all subjects. Fig. 9(b) presents the resulting group SM after the phase masking. Its correlation with the GLM mask was higher than that of the group SM without the phase masking shown in Fig. 8(c) (0.6947 vs. 0.4873).
Group analysis-Default mode component
We also selected DMN for analysis in an effort to show that our method will work for non-task-related components (and this is also applicable to resting-state fMRI data). Due to space limitations, we have only presented results of group analysis. We used the Smith DMN mask seen in Fig. 12 (e) as the SM prior (i.e., s ref ) to select DMN based on the largest spatial correlation with the SM of magnitude IC and correct the sign ambiguity in the phase de-ambiguity. Fig. 10 shows similar results with the task-related component: the DMN magnitude image did not look as expected prior to the phase deambiguity, but did include DMN-related activations (Smith et al., 2009 ) after the phase de-ambiguity (without the phase masking) as seen in Fig. 10(a) and (c) (correlations with the Smith DMN were 0.2850 and 0.5642). The phase values of the BOLD-related voxels fell within the range [− /4, /4] after the phase de-ambiguity, which is seen in Fig. 10(b) and (d) . After performing the phase masking with the group mask shown in Fig. 10 (e) to eliminate the unwanted voxels (and the voxels existed in no more than eight subjects), the group SM estimate was obtained with increased correlation (0.6755) with the Smith DMN as seen in Fig. 10(f) .
Comparison with magnitude-only ICA
In order to show the usefulness of the proposed method, we next compared our approach with widely used and accepted ICA of magnitude-only fMRI data for single subject and group fMRI analyses. More precisely, we carried out single-subject analysis using the GIFT software (http://icatb.sourceforge.net/) for each of the 16 subjects and then obtained group components by averaging across subjects. The infomax algorithm (the GIFT default) was used to do real-valued ICA with default parameters. The ICs number N = 49 was also used for consistency with the above complex-valued fMRI analysis. Note that the ICs number estimated with the MDL criterion was 42 for the magnitude-only fMRI data of the single-subject analyzed in Section 3.1, and the separation results for the taskrelated component and DMN were similar by using N = 42 and N = 49.
In addition, we compared our task-related and DMN group masks with the magnitude-only GLM mask and Smith DMN mask seen in Figs. 11(e) and 12(e) to show the essence of the unwanted voxels. Figs. 11 and 12 show the results of the task-related component and DMN, and Tables 3 and 4 include quantitative comparison with infomax in terms of the numbers of total voxels, voxels 
Table 3
Comparison of the proposed method with magnitude-only infomax for estimating the single-subject and group task-related SMs in terms of the numbers of total voxels, voxels within and outside the GLM mask, and the correlation coefficients with the GLM mask. Table 4 Comparison of the proposed method with magnitude-only infomax for estimating the single-subject and group DMN SMs in terms of the numbers of total voxels, voxels within and outside the Smith DMN mask, and the correlation coefficients with the Smith DMN mask. within and outside the magnitude-only mask, and the correlation coefficients with the magnitude-only mask.
Observing the single-subject task-related SM estimate of the proposed method shown in Fig. 11(a) and of infomax (|Z| > 2.5) shown in Fig. 11(c) , we noticed that they were all similar to the GLM mask (|Z| > 2.5) and the correlation coefficients with the GLM mask were 0.5673 and 0.4666 (see Table 3 ), respectively. However, referring to Table 3 , the proposed method totally detected 139% more contiguous activated voxels than magnitude-only infomax (3076 vs. 1288) -not only within the GLM mask (1730 vs. 976), but also outside the GLM mask (1346 vs. 312) but still within the expected motor cortical regions. For example, the proposed method extracted more contiguous activated voxels within supplementary motor area (see the top two rows of Fig. 11(a) ), whereas the infomax voxels were of lower amplitude or even missing for some slices (see the last two slices, top row of Fig. 11(c) ). When turning to the group SM results shown in Fig. 11(b) and (d), we also observed their similarity with the GLM mask, and the correlation coefficients with the GLM mask were increased to 0.6947 and 0.5563. Our approach yielded a filtered group component by eliminating the unwanted voxels defined as those that exhibited phases outside of [− /4, /4] (see Fig. 11(b) and (d) ). The removed voxels were primarily on the edge of the brain likely reflecting the increased sensitivity of the phase data to motion. Fig. 11(f) demonstrates the removed voxels (white) from the GLM mask by our task-related group mask shown in Fig. 9(a) . Second, we examined the DMN results shown in Fig. 12 and Table 4 . The proposed method demonstrated improved detection capacity compared with magnitude-only infomax. More precisely, the proposed method extracted 331% more activated voxels in single-subject analysis than infomax (6731 vs. 1563) with 146% inside the Smith DMN mask (3107 vs. 1263) , though the correlation coefficients with the Smith DMN mask were similar (0.5328 vs. 0.5481). The additional DMN voxels (3624) detected by our approach compared to the Smith DMN were still within the DMNrelated regions, as seen in Fig. 13 . Moreover, the proposed method provided a group SM with 16% more activated voxels than infomax (4216 vs. 3621) . These extra voxels were located within medial prefrontal cortex and are consistent with previous reports of DMN regions (see Fig. 12(a) and (b) ). Fig. 12(f) illustrates the removed voxels from the Smith DMN mask by our DMN group mask shown in Fig. 10(e) ; here, we observed that the eliminated voxels were located at the edge of the brain.
3.5. Comparison with SM-based phase de-ambiguity method and pre-ICA QMPD de-noising method
We first compared our TC-based phase de-ambiguity method with the SM-based one (Rodriguez et al., 2010 (Rodriguez et al., , 2012 . Ideally, for a TC estimate, the pdf orientations adjusted by the two methods can be identical after rotating one adjusted TC by a fixed angle (i.e., difference of the two estimated angles by the two methods). However, because of skipping pre-ICA de-noising, the SM estimates include many large-amplitude unwanted voxels, which could affect the accuracy of the SM-based method. Fig. 14 shows the scatter plots of 16 subjects of task-related TCs adjusted by our TC-based method (red) and by the SM-based method (blue, with a further rotation of a fixed-angle). We saw that most of the TC estimates of the two methods exhibited identical pdf orientations, whereas several TC estimates of the SM-based method illustrated departed pdf orientation from the horizontal direction of the real part of the complex domain, indicating that the real part power of these TC estimates were not maximized. Taking the results of subject 15 shown in Fig. 15 as an example, both the TC real part and TC imaginary part of the SM-based method ( Fig. 15(a) ) included the task-related response (correlation with the model TC was 0.7693 vs. 0.6190); in contrast, only the TC real part of our TC-based method (Fig. 15(b) ) consisted of the task-related response (see Section 2.3.2). In addition, observing the bottom row of Fig. 15 , there were more overlapping voxels within the motor-related area between the positive activations of the SM real part and the activations of the SM imaginary part for the SM-based method (left) than for our TC-based method (right).
Next, we compared our proposed method with the pre-ICA QMPD de-noising method (Rodriguez et al., 2012) . For the QMPD method, we used a similar number of voxels and the Mahalanobis distance-based thresholding (Zc > 4), but with a different ICA algorithm EBM. Fig. 16 includes both single-subject and group task-related SMs estimated by using QMPD and a combination of QMPD and our proposed method. As compared with our singlesubject and group SM results displayed in Figs. 5(d) and 9(b), we observed that the results of using the QMPD method (top row of Fig. 16 ) included much more unwanted voxels such as the edge voxels; in the meantime, some task-related voxels within the primary motor area located at the boundary of the brain were discarded due to the pre-ICA de-noising. However, when combined with our proposed method, the unwanted edge voxels were largely removed and more contiguous task-related activation was visible, as seen in the bottom row of Fig. 16 .
Effect of phase range for phase positioning
Considering that maximization of Eq. (4) may not be ideally implemented due to lower CNR of fMRI data, we tested the effect of selecting a different phase range. We presented the task-related SM magnitude images for single-subject and group analysis by using the phase range [− /4, /4] in addition to a smaller one [− /8, /8] and a larger one [−3 /8,3 /8] in Fig. 17(b) , (a), and (c). It can be readily found that using the increase ϕ, the task-related activated voxels were also increased and along with a slight increase of the unwanted voxels; the phase range [− /4, /4] defined in this study was better in terms of retaining the BOLD-related signal and removing the unwanted voxels as much as possible. Note that the magnitude threshold (we used Z > 0.5 in this study) had a similar influence on the results. Different fMRI datasets may involve slightly different ϕ and magnitude threshold. For example, for the fMRI data with higher CNR, one may select a larger phase range ϕ like [−3 /8,3 /8], but use a smaller magnitude threshold such as Z > 0.3 and vice versa. 
Discussions
The fMRI phase data contain useful and unique information for better understanding brain function, but have been completely or partially discarded in ICA analysis because of the unknown and noisy nature. This study proposes to utilize the SM phase information to do post-ICA identification and suppression of the unwanted voxels, the complex-valued fMRI data can thus be fully utilized in ICA. Our phase de-ambiguity, positioning, and masking approach represents the basic principles and essential processing strategies of our proposed method. Experimental results on actual fMRI data demonstrate the efficacy of the proposed method in the individual and group analyses.
Our main contributions include that we have generated the first application of phase information of the SM estimates to distinguish the BOLD-related voxels from the unwanted voxels. When doing ICA of the full complex-valued fMRI data, the original SM estimates included a large number of high-amplitude unwanted voxels that were mostly located at the edges of the brain and considered to be contributions from macrovascular, physiologic noise and motion factors (Menon, 2002; Zhao et al., 2007; Tomasi and Caparelli, 2007; Hagberg et al., 2008) . In this case, standard thresholding using the magnitude information will fail to remove the unwanted voxels. On the contrary, the SM phase information is sensitive to these unwanted contributions in that the phase values within the range [− /4, /4] represent the BOLD-related voxels, whereas those outside of the range [− /4, /4] (i.e., with larger phase values) correspond to either the unwanted voxels or no significant magnitude response. Results suggest that the SM phases can be used as a new index for reliably identifying and suppressing the unwanted voxels in the SM estimates.
In addition, we present a new TC-based phase de-ambiguity that is vital for using the SM phase. For the actual fMRI data used in this study, the TC estimates of the ICs of interest (such as the task-related component and DMN) have much higher degrees of non-circularity than the SM estimates; their more pronounced pdf orientations can thus be determined with higher accuracy and robustness. Along this line, maximization of the TC real-part power is readily achieved, which then supports the definition for the phase range of the BOLD-related voxels. Note the TC priors or SM priors are required by the TC-based phase de-ambiguity to correct the sign ambiguity. In practice, these priors could be the stimuli from task fMRI data or the spatial networks consistently found in task or resting-state fMRI data (Damoiseaux et al., 2006; De Luca et al., 2006; Smith et al., 2009; Laird et al., 2011; Lin et al., 2010) .
By virtue of utilizing the full complex-valued fMRI data, the proposed method extracted much more contiguous and reasonable activations (such as supplementary motor area for the task-related component and medial prefrontal cortex for DMN) than the widely used magnitude-only ICA. More specifically, compared to infomax at a threshold of |Z| > 2.5, the proposed method detected 139% more activated voxels for the task-related component and 331% more activated voxels for DMN in single-subject analysis, suggesting that the proposed method is very promising in analysis of resting-state fMRI data. Moreover, the proposed method well kept the activated voxels that were removed by the complex-valued ICA method with pre-ICA elimination of noisy voxels, indicating that the usage of the full fMRI data is necessary for ICA to uncover complete brain information.
When combined with the QMPD method that utilized the observed voxel phase, the proposed method can further eliminate the unwanted voxels and detect additional contiguous activations. This suggests that the proposed method can be combined with other de-noising techniques such as filtering. Step 7: Construct group phase mask BM2 from single-subject phase masks BM1 p , p = 1, . . ., P, by using Eq. (A.8).
Step 8: Maskŝ - * * ,ave with BM2 to get a new group SM estimatê s - * * * ,ave :
s - * * * ,ave =ŝ - * * ,ave · BM2 (A.12)
Step 9: Thresholdŝ - * * * ,ave to remove insignificant voxels with very small magnitudes.
Step 10: Outputâ - * ,ave andŝ - * * * ,ave .
