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Résumé
Si plusieurs travaux ont montré l’importance des degrés d’utilisation des facteurs dans l’analyse
économique, l’inﬂuence des durées d’utilisation des facteurs dans la combinaison productive reste
néanmoins largement méconnue, particulièrement en ce qui concerne la durée d’utilisation des
équipements. À partir de données d’entreprises industrielles françaises sur la période 1989-2001,
les auteurs estiment une fonction de production Cobb-Douglas tenant compte des volumes de
facteurs et des durées d’utilisation. Ils reprenent le cadre déﬁni par Blundell et Bond (2000) en
supposant l’existence de chocs autocorrélés permettant une représentation dynamique de la
combinaison productive et utilisent comme méthode d’estimation de référence la méthode des
moments généralisés en système. Il ressort de leurs estimations que le travail posté et le capital
ont des élasticités identiques : l’accroissement de la production résultant d’un doublement du
nombre d’équipes successives équivaut à celui d’un doublement du stock de capital. Ils acceptent
également l’hypothèse de rendements d’échelle constants.
Mots-clés : Fonction de production, données de panel, méthode des moments généralisés, durée
d’utilisation des équipements, durée du travail
Classiﬁcation JEL : C33, D24, J23
Classiﬁcation de la Banque : Modèles économiques
Abstract
Although a number of studies have demonstrated the importance of the degree of factor utilization
in economic analysis, the impact of the durations of utilization in a production function remains
largely unknown, particularly in terms of the duration of equipment utilization. Using French data
on industrial ﬁrms over the period 1989–2001, the authors estimate a Cobb-Douglas production
function that accounts for the volumes and durations of factor utilization. They draw on the
framework proposed by Blundell and Bond (2000), assuming that serially correlated shocks allow
a dynamic representation of the production function, and they choose the system-generalized
method of moments as the reference estimation method. Their estimates yield identical elasticities
for shifts of work and capital: the increase in output resulting from doubling the number of work
teams is equivalent to that from doubling the stock of capital. Finally, they cannot reject the null
hypothesis of constant returns to scale in their sample.
JEL classiﬁcation: C33, D24, J23
Bank classiﬁcation: Economic models1
1. Introduction
Depuis le début des années 1960, plusieurs travaux se sont attachés à décrire l’importance des
degrés d’utilisation des facteurs dans l’analyse économique, tant dans l’analyse des demandes de
facteurs (Ball et St Cyr, 1966 ; Brechling et O’Brien, 1967; Nadiri 1968 ; Nadiri et Rosen, 1969,
1973) que dans celle des fluctuations de la productivité (Foss, 1963) ou de la formalisation de
la combinaison productive (Feldstein, 1967; Craine, 1973; Leslie et Wise, 1980; Hart et
Mc Gregor, 1987).
Si l’ensemble de ces études montre l’importance des degrés d’utilisation des facteurs dans
l’analyse économique, les mesures utilisées ne sont pas homogènes. En effet, s’il est
généralement admis que les deux principales dimensions des degrés d’utilisation sont l’intensité
et la durée (Cette et Bosworth, 1995), l’impact des durées d’utilisation dans la combinaison
productive reste ainsi largement méconnu. Une telle méconnaissance paraît d’autant plus
dommageable dans le cas de la France que les durées d’utilisation des facteurs y ont connu des
évolutions prononcées ces dernières années. Or, le rapprochement de deux bases de données de la
Banque de France permet de disposer de stocks et de durées d’utilisation des facteurs (durée du
travail et durée d’utilisation des équipements), autorisant ainsi pour la première fois l’estimation
sur données individuelles d’une fonction de production incorporant explicitement ces durées
d’utilisation.
L’apport de cette étude est également méthodologique. En cas d’hétérogénéité non observée et de
simultanéité, les estimateurs standard des moindres carrés ordinaires ou Within se révèlent
généralement insatisfaisants. Dans cette perspective, l’estimateur de la méthode des moments
généralisés en différence première (MMGD) est souvent retenu. Cependant, les propriétés de cet
estimateur sont faibles lorsque les variables sont fortement persistantes : dans ce cas, les variables
retardées en niveau sont faiblement corrélées avec les équations en différence première
(instruments faibles). Blundell et Bond (2000) montrent alors que, dans le cas de séries fortement
persistantes, l’estimateur de la méthode des moments généralisés en système (MMGS) est plus
approprié.
Nos principaux résultats sont les suivants. Premièrement, en décomposant la durée d’utilisation
des équipements en fonction de la durée du travail et d’un indicateur d’intensité du recours au
travail en équipes successives, les estimations montrent que la variable représentant l’intensité du
recours au travail posté est informative et statistiquement signiﬁcative. En revanche, la durée du
travail ne contribue pas à améliorer les résultats et demeure non signiﬁcative. Un tel résultat
semble devoir s’expliquer par la faible variabilité de cette variable, ainsi que par les erreurs de2
mesure. Deuxièmement, toutes choses égales par ailleurs et sous les hypothèses retenues,
l’intensité du recours au travail posté et le stock de capital auraient des élasticités identiques au
sein de la combinaison productive : doubler le nombre d’équipes successives sur un équipement
serait équivalent à l’acquisition d’un même équipement supplémentaire. Troisièmement, nos
résultats conﬁrment les meilleures propriétés de l’estimateur de la méthode des moments
généralisés en système pour l’étude de la fonction de production (Blundell et Bond, 2000).
Le papier est organisé comme suit. Après un rappel des principaux champs de l’analyse
économique où la prise en compte des degrés d’utilisation des facteurs semble particulièrement
nécessaire (section 2), nous présentons les données recueillies pour estimer une fonction de
production avec stocks et durées d’utilisation des facteurs au niveau individuel (section 3). Nous
exposons ensuite en délaie le cadre théorique ainsi que les estimateurs retenus, avant de présenter
les résultats des estimations (section 4). Aﬁn de pouvoir apprécier l’impact de la prise en compte
des durées d’utilisation, nous commentons également les résultats d’estimation d’une fonction de
production simple à deux facteurs (section 5).
2. Degrés d’utilisation des facteurs et
analyse de la combinaison productive
La prise en compte de l’utilisation des facteurs dans l’analyse économique repose sur l’intuition
que les services rendus par les facteurs de production dépendent de leur degré d’utilisation
lui-même fonction de l’intensité et de la durée d’utilisation. Durant les années 1960-1970,
l’omission des degrés d’utilisation des facteurs de production dans les estimations écono-
métriques des fonctions de demande de travail de court terme (Ball et St Cyr, 1966; Brechling et
O’Brien, 1967; Nadiri, 1968) a fait naître une incohérence manifeste entre l’hypothèse de
rendements décroissants et les mouvements procycliques observés de la productivité du travail et
des salaires réels. Ainsi, à une analyse en termes de stocks de facteurs devrait se substituer une
analyse en termes de services rendus par ces facteurs.
Plusieurs travaux se sont attachés à décrire l’importance de ces degrés dans l’analyse tant des
demandes de facteurs et des ﬂuctuations de court terme de la productivité que dans la
formalisation de la combinaison productive. Ainsi, le modèle développé par Nadiri et Rosen
(1973), en créant un lien théorique entre les modèles traditionnels de demande de facteurs et
l’utilisation des facteurs de production, a constitué une avancée théorique majeure. Les
estimations de ce modèle de demande de facteurs montrent qu’en réponse aux ﬂuctuations
cycliques de la demande, l’ajustement aux valeurs souhaitées s’opère plus rapidement pour les
degrés d’utilisation que pour les variables de stocks. Sur données françaises, plusieurs études se3
sont inspirées de ces travaux et ont également mis en évidence un impact des degrés d’utilisation
des facteurs (Cette, 1983; Cueva et coll., 1993; Cueva, 1995). Dans le même temps, l’analyse des
changements de productivité de long terme s’est également enrichie par la prise en compte des
variations du degré d’utilisation du capital. Les travaux pionniers de Foss (1963) ont montré une
contribution positive signiﬁcative du degré d’utilisation du capital à l’évolution des gains de
productivité aux États-Unis. En France, Cette (1990) a mis en évidence le proﬁl cyclique de la
durée d’utilisation des équipements et ses conséquences sur l’efﬁcacité apparente des
équipements.
La prise en compte des degrés d’utilisation dans les fonctions de production est importante
puisque l’ajustement des stocks de facteurs n’est pas instantané, alors que leur degré d’utilisation
peut être rapidement modiﬁé. Plusieurs études sur données américaines (Craine 1973), anglaises
(Feldstein, 1967; Leslie et Wise, 1980), allemandes (Hart et Mc Gregor, 1987) ou françaises
(Cueva et Heyer, 1997; Heyer, 1998) ont ainsi estimé des fonctions de production incorporant ces
degrés. En France, la politique de réduction de la durée légale du travail a amené une réﬂexion sur
le rôle des durées d’utilisation des facteurs au sein du système productif (Cahuc et Granier, 1997;
Gianella et Lagarde, 1999).
Les études qui valident l’importance des degrés d’utilisation des facteurs dans l’analyse
économique ne retiennent cependant que rarement le degré d’utilisation du capital. Ce
déséquilibre peut être illustré par le Tableau 1, qui résume les résultats d’estimation d’une
fonction Cobb-Douglas incorporant des degrés d’utilisation des facteurs. En outre, lorsqu’elles
considèrent l’utilisation du capital, ces études recourent à des indicateurs hétérogènes : alors que
la durée du travail est généralement associée au facteur travail, certaines analyses retiennent pour
le capital des mesures du degré d’utilisation, alors que d’autres considèrent un taux d’utilisation
qui se rapproche de l’intensité d’utilisation. La durée d’utilisation des équipements, symétrique de
la durée du travail pour le capital, n’est ainsi que rarement retenue. Par ailleurs, la seule étude
intégrant les deux durées d’utilisation dans une fonction de production (Cueva et Heyer, 1997) a
été réalisée sur données macro-sectorielles et donne des résultats peu satisfaisants : l’élasticité de
la durée d’utilisation des équipements est peu signiﬁcative et celle de la production par rapport au
capital est supérieure à celle du travail.
À cet égard, l’utilisation de données individuelles d’entreprise se révèlerait particulièrement
intéressante pour étudier l’évolution de la durée du travail et celle de la durée d’utilisation des
équipements. Leur plus grande variabilité ainsi que leur collecte au niveau microéconomique
donnent aux données de panel un avantage sans conteste sur les séries macroéconomiques
agrégées lorsqu’il s’agit d’étudier des comportements et des choix d’entreprises. La dimension
individuelle pourrait être ainsi utilisée pour analyser les relations statiques ou dynamiques entre4
Tableau 1 : Principaux résultats d’estimations d’une fonction Cobb-Douglas
incorporant les degrés d’utilisation
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Royaume-Uni
Note : écarts-types entre parenthèses
*  Ne disposant pas d’une mesure de la durée d’utilisation des équipements, celle-ci est approchée par les taux d’uti-
lisation des capacités de production.
** signiﬁe que le coefﬁcient n’est pas signiﬁcatif à 10 %.5
les facteurs de production (travail, capital, durée du travail et durée d’utilisation des équipements).
Or, à notre connaissance, il n’existe pas d’étude sur données individuelles françaises estimant une
fonction de production incorporant simultanément la durée du travail et la durée d’utilisation des
équipements.
Cette absence semble devoir s’expliquer par deux raisons. La principale réside dans l’inexistence
de données sur la durée d’utilisation des équipements : seule la Banque de France dispose d’une
enquête permettant d’obtenir des informations au niveau individuel sur la durée du travail et la
durée d’utilisation des équipements. La seconde est liée à la difﬁculté d’estimer une fonction de
production sur données individuelles : la prise en compte des biais de simultanéité et de
l’hétérogénéité non observée conduit généralement à des résultats particulièrement décevants.
Ainsi, comme le soulignent Griliches et Mairesse (1997) : [Traduction] « En pratique,
l’application des méthodes de panels aux données microéconomiques conduit à des résultats peu
satisfaisants : des coefﬁcients du capital peu élevés et souvent non signiﬁcatifs et des estimations
des rendements d’échelle faibles .»
Néanmoins, (1) Blundell et Bond (2000) ont déﬁni un cadre formel permettant d’estimer une
fonction de production de type Cobb-Douglas et d’obtenir des résultats particulièrement
intéressants, et (2) nous pouvons rapprocher deux ﬁchiers de la Banque de France nous permettant
d’obtenir des volumes de facteurs et des durées d’utilisation au niveau individuel.
Ces deux limites étant dépassées, nous proposons dès lors d’estimer une fonction de production
de type Cobb-Douglas à quatre facteurs sur données d’entreprises aﬁn d’étudier simultanément
l’inﬂuence des durées d’utilisation des facteurs dans la combinaison productive.
3. Les données
Pour disposer d’information sur les stocks et les durées d’utilisation au niveau individuel, nous
avons utilisé pour les estimations l’échantillon provenant du rapprochement de deux ﬁchiers de
données de la Banque de France : la Centrale de Bilans et l’enquête annuelle sur la durée
d’utilisation des équipements dans l’industrie1.
• La variable dépendante, Y, est la valeur ajoutée au coût des facteurs (en volume). Elle a été
calculée à partir des données comptables de la Centrale de Bilans.
1. Voir Annexe 1.6
• En raison de l’absence d’informations sur l’évolution de l’efﬁcacité des équipements au ﬁl du
temps (O.C.D.E, 2001), le stock de capital considéré est un stock de capital brut. Il a été cal-
culé à partir des données comptables de la Centrale de Bilans, en retenant un modèle de
déclassement proportionnel.
• L’enquête annuelle sur la durée d’utilisation des équipements fournit au niveau individuel les
effectifs totaux (L) ainsi que la structure du travail en équipes permettant de calculer un indi-
cateur d’intensité du recours au travail posté (NOP) qui, couplée à la durée du travail, permet
de calculer la durée d’utilisation des équipements (DUE) à partir de la relation suivante2 :
• Bien qu’elle repose sur des hypothèses fortes, une telle mesure de la durée d’utilisation des
équipements est couramment utilisée dans les analyses empiriques (Cette et Bosworth, 1995).
Dans notre cas, cette décomposition permettra en outre d’estimer l’élasticité de la durée du
travail et du travail posté3.
• La durée du travail au niveau individuel provient de l’enquête DUE. Concernant cette dernière
variable, on ne peut exclure qu’elle soit très imparfaitement mesurée : les résultats agrégés
obtenus à partir de cette variable sont proches de ceux de l’enquête Acemo-Dares, ce qui lais-
serait supposer qu’elle surestime également la diminution de la durée du travail (Dares, 2001).
En effet, les entreprises sont interrogées sur une base hebdomadaire ne tenant pas compte
d’éventuels accords de modulation du temps de travail; en outre, les heures supplémentaires
ne semblent pas être comptabilisées.
Le rapprochement de ces deux sources conduit à un échantillon non cylindré de 386 entreprises
industrielles présentes sur tout ou partie de la période 1989-2001, soit 2493 observations4.
4. Relation estimée et méthode d’estimation
4.1 Estimation des paramètres de la fonction de production
Conformément à la littérature sur les degrés d’utilisation des facteurs, on suppose que la
production dépend des services du travail (SL) et du capital (SK). Par souci de simpliﬁcation,
nous avons retenu une spéciﬁcation de type Cobb-Douglas, parce qu’elle est couramment retenue
dans la littérature et parce qu’elle semble une bonne approximation de la structure d’une fonction
de production à deux facteurs (Hamermesh, 1993). En omettant le progrès technique et le terme
d’échelle, nous cherchons donc à estimer la relation suivante :
2. Voir Annexe 1 pour une déﬁnition dutravail posté.
3. Retenir une mesure synthétique de la DUE pose en effet le problème de la mesurede l’élasticité de la
durée du travail puisque la DUE dépend directement de la durée du travail.
4. Les statistiques descriptives ne sont pas présentées mais sont disponibles auprès des auteurs.
DUE NOP DHT ´ =7
, (1)
avec Y, valeur ajoutée au coût des facteurs en volume de l’entreprise i à la date t; SL, les services
fournis par le travail; SK, les services fournis par le capital; ;
Nous supposons en outre que les services rendus par un facteur dépendent de son stock et de sa




avec L, les effectifs; K, le volume de capital; DHT, la durée du travail; DUE, la durée d’utilisation
des équipements;  et , ce qui permet de tenir compte de l’éventualité d’une
décroissance de la productivité horaire du travail et du capital liée, dans le cas du travail, à un
« effet fatigue » et, dans le cas du capital, à l’augmentation des défauts de fabrication à mesure
qu’on utilise davantage les équipements.
L’incorporation des relations (2) et (3) dans (1) implique :
. (4)
Dans le cadre d’une fonction de production incorporant les degrés d’utilisation des facteurs
(équation 4), la notion de rendements d’échelle constants ne concerne que les stocks (Nadiri et
Rosen, 1969) : les rendements d’échelle seront unitaires si, à durées d’utilisation des facteurs
inchangées, le doublement des stocks de capital et de travail s’accompagne d’un doublement de la
production5.
Si on suppose maintenant que la durée d’utilisation des équipements correspond au produit de la
durée du travail par un indicateur d’intensité du recours au travail en équipes successives (NOP),
on obtient :
. (5)
5. Cette hypothèse permet d’assurer une cohérence avec la situation où l’on ne considère que les volumes
de facteurs, puisque cette situation suppose implicitement une stabilité des durées d’utilisation.
Yit , SLit ,
bL SKit ,
bK ´ =
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bNOP ´ ´ ´ =8
avec ; .
Après passage de la relation (5) en logarithmes (les variables en minuscules représentant des
logarithmes), on obtient :
. (6)
En reprenant le cadre déﬁni par Blundell et Bond (2000), la relation à estimer est de la forme
suivante :
(7)
avec  effet spéciﬁque temporel;  effet spéciﬁque sectoriel.
Le terme d’erreur est composé de trois effets :  est un effet spéciﬁque individuel;   est un
choc autorégressif d’ordre un  et  est un terme d’erreurs de mesure :
. (8)
L’incorporation d’un terme d’erreur autorégressif dans le terme d’erreur global permet ainsi




avec les contraintes :
 et (11)
Il est important de noter que le terme d’erreur  suit un processus  s’il n’y a pas
d’erreurs de mesure et un processus  si la variance de l’erreur de mesure est non nulle.
6. Une formalisation identique est obtenue en supposant que la productivité globale des facteurs suit un
processus stationnaire (Dupaigne, 2002).
bDHT bL aDHT bK bDUE bL bK + £ ´ + ´ = bNOP bK aDUE bK £ ´ =
Yit , bL Iit , bK + kit , bNOP + nopit , bDHT dhtit , ´ + ´ ´ ´ =
Yit , bL Iit , bK + kit , bNOP + nopit , bDHT dhtit , ´ + ´ ´ ´m t ds hi vit , mit , ++ () +++ =
gt ds
hi vit ,
|r|<1 () mit ,
vit , r vit 1 – , eit , + ´ =
eit , mit , MA 0 () ~ ,
yit , ryit 1 – , bL Iit , rlit 1 – , – () b K kit , rkit 1 – , – () b NOP nopit , rnopit 1 – , – () ++ + =
bDHT dhtit , rdhtit 1 – , – () g t rgt 1 – – () d s 1 r – () h i 1 r – () eit , mit , rmit 1 – , – ++ () ++ + +
yit , p1yit 1 – , p2Iit , p3lit 1 – , – p4kit , p5kit 1 – , p6nopit , ++ p7nopit 1 – , ++ + =
p8dhtit , p9dhtit 1 – , gt
* ds
* hi
* wit ++ + + + +
p3 p – 2p1 p5 ,p 4p1 p7 , – p6p1 – === p9 p8p1 – =
wit MA 0 ()
MA 1 ()9
L’estimation des élasticités des facteurs par rapport à la production est réalisée en plusieurs
étapes :
• Estimation de la relation (10)
• Test de validité des contraintes (11)
• Si les contraintes sont validées, estimation de la relation (9) qui permet d’obtenir les élasticités
des facteurs.
4.2 Les estimateurs
L’estimation d’une fonction de production sur données d’entreprises pose plusieurs problèmes dès
lors que l’on relâche les hypothèses d’hétérogénéité et que l’on s’intéresse aux propriétés à
distance ﬁnie des estimateurs standard. Comme le soulignent Griliches et Mairesse (1997),
l’estimateur des moindres carrés ordinaires fournit des estimations de paramètres plausibles en ce
qui concerne la part des facteurs dans l’économie et généralement cohérentes avec l’hypothèse de
rendements d’échelle constants. Cependant, en cas d’hétérogénéité non observée et de
simultanéité, cet estimateur devient moins performant7. Dans la même perspective, l’estimateur
Within conduit à des estimations peu satisfaisantes et biaisées vers le bas, et cela d’autant que la
dimension temporelle est faible relativement à la dimension individuelle, ce qui est souvent le cas
dans les panels microéconomiques (Anderson et Hsiao, 1981; Nickell, 1981).
Dans ce contexte, l’estimateur de la méthode des moments généralisés en différence première
(MMGD), qui élimine les effets spéciﬁques individuels non observés par différentiation à l’ordre
un, devrait conduire à des résultats plus satisfaisants. Cet estimateur peut être décrit comme suit.
Supposons que l’équation (3) vériﬁe les conditions suivantes :
(i) ;
où  et  respectivement.
(ii)
 et ;
7. Marschak et Andrews (1944) montrent que les variables exogènes ne peuvent être considérées comme
indépendantesetquel’hypothèsed’exogénéitén’estplusvériﬁéesil’onadmetquelechoixdesfacteurs
de production résulte d’un programme de maximisation duproﬁt de l’entreprise.
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La condition (i) exprime la possible corrélation des variables explicatives avec l’effet individuel,
le terme d’erreur autorégressif et l’erreur de mesure. La condition (ii) établit que l’effet
individuel, l’erreur autorégressive et l’erreur de mesure sont de moyenne nulle et que les termes
d’erreurs sont non corrélés avec l’effet individuel. La condition (iii) implique que l’erreur de
mesure n’est pas autocorrélée. La condition (iv) suppose que l’erreur autorégressive et l’erreur de
mesure ne sont pas corrélées. La condition (v) signiﬁe que les deux erreurs ne sont pas corrélées
entre les individus du panel. Enﬁn, la condition (vi) impose que les conditions initiales pour la
variable dépendante et les variables explicatives sont prédéterminées.
Prises ensemble, ces conditions impliquent les  conditions
de moments suivantes (  ou 3) :
où
avec  lorsque  et  lorsque .
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En d’autres termes, les variables en niveau correctement retardées servent d’instruments dans les
équations en différence première. Ces conditions peuvent être écrites de manière plus compacte :
(M1)
où
et  est déﬁnie ci-dessous :
où .
L’estimateur MMGD est convergent lorsque  et T est ﬁxé.  Cependant, cet estimateur a
des propriétés faibles en échantillon ﬁni. En particulier, Arellano et Bond (1991), Kiviet (1995),
Ziliak (1997) et Blundell et Bond (1998) montrent que l’estimateur MMGD peut être sévèrement
biaisé, sur la base de simulations de Monte-Carlo, lorsque (a) N est ﬁni, T est faible, (b) le nombre
de moments est relativement grand par rapport à la dimension individuelle et (c) les instruments
sont faibles au sens de Staiger et Stock (1997). Leurs résultats concernent un modèle autorégressif
simple sans variable explicative. L’inclusion de variables explicatives peut réduire ce biais. Dans
le même temps, lorsque les variables explicatives (et la variable dépendante) sont fortement
persistantes (éventuellement suivent une marche aléatoire), Blundell et Bond (2000) mettent en
évidence le biais et l’imprécision de l’estimateur MMGD8.
L’existence potentielle d’un biais non négligeable dans  les estimations MMGD de notre étude
nous a ainsi amenés à privilégier l’estimateur MMGS, et cela, d’autant que Mairesse et Hall
8. La difﬁculté est de mettre en évidence l’importance de ce biais à distance ﬁnie. Une méthode simple
consiste à comparer l’estimateur MMGD avec l’estimateur des moindres carrés ordinaires (MCO) et
l’estimateur Within. Dans le cadre d’un modèle autorégressif d’ordre un(sans variable explicative),
Hsiao (1986) montre que l’estimateur MCO est biaisé vers le haut, tandis qu’Anderson et Hsiao (1981)
et Nickell (1981) soulignent le fait que l’estimateurWithin est biaisé vers le bas (lorsque la dimension
temporelleestpetite).Aussi,unestimateurconvergentdutermeautorégressif( )devraitsesituerentre
ces deux cas limites. Dès lors, siles estimations MMGD sont proches ou inférieures aux résultats de
l’estimateur Within, on peut en conclure que les estimations sontbiaisées en raison par exemple
d’instruments faibles. Sevestreet Trognon (1996) montrent que cesrésultats sont également valides en
présence de régresseurs (à l’exception de la variable dépendante retardée) non corrélés avec l’effet
individuel et strictement exogènes par rapport à .
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(1996) montrent que l’estimateur MMGD n’améliore pas de manière signiﬁcative les résultats
dans le cas d’une fonction de production. Par ailleurs, Blundell, Bond, et Windmeijer (2000)
montrent également que l’estimateur MMGS améliore très signiﬁcativement les gains de
précision, mais aussi réduit de manière importante le bais d’échantillonnage par rapport à
l’estimateur MMGD lorsque les régresseurs sont faiblement exogènes et corrélés avec l’effet
individuel.9
En effet, dans le cas de séries fortement persistantes, Arellano et Bover (1995) et Blundell et Bond
(1998, 2000) montrent qu’il est préférable d’utiliser un estimateur de la méthode des moments
généralisés en système (MMGS). Il s’agit de combiner l’estimateur MMGD avec des conditions
supplémentaires portant sur les équations en niveau. En effet, Supposons que les conditions
suivantes soient vériﬁées :
(i) ;
(ii) .
La première condition établit que les variables explicatives (à l’exception de la variable
dépendante en différence première retardée) en différence première sont non corrélées avec l’effet
individuel. La deuxième condition indique que la variable dépendante en différence première en
 est non corrélée avec l’effet individuel. Ces hypothèses impliquent les
conditions de moments suivantes :
(M2)
avec  lorsque  et  lorsque .
Les conditions de moments sont applicables sous certaines
conditions sur les observations initiales (Arellano et Bover, 1995)10. Les conditions de moments
(M2) signiﬁent alors que les variables retardées en premières différences peuvent être utilisées
comme instruments pour les équations en niveau.
La matrice d’instruments pour les équations en niveau est alors déﬁnie par :
9. Pour les propriétés à distance ﬁnie, voir plus loin — section 4.3.
10. En particulier, si les processus et sont conjointement stationnaires, alors les conditions de
moments pour les équations en niveausont valides. Il s’agit d’une condition sufﬁsante mais non
nécessaire. Dans notre étude, cesconditions sont valides si les premiers moments des variables
explicatives (à l’exception de la variable dépendante retardée) sont invariants parrapport au temps
(conditionnellement aux variables indicatrices temporelles).
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où
Il est alors possible de construire, en prenant en compte les conditions de moments (M1) et (M2),
l’estimateur MMGD (linéaire) qui utilise simultanément les équations en niveau et les équations
en différence première. Il est à noter que seules les variables retardées en différence première en
 sont utilisées dans les équations en niveau, puisque les autres conditions sont redondantes
avec les conditions de moments (A2.1). La matrice des instruments de l’estimateur MMGS est
alors déﬁnie par :
.
Les conditions de moments s’écrivent alors :
  avec .
À partir d’un tel estimateur, Blundell et Bond (2000) obtiennent ainsi des estimations
particulièrement satisfaisantes des élasticités du travail et du capital dans le cadre d’une fonction
de production Cobb-Douglas.
Compte tenu des résultats obtenus par ces auteurs, nous utilisons l’estimateur MMGS comme
référence. Aﬁn d’apprécier les résultats de cet estimateur et de pouvoir comparer nos résultats à
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Deux tests de Wald sont réalisés pour chaque estimation : un test de représentation dynamique et
un test de rendements d’échelle constants11. De plus, contrairement à Blundell et Bond (2000),
qui utilisent les variances robustes issues de la première étape comme des variances robustes de
l’estimateur de la deuxième étape pour les estimateurs MMGD et MMGS, nous utilisons une
formule de correction de la variance de la deuxième étape proposée par Windmeijer (2000)12.
4.3 Les propriétés à distance ﬁnie des différents estimateurs
Cette section présente les performances des différents estimateurs présentés précédemment pour
des dimensions temporelle et individuelle proches de celles de l’échantillon considéré dans notre
étude. En effet, les résultats dans la litérature ne sont valides qu’asymptotiquement (lorsque T, N
tendent vers l’inﬁni, lorsque N ou T est ﬁxé et que l’autre dimension tend vers l’inﬁni). Dans cette
perspective, il peut être utile de comparer les différents estimateurs lorsque les dimensions
temporelle et individuelle sont relativement faibles. Pour ce faire, nous suivons la démarche de
Blundell, Bond et Windmeijer (2000).
Nous considérons le processus suivant avec une seule variable explicative :
11. La validité des conditions de moments sur les équations en niveau peut être évaluée à l’aide du test de
suridentiﬁcation standard de Sargan (1958), le test en différence de Sargan ou un test d’Hausman
comparant les résultats des estimations MMGD et MMGS (Arellano et Bond, 1991). Nous utilisons
dans notre étude les deux premiers types de test. Préalablement, Arellano et Bond (1991) proposent
d’utiliserlesstatistiques et pourtesterl’hypothèsenulledenon-corrélationdesrésidusàl’ordre
un (respectivement, ordre deux) pour l’estimateur MMGD (et l’estimateur MMGS). La statistique de
Sargan(noté et respectivementpourlesestimateursMMGDetMMGS)est,sousl’hypothèse
nulle de validité des conditions de moments, donnée par :
sous
où
est la matrice de pondération optimale, sont les résidus de
l’estimation de deuxième étape, , est le nombre de conditions de moments
etk est le nombre de paramètres estimés.
Lavaliditédesconditionsdemomentsdansleséquationsenniveauxestobtenueparletestendifférence
de Sargan, déﬁni comme suit :
.
12. Windmeijer (2000) a montré par des simulations de Monte-Carlo que les écart-types asymptotiques
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où
 et .
Les observations initiales sont obtenues à partir des conditions de stationnarité d’ordre deux des
processus.  Le processus  dépend du degré de persistence , de la corrélation avec l’effet
individuel et l’effet des erreurs de mesure (qá0). Ainsi, par exemple, si , le processus
est très persistant et les instruments sont faibles.
Nous supposons que les paramètres suivants sont ﬁxes dans les simulations de Monte-Carlo :
 et .
Ainsi, contrairement à Blundell, Bond et Windmeijer, nous estimons le paramètre ainsi que les
deux coefﬁcients autorégressifs, et . Sept cas sont considérés pour le triplet : (0.5,
0.5,1), (0.95, 0.5, 1), (0.5, 0.95, 1), (0.95, 0.95, 1), (0.99, 0.99, 1), (0.5, 0.99, 1) et (0.99, 0.5, 1).
La dimension individuelle est  et les résultats des estimations sont présentés pou
, 8 et 12. Pour chaque cas, le nombre de réplications est égal à 10 000, et l’écart-type et la
racine carrée de l’erreur quadratique moyenne sont calculés pour les estimateurs MCO, Within,d e
la méthode des moments généralisés en différence première (MMGD) et l’estimateur des
moments généralisés en système (MMGS).13
Le Tableau 2 montre les résultats suivants. Lorsque les  processus  et  ne sont pas trop
persistants (c.-à-d.  et/ou , cas 1, 2, 3, 6 et 7),  les estimateurs MCO et MMGS se
comportent mieux que les estimateurs Within et MMGD. En particulier, l’estimateur MMGS
permet de mieux estimer les trois paramètres, alors que l’estimateur MCO est généralement biaisé
vers le haut pour le paramètre  et est biaisé vers le bas pour le paramètre .   Ce meilleur
comportement des estimateurs MCO et MMGD est d’autant plus marqué que T est faible. Il est à
noter que l’estimateur MMGD est le plus sensible au biais lié aux instruments faibles (lorsque
est proche de 1) et  possède les écart-types et les erreurs quadratiques moyennes les plus élevés
parmi les quatre estimateurs considérés dans ces simulations de Monte Carlo. On trouve
également ce résultat dans l’étude de Blundell, Bond et Windmeijer (2000).
Lorsque les deux processus sont fortement persistants  (c.-à-d.  et , 0.99, cas 4 et 5),
l’estimateur MMGS est toujours plus performant en termes d’inférence ponctuelle, d’écart-type et
d’erreur quadratique moyenne. Ces résultats restent valables lorsque T décroît (  ou 8).
13. Les résultats pour l’estimateur des moments généralisés en niveau ne sont pas publiés mais sont
disponibles auprès des auteurs.
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Tableau 2 : Résultats des simulations de Monte-Carlo
Coefﬁcients MCO Within MMGD MMGS MCO Within MMGD MMGS MCO Within MMGD MMGS
T = 12 T = 8 T = 4
Cas 1 : (a, r, b) = (0,5 ; 0,5 ;1)
b 0,778 0,549 0,878 1,014 0,780 0,545 0,857 1,022 0,780 0,576 0,914 1,085
Écart-type 0,045 0,054 0,163 0,151 0,059 0,073 0,228 0,205 0,106 0,129 0,556 0,404
RMSE 0,226 0,454 0,204 0,152 0,228 0,460 0,269 0,206 0,237 0,443 0,562 0,413
a 0,818 0,392 0,471 0,527 0,817 0,302 0,457 0,529 0,812 -0,092 0,449 0,541
Écart-type 0,010 0,020 0,049 0,034 0,013 0,027 0,070 0,045 0,022 0,040 0,181 0,101
RMSE 0,318 0,109 0,056 0,044 0,317 0,200 0,083 0,054 0,313 0,594 0,188 0,108
r 0,761 0,343 0,491 0,500 0,761 0,240 0,485 0,500 0,762 -0,161 0,488 0,500
Écart-type 0,017 0,022 0,037 0,031 0,020 0,028 0,056 0,041 0,032 0,036 0,143 0,085
RMSE 0,262 0,158 0,038 0,031 0,262 0,262 0,058 0,041 0,264 0,662 0,143 0,085
Cas 2 :  (a, r, b) = (0,95 ; 0,5 ;1)
b 0,685 0,617 0,833 1,067 0,689 0,658 0,877 1,087 0,644 0,717 1,016 1,134
Écart-type 0,050 0,056 0,174 0,153 0,064 0,080 0,219 0,206 0,112 0,142 0,578 0,420
RMSE 0,318 0,386 0,242 0,167 0,317 0,351 0,251 0,224 0,373 0,317 0,579 0,441
a 0,986 0,830 0,899 0,966 0,985 0,709 0,903 0,963 0,986 0,100 0,904 0,957
Écart-type 0,001 0,014 0,050 0,007 0,001 0,023 0,064 0,008 0,002 0,045 0,211 0,018
RMSE 0,036 0,121 0,072 0,017 0,036 0,242 0,079 0,015 0,036 0,851 0,216 0,019
r 0,761 0,343 0,491 0,500 0,761 0,240 0,486 0,500 0,762 -0,160 0,488 0,499
Écart-type 0,017 0,022 0,038 0,032 0,021 0,028 0,056 0,041 0,032 0,037 0,146 0,087
RMSE 0,262 0,159 0,039 0,032 0,262 0,261 0,058 0,041 0,264 0,661 0,146 0,087
Cas 3 : (a, r, b) = (0,5 ; 0,95 ;1)
b 0,831 0,877 0,681 1,095 0,832 0,878 0,596 1,093 0,833 0,730 0,365 1,097
Écart-type 0,029 0,044 0,347 0,065 0,037 0,069 0,508 0,086 0,067 0,135 1,690 0,204
RMSE 0,171 0,131 0,471 0,115 0,172 0,140 0,649 0,126 0,180 0,301 1,805 0,225
a 0,649 0,458 0,473 0,524 0,649 0,360 0,463 0,526 0,648 -0,090 0,447 0,525
Écart-type 0,012 0,018 0,041 0,025 0,016 0,025 0,056 0,033 0,028 0,040 0,150 0,070
RMSE 0,150 0,046 0,049 0,035 0,150 0,142 0,068 0,042 0,151 0,592 0,159 0,074
r 0,997 0,692 0,597 0,971 0,997 0,539 0,459 0,970 0,997 -0,017 0,251 0,965
Écart-type 0,002 0,019 0,267 0,029 0,002 0,026 0,354 0,043 0,004 0,041 0,900 0,125
RMSE 0,047 0,258 0,442 0,036 0,047 0,412 0,606 0,047 0,047 0,968 1,139 0,126
Cas 4 : (a, r, b) = (0,95 ; 0,95 ;1)
b 0,871 1,105 0,719 1,061 0,832 1,159 0,711 1,061 0,721 0,903 0,785 1,053
Écart-type 0,030 0,054 0,317 0,052 0,040 0,084 0,407 0,076 0,079 0,150 0,987 0,217
RMSE 0,132 0,118 0,424 0,081 0,173 0,179 0,499 0,098 0,290 0,178 1,010 0,223
a 0,963 0,884 0,930 0,955 0,965 0,765 0,918 0,955 0,970 0,093 0,853 0,955
Écart-type 0,001 0,010 0,026 0,002 0,002 0,020 0,047 0,004 0,003 0,045 0,243 0,012
RMSE 0,013 0,066 0,032 0,006 0,015 0,186 0,057 0,006 0,020 0,858 0,262 0,013
r 0,997 0,692 0,599 0,971 0,997 0,540 0,456 0,970 0,997 -0,017 0,260 0,966
Écart-type 0,002 0,018 0,268 0,029 0,002 0,026 0,356 0,042 0,004 0,040 0,893 0,127
RMSE 0,047 0,258 0,441 0,036 0,047 0,411 0,609 0,047 0,047 0,967 1,129 0,128
(suite)17
Tableau 2 : Résultats des simulations de Monte-Carlo (suite)
Coefﬁcients MCO Within MMGD MMGS MCO Within MMGD MMGS MCO Within MMGD MMGS
T = 12 T = 8 T = 4
Cas 5 : (a, r, b) = (0,99 ; 0,99 ;1)
b 0,905 1,224 0,647 1,013 0,863 1,267 0,607 1,010 0,752 0,938 0,604 0,999
Écart-type 0,024 0,060 0,402 0,036 0,035 0,089 0,545 0,056 0,077 0,149 1,579 0,187
RMSE 0,098 0,232 0,535 0,038 0,142 0,281 0,672 0,057 0,260 0,161 1,629 0,187
a 0,991 0,922 0,983 0,990 0,992 0,803 0,974 0,990 0,993 0,110 0,897 0,990
Écart-type 0,000 0,009 0,016 0,000 0,000 0,018 0,037 0,000 0,000 0,045 0,247 0,002
RMSE 0,001 0,069 0,017 0,000 0,002 0,188 0,040 0,000 0,003 0,881 0,263 0,002
r 1,000 0,720 0,338 1,000 1,000 0,564 0,248 1,000 1,000 -0,003 0,088 0,998
Écart-type 0,000 0,018 0,303 0,008 0,000 0,026 0,368 0,011 0,001 0,041 0,917 0,063
RMSE 0,010 0,271 0,719 0,012 0,010 0,426 0,828 0,015 0,010 0,994 1,287 0,063
Cas 6 : (a, r, b) = (0,5 ; 0,99 ;1)
b 0,837 0,914 0,631 1,024 0,837 0,917 0,579 1,024 0,837 0,746 0,378 1,029
Écart-type 0,026 0,043 0,412 0,051 0,034 0,069 0,590 0,067 0,062 0,134 1,889 0,138
RMSE 0,164 0,096 0,411 0,051 0,166 0,108 0,724 0,071 0,175 0,288 1,989 0,141
a 0,597 0,460 0,489 0,507 0,597 0,364 0,483 0,507 0,597 -0,090 0,475 0,504
Écart-type 0,013 0,017 0,031 0,024 0,016 0,025 0,045 0,032 0,030 0,040 0,122 0,064
RMSE 0,098 0,043 0,033 0,025 0,098 0,138 0,047 0,033 0,102 0,591 0,125 0,065
r 1,000 0,720 0,345 1,000 1,000 0,564 0,247 1,000 1,000 -0,004 0,074 1,000
Écart-type 0,000 0,018 0,306 0,008 0,000 0,026 0,372 0,011 0,000 0,041 0,939 0,060
RMSE 0,010 0,270 0,713 0,012 0,010 0,426 0,830 0,015 0,010 0,994 1,311 0,061
Cas 7 : (a, r, b) = (0,99 ; 0,5 ;1)
b 0,731 0,638 0,841 1,048 0,715 0,680 0,880 1,070 0,644 0,734 1,016 1,127
Écart-type 0,052 0,056 0,167 0,154 0,066 0,082 0,217 0,209 0,113 0,143 0,599 0,429
RMSE 0,274 0,366 0,231 0,161 0,293 0,330 0,248 0,221 0,374 0,302 0,599 0,448
a 0,997 0,876 0,950 0,992 0,997 0,751 0,950 0,992 0,997 0,118 0,949 0,991
Écart-type 0,000 0,013 0,041 0,001 0,000 0,022 0,056 0,002 0,000 0,046 0,204 0,003
RMSE 0,007 0,115 0,057 0,003 0,007 0,240 0,069 0,003 0,007 0,874 0,208 0,004
r 0,761 0,342 0,491 0,5000 0,762 0,240 0,486 0,5000 0,762 -0,160 0,490 0,499
Écart-type 0,017 0,022 0,037 0,031 0,020 0,027 0,056 0,041 0,032 0,037 0,143 0,086
RMSE 0,262 0,159 0,038 0,031 0,262 0,262 0,058 0,041 0,264 0,661 0,144 0,086
Nota : RMSE signiﬁe racine carrée de l’erreur quadratique moyenne.18
Les résultats montrent ainsi que l’inférence sur le paramètre est généralement très sensible aux
propriétés de persistance du processus .  En particulier, l’écart-type et l’erreur quadratique
moyenne sont plus élevés que pour les autres paramètres.  Pour les deux autres paramètres,  il
existe un biais non négligeable suivant le cas considéré et l’estimateur utilisé.  Dans le même
temps, la précision (écart-type) s’accroît lorsque la dimension temporelle augmente.
Ces résultats des simulations de Monte-Carlo conduisent à préférer l’estimateur MMGS. Dans ce
dernier cas, on ne peut cependant exclure l’existence d’un biais vers le haut pour le paramètre .
5. Les résultats
5.1 Rendements d’échelle constants et élasticité du capital proche
de 0,3 lorsque la fonction de production est à deux facteurs
Nous estimons tout d’abord une fonction de production comprenant les seuls stocks de facteurs.
Pour les estimateurs MMGD et MMGS, les niveaux des variables y, k et l de t –3  à t – 5 et les
taux de croissance en t – 2 ont été utilisés comme instruments14, ce qui réduit l’échantillon à 949
observations15.  Le test de représentation dynamique est statistiquement accepté pour l’ensemble
des estimateurs (Tableau 3).
Ces premiers résultats indiquent un coefﬁcient autorégressif biaisé vers le haut pour l’estimateur
des MCO et vers le bas pour l’estimateur Within (voir Annexe 2), soit des résultats standard de la
littérature. Concernant l’estimateur MMGD, on obtient un coefﬁcient autorégressif très faible et
non signiﬁcatif.
Conformément aux résultats usuels obtenus avec les estimateurs MCO et Within, on obtient des
élasticités du travail et du capital plausibles (en ce qui concerne la part des facteurs dans
l’économie) et conformes avec l’hypothèse de rendements d’échelle constants (Tableau 3). Pour
l’estimateur MMGD, les résultats révèlent une élasticité du capital proche de zéro et non
signiﬁcative. Ils sont comparables à ceux de Mairesse et Hall (1996).
Les résultats de l’estimateur MMGD conduisent à s’interroger sur la nature des instruments. En
particulier, pour que les paramètres soient correctement identiﬁés, une condition est que les
instruments soient corrélés avec la variable endogène dans les équations en différence première.
14. Les résultats lorsque les instruments sont les niveaux retardés de à et les taux de croissance
en pour et sont présentés en annexe.
15. Il convient donc d’être prudent avec les résultats de nos estimations dans la mesure où la dimension
individuelle est relativement faible, alors que la dimension temporelle atteint pour certaines entreprises




t 2 – t 4 –
t 1 – yk , l19
Dans le cas contraire, les instruments sont faibles au sens de Staiger et Watson (1997), et
l’estimateur MMGD est alors peu performant16. Or, Blundell et Bond (2000) ont montré qu’au
cas où les séries sont fortement persistantes, les instruments utilisés pour l’estimateur MMGD
sont faibles et que cet estimateur n’est pas pertinent.
Aﬁn d’approfondir l’analyse des résultats, nous avons étudié les propriétés de persistance des
différentes séries et testé l’hypothèse de racine unitaire à partir de régressions par les MCO. Ce
choix est motivé par les travaux de Bond, Nauges, et Windmeijer (2002) sur la robustesse des tests
de racine unitaire sur données de panel, lesquels ont conclu à la robustesse du test t (unilatéral)
basé sur une régression par les MCO.  Nos résultats indiquent que les séries sont fortement
persistantes sans toutefois présenter de racine unitaire17 (Tableau 4).
Compte tenu de ces résultats18, il semble donc plus pertinent d’utiliser l’estimateur MMGS.
D’une part, l’estimation du paramètre autorégressif est plus satisfaisante. D’autre part, les
résultats conduisent à des élasticités du travail et du capital statistiquement signiﬁcatives, de
l’ordre de 0,47 et 0,42 (Tableau 4). Ces élasticités sont comparables à celles obtenues par Blundell
et Bond (2000) sur données d’entreprises américaines. Les écarts-types plus importants reportés
ci-après proviennent de la correction de la variance à partir des travaux de Windmeijer (2000).
16. L’intuition est la suivante. Si l’on considère le casextrême d’une marche aléatoire, il n’existe pas de
corrélation entre la variable en différence première et les niveaux retardés. Il s’ensuit que le paramètre
autorégressif n’est pas identiﬁé, que la condition de rangn’est pas satisfaite et que les instruments
n’apportent aucune information.
17. Bond,NaugesetWindmeijer(2002)notentcependantquelapuissancedecetestdiminueàmesureque
la variance de l’effet individuel augmente :il devient plusdifﬁcile de rejeter H0.
18. La fortepersistance de la variable expliquée peut être atténuée en remplaçant la valeur ajoutéepar la
valeurajoutée par tête (le coefﬁcient d’autocorrélation ressort à 0,93). Les résultats obtenus sont
cependant équivalents et ne seront pas présentés. Ils sont néanmoins disponibles sur simple demande
aux auteurs.
Tableau 3 : Fonction de production Cobb-Douglas à deux facteurs
























bK 0,321 0,274 0,280
Nota : écarts-types entre parenthèses
* Résultats de la deuxième étape; écarts-types corrigés d’après Windmeijer (2000);
 ** hypothèse de rendements d’échelle constants rejetée20
Comme l’hypothèse de rendements d’échelle constants est acceptée, une estimation sous
contrainte a été réalisée : elle aboutit à des élasticités du travail et du capital légèrement
différentes, puisque l’élasticité du travail est alors proche de 0,7 et celle du capital de 0,3, soit des
résultats équivalents à ceux obtenus pour les estimateurs MCO et Within.
5.2 Travail posté et capital : des élasticités identiques
au sein de la combinaison productive?
Nous estimons ensuite une fonction de production intégrant le travail posté et la durée du travail.
Pour les estimateurs MMGD et MMGS, les niveaux des variables y, k, l et nop de t –3 à t –5 e t
les taux de croissance en t – 2 ont été utilisés comme instruments19. Compte tenu des
incertitudes concernant la mesure de la durée du travail, il a été décidé de ne pas la retenir comme
instrument. Comme précédemment, le test de représentation dynamique est statistiquement
accepté pour l’ensemble des estimateurs (Annexe 2). Le Tableau 4 présente les résultats pour les
différents estimateurs.
L’incorporation de la durée du travail et du travail posté dans la fonction de production ne modiﬁe
pas les élasticités du travail et du capital pour les estimateurs MCO, Within et MMGD. En
revanche, pour l’estimateur MMGS, l’élasticité du travail atteint 0,69 et celle du capital 0,34
(Tableau 5).
La prise en compte de la durée du travail se révèle décevante puisque, quel que soit l’estimateur,
l’élasticité du travail est particulièrement faible et n’est signiﬁcative que pour l’estimateur Within.
Un tel résultat semble pouvoir s’expliquer par les incertitudes entourant sa mesure : il semble que
cette variable ne tient pas compte des redéﬁnitions du temps de travail qui ont pu accompagner la
réduction sensible du temps de travail à partir de 1997 et qu’elle ne tient compte ni des accords
d’annualisation de la durée du travail ni des heures supplémentaires. Le proﬁl particulier de cette
19. Les résultats lorsque les instruments sont les niveaux retardés de à et les taux de croissance
en pour , et , sont présentés en annexe.
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Tableau 4 : Persistance et tests de racine unitaire
Yt Lt Kt NOPt Dht










t-test  ** 0,04 0,05 0,00 0,00 0,00
*  régression OLS : Zit = aZi, t–1 + ms + ht + vi + ei,t, avec Z = Y, K, L, Nop, Dht  et ms, indicatrices sectoriel-
les (niveau naf 16) et ht, indicatrices temporelles;
**  test  t (p-value) : H0 : a = 1 et H1 : a < 1. cf. Bond et coll. (2002) pour une présentation du test.21
variable et notamment sa faible variance et l’existence de points d’accumulation semblent
également de nature à justiﬁer nos résultats (Graphique 1).
L’incorporation du travail posté semble plus intéressante : l’élasticité du travail posté est
signiﬁcative pour l’ensemble des estimateurs excepté l’estimateur MMGD; dans le cas de
l’estimateur MMGS, cette élasticité est d’un niveau proche de celle du capital et on ne peut
exclure statistiquement la possibilité que ces deux élasticités soient identiques. Cela signiﬁerait
ainsi que le développement du travail posté aurait le même impact sur la production qu’une
augmentation du stock de capital.
De même que pour la fonction de production à deux facteurs, l’hypothèse de rendements
d’échelle constants est acceptée pour toutes les estimations, excepté la méthode des moments
généralisés en différences. L’imposition de rendements constants modiﬁe légèrement les résultats
de l’estimateur MMGS, puisque l’élasticité de la durée du travail augmente (de 0,28 à 0,46).
Quant à l’élasticité du travail posté, bien qu’elle soit légèrement plus importante (de 0,30 à 0,52),
elle reste statistiquement équivalente à celle du capital.
Comme la prise en compte de la durée du travail conduit à une élasticité non signiﬁcative ou
contraire à l’intuition, puisqu’elle se révèle inférieure à celle du seul travail (soit un résultat en
contradiction avec les résultats de la littérature (Hamermesh, 1993), nous procédons à de
nouvelles estimations sans cette variable.
L’estimation d’une fonction de production de type Cobb-Douglas à trois facteurs (capital, travail,
travail posté) aboutit à des résultats proches des précédents, quel que soit l’estimateur considéré.
Dans le cas de l’estimateur MMGS, on retrouve une élasticité du travail posté statistiquement
équivalente à celle du capital (Tableau 6). Aﬁn de tester la robustesse de ce résultat, des
estimations ont été réalisées en utilisant différents indicateurs de recours au travail posté
alternatifs : on retrouve encore une égalité entre l’élasticité du capital et celle du travail posté
(Tableau 6)
5.3 L’apport des durées d’utilisation dans la combinaison productive
L’apport statistique des durées d’utilisation des facteurs peut être évalué à partir du test proposé
par Bond, Bowsher et Windmeijer (2001), qui consiste à comparer la valeur de la fonction à







Graphique 1: Répartition de la durée du travail dans l’échantillon
Tableau 5 : Fonction de production avec durée du travail et travail posté







































































Nota : écarts-types entre parenthèses
* Écarts-types de la deuxième étape corrigés d’après Windmeijer (2000)
** hypothèse de rendements d’échelle constants rejetée
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Sous l’hypothèse nulle et pour r contraintes de type , la statistique calculée suit
un  à r degrés de liberté :
avec .
Les résultats des tests (Tableau 6) conﬁrment que la mesure de la durée du travail utilisée
n’apporte statistiquement aucune information puisqu’on accepte l’hypothèse (H0) ,
contrairement à l’intensité du recours au travail posté, où l’on rejette l’hypothèse .
5.4 Une comparaison avec les études antérieures
Une comparaison du Tableau 1 avec nos résultats montre que la prise en compte du travail posté
améliore sensiblement les estimations de la part des facteurs dans l’économie. Les coefﬁcients
correspondants sont pour la plupart signiﬁcatifs et permettent d’obtenir des estimations plus
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Tableau 6 : Fonction de production Cobb-Douglas avec travail posté






















































































Nota : écarts-types entre parenthèses
*      Résultats de la deuxième étape ; écarts-types corrigés d’après Windmeijer (2000)
**    Hypothèse de rendements d’échelle constants rejetée
***  Test de Wald   H0 : bK = bNOP24
signiﬁcatives pour les productivités marginales du capital et du travail, et plus conformes aux
rémunérations de ces facteurs dans la valeur ajoutée : par conséquent l’hypothèse de rendements
d’échelle unitaires par rapport aux stocks de capital et de travail ne peut être rejetée.
En particulier, les études sur données françaises tendent respectivement à sous-estimer la part du
capital dans l’économie et à surestimer la part du travail dans la valeur ajoutée, notamment
lorsque les données au niveau individuel ne sont pas prises en compte. Dans le même temps, les
estimations obtenues à partir de l’estimateur MMGD ne diffèrent que marginalement des
estimations MCO pour la part des facteurs capital et travail dans l’économie. Un deuxième débat
dans l’estimation des fonctions de production concerne les productivités relatives des effectifs
salariés et de la durée du travail. Les valeurs respectives de ces paramètres interviennent dans la
discussion des gains éventuels de productivité liés à une variation de la durée du travail. Elles
permettent aussi d’évaluer par exemple la plausibilité du régime de recours permanent aux heures
supplémentaires de la part d’une entreprise. Or, les résultats empiriques sont assez contrastés sur
ce point.
Diverses études (Feldstein, 1967, sur données britanniques ou Craine, 1973, sur données
américaines) obtiennent une élasticité de la production vis-à-vis de la durée individuelle du travail
qui est supérieure à l’unité. D’autres travaux obtiennent des valeurs plus faibles, soit en
différenciant les comportements par grands secteurs de l’économie (Leslie et Wise (1980), pour le
Royaume-Uni), soit en introduisant des indicateurs cycliques, soit en considérant le rôle des
services producteurs du capital (Hart et McGregor, 1988 ou Anxo et Bigsten,1989). Ainsi,
l’omission de la durée d’utilisation des équipements peut induire des résultats biaisés. En effet,
Tableau 7 : Apport de la durée du travail et de l’intensité du recours
au travail posté dans la combinaison productive
Stat p-stat
Durée du travail
Équation à quatre facteurs (K, L, NOP, DHT)
vs.
Équation à trois facteurs (K,L,NOP)
H0 : bDHT =0
0,58 0,447
Intensité du recours au travail posté
Équation à trois facteurs (K,L,NOP)
vs.
Équation à deux facteurs (K,L)
H0 : bNOP =0
4,39 0,036
Nota : Stat correspond à la statistique déﬁnie par Bond, Bowsher et Windmeijer (2001) et suit un c2 à 1 degré de
liberté sous l’hypothèse H0; la méthode d’estimation utilisée est la méthode des moments généralisés en système
(MMGS).25
une hausse de la durée du travail, à organisation du travail donnée (donc à nombre d’ouvriers par
poste ﬁxé), induit un accroissement de la durée d’utilisation du capital, qui permettra d’augmenter
la production. Faute de prendre en compte cet effet, l’élasticité de la production par rapport à la
variable durée du travail risque donc d’être surévaluée.
Ne disposant pas de mesure de la durée d’utilisation des équipements, Anxo et Bigsten (1989)
proposent l’estimation d’une fonction de production pour l’industrie suédoise en intégrant le
capital, les effectifs, la durée du travail et un taux d’utilisation des capacités. Ils observent une
élasticité négative de la production par rapport au taux d’utilisation des capacités de production.
Ce résultat apparemment paradoxal — puisque ces auteurs retiennent a priori cet indicateur
comme une mesure conjoncturelle de l’écart entre offre et demande de biens — pourrait
s’expliquer par l’utilisation prioritaire des équipements les plus productifs, les autres n’étant mis
en marche que lors des phases de reprise importante de l’activité. Cela pourrait se justiﬁer par
l’existence de différentes générations d’équipements ou plus généralement par l’hétérogénéité du
capital, et l’on observerait ainsi, à l’approche de la pleine utilisation des capacités de productives,
des « effets de saturation », comparables à ceux analysés par Cette et coll. (1991). Disposant pour
notre part d’une mesure de la durée d’utilisation des équipements, nous obtenons, à l’instar de
Hart et McGregor (1988), des élasticités identiques de la production par rapport au capital ou à sa
durée d’utilisation.
6. Conclusion
Notre étude a permis d’établir un résultat intéressant : le recours au travail posté aurait un impact
signiﬁcatif sur la création de richesses, et l’élasticité du travail posté serait équivalente à celle du
capital. Toutes choses égales par ailleurs et en supposant l’homogénéité du stock de capital, il
serait équivalent d’acquérir un nouvel équipement ou d’utiliser le même deux fois plus longtemps.
Ces résultats sont en outre obtenus à partir d’une méthode d’estimation (la méthode des moments
généralisés en système) qui paraît plus efﬁcace que les estimateurs traditionnellement utilisés
(MCO, Within, méthode des moments généralisés en première différence) et qui renforce donc
notre diagnostic. Dans le même temps, les estimations MMGD montrent que les résultats obtenus
dépendent essentiellement de la prise en compte des équations en niveau et donc des instruments
en différence première. En revanche, nous n’avons pu mettre en évidence un impact réellement
signiﬁcatif de la durée du travail, vraisemblablement du fait d’erreurs de mesure et de sa faible
variance.26
Nous sommes néanmoins conscients des limites de notre étude : l’échantillon utilisé est de taille
relativement modeste et on ne peut exclure que la relative faiblesse de la dimension individuelle
comparativement à la dimension temporelle soit de nature à fragiliser nos résultats. En particulier,
si l’on généralise les résultats de nos simulations de Monte Carlo, on ne peut exclure l’existence
d’un biais pour les paramètres des variables exogènes.27
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Annexe 1 : Données utilisées, construction des variables,
et sélection de l’échantillon
A1.1 Travail posté et durée d’utilisation des équipements
Le travail posté ou travail en équipes successives est une forme de travail par relais dans laquelle
plusieurs équipes se succèdent avec un temps de chevauchement nul ou réduit au passage de
consignes. On distingue classiquement :
- le travail discontinu (de type 2x8), qui permet un temps de fonctionnement quotidien allongé
mais conserve un arrêt la nuit et en ﬁn de semaine
- le travail semi-continu (3x8), qui permet un fonctionnement ininterrompu, sauf en ﬁn de
semaine
- le travail en continu, organisé sans aucun arrêt dans la semaine, en général avec 4 ou 5 équipes
(4x8 ou 5x8).
Ainsi, toutes choses égales par ailleurs, plus le recours au travail en équipes est important, plus la
durée d’utilisation des équipements est élevée : la durée d’utilisation d’un équipement est deux
fois plus élevée lorsque deux équipes s’y succèdent (par rapport à une situation où il n’existe pas
d’équipes successives), trois fois plus lorsque trois équipes s’y succèdent, …
Les mesures de la durée d’utilisation des équipements (DUE) reposant sur l’organisation du
travail en équipes et la durée du travail correspondent au produit d’un indicateur d’intensité du
recours au travail posté (NOP) par la durée moyenne du travail (DHT) :
.
L’intensité du recours au travail posté utilisée pour mesurer la durée d’utilisation des équipements
correspond généralement à une moyenne du nombre d’équipes successives.
A1.2 : Construction des variables
La valeur ajoutée au coût des facteurs en valeur (VACF_VAL) est calculée à partir de données de
la Centrale des Bilans d’après la relation suivante :
VACF_VAL = FL + FM + FN – (FS + FT + FU + FV + FW) + FO – FX,
avec Fl, chiffre d’affaires net; Fm, production stockée; Fn, production immobilisée; Fs, achats de
marchandises; Ft, variation de stock de marchandises; Fu, achats de matières premières et autres
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approvisionnements; Fv, variation de stocks de matières premières et autres approvisionnements;
Fw, autres achats et charges externes; Fo, subventions d’exploitation; Fx, impôts, taxes et
versements assimilés;
La valeur ajoutée en volume (Y) est ensuite obtenue en déﬂatant par un indice de prix sectoriel
(niveau naf36).
En raison d’absence d’information sur l’évolution de l’efﬁcacité des équipements au cours du
temps, le stock de capital en volume (K) calculé au niveau individuel est un stock brut de capital.
En raison des données disponibles, il se rapporte à l’ensemble des immobilisations corporelles. Il
est calculé à partir d’un modèle de déclassement proportionnel, d’après la relation :
avec , taux de déclassement des équipements constant ﬁxé à 5% (Sylvain, 2003a).
Le volume de capital initial est calculé en supposant qu’il a été entièrement acquis à la date
initiale diminuée de l’âge du capital à cette date; l’âge du capital est déterminé à partir de la part
des équipements amortis, en supposant que l’amortissement est linéaire. Les chroniques
d’investissements et le stock de capital initial sont déﬂatés par des indices de prix sectoriels de
l’investissement (niveau naf36);
Les effectifs totaux (L) et la durée du travail (DHT) proviennent de l’enquête annuelle sur la
durée d’utilisation des équipements.
L’indicateur d’intensité du recours au travail posté (NOP) est calculé à partir des informations
sur la structure du travail posté fournies par l’enquête annuelle sur la durée d’utilisation des
équipements. Pour chaque entreprise, cet indicateur est déﬁni tel que :
avec n, le nombre d’équipes; , la part des effectifs travaillant en n équipes; , coefﬁcients
constants.
Compte tenu des données disponibles, on a supposé que le travail en discontinu, semicontinu et
continu correspondaient à une organisation en deux, trois et cinq équipes.
Selon les coefﬁcients  retenus, on retrouve les mesures usuelles de l’intensité du recours au
travail posté (Tableau A). L’approche harmonique déﬁnit l’intensité du recours au travail posté













comme la moyenne harmonique du nombre d’équipes, l’approche arithmétique comme la
moyenne arithmétique du nombre d’équipes. L’indicateur économétrique, indicateur utilisé dans
cette étude, retient des coefﬁcients  issus d’estimations économétriques sur données
individuelles (Sylvain, 2003b).
A1.3 Sélection de l’échantillon
L’échantillon provient du rapprochement de deux bases de la Banque de France : l’enquête
annuelle sur la durée d’utilisation des équipements dans l’industrie et la Centrale des Bilans.
Les entreprises appartenant aux premiers et derniers centiles des répartitions des variables
suivantes ont été exclues de l’échantillon : la valeur ajoutée au coût des facteurs; les effectifs; le
stock de capital; la productivité apparente du travail; la productivité apparente du capital;
l’intensité capitalistique.
Les entreprises présentant les évolutions suivantes ont également été écartées de l’échantillon :
une évolution de la valeur ajoutée en volume supérieure à 100% ou inférieure à -70%; une
évolution des effectifs supérieure à 50% ou inférieure à -40%; une évolution du stock de capital
supérieure à 70%; une évolution de la durée du travail supérieure à 30% ou inférieure à -30%; une
évolution de l’indicateur du recours au travail posté supérieure à 100% ou inférieure à -50%; une
évolution de la productivité apparente du travail supérieure à 100% ou inférieure à -70%; une
évolution de la productivité apparente du capital supérieure à 100% ou inférieure à -70%;
Conformément à la méthode d’estimation utilisée, on exige que les entreprises soient présentes au
moins cinq années consécutives dans l’échantillon. À l’issue de cette sélection, on obtient un
échantillon non cylindré de 2493 observations (386 entreprises) sur la période 1989-2001








a2 0,95 0,50 1
a3 0,91 0,33 1
a5 0,86 0,20 1
Source : Sylvain (2003b)
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Annexe 2 : Résultats des estimations1
1. Touteslesestimationssontréaliséesavecindicatricestemporellesetindicatricessectorielles(niveaunaf
16). Les notations suivantes sontutilisées : « m1 » est un test d’autocorrélation des résidus d’ordre un,
« m2 » d’ordre deux. « Sargan » est un test de validité des instruments. « Dsar » est un test de validité
des instruments supplémentaires (les instruments en différences pour MMGS). « Comfac » est un test
deWaldtestantlavaliditédelareprésentationdynamique.« Crs »estuntestdeWalddel’hypothèsede
rendements d’échelle constants .
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Les instruments utilisés sont les variables explicatives en niveau entre t – 3 et t – 5 et les variables en différence en
t–2 .
bL bK +1 = ()35
A2.2 : Fonction de production Cobb-Douglas avec durée du travail et travail posté
Ols Within
Dif-GMM
(t – 2/t – 4)
Dif-GMM
(t – 3/t – 5)
Sys-GMM
(t – 2/t – 4)
Sys-GMM
(t – 3/t – 5)
































































































































































































































































A2.2 : Fonction de production Cobb-Douglas avec durée
du travail et travail posté (suite)
Ols Within
Dif-GMM
(t – 2/t – 4)
Dif-GMM
(t – 3/t – 5)
Sys-GMM
(t – 2/t – 4)
Sys-GMM
(t – 3/t – 5)































































Les instruments utilisés sont les variables explicatives (excepté la durée du travail) en niveau entre t-3 et t-5 et les
variables en différence en t-2.37
A2.3 : Fonction de production Cobb-Douglas avec travail posté
Ols Within
Dif-GMM
(t – 2/t – 4)
Dif-GMM
(t – 3/t – 5)
Sys-GMM
(t – 2/t – 4)
Sys-GMM
(t – 3/t – 5)













































































































































































































































































Les instruments utilisés sont les variables explicatives en niveau entre t – 3 et t – 5 et les variables en différence en
t – 2.38
A2.4 : Fonction de production Cobb-Douglas avec indicateurs















































































































Les instruments utilisés sont les variables explicatives (excepté la durée du travail) en niveau entre t – 3 et t – 5 et
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