We present a catalogue of molecular cloud cores drawn from high latitude, medium opacity clouds, using the all-sky IRAS Sky Survey Atlas (ISSA) images at 60 and 100 µm. The typical column densities of the cores are N(H 2 ) ∼ 3.8 × 10 21 cm −2 and the typical volume densities are n(H 2 ) ∼ 2 × 10 3 cm −3 . They are therefore significantly less dense than many other samples obtained in other ways. Those cloud cores with IRAS point sources are seen to be already forming stars, but this is found to be only a small fraction of the total number of cores. The fraction of the cores in the protostellar stage is used to estimate the prestellar timescale -the time until the formation of a hydrostatically supported protostellar object. We argue, on the basis of a comparison with other samples, that a trend exists for the prestellar lifetime of a cloud core to decrease with the mean column density and number density of the core. We compare this with model predictions and show that the data are consistent with star formation regulated by the ionisation fraction.
INTRODUCTION
The denser regions of the interstellar medium are usually known as molecular clouds, and stars form in the very highest density parts of these clouds, which are usually referred to as molecular cloud cores. The process by which material is turned from a molecular cloud core into a star is far from being fully understood, since many complex physical processes are involved (see, for example, Mouschovias 1991, for a review).
The key to understanding the process of star formation appears to lie in the earliest stages of molecular cloud core evolution, since the initial conditions determine much of what subsequently takes place. Many observational studies have been conducted of such dense cores (e.g. Myers & Benson 1983; Myers, Linke & Benson 1983; Clemens & Barvainis 1988; Benson & Myers 1989; Bourke, Hyland & Robinson 1995a) , usually starting from an optically selected sample of dark clouds on sky survey plates. In this paper we present a sample of cloud cores selected on the basis of far-infrared optical depth using the IRAS Sky Survey Atlas (ISSA) images (Wheelock et al. 1994) , with a view to broadening the range of the physical parameters of cores that have been explored, and hence gaining further insight into the evolution of molecular cloud cores.
The paper is laid out as follows: Section 2 describes the manner in which optical depth maps were constructed from the ISSA data, including technical details such as background subtraction, and goes on to discuss cloud core selection and methodology verification techniques; Section 3 describes the new molecular cloud core catalogue that we have constructed from the data and the associations with previously known molecular clouds and IRAS point sources; Section 4 contrasts the properties of the new catalogue with previous molecular cloud core catalogues and compares the ensemble of mean catalogue properties with the theoretical predictions of models of ionisation-regulated star formation; and Section 5 presents the conclusions of the paper. Readers who are more theoretically inclined may wish to read Sections 3 & 4 before going back to Section 2.
OBSERVATIONAL DETAILS

Background subtraction
We chose to select the clouds using the IRAS Sky Survey Atlas (ISSA), which is an all-sky set of images at each of the four IRAS wavebands of 12, 25, 60 & 100 µm (Beichman et al. 1988; Wheelock et al. 1994 ). However, since we wished to select the coldest, densest clouds, we concentrated on the two longest wavelengths, 60 & 100 µm. We used these to construct optical depth and temperature maps of the regions of interest, in a similar manner to that adopted by Wood, Myers & Daugherty (1994) . These latter authors selected previously known molecular cloud regions, whereas we endeavoured to construct a distinct sample of previously little-studied clouds drawn from the all-sky set of plates. But before optical depth and temperature maps can be made, it is necessary to ensure that all background emission has been removed from the images. This is because in making optical depth and temperature maps, one must take the ratio of emission at two different wavelengths (in this case 60 & 100 µm). Therefore, any offset at one or other wavelength due to background emission not associated with the object will affect the ratio measurement. The ISSA images have already been fully processed and corrected for most of the Zodiacal background emission, but they still contain extended emission from the Galactic Plane and some residual Zodiacal emission. These are the backgrounds we now address.
Pixel histograms of all the ISSA fields were constructed by binning the pixels in each field into histograms of surface intensity. On examination it was found that some fields' pixel histograms contained a single peak, some contained double or multiple peaks and some had much more complicated structures. Each field was searched to identify whether the histogram had a peak with a width of less than 2MJysr −1 (i.e. ∼ 10 × the calibration noise) and at low enough intensity to be consistent with an area of background. Any such peak was taken as evidence of an area of low level emission in the field which can be described as an area of background containing only low level cirrus. A number of the fields were inspected visually. It was found that the pixels in the low level peak of the histogram in each case came from a contiguous, discrete area of the sky, and were not randomly isolated pixels, confirming that this automatic method was indeed finding genuine areas of sky.
A similar method was previously carried out for optical images by Beard, MacGillivray & Thanisch (1990) , who showed that histograms of pixels' intensities contain valuable information about the background regions within the image. In relatively empty areas of the sky the pixel histogram takes the form of a single Gaussian peak whereas in regions densely populated with real sources several further peaks appear in the histogram at higher intensities.
The position of the peak was recorded and used as a measure of the background surface brightness in the field. 272 ISSA fields were identified as having suitable background regions by this technique at 100µm and 368 were found at 60µm from a total of 430 for each wavelength. The widths of the low intensity peaks in the pixel histograms were generally at least a factor of two or three larger than the average calibration errors for the field -as estimated from the standard deviation in pixel values from one Hours Confirmed scan (HCON) to the next -indicating the existence of real cirrus structure within the background regions.
To investigate the overall nature of the background, maps which interpolated from region to region of background were constructed. This was done by first recording the values of the pixel histogram low intensity peaks (in MJysr −1 ) and recording the central position of the field in which it was found. A simple interpolation technique was devised, somewhat akin to box-car averaging. For every square degree on the celestial sphere the distance to the centre of the nearest few ISSA fields containing a region of background was calculated, to allow averaging. This gives a series of angular displacements to the background regions (θ1, θ2, θ3, θ4, ....θn), where: cos(θi) = cos(deci)cos(dec)cos(ra − rai) − sin(deci)sin(dec). There is a gap in the data through the map along the Galactic Plane (partly obscured because of the projection), due to a larger number density of clouds near the Galactic plane causing source confusion and thus preventing the background subtraction method from working.
Here the right ascensions and declinations of the positions to which we wish to interpolate are denoted ra and dec respectively, and the position of each background region is denoted rai and deci. We then attributed to each position the value of surface brightness:
This was chosen because it interpolates between positions smoothly, does not produce discontinuities and weights more heavily the nearest background regions, even given the nonuniform spatial sampling of background surface brightness. It essentially involves smoothing by a cosine bell of radius φ. The result of this process was then projected onto a 2d surface with equal area projection to create a map of background brightness for the whole sky. Fig. 1 shows the map of the background constructed by this technique at 100µm for φ = 12 degrees. The plot is an 'equal area' projection in Galactic coordinates. The intensity varies smoothly, and increases towards the Galactic Plane indicating that the cirrus intensity within background regions increases towards the Plane. The map contains negative values showing that the Zodiacal background subtraction used in producing the ISSA dataset was liable to over-compensate in some regions. The apparent gap through the centre of the map is due to our having to discard regions of high source confusion in the Galactic Plane, where our Galactic background subtraction did not work due to source confusion.
The residual 'striping' characteristic of images produced by IRAS was reduced to very low levels in the ISSA images, because of the careful calibration used to produce them. However, the act of ratio-ing two images tends to enhance any striping effects that remain. In some fields this striping was clearly visible, and in some cases dominated the structure of the optical depths maps. These fields were discarded. We selected 60 of the fields used in the interpolation for further study, based on their background regions being clearly identifiable and measurable, and on the quality of the images. Lynds (1962) ; (2) bright nebula catalogued by Lynds (1965) ; (3) molecular cloud identified and mapped in CO by Taylor, Dickman & Scoville (1987) ; (4) cluster listed by Lang (1992) ; and (5) molecular cloud identified and mapped in CO by Ramesh (1994 
Colour temperatures
We used the STARLINK data reduction package IRAS90 and, in particular the routine COLTEMP, to create colour temperature and optical depth maps from the ISSA images. We briefly describe the technique here (for further details, see Berry 1993a & b) . The far infrared radiation from a cloud of temperature T emitting a black body spectrum, B(ν, T), and absorbing I(ν, T)dτν, at a position in the cloud with an optical depth τν, leads to a flux received by an observer f(ν, T) given by:
Generally τν is dependent on ν in such a way (Hildebrand 1983) that:
where β is the dust emissivity index and νc is the critical frequency at which the optical depth is unity. Throughout this work we use the value suggested by Hildebrand (1983) of β = 1 at far-infrared wavelengths. These two equations describe a 'greybody' spectrum. We assume that the cloud is optically thin at the wavelengths observed - Wood et al. (1994) show that even towards the Galactic Plane this is true. Because τν ≪ 1, 1 − e −τν ∼ τν and we therefore use the expression:
The IRAS detectors were sensitive over a wide bandpass and there were 4 separate wavebands (i=1, 2, 3, 4 for 12, 25, 60 and 100 µm respectively) so that the measured flux in waveband i is:
where Ri(ν) is the spectral response curve for the waveband i receiver (see Beichman et al. 1988) . By taking the ratio of intensities at two wavebands i and j, and using the preceding equation, one can derive
This value is dependent on T, and the response curves of the receivers. Using the listed response curves in the IRAS Explanatory Supplement (Beichman et al. 1988) , one can tabulate fi/fj versus T. In the routine COLTEMP a spline giving T as a function of fi/fj is created by fitting to the tabulated values. For any observations of a cloud at 2 wavelengths one can then estimate the temperature and calculate the critical frequency at which τν c = 1:
Using this, one can calculate the optical depth of the cloud at another wavelength by using the equation for τ above. We altered COLTEMP to allow temperatures as low as 10K to be used (the publicly available version only accepts temperatures greater than 30K). In this way, optical depth maps were made of our chosen regions at 100 µm.
Optical depth maps
The optical depth at 100µm due to dust along the line of sight is expressible (Hildebrand 1983) as: where Ng is the column density of grains, a is the average radius of the grains and Q100 is the emission efficiency of the dust grains at 100µm. The mass column density of the grains is then given by:
where ρ is the average grain density. The total mass of the dust in a cloud of projected area A is therefore given by:
where σ d is the mean column density of dust in the cloud. The typical dust-to-gas mass ratio in the local ISM is normally assumed to be approximately 1:100. However it is clear that at 100 µm a significant fraction of the cold dust in the ISM is not detected, due to temperature and optical depth effects (see e.g. Wood et al. 1994) . Hence a simple application of this ratio to these data will underestimate the total mass of gas. Wood et al. (1994) argued that only 1/50 of the total dust is detected at IRAS wavelengths, and used a dust-to-gas ratio of 1:2000 in their analysis. They arrived at this value by using two relations: Firstly they adopted Av ∼ 2 × 10 4 × τ100 (Langer et al. 1989) ; and secondly they used NH 2 (cm −2 ) ∼ 10 21 × AV (Bohlin, Savage & Drake 1978). We follow Wood et al. (1994) and use a value of 1/2000 in the current study. With a value for (aρ/Q100) ∼ 32gcm −1 , one obtains the expression for the mass of material in a cloud:
where D is the distance to the cloud, and the optical depth of each pixel in the cloud image is summed.
Cloud selection
Of the resultant optical depth maps, some contained from one to three cloud complexes, varying in size from a few pixels to half a field, while several more were discarded, either due to having very little structure, being too noisy, or having major contamination from residual Zodiacal emission that none of the processing had been able to remove. Some of the clouds were found at the edges of the fields and hence were truncated. ¿From the remaining maps, 17 clouds were selected for further study. The clouds we selected are listed in Table 1 : Column 1 lists the name we assigned to each cloud, derived from the ISSA field number in which it was found; Columns 2 & 3 give the approximate position of the centre of the cloud; and the remainder of the table assigns distances, velocities and associations to the clouds we have selected.
It was found that 3 of the clouds were previously identified by Lynds as dark clouds (Lynds 1962) , 2 contained Lynds bright nebulae (Lynds 1965) , 7 had been identified by other authors (Taylor et al. 1987; Ramesh 1994) , who had subsequently measured their CO velocities, and 3 had nearby open cluster associations. Of the 3 open clusters, two have been dated and were found to be old: NGC 7142 is thought to be 4 billion years old; Merlotte 66 is 6 billion years old; in both cases implying that they were probably not linked with the cloud. In addition, comparison with the CO Galactic plane surveys (Dame et al. 1987) revealed that several clouds were associated with known cloud complexes. Only two had no previously published associations. Column 4 of Table 1 lists the known cloud associations.
Unlike molecular maps and surveys, which give the velocity of the clouds and hence give an estimate of the distances, these ISSA selected clouds -like the optically se-lected clouds of Lynds (1962) -do not have easily derivable distances. Distances were estimated either from velocity and spatial association with the Orion, Cepheus, Chameleon and Ophiuchus complexes, or by estimating an upper limit for distance obtained by assuming the clouds lie in the Galactic Disc -i.e. less than 60 pc away from the Galactic Plane (c.f. Clemens, Sanders & Scoville 1988) . Clouds found in Cepheus present a particular problem when one attempts to assign a distance. There are two different complexes along the line of sight: one at approximately 300 pc with a velocity ∼ 0 kms −1 ; and one in the local spiral arm at approximately 800 pc and with a velocity of ∼ −12kms −1 (Grenier et al. 1989) . Some of the Cepheus clouds we selected had been sampled with CO observations (Taylor et al. 1987) , and the measured velocities revealed the clouds belonged to one or other complex. This revealed that the sample presented here contains clouds from both complexes and hence that the three Cepheus clouds in the sample without CO observations could be at either of the two distances. In total, 11 of the 16 clouds had a single distance assigned to them, 2 had upper limits, and 3 could be at either of 2 distances. Column 5 of Table 1 gives the velocity of the cloud (if previously measured), and column 6 gives the estimated distance.
The case of L1689
As a cross-check of both the procedure used and the mass estimates derived, we made a map of a previously studied cloud, L1689. Colour temperature and optical depth maps were constructed and the results are presented in Figure 2 (a) as a 100-µm optical depth map of the region. An extended region of high 100-µm optical depth containing some structure is seen. Figure 2 (b) shows a 13 CO map of the same region taken from Loren (1989) . A similar morphology is seen in both maps. The two star-forming cores R57 (alias L1689N), and R59 (alias L1689S) are clearly visible, as is the isolated core R65 (alias L1689B).
At the centre of the cloud there is an apparent 'hole' in the optical depth map at the position of the bright point source, IRAS16288, which is a young protostar at the centre of L1689S. Wood et al. (1994) also noted that a bright, point-like source dominating the IRAS emission can cause an apparent hole in the 100-µm optical depth. They ascribed this to a beam filling factor effect. The right hand side of the above equation for τ (100) also contains a term for the solid angle of the source, Ω, which has been set equal to 1 in our analysis. For an extended molecular cloud source this is a valid assumption, but it fails when there is a bright point source in the beam. This is the effect we see in the case of IRAS16288.
We calculated the mass of L1689, using the above equation, from the 100-µm optical depth map in Figure 2 (a), and found a value of 448 M⊙ (assuming a distance of 160 pc). Loren (1989) used the 13 CO data shown in Figure 2 (b), and obtained a value of 566 M⊙. These two measurements are consistent to within ±20 per cent, which is as accurate as either method can claim, and so we conclude that the technique outlined not only gives accurate qualitative information on the morphology of interstellar clouds, but also appears to provide relatively good quantitative estimates of cloud masses. Nonetheless, we realise that masses derived from 100-µm optical depths might be underestimated in some cases, if the 100-µm emission is completely optically thick. In none of the cloud cores that we studied did this appear to be the case.
THE CORE CATALOGUE
Core properties
Figures 3 & 4 show grey-scale images, with isophotal contours overlaid, of nine of our molecular cloud regions. They can be seen to vary in size from 1 to 5 degrees across, and also to vary in complexity and structure. Some residual striping can be seen in two of the fields. However the typical structures associated with molecular clouds can be seen in all of the images -namely cores, filaments and other structures on all scales within the maps. Some of the structure seen in the maps corresponds to previously known molecular clouds, but some of the clouds, and many of the cores, had not been previously catalogued. For example, Figure 3 Table 1 and section 2.4 above.
A catalogue of the most opaque regions in each cloud was produced and the maps were examined. The definition of what constitutes a core in a molecular cloud is of necessity somewhat subjective. We chose to define a core as the most opaque 1% of a cloud's area. This level was chosen to ensure that the area defined as a core was relatively small compared to the cloud, and hence would only include the most dense regions where we would expect star formation to take place. We then calculated the mass of each core. Table 2 lists the properties of our new core catalogue. Column 1 lists the new number we have designated for each core in order of Right Ascension. Column 2 lists the cloud in which it is located, following the numbering convention of Table 1 . Columns 3 & 4 list the position of the centre of each core. Column 5 lists the derived colour temperature of each core. Column 6 lists the solid angle of each core in square arcmin. Column 7 lists the mean optical depth, and column 8 lists the peak optical depth of the core. Column 9 gives the ellipticity, column 10 lists the mean radius, column 11 lists the position angle (north through east) of the major axis and column 12 lists the mass of each core.
The median 100-µm optical depth of our 60 cores is 1.9 × 10 −4 , corresponding to a column density of N(H2) = 3.8 × 10
21 cm −2 . The median radius of the cores for which a distance is known is 0.31 pc, with a mean radius of 0.41 pc. The mean is skewed by a small number of large cores, so we prefer to use the median to characterise our sample. The median volume density of the sample is ∼2 × 10 3 cm −3
(the mean volume density is very similar). Hence we see that, by selecting our core sample based on a wavelength of 100 µm, we have typically selected somewhat lower density cores than many previous surveys of molecular cloud cores (see below). The difference is probably mainly due to our selecting relatively isolated clouds as a result of our constraints on background emission.
PSC associations
All of the IRAS point sources within the boundaries of each core were located using the Point Source Catalogue (PSC), and are listed in Table 3 . The core in which the source is found is noted along with the source flux densities at each IRAS waveband. A superscript in the last column indicates that the IRAS PSC listed a known association for the source:
(1) indicates that the source appears in the Smithsonian Astrophysical Observatory Star Catalogue (SAO); (2) (5) is the IRAS Small Scale Structure Catalog (Beichman et al. 1988 and references therein). There are 21 source associations, of which: 11 are detected only at 100 µm; two are detected only at 60 µm; with one detected at 60 & 100 µm, but no shorter wavelengths; five are only detected at 12µm; one source is detected at 12 & 25 µm, but not at longer wavelengths; and one source is detected at all four wavebands. The eleven 100-µm-only sources have upper limits at the shorter wavelengths such that we can say that their spectral energy distributions peak at a wavelength of around 100 µm or longer. The one source detected at all four wavebands and the source detected at 60 & 100 µm only, also have rising spectra to longer wavelengths. The other two 60-µm-only sources are also consistent with having rising spectra. This is the form of spectral energy density we would expect for deeply embedded young stellar objects (YSOs) or protostars. The six sources detected only at the shortest wavelengths have spectra consistent with field stars or other objects. Hence there appear to be 15 PSC sources associated with our 60 cores.
However, some of the PSC associations may still be chance alignments, and in addition the 100-µm-only sources could be cirrus associated with the clouds rather than embedded YSOs. So two 'control samples' were produced by offsetting the core positions by first 2 degrees and then 5 degrees in declination, and selecting the IRAS point sources associated with the new positions. In effect this produces two false populations of cores, one of which is still located in the clouds (the 2-degree offset population), and one of which is located outside of the clouds. This technique was chosen because it was thought that it would introduce the least bias in the estimate of the numbers of associations that were purely chance alignments.
In the control sample produced from a 2-degree displacement we found ten sources. Four were detected only at 100µm, and five sources were detected at 12 and 25µm -all of which were brighter at 12µm than 25µm. These are thus thought to be main sequence field stars -one had been positively identified as a B star. The one remaining source, which was detected at all wavelengths, was previously catalogued as a galaxy in the Upsalla General Catalogue of Galaxies. In the sample produced at a displacement of 5 degrees there were also ten sources, four of which were 100-µm-only sources. Six of the sources were detected at both 12 and 25 µm and were brighter at 12 µm than 25 µm, and again are probably field stars.
Hence we find no evidence for a significant difference between the two control samples, either due to the increased displacement, or to the location being inside or outside the clouds. Likewise, we see that the number of foreground stars remains roughly constant both in the control samples and the real sample. Of the remaining 15 PSC associations in the real sample, we conclude that six are probably chance alignments. Of the remainder, up to half may be 100-µm-only cirrus sources -i.e. the point source might be the cloud core itself (see, for example: Benson & Myers 1989; Reach, Heiles & Koo 1993; Bourke et al. 1995b ). Hence we estimate that the number of PSC sources, which are embedded YSOs and are associated with our sample of 60 cores, is five.
COMPARISON WITH PREVIOUS CORE CATALOGUES
Densities
We can compare our new catalogue of molecular cloud cores with catalogues produced by previous authors using different methods. For example, Myers et al. (1983) surveyed 90 cores in C 18 O and 13 CO. Using these observations they showed that the cores' C 18 O optical depths, as estimated from the ratio of C 18 O brightness to 13 CO brightness, was reasonably tightly distributed around a mean of 0.35 to 0.45. They found that the C 18 O column density, N18, had a mean of ∼ 1.6 × 10 15 cm −2 . This led them to estimate a typical N (H2) column density of ∼ 10 22 cm −2 . Clemens & Barvainis (1988) also carried out a survey of molecular cloud cores, and the IRAS images of these cores were studied by Clemens, Yun & Heyer (1991) . They found a typical 100-µm optical depth for their sample of 2.5 × 10 −4 . From this we can estimate a column density of N(H2) ∼ 5.0 × 10 21 cm −2 , using the above equations. Wood et al. (1994) carried out a survey of the ISSA data for some known star-forming regions, and produced a catalogue of molecular cloud cores. They found that their cores had a mean column density N(H2) ∼ 4.5 × 10 21 cm −2 . The mean volume density of the cores in each of these surveys can also be estimated. Myers et al. (1983) found a typical volume density in their cores of n(H2) ∼ 8 × 10 3 cm −3 . Wood et al. (1994) did not quote a typical volume density but a value can be estimated from their column density if a typical radius for the cores is known. The optimum value to use is complicated by the fact that they defined cores to be areas with visual extinction Av > 4. This leads to the inclusion of several very large 'cores' which we would define as 'clouds' (their largest 'core' is 329 pc 2 ). This skews their mean to a value much larger than the median. We therefore take the the second quartile boundary of radius, which is ∼ 0.5 pc in their sample. This leads to an estimate for the typical number density of 3 × 10 3 cm −3 . The typical number densities of the Clemens & Barvainis (1988) cores can also be estimated if the typical size of the cores is known. Clemens et al. (1991) claim that the typical radius of the cores is 0.35pc. This was calculated from the mean solid angle of the cores and an assumed distance of 600 pc. However, this distance estimate is somewhat uncertain. It was derived originally by Clemens & Barvainis (1988) from two considerations: firstly that the cores were generally within 12 degrees of the Galactic Plane; and secondly that the cores had LSR velocities of between 0 and 10 kms −1 . However, Bourke et al. (1995a) argued that, because these cores are seen in extinction against the background stars of the Galactic Plane, the survey is biased towards detecting cores near the Plane. Hence they derive an estimate of the typical distance to the cores of 300 pc. Using this value a typical radius of 0.175pc is derived, and hence a volume density of n(H2) ∼ 4.8 × 10 3 cm −3 is calculated for this sample. This is significantly higher than the value quoted by Clemens et al. (1991) , mainly due to the different distance assumed, but also partly because we have followed Wood et al. (1994) in calculating column density from 100-µm optical depth. Lemme et al. (1996) studied a subset of the Clemens & Barvainis (1988) cores and reached a similar conclusion: namely that Clemens et al. (1991) may have underestimated the typical density of the cores in the Clemens & Barvainis (1988) sample. Bourke et al. (1995b) presented data for two samples of molecular cloud cores: one sample consisted of isolated Bok globules, and the other was a set of cores in more extended clouds. These had mean column densities of 5 × 10 21 cm −2 and 1.6 × 10 22 cm −2 respectively, and volume densities of 10 4 cm −3 and 3 × 10 4 cm −3 respectively. Hence, it can be seen that each of these samples has selected cores with somewhat different properties. We here label the Bourke et al. (1995b) extended sample Bourke(1), and the Bok globule sample Bourke(2). All of the column and volume density estimates have associated errors from a number of causes. These include chiefly the assumed fractional abundance of the different tracers used in each set of observations. We believe that the values quoted are accurate relative to one another to within 20 per cent. Table 4 summarises the mean properties of each of the core samples we have discussed.
Protostellar content and pre-stellar life-time
A useful parameter in the study of dense cores is the fraction of cores in a given sample that contain protostars or YSOs. This parameter can be used to estimate a mean statistical life-time for the sample. This method was first used by Beichman et al. (1986) , who studied the embedded YSOs within the core sample of Myers et al. (1983) . They found that 35 cores had IRAS sources meeting the colour selection criteria of embedded YSOs and 43 had no embedded IRAS sources.
This method was also used by Wood et al. (1994) with slightly different selection criteria to discard foreground main sequence stars. They found that 59 out of the 255 cores in their sample had at least one embedded source. We carried out the same test for the cores in the Clemens & Baravainis (1988) sample, and found 65 cores out of 248 have embedded IRAS sources (using the Beichman et al. selection criteria). Bourke et al. (1995b) found that 27 out of their 76 Bok globules had IRAS point sources satisfying the Beichman criteria, while 36 out of 59 of their cores in extended clouds had embedded sources. Beichman et al. (1986) used the percentage of cores with embedded sources to estimate the lifetime of a core without an embedded YSO by comparing it with the life-time of the embedded YSO phase. They found the life-time of a starless core in this way to be a ∼ 10 6 years. This was based on assumptions relating to the time taken for a star to accrete its total mass, and the time for it to become visible. The uncertainty in this figure is probably about a factor of 2, but this does not affect the following statistical arguments, it would simply move the absolute time-scale as a whole by a factor of 2 (i.e. the absolute values of the vertical axes in Figures 5 and 6 can move up or down by a factor of 2, but the relative positions of the data-points do not move -see below).
Following this method, we here infer a statistical estimate of the pre-stellar lifetime, τ , of the cores studied in each of the samples discussed above. We also make the assumption that in each survey the cores without embedded sources will go on to form protostars in their centres. The cores with embedded sources are assumed to have an average lifetime which is the same in each sample and equal to the embedded YSO time-scale derived by Beichman et al. (1986) . This is simply expressible as:
No. of cores without embedded sources No. of cores with embedded sources × 10 6 years, where we have taken the lifetime of cores with embedded sources to be 10 6 years as discussed above (c.f. Ward- Thompson et al. 1994) . τ was calculated for each core sample discussed in section 4.1, and is listed in Table 4 .
The fraction of cores with embedded sources has random errors, and in the catalogues where the number of cores with embedded sources is large, the 1 σ error is simply the square root of the number of cores with embedded sources. The number of cores in the sample presented in this paper has a low number of cores with embedded sources and therefore the uncertainty in the pre-stellar lifetime is dominated by the systematic effects discussed in section 3.2 above. These errors are quoted in Table 4 .
It is apparent from Table 4 that the percentage of cores with embedded sources increases with both the mean column density and volume density of the cores. Hence the prestellar core lifetime decreases with both column and volume densities. The results are plotted in Figs. 5 & 6. Figure 5 shows prestellar lifetime versus column density. Each of the points represents one of the data sets listed in Table 4 (B1 signifies Bourke et al.(1) etc.) . We fitted a relation to the data of the form τ ∝ exp(10 22 /N ). This is shown as a solid line. Figure 6 shows pre-stellar lifetime versus volume density (using the same labelling as in Figure  5 ). Power law fits to the data points were carried out, and the best-fit was found to be τ ∝ n(H2) −0.85±0.15 , which is shown as a solid line on Figure 6 . Figure 7 plots column density against volume density for each of the core data sets in Table 4 , using the same labelling once again. The solid line is a best fit to the data, which is N (H2) ∝ n(H2) 0.55±0.13 . This is of a similar form to the empirical observations usually referred to as Larson's relations (Larson 1981) , although with a somewhat different slope. If we make the assumption that each catalogue is a representitive subset of all star-forming clouds, and the different membership of each subset is simply due to the characteristic density sensitivity of the different tracers used in each study, then we can compare these empirical results with theoretical predictions.
Comparison with theory
We can compare the dependence of prestellar time-scale on volume density seen here, with the ambipolar diffusion timescale. However, it must be noted that the densities plotted in Figure 6 are the mean densities for each core sample, volume-averaged over the whole core in each case. They are not the central densities of each core. Hence care must be taken when comparing Figure 6 with ambipolar diffusion models, which usually plot central density versus time-scale.
The ambipolar diffusion time-scale is proportional to the ionisation fraction, χi. The ionization of the gas can be caused both by ultra violet radiation and cosmic ray ionisation. The canonical form for the relation between cosmic ray ionisation and volume density is usually taken to be a power-law. For example, Mouschovias (1991) This is plotted as a dashed line on Figure 6 . It can be seen that the steeper relation is a closer match to the data, and is in fact consistent to within 1 σ. The fact that the lowest density point on Figure 6 lies above the best-fit line suggests that at low densities an additional effect may be starting to become significant. This is somewhat tentative, but does have a possible theoretical explanation. For example, McKee (1989) treats ionization and recombination in some detail, and incorporates the role of metals, and UV penetration. He derives an expression for the star formation time-scale which is dependent on both volume density and column density (see his equation 4.5, and his fig. 1 ). He also shows that UV ionisation affects the star formation timescale, yielding an exponential dependence on column density (McKee equation 5.2) of the form:
where τSF is the star formation timescale and Nc is the critical column density. τSF is not the same as the timescale we have plotted in Figure 5 , since McKee was referring to the timescale in which an entire molecular cloud is converted to stars and we are considering the timescale for the dense cores within clouds to form stars. Hence his timescales are roughly an order of magnitude greater than ours. However, we may be observing a similar exponential behaviour. The constant in the exponent, Nc, was derived by McKee to be 1.6 × 10 22 cm −2 (deduced from his critical extinction estimate of AV =16), which is consistent, to within the errors, with the value of 1.0 × 10 22 cm −2 that we derive in Figure 5 . The three parameters of column density, volume density and lifetime are all inter-dependent. Hence Figures 5 &  6 are not independent. Therefore the empirical fits which we have applied to these plots are not strictly separable in the manner we have adopted. However, we used this approach for the sake of clarity and of demonstrating the potential underlying physical processes. From these data we cannot make definitive statements about ionisation mechanisms, but we have shown that the data, not only from our current survey, but also from those earlier surveys that we have discussed above, are all consistent with a picture in which the ionisation levels in molecular cloud cores regulate the star formation timescale.
CONCLUSIONS
We have presented a catalogue of 60 cores situated in medium opacity molecular clouds, with the aim of broadening the range of physical environments in which star formation has been studied. The catalogued cores typically have lower column densities and volume densities than previously studied samples and a lower fraction of the cores have formed stars. We found a clear trend for cloud cores to form stars more rapidly with increasing volume and column density. We hypothesised that this can be interpreted in the framework of ionisation-regulated star formation.
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