Discriminative models are used to analyze the differences between two classes and to identify class-specific patterns. Most of the existing discriminative models depend on using the entire feature space to compute the discriminative patterns for each class. Co-clustering has been proposed to capture the patterns that are correlated in a subset of features, but it cannot handle discriminative patterns in labeled datasets. In certain biological applications such as gene expression analysis, it is critical to consider the discriminative patterns that are correlated only in a subset of the feature space. The objective of this paper is twofold: first, it presents an algorithm to efficiently find arbitrarily positioned co-clusters from complex data. Second, it extends this co-clustering algorithm to discover discriminative co-clusters by incorporating the class information into the co-cluster search process. In addition, we also characterize the discriminative co-clusters and propose three novel measures that can be used to evaluate the performance of any discriminative subspace pattern-mining algorithm. We evaluated the proposed algorithms on several synthetic and real gene expression datasets, and our experimental results showed that the proposed algorithms outperformed several existing algorithms available in the literature.
Introduction
Discriminative models are used to extract patterns that are highly correlated in one class compared to another class. Mining such discriminative patterns can provide valuable knowledge toward understanding the differences between two classes and identifying class-specific patterns. For example, discriminative mining of gene expression data can lead to the identification of cancer-associated genes by comparing the expression patterns of the genes between healthy and cancerous tissues [13] . However, these genes can be correlated only in a subset of the cancerous samples due to the heterogeneity in the sample space [27] . Since the existing discriminative models are based on using all the features to find the discriminative patterns, it is crucial to develop a model that can identify discriminative patterns that are correlated in a subset of the feature space.
Co-clustering has been proposed to identify subsets of objects that are inter-related under subsets of features (co-clusters) [1, 3, 10, 16, 27] . However, co-clustering is an unsupervised procedure that does not consider the class labels to find the discriminative patterns in labeled datasets. In order to capture the subspace discriminative patterns (or discriminative co-clusters), discriminative co-clustering is being proposed in this paper by incorporating the class labels into the co-clustering process.
Co-clustering
Given a data matrix with two entities such as (genes, samples) in gene expression data [26] , a subset of rows may be inter-related under a subset of columns forming blocks of substructures (or co-clusters) [14] . Applying traditional clustering techniques, such as k-means and hierarchical clustering, will not capture such co-clusters [4, 10, 16, 22, 32] . However, co-clustering (or biclustering) 1 has been proposed to simultaneously cluster both dimensions of a data matrix by utilizing the relationship between the two entities [10, 16, 26, 27, 34] . Co-clusters have several characteristics that should be considered in the search process. Here, we describe the important characteristics of the co-clusters in the gene expression domain. However, many of these characteristics are applicable to several other domains. (1) Arbitrarily positioned coclusters. Due to the heterogeneity of the samples, a subset of genes can be correlated in any subset of the samples. Hence, the co-clusters can be arbitrarily positioned in the matrix [27] . (2) Overlapping. A gene can be involved in several biological pathways. Hence, that gene can belong to more than one co-cluster [15, 27] . (3) Positive and negative correlations. In a positive (negative) correlation, genes show similar (opposite) patterns [39] . (4) Noisy data. The expression data contains a huge amount of noise [23] . Hence, the co-clustering algorithms should be robust against noise.
Recently, the (κ, ) co-clustering model has been proposed to simultaneously find κ co-clusters [4, 15] . This model was shown to perform well in various applications [4, 15] . However, the main limitation of this model is that it assumes a grid structure comprised of κ × co-clusters as shown in Fig. 1a . The assumption here is that the rows in each row cluster should be correlated under each of the column clusters. Such an assumption may not hold when a subset of rows is correlated in a limited subset of columns (or vice versa). To overcome this limitation, we propose a novel co-clustering algorithm that is able to identify arbitrarily positioned co-clusters as shown in Fig. 1b . This algorithm is extended to efficiently find the discriminative co-clusters in the data.
Discriminative co-clustering
Discriminative models aim to extract patterns that are differentially correlated between two classes [19] . Figure 2 shows the correlations between three objects in two classes. These objects are highly correlated in a subset of the features in class A, but they are not correlated in class B. Such discriminative patterns cannot be discovered using standard discriminative 2 A set of three objects that are highly correlated in a subset of the features in class A, but they are not correlated in class B. Hence, these objects are considered as a discriminative co-cluster models that use all the features. In order to capture these patterns, discriminative co-clustering is also being proposed in this paper.
In addition to the above mentioned characteristics of the co-clusters, the discriminative co-clusters must possess the following characteristics. (1) High discriminative coherence. Coherence (or correlation) is a measure of similarity between a set of objects [27] . The discriminative co-clustering algorithms should identify the set of co-clusters with the maximum difference in the coherence between the two classes. The co-clusters that have the same correlation in both of the classes should be ignored. (2) Low inter-class overlapping. The discriminative co-clusters discovered in one class should have a minimal number of rows that are common with the co-clusters discovered in the other class. (3) High discriminative power. Incorporating the class labels can improve the performance of classification algorithms [21] . Discriminative co-clusters must be able to make more accurate predictions.
Example: Figure 3 shows an example of discriminative and non-discriminative co-clusters. The width of each co-cluster (X ) indicates the number of features in it, and its shade represents its correlation score, which is also displayed as a percentage inside each co-cluster. The correlation score can be measured by various functions such as the mean-squared residue (MSR) [10] . In this example, the higher the percentage (or the darker the shade), the stronger the correlation. The co-cluster properties (shade and width) are the main criteria used to distinguish between discriminative and non-discriminative co-clusters. A co-cluster is considered as a discriminative co-cluster if it is correlated only in one class (such as X 1 and X 5.b), if it is highly correlated in one class and less correlated in the other class (such as X 4) or if it is correlated in relatively higher percentage of features (such as X 3 and X 6). The co-clusters X 2 and X 5.a are not considered as discriminative co-clusters because they are similarly correlated in both classes. 
Can any co-clustering algorithm be used to identify the discriminative co-clusters?
A naive solution to this problem is to co-cluster each class separately and then identify the co-clusters that appear in only one class. However, there are many limitations in following such a procedure: (1) Standard co-clustering algorithms focus on identifying the most correlated co-clusters. Therefore, discriminative co-clusters that have low correlation score (such as X 1 and X 6) will not be discovered. (2) Since the standard co-clustering algorithms do not detect all the co-clusters, it is possible that co-cluster X 2 is discovered only in one class and considered as a discriminative co-cluster. (3) Most co-clustering algorithms prefer large co-clusters. Therefore, the complete co-cluster X 5 may be considered as a discriminative co-cluster because part a is not discovered in class B due to its size limitation. In this paper, we develop a novel algorithm that directly optimizes an objective function to efficiently identify the discriminative co-clusters, and we propose two metrics to score the discriminative co-clusters based on their correlation scores and the number of features in them.
Our contributions
The primary contributions of this paper are as follows:
1. A novel co-clustering algorithm, ranking-based arbitrarily positioned overlapping co-clustering (RAPOCC), to efficiently extract significant co-clusters.
• Propose a novel ranking-based objective function to find arbitrarily positioned co-clusters.
• Extract large and overlapping co-clusters containing both positively and negatively correlated rows.
2. A novel discriminative co-clustering algorithm, discriminative RAPOCC (Di-RAPOCC), to efficiently extract the discriminative co-clusters from labeled datasets.
• Find the discriminative co-clusters from labeled datasets efficiently by incorporating the class information into the co-clustering process.
• Propose three new evaluation metrics to quantify the results of the discriminative co-clustering algorithms on both synthetic and real gene expression datasets. Two metrics are used to measure the discriminative coherence property of the discriminative co-clusters, and the third one measures the inter-class overlap property.
3. In addition to summarizing some of the widely used co-clustering algorithms, we categorize the state-of-the-art approaches for discriminative co-clustering and characterize each category. We also empirically compare the performance of these categories with the proposed algorithm.
The rest of this paper is organized as follows. Section 2 presents an overview of the related work. Section 3 introduces the coherence measure and formulates the problems of co-clustering and discriminative co-clustering. Section 4 describes the RAPOCC algorithm. Section 5 presents the Di-RAPOCC algorithm. Section 6 presents the results of the proposed algorithms on synthetic and real datasets along with the comparisons with other algorithms available in the literature. Finally, we conclude our discussion in Sect. 7.
Related work
In this section, we describe some of the widely used co-clustering algorithms and categorize the state-of-the-art approaches for discriminative co-clustering.
Co-clustering algorithms
Cheng and Church (CC) [10] proposed the first co-clustering algorithm that produces one co-cluster at a time. The obtained co-cluster is replaced with random numbers, which typically reduces the quality of the co-clusters. The order-preserving submatrices (OPSM) algorithm [7] finds one co-cluster at a time in which the expression levels of all genes induce the same linear ordering of the experiments. This algorithm does not capture the negatively correlated genes. The iterative signature algorithm (ISA) [22] defines a co-cluster as a co-regulated set of genes under a set of experimental conditions. It starts from a set of randomly selected rows that are iteratively refined until they are mutually consistent. The robust overlapping co-clustering (ROCC) algorithm [15] finds κ × co-clusters using the Bregman co-clustering algorithm [6] . This algorithm does not handle the negative correlations. Our proposed co-clustering algorithm overcomes all of the above limitations by (1) capturing arbitrarily positioned co-clusters, (2) handling overlapping and positive and negative correlations and (3) being robust against noise.
Discriminative co-clustering algorithms
In general, the co-clustering algorithms work in an unsupervised manner. However, some algorithms incorporate a priori knowledge in the co-clustering process. For example, in constrained co-clustering, some information can be incorporated such as the must-link and cannot-link constraints [30, 35, 36] . In discriminative co-clustering, the class labels are incorporated to find class-specific co-clusters. As illustrated in Fig. 4 , the existing discriminative co-clustering approaches can be categorized as two-step or one-step approaches.
Two-step approaches
There are two sub-categories of these approaches. (1) First co-clustering, and then discriminative analysis. In Okada and Inoue [29] , differentially expressed gene modules are identified by 4 Different approaches to obtain discriminative co-clusters. a Two-step approach, b two-step approach, c the proposed model: one-step approach applying co-clustering each class separately, then the identified co-clusters are ranked based on their discrimination between the two classes. (2) First discriminative analysis, and then co-clustering. The DeBi algorithm [33] uses two steps to identify differentially expressed co-clusters. The first step is to find the up or the down regulated genes using fold change analysis. In the second step, the MAFIA algorithm [8] is used to find the co-clusters from the up-regulation and the down-regulation data. There are two limitations for the two-step approaches: (1) the co-clustering is done for each class separately, and (2) the discriminative analysis step is independent of the co-clustering step. Therefore, the one-step approaches have been proposed to overcome these limitations.
One-step approaches
The subspace differential co-expression (SDC) algorithm [18] uses the Apriori search algorithm to identify the discriminative patterns. The Apriori approach depends on using thresholds to define the discriminative patterns [19] . For example, a given pattern is considered as a discriminative pattern if the difference between the correlations of this pattern in the two classes is above a fixed threshold. Otherwise, this pattern will be split into smaller patterns to be tested again using the same threshold. Therefore, the SDC method suffers from the following limitations. (1) It generates very small patterns [18] . (2) The number of the discovered patterns dramatically grows with the size of the datasets, and it significantly varies with the threshold value [19] . (3) It has computational efficiency problems and does not scale well to large-scale datasets. In addition, the SDC method does not identify the subset of columns in which a given pattern shows the maximum correlation. In our previous work [28] , we proposed a discriminative co-clustering algorithm to analyze the differences in the biological activities of several genes between two classes. Although this algorithm generated large co-clusters compared to the SDC method, this algorithm does not scale to large datasets because it maintains, for each pair of rows (genes), the set of columns under which the two rows are differentially correlated. Recently, locally discriminative co-clustering was proposed in Zhang et al. [40] to explore the inter-sample and inter-feature relationships, but it does not find discriminative co-clusters as defined in our paper. To overcome all of the above limitations of the existing approaches, we propose a novel discriminative co-clustering algorithm that directly optimizes an objective function to efficiently identify the discriminative co-clusters from a given labeled dataset. It should be noted that we primarily focus on co-clusters in our work rather than other concepts such as emerging patterns or contrast set patterns [17] . While we acknowledge the fact that these approaches are generic and probably can be modified for our problem, we emphasize that there is no existing work in the area of discriminative co-clustering, and hence, this is an exciting direction of future research. 
Preliminaries
In this section, we introduce the coherence measure that can be used to measure the quality of the co-clusters, and we formulate the problems of co-clustering and discriminative coclustering. The notations used in this paper are described in Table 1 .
Measuring the coherence of co-clusters
Coherence is a measure of how similar a set of gene expression profiles are. Cheng and Church [10] proposed the MSR score as a measure of coherence. Since the the overall shapes of gene expression profiles are of greater interest than the individual magnitudes of each feature [23] , we normalize the expression values of each gene to be between 0 and 1. As a result, the value of the objective function will also be bounded between 0 and 1.
Definition 1 (Coherence measure H)
The coherence of a co-cluster X of |I | rows and |J | columns is measured as
where X i j is the value in row i and column j in co-cluster X,
is the column mean and
|I ||J | is the overall mean of X . Using Definition 1, a perfect co-cluster will have a score = 1. Given two rows (x and y) and J columns, the coherence measure can be re-written as follows:
wherex andȳ represent the mean of the values for the rows x and y, respectively. An optimal co-cluster has a value of H (X ) = 1, which results from the case where
This type of correlation is positive (h + (x, y, J )). In the negative correlation, the rows have opposite patterns (i.e., the two negatively correlated rows will get a perfect score when Figure 5 shows an example these correlations. In a positive correlation, genes show similar patterns while in a negative correlation, genes show opposite patterns. The positive and negative correlations are defined in Definition 2.
Definition 2 (Positive and negative correlations)
Given two rows (x and y) and J columns, the positive correlation between them is defined as
and the negative correlation is defined as
Definition 3 (Pairs-based coherence HP) Given a co-cluster X of |I | rows and |J | columns, the coherence of this co-cluster is measured based on all the pairs in X:
where • ∈ {−, +}.
The type of correlations between any two rows, referred to as • in Definition 3, is maintained for each pair of rows in each co-cluster in the proposed algorithms.
Problem formulations
Here, we formally define the problems of co-clustering and discriminative co-clustering.
Definition 4 (Co-clustering) Let D ∈ R M×N denote a data matrix; the goal of co-clustering is to find a row mapping (ρ) that maps the rows to the κ row clusters and a column mapping (γ ) that maps the columns to the column clusters
such that the coherence of the top-K co-clusters is maximized.
arg max
The problem of finding the co-clusters is an NP-hard problem [10] . In this paper, we propose a novel co-clustering algorithm to efficiently find arbitrarily positioned co-clusters from a given data matrix.
Definition 5 (Discriminative co-clustering)
If H P A (X i ) measures the coherence of the cocluster X i in class A, the goal is to find the set of co-clusters that has maximal discriminative coherence arg max
is the maximum coherence of any subset of the objects in X i in class A (B). The challenge here is to find ψ(X i ), which is similar to the NP-hard problem of finding the maximum subspace in X i [10] . In the proposed discriminative co-clustering algorithm, we propose two approximations for computing ψ(X i ) that can be used to efficiently discover discriminative co-clusters by incorporating the class labels into the co-clusters discovery process.
The proposed RAPOCC algorithm
In this Section, we describe the RAPOCC algorithm. This algorithm is proposed to efficiently extract the most coherent and large co-clusters that are arbitrarily positioned in the data matrix. These co-clusters can overlap and have positively and negatively correlated rows.
Ranking-based objective function
In the proposed iterative algorithm, the score of each of the κ co-clusters is computed at each iteration, and the overall value of the objective function is computed based on the coherence score of the top-K scores where K is the number of optimized co-clusters
The set of the top-K co-clusters can be any subset of the κ * co-clusters. The objective function will be computed for each possible change in the row/column mapping to maintain non-decreasing values for the objective function. The advantage of using this objective function is that it allows the discovery of arbitrarily positioned co-clusters as shown in Fig. 1b.
The RAPOCC algorithm
The main steps of the RAPOCC algorithm are shown in Fig. 6 . The algorithm starts with a two-dimensional matrix (objects × features) as an input. In the first step, Fig. 6b , a divisive approach is used for initialization. Basically, it starts with all the rows and columns in one co-cluster; then the algorithm splits the co-cluster with the largest error. This iterative procedure continues until κ row clusters and column clusters are obtained. The core co-clustering step, Fig. 6c , finds the optimal row and column clusterings (ρ, γ ). In the third step, Fig. 6d , similar co-clusters are merged using a hierarchical agglomerative approach. In this step, more rows and columns are added to each co-cluster individually. Finally, a pruning step is used to prune the co-clusters with low coherence scores. These steps are described in Algorithm 1. In this algorithm, H (u, v) and H P(u, v) indicate the coherence of the co-cluster formed by the row cluster u and column cluster v. The inputs to this algorithm include the data matrix D ∈ R M×N , the number of row clusters κ and the number of column clusters . These are common parameters in the co-clustering methods [15] , and they can be set based on the size of the data matrix. K determines the number of the optimized co-clusters and can be set to 
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Step 4 : Pruning any value between 1 and κ × . We set the parameters κ = 5 and = 3. The parameter K can be set to large value (we set it to 20 in our implementation) because the RAPOCC algorithm will only report the most coherent co-clusters, and the remaining ones will be pruned in the last step. In addition, we had a threshold that indicates that the minimum number of rows in a co-cluster to be 20 and the minimum number of columns in a co-cluster to be 5. This is chosen because in biological problems, the number of conditions are usually far less compared to the number of genes.
Step 1: Initialization. Inspired by the bisecting K-means clustering technique [37] , we use a deterministic algorithm for the initialization. Each row is mapped to one of the κ clusters, and each column is mapped to one of the clusters, resulting in a checkerboard structure κ × as shown in Fig. 6b . The initialization algorithm is a divisive algorithm that starts with the complete data assigned to one cluster as described in Algorithm 1 (lines 5-7).; then, the following steps are repeated until the desired number of row clusters is obtained. The column clusters are initialized in the same manner. The algorithm alternates between clustering the rows and the columns as described in Algorithm 1 (lines [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] .
Step 2: Core co-clustering (ρ, γ ). This step finds the optimal row and column clusterings (ρ, γ ) as shown in Fig. 6c . To update ρ, each row (r i ) is considered for one of the following three actions as described in Algorithm 1 (lines 20-30):
• Exclude r i from any row cluster by setting ρ to 0.
• Find the best row cluster to include r i as a positively correlated row {1, 2, . . . , κ}.
• Find the best row cluster to include r i as a negatively correlated row {−κ, . . . , −2, −1}.
The objective function is computed for each possible action, and the action to be carried out is the one corresponding to the maximum value of the three objective function values. Within each co-cluster, there is a sign vector that determines the type of correlation (positive or negative) of each row. Therefore, a row can be positively correlated in some of the co-clusters and negatively correlated in other co-clusters. The column mapping (γ ) is calculated in a similar manner, but there is no consideration for negatively correlated columns. Following this strategy, the value of the objective function is monotonically increasing, and the convergence is guaranteed as shown in Theorem 1. After convergence, the result will be a non-overlapping set of co-clusters.
Theorem 1 The algorithm RAPOCC (Algorithm 4) converges to a solution that is a local optimum.
Proof From Definition 3, the coherence measure H P is bounded between 0 and 1. Hence, the objective function given in Definition 4 is bounded. Algorithm 4 iteratively performs a set of update operations for the row clustering and the column clustering. In each iteration, it monotonically increases the objective function. Since this objective function is bounded for the top-K co-clusters, the algorithm is guaranteed to converge to a locally optimal solution.
Step 3: Merging the co-clusters. The top-K co-clusters with the maximum coherence are retained from the previous step. In this step, similar co-clusters are merged as shown in Fig. 6d using an agglomerative clustering approach. Before merging, the co-clusters with the lowest scores are pruned. If there is no pre-determined threshold for pruning the co-clusters, the top η co-clusters will be retained, and the remaining co-clusters will be pruned. The similarity between any two co-clusters is defined using the coherence function of the union of the rows and columns of the co-clusters, and the merging is performed following an agglomerative clustering approach. The two most similar co-clusters are merged in each iteration. The goal of this step is twofold: (1) it allows the discovery of large co-clusters, and (2) it allows for overlapping co-clusters. In this step, the algorithm also adds more rows and columns to each co-cluster individually to obtain larger co-clusters and also allows for overlapping co-clusters. Hence, the same row/column can be added to several co-clusters.
Step 4: Pruning. In this step, we prune the co-clusters with the lowest coherence scores. To determine which co-clusters to prune, (1) sort the co-clusters based on their coherence (measured by H P), (2) compute the difference between the consecutive scores and (3) report the set of co-clusters just before the largest difference, and prune the remaining co-clusters. The time complexity of the RAPOCC algorithm is O κ · (max (M N 2 , N M 2 ) ) .
We now extend the RAPOCC algorithm to discover discriminative co-clusters from labeled datasets that has two classes. First, rather than looking at κ × co-clusters, we will search for K A ×1 and K B ×1 co-clusters. Second, the initialization step and the objective functions are changed to consider the two-class problem. The core co-clustering, merging, refinement and pruning steps will be used with some modifications. The positive and negative correlations will be handled similarly.
The proposed Di-RAPOCC algorithm
Discriminative co-clustering aims to extract patterns that are highly correlated in a subset of the features in one class but not correlated in the other class. As illustrated in Fig. 3 , the rows of a discriminative co-cluster in one class should not form a co-cluster in the other class. This implies that there are two tasks that should be performed simultaneously: (1) search for a co-cluster in one class, and (2) ). An optimal solution for this would be to apply a co-clustering algorithm to find the maximal co-cluster in class D B (I, .). However, this is an NP-hard problem [10] .
An alternative solution to this problem is to consider the correlations of each pair of rows in D B (I, .). Given two rows (x and y) in D B (I, .), the aim is to find the subset of columns where the coherence between the two rows is maximized. To find an exact solution, one should enumerate all possible subsets of the |N B | columns. However, this solution is computationally infeasible since it requires enumerating all the 2 |N B | subsets, where N B is the number of columns in class B. To avoid such an exhaustive enumeration, we propose two efficient solutions: (1) a greedy-columns-selection solution and (2) a clustering-based solution. Table 2 demonstrates a running example to illustrate how these solutions work.
Greedy-columns-selection
The intuition behind this measure is to iteratively compute the coherence between x and y based on the best J i sets of columns for 1 ≤ J i ≤ N B and then report a weighted average of these N B computations. In the first iteration, all the N B columns are used. In the second iteration, one of the columns ( j) is removed, and the remaining N B − 1 columns are used to compute the coherence between the two rows. These are the set of N B − 1 columns that achieves the maximum coherence between the two rows. This will be repeated to compute the coherence of the two rows using the best N B − 2, N B − 3, . . . , 1 columns. The final value of this measure is a weighted average of {h(x, y, J 1 ), . . . , h(x, y, J N B )}:
|J i |/N B is the weight assigned to each set of columns such that larger sets of columns are assigned more weight than smaller sets of columns. This measure can be used to capture the negative correlations by applying h − (x, y, J ) instead of h + (x, y, J ). Since no prior knowledge about the correlations between the rows is used, h G will be computed twice, and the final value for this measure h G (x, y) is computed as the maximum of
As an example, Table 3 shows the results of applying h G on the x and y rows in Table 2 . From this table, it should be noted that the two rows form a perfect co-cluster in the columns {c 1 , c 4 , c 6 , c 7 , c 9 }. Figure 7a shows a plot for all the three rows in all the columns, and Fig. 7b shows a plot for all the three rows in the identified subset of the columns. Based on Table 3 Results of h G on the x and y rows in Table 2 (1) the greedy-columns-selection method, the first proposed discriminative coherence measure is defined as follows:
The range of A G and B G is (−1, 1) .
Clustering-based discretization
The goal of the discretization step is to create a new representation of the data using a standard one-dimensional clustering algorithm to cluster each row separately. We rank the clusters in each row, and each value in a row will be represented by the rank of the cluster it belongs to. After clustering, we estimate the coherence between any two rows using the new representation.
The intuition of using clustering is to guarantee that similar data points within each row will be represented by the same value. The basic idea is as follows: (1) 
. , c}
As shown in Sect. 3, the positive correlation between two rows is defined as (x j −x) = (y j −ȳ) and the negative correlation between them is defined as (x j −x) = −(y j −ȳ). Using the new representation, the positive correlation can be represented as
where s + is the positive shift parameter. Since ζ(x j ) and ζ(y j ) can take any value between 1 and c , the shift parameter (s + ) can take any value from the following set: {−(c − 1), . . . , −1, 0, 1, . . . , c − 1}. Similarly, the negative correlation can be represented as
where s − is the negative shift parameter that can take any value from the following set: {2, 3, . . . , 2c}. Now, we can efficiently estimate the correlation between any two rows by finding the values of s + and s − which will have a finite number of possible values. To estimate the positive correlation between x and y, we will subtract ζ(x j ) from ζ(y j ), and the most frequent value that appears in many columns will be considered as the value for s + . Similarly, to estimate the negative correlation between x and y, we will add ζ(x j ) to ζ(y j ), and the most frequent value that appears in many columns will be considered as the value for s − . To determine if the two rows are positively or negatively correlated, we compare the number of columns in which the two rows are considered positively correlated to the number of columns in which the two rows are considered negatively correlated. 
, else, x and y are considered negatively correlated, and their coherence is computed as h C (x, y) = h − (x, y, J C − )
. Finally, ψ B C in class B can be computed as
To illustrate how this measure works, Table 4 shows the results of clustering each row in Table 2 (Here we used k-means, k = 3. However, any other clustering algorithm can be used). The values in this table are the rankings of the clusters. For example, 1 indicates the cluster that has the lowest values in the corresponding row, and 3 indicates the cluster that has the maximum value. As an example, consider the first two rows. Subtracting ζ(x) from ζ(y) yields the following: This means that the maximum negative correlation between x and y is in 3 columns: {2, 4, 5} with s − = 4 or {c 3 , c 8 , c 10 } with s − = 5). Hence, the coherence between x and y is computed as follows:
As another example, the last two rows (y and z) are negatively correlated in the same set of columns:
The results here are similar to those obtained using h G in terms of the set of columns in which the two rows have the maximum coherence, which is {c 1 , c 4 , c 6 , c 7 , c 9 }. Based on the clustering-based discretization method, the second proposed discriminative coherence measures is defined as follows:
Similar to A G and B G , the range of A C and B C is (−1, 1). Our preliminary results showed that ψ C and ψ G produced very similar results on some of the simulated datasets. Since the computation of ψ C is much faster than the computation of ψ G , ψ C is implemented in the proposed discriminative co-clustering algorithm. However, both measures will be used for evaluation purposes to quantify the resulting discriminative co-clusters using the proposed and the existing algorithms.
The Di-RAPOCC algorithm, described in Algorithm 2, optimizes for the following objective function in order to extract the discriminative co-clusters.
Definition 6 (Discriminative objective function)
To obtain the top-K A discriminative coclusters from class A, the objective function can be written as: arg max
. To obtain the top-K B discriminative co-clusters from class B, the objective function can be written as: arg max
The Di-RAPOCC algorithm
We will now explain the different steps of the proposed Di-RAPOCC algorithm.
Step 1: Initialize the K A and K B co-clusters. First, we compute h A C and h B C for all pairs of rows. This step is preceded by clustering the values of each class. The clustering is only used to identify the set of columns in which two rows have the maximum correlation, and the original values will be used in all the steps. Hence, there is no loss of information in this step. Then, we define δ A C (x, y) as follows:
Similarly, we can also define δ B C (x, y). These will be used to identify K A groups of rows, S A , to be used as the seeds for the co-clusters (lines 7-12). For our experiments, we chose to have the values of both K A and K B equal to 5. If α is the minimum number of rows in any co-cluster (which is set to 3 in our experiments), the candidate set for each row R x is computed as follows:
From all of the M candidate sets (since there are M rows in the data matrix, each row will be a candidate to be considered as a seed for a co-cluster), the top-K A sets are used as the initial co-clusters for each class.
Similarly, R B and S B will be computed for class B. Regarding the columns, all of them will be included in each co-cluster in the initialization.
Step 2: Updating the row/column clusterings. This is an iterative step in which we consider each row/column to be added/deleted from each co-cluster (lines [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . For each row, there are three possible assignments {−1, 0, 1} : 1(−1) indicates adding the row to the co-cluster as positively (negatively) correlated, and 0 indicates removing the row from the corresponding co-cluster. The assignments of the columns do not consider a negative correlation since the definition of negative correlation only comes from the rows. The same row (or column) is allowed to be included in more than one co-cluster in this step. Similar to the RAPOCC algorithm, the convergence of the Di-RAPOCC algorithm is guaranteed since the maintained objective function is bounded and optimized to be monotonically increasing. 
Initialize each of the K co-clusters for each class 8: Compute S A and S B as defined in Equation (3) / * Initialize rows and columns of each co-cluster * / 9: for k = 1 : K do 10:
Step 2: Update the row and the column clusterings 14: repeat 15: for k = 1 : K do 16:
end for 20:
end for 23:
25: end for 26: end for 27: until convergence 28:
Step 3: Merging similar co-clusters. 29:
Step 4: Pruning.
Step 3: Merging the co-clusters. Similar to the RAPOCC algorithm, the goal of this step is to merge similar co-clusters using an agglomerative clustering approach. The two most similar co-clusters, within the same class, are merged in each iteration. This step allows the discovery of large discriminative co-clusters, and it allows intra-class overlapping coclusters.
Step 4: Pruning. In this step, we prune the co-clusters with the lowest discriminative scores. To determine which co-clusters to prune, (1) sort the co-clusters based on A (X ), in class A and B (X ), in class B, (2) compute the difference between the consecutive scores and (3) report the set of co-clusters just before the largest difference, and prune the remaining co-clusters.
The experimental results
To demonstrate the effectiveness of the proposed algorithms, several experiments were conducted using both synthetic and real-world gene expression datasets. 
Datasets
For the synthetic datasets, a set of co-clusters were implanted in randomly generated datasets using the shifting and scaling patterns [39] . Given two rows, x and y, their relationship can be represented as:
where s shift and s scale are the shifting and scaling parameters. The sign of s shift determines the correlation type: if s shift > 0, then x and y are positively correlated, and if s shift < 0, then x and y are negatively correlated [39] . In addition, two types of synthetic datasets were used, one without noise and the other with Gaussian noise. For the real-world datasets, we used eight expression datasets in the co-clustering experiments as described in Table 5 . In the discriminative co-clustering experiments, we only used the first four datasets in Table 5 since each of these datasets has two distinct classes of biological samples.
Comparisons with existing methods
In the co-clustering experiments, we compared the results of the RAPOCC algorithm against the CC [10] , the OPSM [7] , the ISA [22] and the ROCC [15] algorithms. We used BiCAT software (http://www.tik.ethz.ch/sop/bicat/) to run CC, ISA and OPSM algorithms using the default parameters. The code for the ROCC was obtained from the authors of [15] . In the discriminative co-clustering experiments, we compared the results of the Di-RAPOCC algorithm against the SDC algorithm [18] and the OPSM algorithm [7] . The OPSM algorithm is not a discriminative co-clustering algorithm. Therefore, we used the following procedure:
(1) Apply OPSM on each class separately, (2) compute the inter-class overlap, (3) remove the co-clusters that have inter-class overlap ≥50 %, and (4) report the remaining co-clusters. We refer to this modified algorithm as discriminative OPSM (Di-OPSM). The SDC algorithm takes as input three parameters (S DC, r, minpattsi ze) [18] , which were set to the default values: (0.2, 0.2, 3) unless otherwise stated.
Evaluation measures
Several measures were used such as the number of co-clusters, the average size and the average coherence of the co-clusters computed using Definition 3. We also used the recovery and relevance measures as defined in Prelic et al. [31] . Recovery determines how well each of the implanted co-clusters is discovered, and relevance is the extent to which the generated co-clusters represent the implanted co-clusters. Given a set of implanted co-clusters denoted by Y imp and a set of co-clusters obtained by an algorithm denoted by X res , the recovery and the relevance can defined as follows:
In addition, we used the following proposed metrics to evaluate the results of the discriminative co-clustering:
is the set of discriminative co-clusters in class A (B), the inter-class overlap is defined as the average of:
where the union and intersection operations are computed using the rows in the coclusters.
Biological evaluation
The biological significance was estimated by calculating the p values using the DAVID tool (http://david.abcc.ncifcrf.gov/) to test if a given co-cluster is enriched with genes from a particular category to a greater extent than would be expected by chance [24] . The range of the p values is from 0 to 1. Lower p values indicate biological significance [11] .
Co-clustering results
In this subsection, we present the results for the co-clustering experiments. 
Results on synthetic data
Two types of datasets were used, one without noise and one with 10 % noise. The size of each synthetic dataset is 200 × 150. Two co-clusters were implanted in each dataset, and the size of each co-cluster is 50 × 50. As shown in Fig. 8 , the RAPOCC algorithm outperformed the other algorithms because it optimizes for high-quality co-clusters. As a result, fewer random data points are added to the co-clusters obtained by our algorithm. Figure 9 shows two co-clusters obtained by the proposed algorithm. The first co-cluster contains positively correlated genes, while the second co-cluster contains both types of correlations. The results of the five co-clustering methods on the eight datasets are shown in Table 6 and summarized in the following observations:
Results on real gene expression data
• Coherence of the co-clusters The RAPOCC algorithm outperformed all the other algorithms on all the datasets. The OPSM and the ROCC algorithms performed better than the CC and the ISA algorithms. These results confirmed one of our initial claims that the proposed RAPOCC algorithm was designed to identify high-quality co-clusters.
• Size of the co-clusters Except for the Leukemia dataset, the RAPOCC produced either the largest or the second largest co-clusters in all the datasets. The OPSM and the RAPOCC algorithms produced the largest co-clusters in four datasets and three datasets, respectively.
• Number of the co-clusters The ROCC algorithm produced the largest number of coclusters in all of the datasets. However, we observed that, in most of the cases, the co-clusters generated by this algorithm were either duplicates, subsets of each other or highly overlapping. On the other hand, the ISA algorithm did not produce any co-cluster for three datasets: Leukemia, Cho yeast and Causton yeast.
• Biological significance of the co-clusters Figure 10 shows the average of the percentages of the biologically significant co-clusters using the DAVID tool from all the eight gene expression datasets. As shown in this figure, our proposed algorithm outperformed all other algorithms.
Overall, the proposed algorithm produced the higher quality, more biologically significant and relatively larger co-clusters compared to the other algorithm. Furthermore, the RAPOCC algorithm is more robust to noise.
Discriminative co-clustering results
In this subsection, we present the results for discriminative co-clustering experiments. Due to space limitations, in some of the tables we used OPM and RPC to refer to Di-OPSM and Di-RAPOCC algorithms, respectively.
Results on synthetic data
Using the shifting-and-scaling model [39] , four co-clusters were generated of the size 10 × 10. Half of those co-clusters were designed to be discriminative, while the remaining coclusters were common in both classes. The structure of the synthetic datasets is similar to the structure shown in Fig. 3 . In the first experiment, we implanted the synthetic co-clusters in random matrices of different sizes given by s × 20, where s = (50, 100, 300, 500). Figure 11 shows the relevance and recovery results of SDC, Di-OPSM and Di-RAPOCC coclustering algorithms when applied to the synthetic datasets. The noise level, η, in this set of experiments is 0. The proposed algorithm outperformed other algorithms indicating that the proposed algorithm is capable of identifying the discriminative co-clusters. Since Di-OPSM was not directly designed to extract discriminative co-clusters, the identified co-clusters include both discriminative and non-discriminative co-clusters. The poor performance of the SDC algorithm can be explained by two main reasons. (1) SDC generates too many patterns as shown in Table 7 . As the size of the dataset increases, the number of the generated patterns generated by the SDC algorithm increases dramatically. (2) The SDC algorithm generates very small patterns (average of 3 rows/pattern). On the other hand, the Di-RAPOCC algorithm prunes any non-discriminative co-cluster. In the second experiment, different levels of noise were used, which are 0, 5, 10, 15 and 20 %, respectively, to the synthetic dataset of size 100 × 20. Figure 12 shows the recovery and the relevance of the three algorithms. As the noise level increases in the dataset, the relevance and the recovery values are degraded. However, our algorithm is still the algorithm most robust to noise due to the use of a clustering approach to estimate the coherence of any co-cluster. Table 8 shows the average results of the discriminative measurements G and C for all the different synthetic datasets. Unsurprisingly, our algorithm achieved the best results in all the datasets because it primarily focuses on identifying the most discriminative coclusters in the search process. Figure 13 shows the inter-class overlap on synthetic datasets. The Di-RAPOCC algorithm achieved the best results because it avoids common patterns in both of the classes.
Results on real gene expression data
The SDC algorithm was applied on the Medulloblastoma and the Scleroderma datasets with the parameters values set to (0.3, 0.3, 3) to avoid out of memory problems. For the Leukemia datasets, out of memory errors occurred for different combinations of the parameters; therefore, there are no results for this dataset. As shown in Table 9 , the Di-RAPOCC algorithm achieved the best results in terms of the discriminative coherence measures ( G and C ). The results were also analyzed in terms of the number of co-clusters, the inter-class overlap and the average coherence as shown in Table 10 . The coherence measure cannot be applied to the results of the SDC algorithm because it does not report the columns in which a set of rows is correlated. Here, we make some remarks regarding the performance of the three algorithms.
• The SDC algorithm tends to produce a large number of small patterns. Since the SDC algorithm uses the Apriori approach, it has some computational efficiency problems, and the number of the discovered patterns grows dramatically with larger datasets.
• The Di-OPSM algorithm tends to produce co-clusters that are too large. Therefore, it does not give good results in terms of the coherence, inter-class overlap and discriminative measures. Since it is not a discriminative co-clustering algorithm, we have to run it on each class independently.
• The Di-RAPOCC algorithm keeps the top discriminative co-clusters and prunes the other co-clusters, and it works well on noisy and large datasets. Figure 14 shows the biological evaluation of the results. The SDC algorithm was excluded from this analysis because it produced too many patterns. The Di-RAPOCC algorithm outperformed the Di-OPSM algorithm in three datasets, while OPSM was better in the Leukemia dataset. However, for this dataset, Di-RAPOCC outperformed Di-OPSM in terms of the interclass overlap, the coherence and the discriminative coherence measures. In a different analysis, we found several significant biological pathways that were enriched in the co-clusters produced by the proposed algorithm. For example, the MAPK signaling pathway which has a p value = 4.77E−12 was reported as an up-regulated pathway in the metastatic tumors that is very relevant to the study of metastatic disease [25] . The summary of comparisons between the three algorithms is shown in Table 11 . 
Discussion
We will now describe how the proposed model can overcome the limitations of the existing methods and can obtain the discriminative co-clusters that have all the desired characteristics mentioned earlier.
(1) The proposed model incorporates the class label within each iteration step while optimizing the objective function. This will ensure to yield patterns with the maximum discriminative coherence and discriminative power. In addition, since ψ is computed for each feasible pair in both the classes, the model will generate patterns with minimum inter-class overlap. (2) The proposed model will generate larger patterns compared to the SDC and other algorithms. This will be achieved by the update operations in which each row/column will be considered to be added to each pattern in each class. (3) The pruning step will keep only the relevant patterns and remove the irrelevant ones. This will overcome the limitation of the SDC algorithm which generates too many unnecessary patterns. (4) The efficient use of the clustering-based measure ψ C for approximating the optimization criteria makes the proposed model an order of magnitude faster than the previous algorithms. (5) The proposed algorithm allows the patterns to share some columns (or conditions). This intra-class overlap is an important property of subspace patterns as described earlier.
Conclusion
In this paper, we presented a novel algorithm for discovering arbitrarily positioned co-clusters, and we extended this algorithm to discover discriminative co-clusters by integrating the class label in the co-clustering discovery process. Both of the proposed algorithms are robust against noise, allow overlapping and capture positive and negative correlations in the same co-cluster. Comprehensive experiments on synthetic and real-world datasets were carried out to illustrate the effectiveness of the proposed algorithms. The results showed that both of the proposed algorithms outperformed existing algorithms and can identify co-clusters that are biologically significant. As future work, we are interested in analyzing the discriminative power of the proposed approach and extending it to solve prediction problems. Also, we plan to extend the work to other forms of subspace clustering algorithms such as correlation clustering [5] . 
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