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Resumo. La simulacio´n efectiva de la dina´mica de defectos en nanocristales requiere
acoplar modelos ato´micos no lineales en las zonas de concentracio´n de defectos con de-
scripciones linealizadas del resto del cristal. Expresando la dina´mica exterior en te´rminos
de funciones de Green, obtenemos condiciones que evitan reflexiones espu´reas en las fron-
teras artificiales. Pueden usarse para generar condiciones de transmisio´n con el fin de
acoplar dos regiones con dina´micas distintas, o bien como condiciones de contorno artifi-
ciales que permiten truncar el recinto computacional.
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1 INTRODUCCIO´N
Las simulaciones de dina´mica molecular se han convertido en una herramienta esencial
para investigar los procesos que ocurren a escala ato´mica en los so´lidos cristalinos. No
obstante, su elevado coste obliga a desarrollar estrategias para reducir el taman˜o de los
recintos computacionales sin alterar excesivamente los resultados de la simulacio´n.
Consideremos por ejemplo un nanocristal en el cual defectos y dislocaciones esta´n con-
centrados en una pequen˜a regio´n. Tal es el caso en los experimentos de nanoindentacio´n,
en los cuales las dislocaciones se acumulan en torno a la punta del indentador. Parece
razonable truncar el recinto computacional a una cierta distancia del indentador. Dentro
del recinto, se lleva a cabo una simulacio´n de dina´mica molecular en la que se tiene en
cuenta el medio circundante de forma adecuada. Es frecuente el recurso a condiciones
de contorno perio´dicas, que so´lo tienen sentido en las direcciones perperdiculares a la di-
reccio´n de indentacio´n y que en realidad implican que se esta´ simulando una coleccio´n de
indentaciones espaciadas perio´dicamente, que ocurren simulta´neamente. En la direccio´n
en la que avanza el indentador estas condiciones carecen de sentido.
En la pra´ctica, resulta conveniente colocar la frontera artificial suficientemente lejos
de los defectos como para que las ecuaciones de movimiento se puedan linealizar, reem-
plazando as´ı la dina´mica ato´mica no lineal elegida por un problema de elasticidad discreta.
En esta frontera se puede optar por imponer una condicio´n de contorno artificial que re-
produzca adecuadamente la respuesta del medio exterior o por acoplar la simulacio´n de
dina´mica molecular con me´todos sin malla o elementos finitos. En ambos casos, las condi-
ciones de contorno o de transmisio´n impuestas han de minimizar las reflexiones espu´reas
de ondas ela´sticas hacia el interior del recinto computacional que se producen por un
cambio brusco en la descripcio´n del sistema en la frontera o interfaz artificial. La Figura
1 compara la evolucio´n de una onda en una red con los resultados obtenidos al truncar el
recinto computacional e imponer distintos tipos de condiciones de contorno. Tales reflex-
iones se han observado en estudios atomı´sticos de dina´mica de dislocaciones [1] o fisuras
[2] y al disen˜ar esquemas multiescala h´ıbridos [3].
El problema de suprimir reflexiones en fronteras artificiales se presenta en multitud
de campos distintos. En las u´ltimas de´cadas, se ha producido un progreso notable en
problemas de propagacio´n de ondas en medios continuos (ela´sticas, acu´sticas o electro-
magne´ticas). Si la dina´mica ondulatoria se genera por completo dentro del recinto com-
putacional y fuera de e´l no hay mecanismos que puedan causar reflexiones hacia su interior,
entonces la solucio´n cerca de la frontera esta´ compuesta u´nicamente por ondas salientes:
la condicio´n de contorno artificial ha de generar una radiacio´n de energ´ıa que sale del
recinto. Se recurre a tres tipos. Las condiciones de contorno transparentes son exactas,
con lo que el problema truncado es en principio equivalente al de partida. Normalmente
involucran integrales en tiempo y espacio, por lo que resultan costosas y en la pra´ctica son
dif´ıciles de implementar sin generar inestabilidades a tiempos largos [4, 5, 6]. Modificando
convenientemente los nu´cleos integrales, se obtienen condiciones locales aproximadas. No
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Figura 1: (a) Onda saliente y (b),(c) aspecto de la regio´n a la cual se va a restringir la computacio´n
una vez ha salido esta onda. Detalle de la evolucio´n de la onda (a) al llegar a las paredes del recinto
computacional: (d),(e),(f) con condiciones perio´dicas y (g),(h),(i) con condiciones absorbentes de orden
bajo.
todas las aproximaciones son va´lidas y hay que seleccionar cuidadosamente aquellas que
dan lugar a problemas bien puestos, evitando que el sistema se desestabilize a tiempos
largos [4, 7, 8]. Se denominan condiciones de contorno absorbentes. La tercera posibilidad
consiste en introducir una capa perfectamente acoplada fuera del recinto computacional
que amortigua las ondas generadas en el borde sin que lleguen a rebotar hacia el interior.
La idea funciona satisfactoriamente en electromagnetismo [9] y se ha extendido a prob-
lemas de fluidos y elasticidad [10]. Todas las condiciones de contorno propuestas para
problemas continuos han de ser discretizadas de forma que no se amplifiquen las reflex-
iones al discretizar dado que las leyes de dispersio´n del problema discreto y el continuo son
distintas. En casos particulares se han derivado condiciones no reflectantes directamente
para problemas discretizados [11, 12].
Al truncar dominios en simulaciones de dina´mica molecular, no so´lo es preciso dejar
salir las ondas, sino que se ha de incorporar la respuesta del medio exterior ya que los
campos ela´sticos de los defectos decaen muy lentamente y no se pueden considerar nulos
en las fronteras. En [13] se han introducido condiciones dependientes del tiempo que
acoplan simulaciones atomı´sticas con una descripcio´n lineal del entorno circundante. La
respuesta del medio exterior se reproduce mediante una ecuacio´n de Langevin generalizada
[14] que promedia las velocidades medidas en el recinto computacional con un nu´cleo de
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convolucio´n. La integral involucra un nu´cleo que se calcula llevando a cabo una simulacio´n
de dina´mica molecular en un recinto ma´s grande. Otros intentos de minimizar reflexiones
incorporan te´rminos de friccio´n ad hoc [15], se basan en acoplamientos aproximados [16]
o recurren a estrategias de optimizacio´n [17].
En este art´ıculo obtenemos condiciones de contorno para simulaciones atomı´sticas us-
ando funciones de Green de problemas de elasticidad lineal discreta asociados. Tales
condiciones son no locales en tiempo y resultan ser exactas para el problema lineal. Dis-
cretiza´ndolas convenientemente obtenemos una aproximacio´n absorbente. Discutimos su
efectividad y las aplicamos al estudio de la evolucio´n de grupos de dislocaciones en arista.
El art´ıculo esta´ organizado como sigue. En la Seccio´n 2 obtenemos las condiciones de
contorno exactas en un ret´ıculo unidimensional y llevamos a cabo diversos tests nume´ricos.
La Seccio´n 3 extiende la idea a cristales bi y tridimensionales. La posibilidad de obtener
capas perfectamente acopladas se comenta en la Seccio´n 4. La Seccio´n 5 resume las
conclusiones de este estudio y las perspectivas de trabajo futuro.
2 CONDICIONES DE CONTORNO EXACTAS EN DIMENSION UNO




= V ′(un+1 − un)− V ′(un − un−1), n ∈ IN (1)
donde un representa el desplazamiento del a´tomo n-e´simo con respecto a su posicio´n de
equilibrio. M > 0 es la masa ato´mica y V el potencial interato´mico. Suponemos que los
posibles defectos esta´n concentrados en la regio´n |n| ≪ N . Cuando n esta´ pro´ximo a N ,




= K(un+1 − 2un + un−1), K > 0, n ∈ IN. (2)
Colocamos una frontera artificial en |n| = N y buscamos una condicio´n de contorno exacta
para (2). Esto significa que resolver el problema en la cadena truncada |n| ≤ N con esa
condicio´n de contorno produce el mismo resultado que resolver el problema completo (2).
Si se utilizan estas condiciones para el problema no lineal (1), dejan de ser exactas debido
a la linealizacio´n, pero se espera que funcionen razonablemente. La primera etapa a la
hora de derivar estas condiciones de contorno consiste en calcular la funcio´n de Green
del problema linealizado. Gracias a ella podemos expresar la contribucio´n de la regio´n
suprimida sobre el recinto computacional como una fuerza ejercida sobre la frontera.
2.1 Funciones de Green
Se trata de dar una representacio´n integral de la solucio´n del problema:
d2un
dt2






(0) = u1n, (4)
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donde D = K
M
> 0. Para ello se procede como sigue. En primer lugar, se elimina el














(θ, t) + ω(θ)2p(θ, t) = f(θ, t) (6)
donde ω(θ)2 = 4D sin2( θ
2
), con las condiciones iniciales obvias para p(θ, t), obtenidas a
partir de las condiciones iniciales para un(t). La solucio´n p depende de las ra´ıces del
polinomio r2 + ω(θ)2 = 0:













































Las funciones de Green para cadenas ato´micas fueron calculadas por Schro¨dinger en [18].
Sus propiedades se analizan en detalle en [19]. La convergencia de sumas en (10) se deduce
del decaimiento espacial de las funciones de Green. Integrando por partes en (10) y usando
la periodicidad de ei(n−n
′) concluimos que G0n,n′ decae como |n−n′|p para cualquier p > 1.
Como ω(θ) es par respecto a θ, la funcio´n de Green (10) es real.
2.2 Condiciones de contorno
Consideremos en primer lugar la geometr´ıa ma´s simple. Colocamos una frontera artificial
en n = 0 y restringimos el recinto computacional a la regio´n n ≥ 0. Necesitamos una
condicio´n de contorno para calcular u0(t) y cerrar el sistema (3). En principio,
d2u0
dt2
= D(u1 − 2u0 + u−1) + f0, (11)
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pero u−1(t) es desconocido a no ser que se resuelva (3)-(4) para n ≤ 0. Reescribimos (3)
en n = −1 como:
d2u−1
dt2
= D(0− 2u−1 + u−2) + f−1 +Du0. (12)
Suponiendo u0(t) conocido, el problema (3)-(4) para n ≤ 0 con condicio´n de contorno
u0(t) puede reformularse como un problema con condicio´n de contorno nula en la pared
y te´rmino fuente modificado: fn + Dδn,−1u0, n < 0. Podemos extender este problema a




un n < 0
0 n = 0
−u−n n > 0.
(13)
La extensio´n vn satisface
d2vn
dt2






(0) = v1n, (15)
para todo n, siendo v0n y v
1




n definidas como en (13). La
fuente gn se obtiene extendiendo fn + Dδn,−1u0 de la misma forma. Hemos incluido la
condicio´n de contorno u0 como una fuerza que actu´a sobre u−1 con el fin de posibilitar la
extensio´n impar con v0 = 0. Usando la expresio´n integral (9) y la simetr´ıa de los datos
obtenemos para n < 0















G0n,n′(t− s)(fn′(s) +Dδn′,−1u0(s))ds, (16)
donde G0n,n′ = G0n,n′−G0n,−n′ es la funcio´n de Green para el semiespacio n < 0 con condicio´n
de contorno nula en n = 0. De esta forma, obtenemos una expresio´n cerrada para u−1:














El te´rmino r−1(t) representa la contribucio´n de la regio´n exterior suprimida a la evolucio´n










+Dr−1 + f0, (18)
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Combinando este argumento en dos paredes opuestas obtenemos condiciones no reflec-










+Dr±(N+1) + f±N , (20)
usando





























• No se asume que los datos iniciales y la fuente tengan soporte compacto contenido
en el interior del recinto truncado. La serie se puede calcular usando el decaimiento
de G01k con k.
• Cuando el soporte de los datos iniciales y la fuente esta´n contenidos en el recinto
computacional r±(N+1)(t) = 0 y la condicio´n de contorno involucra u´nicamente a
u±N y su vecino interior inmediato. La condicio´n es no local en tiempo debido a la
integral.
• Los te´rminos r±(N+1)(t) representan la interaccio´n con el medio externo. Se pueden
reemplazar por la solucio´n de un problema exterior calculada mediante me´todos sin
malla o de elementos finitos si se desea evitar el ca´lculo de la serie y las integrales
correspondientes, lo cual puede ser ventajoso en dimensiones superiores. De esta
forma se tiene un me´todo h´ıbrido multiescala que acopla el problema ato´mico con
una descripcio´n exterior continua discretizada.
• Frecuentemente se introducen te´rminos de friccio´n ∂u±N
∂t
en las ecuaciones diferen-
ciales para los extremos de la cadena esperando reducir las reflexiones producidas
por elecciones arbitrarias de las condiciones de contorno, con un e´xito incierto. Al
discretizar estas derivadas en tiempo, se obtienen combinaciones lineales de valores
de u±N en tiempos anteriores. La integral que aparece en nuestras condiciones de
contorno exactas (20) es una combinacio´n de valores de u±N ya calculados. Se puede
interpretar como un te´rmino de friccio´n generado por la cola de la cadena truncada.
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2.3 Resultados nume´ricos
La Figura 2 compara la evolucio´n temporal de soluciones de (2) obtenidas utilizando dos
recintos encajados, el primero de los cuales triplica en taman˜o al segundo. En el primero
usamos condiciones de contorno de Dirichlet nulas. El dato inicial es una gaussiana con
soporte contenido en el recinto ma´s pequen˜o y podemos suponer que durante el tiempo
en el que se realiza la comparacio´n no hay interaccio´n con el borde exterior, as´ı que la
solucio´n es independiente de las condiciones de contorno empleadas. El resultado obtenido
se representa con cuadrados negros.
En el segundo recinto utilizamos tres condiciones de contorno. Los tria´ngulos rojos
corresponden a la solucio´n obtenida con condiciones de contorno nulas. La onda se refleja
hacia el interior del recinto computacional al llegar a la pared, llega al centro y vuelve
a salir hacia el exterior, producie´ndose reflexiones sucesivas sin que la magnitud de las
ondas reflejadas decrezca. Los c´ırculos verdes se obtienen con una versio´n discretizada de
las condiciones de contorno no reflectantes para la ecuacio´n de ondas utt − c2uxx = 0 :
ut ± cux = 0. En nuestro caso c = 1 y la condicio´n discretizada a imponer en cada pared
es del tipo u(tj+1) − u(tj) = k
√
D(u±N(tj) − u±(N−1)(tj)), tomando k y 1√D como pasos
en tiempo y espacio respectivamente. De nuevo, una onda reflejada de cierta magnitud
rebota de las paredes al interior sucesivamente.
La tercera condicio´n de contorno se obtiene discretizando la condicio´n exacta (20).
El resultado se ha representado con asteriscos azules. Es bien sabido que al discretizar
ecuaciones integrodiferenciales se pueden generar inestabilidades a tiempos largos y que
esta tendencia a la inestabilidad empeora con me´todos de orden alto. Se ha discretizado
el sistema de ecuaciones con el esquema de Verlet (orden 2, simple´ctico) y la integral
mediante la regla del trapecio compuesta (orden 2). El nu´cleo G−1,−1(t− s) oscila y decae
a medida que t− s crece. El decaimiento permite truncar la integral a un intervalo de la
forma [t−τ, t]. La regla del trapecio reemplaza esta la integral por una combinacio´n lineal
de valores de u±N de la forma h
∑nτ
j=1 G−1,−1(tj)u±N(tk − tj) en cada tiempo tk. Los pesos
G−1,−1(tj), j = 1...nτ , son fijos y se calculan una sola vez. Si τ es demasiado pequen˜o,
se observa una onda reflejada similar a la obtenida con condiciones de contorno nulas.
A medida que τ crece, la magnitud de la onda reflejada disminuye. Si τ es demasiado
grande, el error de discretizacio´n acumuladado desestabiliza el esquema. En general, es
posible encontrar un valor o´ptimo para τ que depende de D y de k, de modo que la onda
reflejada es menor que con otras condiciones de contorno y termina por desvanecerse.
3 EXTENSIO´N A DIMENSIONES SUPERIORES
Consideremos un cristal cu´bico simple. Etiquetamos sus a´tomos usando tres para´metros
enteros, que coinciden con sus coordenadas cartesianas n = (n1, n2, n3). El desplazamiento
de cada a´tomo respecto a su posicio´n de equilibrio es un. Si denotamos la energ´ıa del
8
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Figura 2: Ondas salientes con condiciones de contorno aproximadas comparada con la onda original para
K
M
= 1 y τ = 0.8 en sucesivos instantes de tiempo.







donde un es el vector desplazamiento del a´tomo etiquetado como n y M es su peso




n′ 6=n V (|un′ − un|), para algu´n potencial V o incluir correcciones (’glue po-
tential’, ’embedded atom’). Cuando todos los defectos del cristal se concentran en una
regio´n determinada, podemos linealizar y localizar las ecuaciones de movimiento a cierta
distancia. Tomando en cuenta u´nicamente la interaccio´n con los vecinos pro´ximos, las








con matrices coeficiente Kn−n′ relacionadas con las constantes ela´sticas del ret´ıculo:





3.1 Un caso modelo
Consideramos en primer lugar el caso modelo de una ecuacio´n de ondas discreta, en el






(un′ − un) (26)
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con D > 0, n = (n1, n2, n3) y n




3). Las ecuaciones se desacoplan y podemos
trabajar componente a componente con problemas escalares. El resultado vectorial se
recupera reagrupando las componentes. Truncamos el dominio computacional a una caja
finita, colocando fronteras artificiales en {|n1| = N1, |n2| = N2, |n3| = N3} y buscamos
una condicio´n de contorno no reflectante. De nuevo, el primer paso consiste en calcular
las funciones de Green del problema de valores iniciales.
3.1.1 Funciones de Green
















Para encontrar las funciones de Green asociadas, seguimos el procedimiento descrito en la











donde θ = (θ1, θ2, θ3).
Derivando p respecto a t y usando la ecuacio´n (28), concluimos que p es solucio´n de
(5) con ω(θ)2 = 4D[sin2( θ1
2
) + sin2( θ2
2
) + sin2( θ3
2
)]. Las condiciones iniciales para p(θ, t)
se obtienen a partir de las condiciones para un(t). De nuevo, p depende de las ra´ıces
del polinomio r2 + ω(θ)2 = 0 y viene dado por (7). Recuperamos un(t) invirtiendo las
transformadas de Fourier para obtener la expresio´n integral (9). Ahora, n, n′ y θ son















3.1.2 Condiciones de contorno
En cada pared de la caja {|n1| = N1, |n2| = N2, |n3| = N3} deseamos imponer una
condicio´n de contorno exacta para el semiespacio correspondiente.
Consideremos un semiespacio determinado. Colocamos una frontera artificial en n1 = 0
y resolvemos (26) para n1 ≥ 0. Necesitamos una condicio´n de contorno para calcular






(un′1,m′ − u0,m) + f0,m, (31)
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Estas ecuaciones involucran valores en la pared n1 = −1, que son desconocidos. Obten-
emos una expresio´n para ellos suponiendo conocidos los valores u0,m para todo m y
resolviendo (27)-(28) en el semiespacio n1 ≤ 0, usando u0,m como datos de contorno. Este
problema se puede reescribir como un problema con condiciones de contorno nulas en
n1 = 0 y un te´rmino fuente modificado: fn1,m+Dδn1,−1u0,m. Esto permite una extensio´n




un1,m n1 < 0
0 n1 = 0
−u−n1,m n1 > 0.
(32)













(0) = v1n1,m (34)
para n1,m = (n2, n3). Los datos v
0
n1,m




definidas como en (32). La fuente gn1,m se obtiene extendiendo fn1,m + Dδn1,−1u0,m de
forma ana´loga. Usando la representacio´n integral de vn1,m en te´rminos de funciones de
Green hallada en 3.1.1 y la simetr´ıa de los datos encontramos la expresio´n buscada para
u−1,m:





















donde G0(n1,m),(n′1,m′) = G
0
(n1,m),(n′1,m
′) − G0(n1,m),(−n′1,m′) es la funcio´n de Green del semies-
pacio n1 < 0 con condicio´n de contorno nula en n1 = 0.
El te´rmino r−1,m(t) representa la contribucio´n de los datos iniciales en la regio´n exterior
y su incidencia en la evolucio´n dentro del recinto truncado. La condicio´n de contorno en
la pared n1 = 0 viene dada por (31) y (35). Las condiciones de contorno en otros planos
paralelos o en otras direcciones se calculan de forma ana´loga con modificiones obvias.
3.1.3 Resultados nume´ricos
Hemos usado estas condiciones de contorno para simular la evolucio´n de un grupo de
dislocaciones en arista en cristales cu´bicos bidimensionales cuando una de ellas llega a
11
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la pared del recinto computacional. Las dislocaciones en movimiento son como ondas
que se desplazan. Al llegar a una pared real del cristal, quedan atrapadas. En una
pared artificial, hay que evitar este efecto si no queremos distorsionar la evolucio´n de las
dislocaciones que quedan en el interior. Es preciso que las condiciones de contorno dejen
salir las dislocaciones que alcanzan los bordes del recinto computacional.
La geometr´ıa inicial se describe en la Figura 3. Se aplica una tensio´n de cizalla y las
dislocaciones empiezan a moverse por efecto de esta tensio´n y de su interaccio´n mutua.




= K1(ui+1,j − 2ui,j + ui−1,j) +K2 (sin(ui,j+1 − ui,j) + sin(ui,j−1 − ui,j)) , (37)
con M,K1, K2 > 0. No´tese que las condiciones (31), (35) se aplican en dos dimensiones
sin ma´s que reemplazar m = (n2, n3) por m = n2. El esquema seguido para discretizar el
sistema resultante es el descrito en la Seccio´n 2.3.











Figura 3: Dislocaciones en arista en interaccio´n.
Para medir la magnitud de las reflexiones producidas por las condiciones de contorno
artificiales se puede utilizar la norma infinito o la norma eucl´ıdea normalizada de la difer-
encia entre la solucio´n obtenida con las condiciones de contorno artificiales y la solucio´n
calculada en un recinto varias veces mayor, que se toma como exacta. Otra posibilidad





donde E denota la energ´ıa de la solucio´n exacta, y Eapp la energ´ıa de la solucio´n aprox-
imada. Este coeficiente compara no so´lo desplazamientos, sino tambie´n velocidades. La
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Figura 4: (a) Coeficiente de reflexividad para (31), (35) comparado con (b) la diferencia de normas
eucl´ıdeas normalizada.
Figura 4 muestra la evolucio´n del coeficiente de reflexividad en uno de nuestros experi-
mentos.
Al superponer las condiciones de contorno en semiespacios para cada pared del recinto
computacional, se pierde exactitud en las esquinas. El impacto de los posibles problemas
en las esquinas decrece con el taman˜o del recinto computacional.
3.2 Caso general
Al resolver (24) truncamos el dominio computacional a una caja finita, colocando fronteras
artificiales en {|n1| = N1, |n2| = N2, |n3| = N3}, como en el caso anterior.
3.2.1 Funciones de Green
Para calcular las funciones de Green del operador linealizado (24) seguimos el proced-
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La matriz de coeficientes A(θ) no depende del tiempo. Para encontrar la solucio´n general
recurrimos a la transformada de Laplace en tiempo
Lp(θ, s) = (Ms2I−A(θ))−1(Lf(θ, s) +Mdp
dt
(θ, 0) + sMp(θ, 0)). (42)
Si LG0(s) = (Ms
2I − A(θ))−1 y LG1(s) = s(Ms2I − A(θ))−1 = LG′0(s), al invertir la










G0(t− s)f(θ, s)ds, (43)












3.2.2 Condiciones de contorno
Una vez conocida la funcio´n de Green obtenemos la condicio´n de contorno para un
semiespacio. Si colocamos una frontera artificial en n1 = 0 y queremos resolver (24)
cuando n1 ≥ 0, necesitamos una condicio´n de contorno para calcular u0,m(t),m = (n2, n3).








Hemos de expresar los valores u−1,m′ en funcio´n de u0,m para cerrar el sistema. Para ello,
se trata de representar la contribucio´n de la regio´n n1 ≤ 0 sobre la regio´n n1 ≥ 0 mediante
fuerzas ejercidas sobre la interfaz.
Al aparecer te´rminos cruzados en (39) no es cierto en general que la extensio´n impar
v de u definida en (32) sea solucio´n de un problema de tipo (39) con datos extendidos de
forma impar a todo el espacio como en (32)-(34). Normalmente habra´ que corregir gn1,m,




fn1,m + δn1,−1am(t) n1 < 0
bm(t) n1 = 0










[K(0,m)−(−1,m′) −K(0,m)−(1,m′)]u−1,m′ . (47)
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Resolvemos el problema extendido en todo el espacio y obtenemos un1,m, n1 < 0, en


























n,(−1,m′)(t− s)am′(s) + G0n,(0,m′)(t− s)bm′(s)]ds, (48)
donde G0
n,n′ es la funcio´n de Green en el semiespacio n1 < 0 con condicio´n de contorno
nula en el borde. Cuando K(0+1,m−m′) = K(0−1,m−m′), bm = 0 y (48) expresa u−1,m en
funcio´n de u0,m′, con lo que se cierra (45) en n1 ≥ 0. Se tiene otra vez una condicio´n de
contorno con la estructura (31),(35)-(36). Si bm no se anula, obtenemos una expresio´n
para u−2,m en funcio´n de u0,m′ y u−1,m′. Esto nos permite cerrar la condicio´n de contorno








con u−2,m′ dado por (48).
Estas condiciones se extienden a otros cristales cu´bicos trabajando con la base de
vectores primitivos y los planos de simetr´ıa del cristal. Un cuidadoso estudio nume´rico de
su eficacia se lleva a cabo en [22].
4 CAPAS PERFECTAMENTE ACOPLADAS
Conviene concluir con algunos comentarios sobre capas perfectamente acopladas, una
idea que ha resultado bastante efectiva en algunos problemas continuos. La idea de capa
perfectamente acoplada desarrollada en modelos continuos es la siguiente. Consideramos
un sistema de la forma
∂tv − A∂xv − B∂yv = 0. (50)
Introducimos un factor de disipacio´n d(x) en la regio´n x ≥ 0 y descomponemos u =
u|| + u⊤, donde || denota la componente paralela a la interfaz x = 0 y ⊤ la componente
perpendicular:
∂tu
|| − B∂yu = 0, ∂tu⊤ −A∂xu = 0, x < 0 (51)
∂tu
|| −B∂yu = 0, ∂tu⊤ + d(x)u⊤ −A∂xu = 0, x > 0. (52)
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−ı(kxx′(x)+kyy−ωt), u⊤ = u⊤0 e
−ı(kxx′(x)+kyy−ωt)
a|| + a⊤ = v0, a|| = Bv0
ky
ω












con lo que u coincide con v cuando x ≤ 0 pero se amortigua cuando x > 0 con coeficiente
‖u‖ = ‖v‖e− kxω
∫ x
0
d(s)ds. Los dos sistemas se acoplan ’perfectamente’ en la regio´n x ≤ 0 y
no hay reflexiones en la pared.
En la pra´ctica es preciso introducir otra frontera artificial dentro de la capa acoplada
infinita, a una cierta distancia de la primera pared y se imponen en ella condiciones de
contorno nulas. Esta segunda frontera produce una reflexio´n pero como dentro de la capa
acoplada las ondas decaen exponencialmente el coeficiente de reflexio´n decae ra´pido. Se
incrementa el recinto computacional con esta regio´n entre dos fronteras. Para que el coste
sea menor que el generado por el ca´lculo de integrales en el borde es preciso que la franja a
an˜adir se pueda elegir suficientemente estrecha. Por otra parte, al implementar el me´todo
hay que discretizar las ecuaciones. Las leyes de dispersio´n de los problemas discretizados
no son las mismas que las de los problemas continuos y tampoco las ondas planas, por lo
que al discretizar las capas pueden producirse reflexiones incontroladas y este me´todo no
siempre funciona en la pra´ctica.
Construir capas perfectamente acopladas para problemas discretos en espacio no es
sencillo, y los intentos en esa direccio´n son puramente heur´ısticos. Podemos obtener
capas perfectamente acopladas aproximadas para el sistema (24) considerando su l´ımite
continuo, que es un problema elastodina´mico aniso´tropo y discretizando sus capas. Los
sistemas elastodina´micos se escriben en la forma (50) usando la formulacio´n velocidad-
tensio´n: ρ∂v
∂t
− divσ = 0, y A∂σ
∂t
− ε(v) = 0. Desafortunadamente, las capas resultantes
son inestables, como se ve en [23, 24].
5 CONCLUSIONES
• Hemos propuesto condiciones de contorno no reflectantes para la simulacio´n de
la dina´mica de defectos en cristales cu´bicos simples en recintos computacionales
reducidos.
• Estas condiciones se extienden a otros cristales cu´bicos trabajando con la base de
vectores primitivos y los planos de simetr´ıa del cristal [22].
• Las condiciones obtenidas son exactas, pero no locales en tiempo. La discretizacio´n
de la integral puede dar lugar a inestabilidades a tiempos largos. Hemos intro-
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ducido un esquema nume´rico que genera condiciones de contorno absorbentes para
el problema discretizado y produce buenos resultados al simular geometr´ıas simples.
• El disen˜o de capas perfectamente acopladas resulta complejo por la estructura es-
pacial discreta. Cabr´ıa la posibilidad de recurrir a discretizaciones de las capas per-
fectamente acopladas para ecuaciones de elasticidad aniso´tropa, que, sin embargo,
resultan ser inestables [23, 24]
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