Abstract-CHOKe is a simple and stateless active queue management (AQM) scheme. Apart from low operational overhead, a highly attractive property of CHOKe is that it can protect responsive TCP flows from unresponsive UDP flows. Particularly, previous works have proven that CHOKe is able to bound both bandwidth share and buffer share of (a possible aggregate) UDP traffic (flow) on a link. However, these studies consider, and pertain only to, a steady state where the queue reaches equilibrium in the presence of many (long-lived) TCP flows and an unresponsive UDP flow of fixed arrival rate. If the steady-state conditions are perturbed, particularly when UDP traffic rate changes over time, it is unclear whether the protection property of CHOKe still holds. Indeed, it can be examined, for example, that when UDP rate suddenly becomes 0 (i.e., flow stops), the unresponsive flow may assume close to full utilization in sub-round-trip-time (sub-RTT) scales, potentially starving out the TCP flows. To explain this apparent discrepancy, this paper investigates CHOKe queue properties in a transient regime, which is the time period of transition between two steady states of the queue, initiated when the rate of the unresponsive flow changes. Explicit expressions that characterize flow throughputs in transient regimes are derived. These results provide additional understanding of CHOKe and give some explanation on its intriguing behavior in the transient regime.
I. INTRODUCTION

A. Overview on Flow Protection
B
ROADLY speaking, there are two distinct but complementary ways to enforce flow fairness and protection in the Internet. Following the end-to-end architectural design principle of the Internet [1] , the more classical way has been via congestion control algorithms [2] . These algorithms are typically implemented in the transport protocols (e.g., TCP) of end-hosts. To ensure global fairness, such schemes require all users to adopt them and respond to network congestion properly. However, this requirement can hardly be met for at least two reasons. First, there is no performance incentive to end-users. This is because users who lack the congestion control algorithms, intentionally or otherwise, may end up with a lion share of bandwidth. Second, in order to meet real-time requirements, many applications do not implement congestion control. Hence, to protect responsive (e.g., TCP) flows from unresponsive (e.g., UDP) ones, solely relying on the end-to-end schemes can be unfair or risky, and it is necessary to introduce some mechanisms in the network. This motivates the second approach to fairness and protection.
The second approach is provided through router mechanisms. Such a router mechanism can be either: 1) per-flow fair queueing (PFFQ) scheme, e.g., Weighted Fair Queueing (WFQ) [3] ; or 2) queue management (QM) scheme, e.g., Random Early Detection (RED) [4] , [5] . PFFQ schemes share link bandwidth among flows in a fair manner. Typically, they isolate flows into separate logical or physical first-in-first-out (FIFO) queues and maintain flow-level state information. By building firewalls around heavy users, flow isolation protects well-behaved flows and enables performance guarantees to such flows [6] . Nevertheless, the maintenance of per-flow state and the dynamic management of complex queue structure are widely believed to be problematic 1 for high-speed implementation.
QM schemes specialize in buffer allocation and are normally significantly simpler in design, typically with a single queue shared by all flows. Among QM schemes, RED [4] , [5] is probably the most widely known scheme. It maintains an exponentially moving average queue size that indicates the level of congestion in the router. A congested RED router drops incoming packets with a certain probability dependent on the queue size. Since the dropping probabilities are applied globally to all flows, both high-rate and low-rate flows can be punished in equal measures. In fact, based on the nature of Internet flows (e.g., flow sizes, underlying transport protocol) and resultant differences in their responsiveness to congestion, the same ambient drop rate of RED can be more detrimental and highly unfair to some flows. To deal with this unfairness, more complex variants of RED, e.g., Flow RED (FRED) [11] and RED with Proportional Differentiation (RED-PD) [12] , have been proposed to apply differential per-flow drop rates. However, such schemes typically need to maintain partial flow state to be able to discriminate drop rates among flows.
With no flow isolation, fairness afforded by a QM scheme is generally approximate. For example, a recent simulation study consisting entirely of UDP flows shows that the bandwidth allocated by FRED to congested UDP flows can differ by several factors [9] . This begs the following question: How much of the bandwidth, or generally the shared resources, can an unresponsive/rogue flow steal in QM schemes?
B. CHOKe
A highly novel QM scheme that, unlike FRED or RED-PD, does not require flow state to be maintained in the router is CHOKe [13] . CHOKe is proposed to protect rate-adaptive (responsive) flows from unresponsive ones. It uses the recent admissions, i.e., packets currently queued in the buffer, to penalize the high-bandwidth flows. It can be implemented by a few tweaks of the RED algorithm. Specifically,"when a packet arrives at a congested router, CHOKe draws a packet at random from the FIFO buffer and compares it with the arriving packet. If they both belong to the same flow, then they are both dropped; else the randomly chosen packet is left intact and the arriving packet is admitted into the buffer with a probability (based on RED) that depends on the level of congestion [13] ."
A promising property of CHOKe is that it provides analytically proven protection of responsive flows from an unresponsive flow at the congested router, which provides an answer to the aforementioned question. Specifically, in the presence of many flows, the following interesting and peculiar steady-state properties of CHOKe have been derived [14] - [16] .
• Limits: An unresponsive UDP flow cannot exceed certain limits in buffer share and link bandwidth share [15] , [16] .
The maximum UDP bandwidth share is of link capacity, and the maximum buffer share is 50%.
• Asymptotic property: As the UDP rate increases without bound, its buffer share can asymptotically reach 50%, and queueing delay can be reduced by half, but its link utilization drops to zero.
• Spatial distribution: The spatial packet distribution in the queue can be highly nonuniform [14] . The probability of finding a packet belonging to a high-rate flow in the queue diminishes dramatically as we move toward the head of the queue. Correspondingly, the flow distribution in queue is skewed with most packets of high-rate flows found closer to queue tail, while packets of low rates are found closer to queue head.
C. Contribution of This Paper
To the best of our knowledge, previous analytical studies on CHOKe [14] - [16] are restricted to the steady state where the traffic rate of the UDP flow is assumed constant. However, this assumption is too restrictive, limiting more in-depth understanding of CHOKe. This paper studies CHOKe behavior in the face of dynamically changing UDP rates and at the same time generalizes the steady-state properties proved in the earlier works. Particularly, this paper investigates CHOKe queue properties in a transient regime, which is the time period of transition between two steady states of the queue when the rate of the unresponsive flow changes.
From a modeling perspective, the study of the transient behavior of CHOKe is an arduous task for two main reasons: 1) leaky nature of the queue, meaning that packets already in queue may be dropped later; 2) continuous state transition of the queue in the transient regime. Due to 1), the delay of a packet is not merely the backlog the packet sees upon arrival divided by the link capacity as in nonleaky queues. Besides, the spatial packet distribution of a flow in the queue can be nonuniform throughout the queue. Due to 2), many parameters that characterize the queue (e.g., flow matching probability, backlog size, skewed packet distributions of flows in the queue) are likely to be dynamically changing. Both constraints prohibit us from making "safe" simplifying assumptions in analyzing the transient behavior of CHOKe.
In this paper, we take the first step in characterizing the transient UDP transmission rates at a CHOKe queue in the immediate aftermath of change in the UDP traffic arrival rate. In particular, we focus on: 1) how UDP utilization evolves in transient time; and more importantly 2) the limits, i.e., how far the utilization goes up or down in transient time. We notice that as the UDP traffic arrival rate goes up or down, its transient transmission rate can go in opposite direction in a dramatic fashion. For example, when the UDP rate sharply decreases, its utilization rapidly soars and often exceeds the steady-state limits asserted above. Extreme transient behaviors are observed when a very high-rate UDP flow abruptly stops. In such cases, UDP transient utilization can suddenly jump from 0% to over, say, 70%. This intriguing phenomenon cannot be explained with the literature results.
The contribution of this paper is several-fold. First, the above intriguing phenomenon is illustrated with examples, which forms a motivation of the work. Second, for any given UDP traffic rate, we derive quantitatively the queue parameters that characterize the spatial properties of the queue in a steady state. Third, by leveraging the queue parameters above and abstracting the UDP rate change by a factor, both the evolution and the extreme points of UDP throughput in transient regime are analytically derived for any arbitrary UDP rate change. Last but not least, we obtain generic plots that succinctly represent both transient and steady-state UDP throughput behaviors. Extensive simulations confirm the validity of the theoretical results.
D. Structure of Paper
The rest of this paper is organized as follows. Section II presents the system setup, basic assumptions, and notation.Section III explains the motivation using examples and presents some background on steady-state behavior. Since the transient phase is a transition period between two steady states, discussion on steady-state models is as relevant. Our theoretical models are presented in Section IV. In particular,Section IV-A derives the insightful rate conservation argument and obtains further simplifying assumptions required for the transient analysis; Section IV-B lays out the theoretical foundation on the spatial distribution model just before rate change; Section IV-C tracks the UDP link utilizations and derives its properties during the transient period. Section V presents model validation and simulation results. Section VI concludes and discusses open issues.
II. SYSTEM MODEL AND NOTATION
The studied system is shown in Fig. 1 , where rate-adaptive similar TCP flows share a link with a single unresponsive/aggressive UDP flow. Flows are indexed from , where 0 denotes the UDP flow. Since TCP flows are similar, hereafter 1 denotes a typical TCP flow. Packets are queued and scheduled The full notation is summarized in Table I . The key performance metric is the flow (link) utilization denoted by . It represents the flow's share of bandwidth on the link. Given UDP link utilization and link capacity , the throughput of all flows can be computed.
A queue parameter that is not indexed with a control variable, say time , designates the value of the parameter in the steady state. Otherwise, the parameter is dependent on that control variable. For example, designates UDP utilization in a steady state, while is changing with , more likely during a transient regime.
A consequence of large is that for a TCP flow, the packet matching in CHOKe is rare and its drop rate is mainly due to congestion (RED). That is (1)
III. MOTIVATION AND BACKGROUND
A. Motivating Examples
To clarify our motivation, we provide example scenarios employing the network setup depicted in Fig. 1 . There are TCP sources and a UDP flow whose arrival rate is dynamically varying. The simulation parameters are described in full in Section V.
Example 1: The initial UDP arrival rate was and , where is the link capacity, for Experiment 1 and Experiment 2, respectively. At , the suddenly jumps by factors of 4 and 12 to and , respectively, and then returns back to and at . We conduct 500 replications of the two experiments, and the resulting UDP flow utilizations (as measured using time intervals of 10 ms) are shown in Fig. 2 . 
Example 2:
The initial UDP arrival rate was . As shown in Fig. 3 , the input UDP rate flaps between and every 250 ms. The figure shows UDP utilization averaged over 1000 replications, with measurements taken every 1 ms.
B. Observation and Objective
In this paper, we are interested in the peculiar behaviors (e.g., shaded in Fig. 2 ) when UDP arrival rate varies. The behaviors can represent transitions of a CHOKe queue from one steadystate to another and typically lasts a full queueing delay. We note the following during this transient phase.
• transient phase, may increase abruptly by several factors. In Fig. 3 , for instance, . What are the lowest and highest UDP utilizations during the transient phase? Note that these extreme UDP utilizations during the transient regime depend on the measurement interval/window. With large windows, the transient behavior gets diffused and evened out by the adjacent steady-state results. The objective of this work is to obtain the extreme packet-level UDP utilizations (i.e., the highest or lowest utilizations as measured for each packet) by analysis.
These observations have crucial and practical implication. Internet flows, dominated by short Web transfers, often see fluctuating available bandwidth and may adapt their sending rates. For example, in periods of high UDP link utilizations, the number of Web document transfers may dwindle, and their transfer completion times may get inflated.
Since the transient regime represents a departure from a stable queue state, its behavior may be influenced by the earlier steady state, as we shall soon see. Therefore, it is fitting to briefly discuss the steady-state behaviors.
C. Background on Steady-State Models
As mentioned earlier, steady-state CHOKe models, e.g., [14] and [15] , are important for predicting transient behaviors. We call the model in [15] the overall loss model, and the one in [14] the spatial distribution model. Both models assume the CHOKe dropping and RED-based dropping are reversed for analytic simplicity, as shown in Fig. 4 . The only independent parameter in both models is the UDP flow arrival rate, . Thereupon, change in causes the departure from current UDP utilization and kicks start the transient regime.
1) Overall Loss Model (OLM):
This model derives the steady-state UDP utilization and buffer share by first deriving the flow loss probability incurred by both CHOKe and RED parts of the CHOKe queue. The analysis results in a nonlinear numerical relation between , and UDP input rate given by
and is graphically shown in Fig. 5 . Further details can be found in [15] . The figure verifies the limit and asymptotic properties reviewed in Section I-B. The steady-state simulation results in model captures the spatial distribution of flows in a CHOKe queue using queue properties at the tail and head as boundary conditions. This spatial distribution includes the packet velocity and the probability of finding a flow packet at any position in the queue. An important concept introduced is thinning, which refers to the decaying of UDP packet velocity as the packet moves along toward the queue head. This steady-state model and the notion of thinning are useful for studying the transient properties as well. We present the basic model and provide pertinent assumptions that enable us to extend the model to the transient regime in Section IV.
IV. MODELING THE TRANSIENT REGIME Before delving into the transient model, we explain the transient behaviors using an argument, which we call the rate conservation law. This argument also provides an insight to extending the SDM to transient regimes.
A. Rate Conservation Argument
Before a UDP packet can be admitted into a CHOKe queue, it must survive both the RED and the CHOKe-based dropping. The probability of packet admission into queue is then . Once in the queue, UDP packets can still be lost. This is because incoming packets that evade RED-based dropping (with probability ) may trigger flow matching (with probability ) and cause dropping of the matched packets. In addition, UDP packets can also leave the queue due to transmission with rate . Summarizing, we get a system invariant that captures the rate of change in UDP buffered packets as follows: (4) Let us call (4) the rate conservation law. That is, the rate of change in UDP buffer occupancy is the difference between the flow queueing rate and the outgoing rate. The outgoing rate in turn is the sum of the departure/transmission rate given by and the leaking rate given by . Here, the leaking rate denotes the rate with which a queued UDP packet matches the incoming packet and is consequently dropped. The corresponding equation for a TCP flow is, where note due to large number assumption [see (1)] (5) where, since the link is fully used (6) Since, trivially, , we get
We remark that during a stable/steady state, (see Fig. 6 ). Now, let us assume an abrupt change in UDP arrival rate and note the following in the immediate aftermath: TCP flows react slowly in response to the sudden change in UDP arrival rate. Notably, TCP flows react in a round-trip time (RTT) timescale. Hence, during the transient phase (8) Fig. 6 plots the simulation results for the two experiments of Section III-A. The figures confirm the argument above and (8). As can be seen, for most parts of the simulations, the rate of change in total buffer occupancy is almost solely due to change in UDP buffer occupancy .
We warn the reader that (8) since the TCP flows are largely in a congestion avoidance phase, the rise in is not as significant as that of in the transient phase. After absorbing TCP bursts for a while (in a few round-trip cycles), the queue eventually settles to a new steady state determined by the new UDP arrival rate, and then once again. Remark: Combining (5) and (8), we conclude that TCP packet arrival rate to the CHOKe queue matches its transmission rate during the transient regime.
Now we are in a position to explain the transient behaviors shaded in Figs. 2 and 3 from the perspective of the rate conservation law. Rearranging (4), we get (9) Interestingly, (9) captures all pertinent behaviors of the system. In the steady state, , and
which is (3). Equation (10) is a key equation in the OLM and can reproduce the steady-state results depicted in Fig. 5 . For the transient behaviors, we explain only the dips in shown in Fig. 2 , but similar arguments follow for the peaks as well. An abrupt injection of UDP rate at s rapidly ramps up the second term on the right-hand side (r.h.s.) of (9) (see also Fig. 6 ). Despite the rapid rise of , its contribution to is counteracted by a corresponding rise of (see Fig. 7 where ). Therefore, is mainly influenced inversely by the rate (cf. Figs. 6 and 2 ). Specifically, focusing on Fig. 2 and using measurement intervals of 10 ms, we observed the following: When increases 12-fold at s, [as shown in Fig. 6(b) ], but the utilization . Conversely, when slackens by a factor of 12 at s, the falls to 1000 below 0 (as shown in Fig. 6 ) but the UDP link bandwidth share soars to 56.5%.
While the rate conservation argument explains the transient queue dynamics well, due to several dynamically changing parameters ( , , ) in the transient regime, it is difficult to derive quantitative results directly from (9) . Nevertheless, some of the insights we gained become useful for extending the SDM model to the transient regime, as we shall soon see. 
B. Modified Spatial Distribution Model
This section is dedicated to the development of the SDM in concert with the transient regime. A schematic diagram of this model is illustrated in Fig. 8 .
1) Model Parameters: SDM can be described by a few key parameters (see Fig. 8 and Table I ). The parameters are the queue position/point/slot , the packet velocity at , the probability of finding a flow packet at , and the queueing delay for the packet at the tail to arrive at slot . Queue position is indexed from tail to head as . The packet velocity is the speed with which packets move toward the head of the queue and is defined as (11) The packet velocity at queue tail is simply the full queueing rate (see Fig. 4 ). At queue head, however, is merely the link capacity, i.e., . The packet velocity is related to the queueing delay accumulated in going from tail to slot as follows: (12) where the equation on the left side is obtained from (11) . Of course, the full queueing delay is . Alternatively, it can be derived using queueing principles. The rate of departure of TCP packets is , and average number of TCP packets in queue is given by . As far as the TCP flows are concerned, the model is a nonleaky queue (since ). Therefore, we apply Little's law to obtain (13) Another useful spatial parameter is -the probability of finding a flow packet at slot . Trivially (14) Here, is closely related to the packet velocity : It quantifies the fraction of flow 's packet velocity at to the total packet velocity . For instance, at queue head , , i.e., the probability is simply the flow utilization. Summarizing the two important parameters and at queue tail and head, the following boundary conditions apply, which are also illustrated in Fig. 8 . Here, we ignore TCP flow matching as discussed earlier for (1), i.e., (15) (16) (17) (18) Note that in (18) is the same as (6) . As noted in Section IV-A, TCP transmission rates do not change during the transient regime, resulting in constant TCP packet velocities throughout the queue. In a congested CHOKe queue with high UDP rate , however, the total packet velocity is continuously decreasing because UDP arrivals trigger packet drops through flow matching. In fluid terms, we say the UDP fluid gets thinned as it moves along the queue. We formalize the notion of thinning and use it to derive the slot parameters next.
2) Ordinary Differential Equation Model:
The UDP portion of the packet velocity at the tail is given by and the amount of UDP fluid in small time at the tail by .
The corresponding values at are and , respectively. Traveling from queue tail to takes , during which time new packets would arrive to the queue. Each arrival triggers a flow matching trial and drops the small volume of fluid with success probability . The probability that the UDP volume escapes matchings by all arrivals is . The UDP packet velocity at is therefore thinned or weakened as (19) On the other hand, there is no thinning for TCP and hence a constant TCP packet velocity throughout (20) During the transient regime, (20) is still valid due to the slow reaction of TCP congestion control, as discussed in Section IV-A.
Rearranging (20) and using (14), we get
Define parameters and as follows, which will often be used throughout the rest of the paper:
Using (14)- (16) and (20) , can equivalently be rewritten as Taking logarithm of key (19) first and then differentiation w.r.t. , we get (22) where from (12) . Applying (21) for and and inserting into the lefthand side (l.h.s.) of (22) , the following ordinary differential equation (ODE) is obtained: (23) Equation (23) 
, and (38). Here, it is worth highlighting that the Spatial Distribution Model proposed in [14] does not express the queue parameters in terms of queue position , where, specifically, and were given in terms of queueing delay and no explicit relations were afforded between and any of the triplets . As a result, from the earlier model, it is difficult to obtain for each slot the corresponding explicit expressions of the spatial parameters , and , hence limiting the application of results in [14] to the transient analysis.
Remark: More importantly, the analytical principles leading to Lemmas 1 and 2 also apply to the transient regime, making the later transient analysis possible.
3) Properties of Queue Dynamics: This section briefly outlines properties of queue dynamics , , and . The detailed proofs are in the Appendix.
We start with . To prove the properties of in Lemma 4, we need the following intermediate result.
Lemma 3:
The following properties hold for and follow from (24) and Lemma 3. (15) and (18) , the packet velocity is convex decreasing throughout the queue. For , the following property holds. Lemma 6: Given , , and defined by (13), queueing delay is strictly convex increasing. To visualize the queue dynamics, Fig. 9 plots for each queue position the probabilities , the packet velocities , and the queueing delays . For low and moderate rate , the spatial properties and look uniform in queue, and the queueing delay is approximately linearly rising, like in a regular nonleaky queue. With increasing rate , however, the spatial distribution becomes increasingly asymmetrical in queue, with most of the UDP packets piled up closer to the tail and the packet velocity sharply decreasing to as we move toward the head of queue. In such cases, since the packet velocities are nonuniform in queue, the queueing delays are also nonuniform. When , the queueing delay becomes -half of the queueing delay possible in a nonleaky queue with the same backlog size .
C. Analysis on the Transient Behavior
The transient behavior is a transition between two stable queue states excited by a change in UDP arrival rate. Without loss of generality, let us assume that the UDP arrival rate changes from to at time . At that instant, the snapshot of the queue exhibits the steady-state characteristics defined by (see Fig. 8 ). We are interested in transient behaviors that surface within a time of (the full queueing delay) after rate change. Thereafter, we assume the queue enters the steady state defined by new rate . We shall focus on the transition regime in . While Lemmas 1 and 2 lay a foundation for the analysis, we still need to make assumptions to realize it. Specifically, we boldly assume the following, during . I) The buffer occupancy remains constant at . II) TCP arrival rates remain the same. 2 Remark: It is worth highlighting that while Assumption II is valid or accurate based on our observation of slow TCP reactions in Section IV-A, Assumption I may be very conservative (see Fig. 7 ). Incidentally, this assumption may be the cause of approximation errors in the analysis. Nevertheless, results based on these assumptions are highly satisfactory.
We are now ready to conduct the analysis. Consider at time the UDP fluid at position . It has a velocity and a remaining age in queue of . Owing to FIFO, the UDP flow transmission rate at time is due to the transmission of this UDP fluid. By transmission time , the UDP velocity has been thinned according to the new rate as (27)
Remark: Expression (27) is similar to (19) . Unlike (19) , however, there are two distinct parts of thinning for the UDP fluid located at slot at . First, in going from tail to , the thinning is according to , and the duration of thinning is the queueing delay so far, i.e., . This part is reflected in (27) by . Second, for the remaining duration , the thinning is due to the new rate . Overall thinning, before eventual transmission, of the UDP fluid found at slot at is then Above, we use the same RED/congestion-based drop probability even when the UDP arrival rate changes. In fact, our 2 Note that a TCP flow can be bursty in sub-RTT scales under certain conditions, hence is capable in creating fluctuations in its rate [17] . In addition, two homogenous TCP flows may have very different instantaneous rates within an RTT [18] .
extensive simulations show that is often insignificant and can be ignored altogether. CHOKe's excessive flow dropping keeps the average queue size in check, and this in turn lowers the in comparison to that in plain RED. Hereafter, we choose to ignore . That is (28) Here, we would like to remark that similar observation or assumption has been made for CHOKe analysis in the literature [15] .
With Assumption II, the total packet velocity at time is the sum (29) where the second term represents the velocity contributed by the TCP flows, given by (20) . The instantaneous UDP link utilization follows from (27) and (29) simply as (30) Note that, with (21), which holds for both the steady state and the transient regime, we can express the UDP packet velocity, , as
with which we further obtain (32a)
In obtaining the reduced forms (32a) and (32b), we used (31) and (24), respectively. Equation (32b) captures the evolution of UDP utilization during the transient regime. We summarize it in the following lemma. 3 Lemma 7: Assume at , UDP arrival rate changes from to . The UDP link utilization at time is given by where is backlog size at and is given by (13) . It is trivial to see that . In addition, it is easy to prove that when , for . The proof is similar to the proof of Lemma 8. In (33), we used the property that is a decreasing function (see Lemma 4) to state that . When in (32a), . See Fig. 10 for the relationship between in queue and transient UDP rate. Theorem 1 states that if the UDP flow stops , it will attain exactly the utilizations in reverse order of time shown in Fig. 8 . That means, the steady-state probabilities associated with the previous UDP input rate successively turn out as transient utilizations when the flow stops. Therefore, 3 Lemma 7 indicates that when the UDP arrival rate jumps, i.e., , is decreasing on . Intuitively, with increased UDP arrival rate, the packets that were already in the buffer and survived before have to survive more comparisons. In other words, less and less such packets will be able to go through the queue as time goes. As a consequence, a decreasing UDP utilization is resulted. On the other hand, when the UDP arrival rate drops, i.e., , Lemma 7 indicates that is increasing on . Intuitively, when the UDP arrival rate drops, the packets in queue will suffer less comparisons, and hence more packets, which were previously in the buffer before the rate change, will be able to go through the queue. In the extreme case when the arrival rate drops to zero, all such packets can depart. As a result, we would expect UDP traffic to grab (a lot) more bandwidth in this case. So far, we have discussed the two special cases when (no change) and . Now consider a scenario where , in particular . It is plausible that when is high, the exponential terms in (32a), or equivalently in Lemma 7, may become so large that the utilization may quickly plunge to very low values. From our observation, we remark that the UDP utilization in the transient phase moves in the opposite direction to the change of UDP input rate that triggers the phase. Since the UDP rate change impacts the rate , the above observation is coincidentally the same as the one noted in Section IV-A.
We now generalize our findings and obtain the extreme values. Note that from Lemma 7,  is decreasing or increasing with , depending on whether is greater than or not, so the extreme is obtained when . In other words, the extreme (lowest or largest) values occur after rate change. That means the last packet of the old rate is transmitted with the extreme utilization . The next theorem gives the maximum or minimum value. First, we start with Lemma 8, which captures the special case when . , or when the UDP flow stops, . Theorem 2 is a key finding of this paper and can be visualized using Fig. 11 . Note that the figure illustrates both steady-state and (extreme) transient UDP utilizations for the selected UDP arrival rates. When , by Lemma 8, the values shown are the steady-state utilization for the given UDP arrival rate . When the UDP arrival rate changes (i.e., ), the graph shows how far the UDP utilization can go up/down when abruptly decreases/increases, respectively, to . For example, assume an initial UDP rate of . The utilization for this input is read from the figure at (also from Fig. 5 ) as . When , which corresponds to rate change by a factor of , the transient utilization surges to
. If the flow stops, by Corollary 1, the utilization instead jumps to [see also Fig. 9(a) ]. Similarly, when a flow of initial UDP arrival rate stops, the transient utilizations can surge to a whopping from the initial .
V. EVALUATION
In this section, we validate the results using simulations performed in ns-2.34. The network setup shown in Fig. 1 with the following settings is used:
Mb/s or 2500 packets/s, link latency 1 ms, 4 buffer size 1000 packets, TCP flows each of type SACK, RED buffer thresholds (in packets) and . Packet sizes are 1000 B. Flows start randomly on the interval s. We conducted extensive experiments, each simulation replicated 500 times if not otherwise highlighted. The 95% confidence intervals are so small that they are not reported. We remark that in computing the simulation results, unless otherwise stated, we have used a time window of 1 ms. Since packets/s, this is 2.5 times more than the per-packet transmission interval assumed by the model, but the error due to this disparity is small and can be ignored. Section V-A presents the validation of the model, and Section V-B presents additional simulation results.
A. Model Validation
In this section, we validate the two important results of this paper: Theorem 2 and Lemma 7.
1) Validation of Theorem 2:
In Fig. 12 , we show for selected initial UDP arrival rates the impact of rate change by factor . As can be seen, the simulation results accurately match the model predictions. For instance, for and , or , the maximum utilizations obtained by the model and simulations are 67% and 65%, respectively. 
2) Validation of Lemma 7:
For rate factors of , Fig. 13 shows the evolution of transient UDP utilizations obtained through simulation and the analytical model stipulated by Lemma 7. The steady-state backlog size required for the theoretical plot is taken from the steady-state simulation just before rate change.
As discussed earlier, there may be two sources of approximation errors for the theoretical results: first, the conservative assumption of constant backlog size during the transient phase; second, the difference in measurement intervals. The model results are tallied per packet transmission time (0.4 ms), while simulation results are based on a 1-ms interval. Despite these differences, the model and simulation results are reasonably Fig. 13(a) ]. In all figures, the approximation errors are negligible at the beginning. As we move further in time during the transient phase, however, the assumption of constant buffer occupancy fails to hold. Consequently, the errors become larger. In the figure, the model can be treated as a bound of the respective transient utilization. Additionally, the extreme utilizations during the transient regime [i.e., the lowest utilization in Fig. 13 (a) and (c), and highest utilization in Fig. 13 (b) and (d)], which can also be verified from the generic utilization curve shown in Fig. 12 , are very close to the simulation results.
B. Miscellaneous Results
Sections Table II seem to  represent lower utilization bound when and upper utilization bounds when . Nevertheless, the theoretical and simulation values based on packet transmission time window are remarkably close, and the bounds are tight.
2) Results on Example 2: Next, for the motivating example in Section III-A where the UDP arrival rate alternates between and , the two extreme utilization values using Theorem 2 are found to be 0.015% (for change from to ) and 75% (for change from to ). Similar to what has been observed in Example 1, the extreme values are tight bounds. Even using a gross measurement window of 10 ms for Fig. 3 , we still observe a peak utilization of 72%. Besides the extreme values, the model allows us to explore the average utilization in a time period within the transient regime. To demonstrate this, Table III shows average utilizations (per every 500 ms) using four methods: 1) steady-state utilization corresponding to average UDP arrival rate ; 2) average of steady-state utilizations corresponding to UDP arrival rates and ; 3) average utilization based on the model, i.e., Lemma 7; and 4) simulation results, using measurement time windows of 1 ms. Steady-state values for the first two methods are based on the OLM model described in Section III-C.1. For using Lemma 7, the values for backlog size at each 250-ms interval are required. Our extensive simulations show that the backlog size is wildly changing over time. We took the backlog size at the onset of rate change and fed it as the input into Lemma 7. For example, at , and at . As the table shows, the steady-state analytical bounds are far from the simulation results. On the contrary, the transient analysis nicely represents the picture of the queue even under radically changing traffic conditions.
3) Results Using Web Traffic: Since the Internet flow dynamics are heavily shaped by short Web transfers, we conducted a 500-replicated experiment explained in the following. The UDP arrival pattern is the same as in Fig. 3 , except that for and for . The Web traffic is modeled as follows: Starting from s, each of the 100 TCP sources (see Fig. 1 ) generates a Poisson process with an average arrival rate of 25 Hz. The size of each session (file) is Pareto-distributed with average size of 10 kB (about 10 packets) and a shape parameter of 1.3. This model captures the heavy tailed nature of Web file sizes and their transmission times [19] . Simulation lasts for 25 s, and over 9000 Web sessions have been generated. The result is illustrated in Fig. 14 .
Due to the huge and highly bursty Web traffic generated, the buffer is always full. Like in the long-lived TCP scenarios, UDP exhibits widely fluctuating throughput patterns during transient regimes. However, the extreme points of transient regime are generally lower in value. For example, UDP utilization can get as low as 0.08% and as high as 56%. Nevertheless, in both cases, they are bounded, albeit loosely by the analytical extreme values 0.015% and 72% as discussed in Section V-B.2. We believe that the smaller values are due to higher ambient drop rates [cf. in (28)] caused by RED dealing with persistent full buffer occupancy. To close the difference, further study may be conducted where the rate conservation argument could be exploited.
The results in this section show that the analytical results and observations made in this paper may apply to a wider context than studied here.
VI. CONCLUSION AND FUTURE WORK
While existing works on CHOKe reveal interesting structural, asymptotic, and limit behaviors of the queue, their results are limited to the steady state when the queue reaches equilibrium in the presence of many long-lived TCP flows and constantrate UDP flows. Unfortunately, they lack showing properties of the queue in a possibly more realistic network setting where the exogenous rates of unresponsive flows may be dynamically changing, and consequently the model parameters, rather than being static, may be continuously evolving.
This paper provides the first study on CHOKe behavior in the aftermath of rate changes in UDP traffic arrival. In particular, we are concerned with CHOKe queue behaviors during the transient regime, which we model as a transition from one steady queue state to another. We found that the performance limits stipulated in the steady state rarely hold for such transient regimes. Depending on the nature of rate change, the queue exhibits instant fluctuations of UDP bandwidth sharing in reverse direction. This behavior has ramifications on the smooth operation of the Internet where most flows are rate-adaptive. Such flows may see fluctuating available link bandwidth and degrade in performance. By extending and leveraging the spatial distribution model, this paper analytically: 1) determines the extreme points of UDP utilization (observed within an order of queueing delay after rate change); and 2) tracks the evolution of the transient UDP utilization following rate change. In addition, the model allows us to obtain generic UDP utilization plots that help explain both the transient extreme characteristics and steady-state characteristics. The analytic results have been rigorously validated through extensive simulations. We believe the analytical approach used in this paper also sheds light on studying transient behaviors of other leaky queues.
Note that we have considered only one UDP flow in this paper. When there are multiple UDP flows, there are two possible ways to extend the analysis. One is to treat all UDP flows as a single aggregate UDP flow. Then, the same analysis follows, but the results will only apply to the aggregate. This approach has been used, for example, in [20] . If one is interested in the individual buffer share and link bandwidth share of each UDP flow, the current results are not directly applicable, and future work is needed, for which we believe the ideas used in this paper may still be helpful.
Before concluding the paper, we make a few final remarks. The reader may notice that our analysis is independent of the specific flavor of TCP window control algorithm. The only condition placed upon TCP flows is that they collectively are able to grab the remaining bandwidth left by the UDP flow. This can easily be fulfilled by most TCP algorithms, making the analysis and results applicable to a wide variety of TCP algorithms. Recall from the analysis that the transient behavior is mainly controlled by the UDP source rate and factor of rate change . Therefore, it is plausible to formulate the analysis on a rate-based model, rather than window-based. The latter is commonly used for investigating (microscopic) TCP behavior. As discussed earlier, the TCP flows are of secondary importance as they merely take up the bandwidth left over by the UDP flow. As a result, detailed modeling of TCP window control algorithms seems orthogonal to this work. However, window-based analysis may be suitable in other situations where the TCP itself is the primary control (or parameter of interest) or where the network behavior is controlled by multiple parameters. One example application scenario is to compare, for example in a similar network setup but without the UDP flow, the instantaneous rates (within sub-RTT time windows) of TCP flows, each of which is characterized by different propagation delays or control algorithms. Another interesting future work is a similar investigation under a more complex topology. In order to predict network behavior in such environments, apart from the insights gained from this work and [14] , microscopic investigation of TCP flows in transient regime may be desirable. The interested reader is referred to [18] and [21] - [23] .
APPENDIX
This appendix is devoted to proving the lemmas and theorems in Section IV-B.
We need the following intermediate results.
From (12) and (21), respectively, we get
Using from (36) into (22) 
B. Proof of Lemma 3
Proof: From (10) or (3), practical values of must satisfy . For and , the proof is trivial. We only need to prove the bounds of for . We need (2) and the well-known property of natural logarithms shown next for
The proof is by contradiction and has two parts.
(i) First, we establish that . Let us assume (40) From (40) and (2) . Combining (1) and (2) completes the proof.
C. Proof of Lemma 4
Proof: Solving for from (36) and (37)
Since , and probabilities , is decreasing with . Taking the differentiation further and using (37) and (45) in place of and and simplifying, we obtain
The critical point where is given as
Equation (48) is obtained upon substituting for in (26). It is easy to see that decreases in concave fashion on and in convex fashion on . See Fig. 9(a) for an example.
Note that the critical point exists when the UDP arrival rate exceeds a certain value , calculated using (16) as (49) Above, we use Lemma 3 to state that . From (49), it follows that when , is strictly convex decreasing.
For arrival rate , since by (49) and by the Limit property (see Section I), the critical point exists somewhere .
D. Proof of Lemma 5
Proof: From (37), it is trivial to see that is decreasing with since . Differentiating (37) and using(45)
Since , is convex decreasing throughout the queue. See Fig. 9(a) .
E. Proof of Lemma 6
Proof: The queueing delay is a strict convex increasing function, since from (35) and (37), respectively In the above step, we use , from (18) , and from (20) .
G. Proof of Theorem 2
Similar to proof of Lemma 8, we proceed for the general as (54) However, from the proof of Lemma 8, we find for that . After rearranging, we obtain . Substituting this into (54) for general completes the proof.
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