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POWER MAPS ON QUASI-P-REGULAR SU(N)
by Andrew Russhard
In this thesis we will show that the p3 power map on SU(p + t   1) is an H-map for
2  t  p   1. To do this we will consider a bration whose base space is SU(p + t   1) with
the property that there is a section into the total space. We will then use decomposition
methods to identify the bre and the map from it to the total space. This information will be
used to deduce information about SU(p + t   1). In doing this we draw together recent work
of Kishimoto on homotopy nilpotence of SU(n) and Theriault on power maps for p-regular
Lie groups with older work of Cohen and Neisendorfer on constructing nite H-spaces. We
will also use classical theorems by Hilton and Milnor, James and Barratt, which we will
present here for completeness.
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Introduction
Lie groups are groups which are also dierentiable manifolds where the group multiplication
is compatible with the smooth structure of the manifold. They have been of great importance
in many areas of mathematics and theoretical physics since their development by Sophus Lie
in the 1870's and have been studied greatly.
Questions concerning their multiplicative properties have been studied by many mathemati-
cians. One question which has been asked is \when is a Lie group abelian?" It is known for
example that a connected abelian Lie group is isomorphic to a product of copies of R and
S1. The question of when a Lie group is abelian up to homotopy was studied by James and
Thomas [18] and James, Thomas and Araki [1]. They show that there are no classical Lie
groups which are homotopy abelian but not abelian.
If we know that a Lie group is not homotopy abelian, then there is an obvious next
question. How homotopy non-commutative is the Lie group? The measure of homotopy
non-commutativity is homotopy nilpotence, which we will dene now.
Denition 1.0.1 (Homotopy Nilpotency). Let H be an H-space and c: H  H ! H be the
commutator map. Then we may form the m-fold commutator
cm: H  :::  H | {z }
m+1 times
! H
by composing c with itself m times. If the map cm is trivial but cm 1 is not, then we say that
the homotopy nilpotency of H is m, which we denote by nil(H) = m.
Homotopy nilpotency in Lie groups is a topic which has been studied recently by Hamanaka
[12], Hamanaka and Kono [15], Hamanaka, Kaji and Kono [13], Kishimoto [23], Kaji and
Kishimoto [22] and Kishimoto, Kono and Tsutaya [24] for example. In these papers the authors
are concerned with either calculating the order of specic commutators or in determining when
a commutator is trivial or not. Currently Hasui, Kishimoto and Ohsita [17] are also studying
commutators in localized exceptional Lie groups. The methods in the papers mentioned have
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a very K-theoretic avour to them. Another way to study the nilpotency of a Lie group L is
to study the commutator subgroup of [X;L] for some space X. This has also been studied
by Hamanaka [11], [10], [14]. It is worth noting that these papers focus on the commutator
subgroup of mapping spaces [X;U(n)] where as the papers studying particular commutators
study commutators in simply-connected Lie groups. The reason for this is that the explicit
calculation of commutators is dicult and requires a lot of eort. As simply-connected spaces
are in general easier to deal with it is therefore unsurprising that more progress has been
made in the simply-connected cases.
An idea which is similar is that of an H-space, that is a space H which is endowed with a
continuous multiplication m satisfying the property that for any point x in the space
m(x;) = m(;x) = x;
where  is the base point of H. It is clear that all Lie groups are H-spaces but the converse is not
true as H-spaces generally lack homotopy associativity and the existence of homotopy inverses.
For example S7 is an H-space when given the multiplication induced by the octonions. However
it is well known that this multiplication is not associative or even homotopy associative.
Although Lie groups have been greatly studied, we still know very little about their
multiplicative properties up to homotopy. A very simple question is to ask whether the
diagram
L  L
m

kk // L  L
m

L
k // L
commutes up to homotopy? That is, is k an H-map (with respect to the multiplication m)?
In the 1970's McGibbon began examining this problem for localizations of homotopy
associative H-spaces. He records in [26] how he came to this problem.
If we know that a Lie group is not homotopy commutative then another question to ask
is at what primes do the obstructions to homotopy commutativity appear? To study this
McGibbon used the technique of localization at a prime p. This technique produces a space
L(p) which has the same homotopy groups at L except that all non-p-torsion is removed. For
topological groups this is the same as the group's p-completion.
After having localized at some prime p we can ask if L(p) is homotopy commutative. Mislin
[28] had shown that the commutator map has nite order d in [L  L;L], therefore we can
say that L(p) is homotopy commutative only if the greatest common divisor of p and d is 1..
When this is true however is not clear. McGibbon notes that since localization commutes
with multiplication we may restrict our attention to the case when L is simple. A further
observation is that Hopf's theorem tells us that L has the rational homotopy type of a product
12of odd dimensional spheres. If L has the same homotopy type as
S2n1 1  S2n2 1  :::  S2nl 1;
for example we say that L is of type (n1;:::;nl). Then in this case the following can be shown
[26].
Theorem 1.0.2. Let L be a simply connected, compact, simple Lie group of type (n1;:::;nl)
with n1  n2  :::  nl. Then
1. L(p) is homotopy commutative if p > 2nl and
2. L(p) is non-homotopy commutative if p < 2nl except in the cases when L = Sp(2) or
Spin(5) and p = 3, or L = G2 and p = 5.
In fact McGibbon [25] then went further and proved the following theorem for homotopy
associative H-spaces.
Theorem 1.0.3. Let H be a homotopy associative H-space with the homotopy type of a nite,
connected CW-complex. Then there exists some integer NH dependant on H such that 2p
divides NH if and only if H is not homotopy commutative. Furthermore, the power map
k: x 7! xk is an H-map if and only if k2   k is congruent to 0 modulo NH.
This result built on earlier work of Arkwoitz and Curjel [2] and Arkowitz, Ewing and
Schiman [3]. To achieve this result McGibbon used very combinatorial methods and the
properties of H-spaces. He also calculates the value of NH when H is a rank 2 loop space, S1,
S3 with multiplication induced by the quaternions and S7 with the multiplication induced by
the Cayley numbers. In other cases Theorem 1.0.3 gives a lower bound on the value of NH.
McGibbon [26] remarks himself however that this lower bound is probably very crude. He
notes that in the case that H = SU(4) then Theorem 1.0.3 implies that NH is a multiple of
420 for example. Theorem 1.0.3 gives a close link between the homotopy commutativity of a
space and power maps on it. After this work it was considered that the current techniques
and methods had been pushed as far as they could.
In 2010 Kaji and Kishimoto [22] used methods from K-theory to study the nilpotency of
p-regular loop spaces. A space is said to be p-regular if it is p-locally homotopy equivalent
to a product of p-localized spheres. This work examined closely the Samelson products in
p-regular loop spaces and gave the following result.
Theorem 1.0.4. Let L be a p-regular simply connected, compact, simple Lie group of type
(n1;:::;nl) with n1  n2  :::  nl. Then
1. nil(L(p)) = 2 if 3
2nl  p  2nl and
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2. nil(L(p)) = 3 if nl < p < 3
2nl.
Theriault [32] used this result to examine the pth power map on such p-regular simply
connected, compact, simple Lie groups. To do this he used the methods of constructing
p-local H-spaces developed by Cohen and Neisendorfer [6] in 1982 and combined this with
the properties of the Samelson products calculated by Kaji and Kishimoto [22]. Theriault's
method exploited the properties of the homotopy groups of spheres and the decomposition of
the Lie groups as products of odd spheres to achieve its result.
Theorem 1.0.5. Let L be a p-regular simply connected, compact, simple Lie group of type
(n1;:::;nl) with n1  n2  :::  nl. Then the pth power map on L(p) is an H-map for
p > 2.
Theorems 1.0.3 and 1.0.5 together imply that p divides NL. Theriault [32] also used his
result together with McGibbon's [25] work to show that the commutator subgroup of L(p) has
order p. It is this work of Theriault which forms the blue print for this thesis. We extend his
result here to the case where SU(n) is a product of spheres and sphere bundles over spheres.
Denition 1.0.6 (Quas-p-regular). A space X is said to be quasi-p-regular if it is p-locally
equivalent to a product of p-local spheres and sphere bundles over spheres.
Like him we will need some information about the nilpotency of quasi-p-regular SU(n) and
a p-local decomposition with which we can work.
The latter of these ingredients is due to Oka [30] and has been known since 1969. Oka
showed that SU(n) has the form we want if p + 1  n  2p   1. This decomposition will be
stated and proved in Chapter 2. James [20] had also studied the sphere bundles over spheres
that appear in the decomposition previously and recorded some of their properties.
The knowledge of the nilpotency of quasi-p-regular SU(n) and of the Samelson products on
SU(n) came from a paper by Kishimoto [23] in 2009. He used K-theoretic results of Hamanaka
[12] on Samelson products in p-localized U(n) and the properties of spheres and the sphere
bundles to calculate the nilpotency of SU(n) when it is quasi-p-regular. He also calculates the
order of explicit Samelson products in SU(n) and gives factorizations of them. To do this he
uses knowledge of the homotopy groups of spheres and specically the work of Toda [33] in
this area.
We will introduce a bration

R


    ! 
A

   ! SU(p + t   1);
where A is a space such that
H(SU(p + t   1))  = (H(A));
14and the map 
 induces the inclusion of the generating set in homology. The space A and the
map 
 will be properly introduced in Chapter 6. Then the rst main result of this thesis
which will be proved in Chapter 6 is the following.
Theorem 1.0.7. The space 
R in the bration

R


    ! 
A

   ! SU(p + t   1)
can be decomposed as

R '
Y
j2J


  p ^
k=2
A
(jk)
k
!

p Y
k=2

Ck ' 
Q  
Ck
for an appropriate index set J where if ji = 0 we understand the term Ai to be omitted, and
under this equivalence the map 
 restricted to each factor of 
Q is
 a looped Whitehead product if the factor is a smash of four or more spaces;
 a looped Whitehead product if the factor is a smash of three spaces and 2  t <
p+1
2 ;
 an \amended" looped Whitehead product if the factor is a smash of three spaces and
p+1
2  t  p;
 an \amended" looped Whitehead product if the factor is a smash of two spaces,
or factors through such maps if we restrict to 
Ck.
The term \amended" will be made clear in the construction. This will be an important
step in the proof of the ultimate goal of this thesis which we shall prove in Chapter 7. The
second main result will be the following.
Theorem 1.0.8. Let p > 5 and 2  t < p. Then the p3 power map on SU(p + t   1)(p) is an
H-map.
By combining this with the work of McGibbon [25] and Kishimoto [23] we get the following
corollary which we shall prove later.
Corollary 1.0.9. Let Y be some pointed nite CW-complex and G = [Y(p);SU(p + t   1)(p)].
The commutator subgroup [G;G] has order either p2 or p3.
As a consequence of Theorem 2.2.4 and Corollary 2.2.5 we can also say something about
Sp(
p+1
2 + t) for 2  t 
p+1
2 and Spin(p + t) for 2  t  p   2.
Corollary 1.0.10. Let p > 5 and 2  t < p. Then the p3 power map is an H-map on
Sp(
p+1
2 + t)(p) for 2  t 
p+1
2 and Spin(p + 2t)(p) for 1  t 
p 2
2 .
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Proof. It is well known that there is a group homomorphism
Sp(n)
f
  ! SU(n):
By the Theorem 2.2.4 we see that localized at an odd prime p there is a retraction
SU(n)
g
  ! Sp(n):
Let
m: G  G ! G
be the multiplication on a Lie group G and assume that the p3 power map is an H-map on
SU(2n). Then we have a homotopy commutative diagram
Sp(n)  Sp(n)
ff //
p3p3

SU(2n)  SU(2n)
m //
p3p3

SU(2n)
p3

Sp(n)  Sp(n)
ff // SU(2n)  SU(2n)
m // SU(2n)
(1.0.1)
where the right square homotopy commutes as p3 is an H-map and the left square commutes
since power maps commute with group homomorphisms. Then again using the fact that f is
a group homomorphism we may extend (1.0.1) to a larger homotopy commutative diagram
Sp(n)
f
((
p3
// Sp(n)
f

Sp(n)  Sp(n)
m
55
ff //
p3p3

SU(2n)  SU(2n)
m //
p3p3

SU(2n)
p3

Sp(n)  Sp(n)
m
))
ff // SU(2n)  SU(2n)
m // SU(2n)
Sp(n)
f
66
(1.0.2)
where the top and bottom triangles homotopy commute as group homomorphisms commute
with multiplication and the top right triangle homotopy commutes as group homomorphisms
homotopy commute with power maps. Finally we may add a last triangle to (1.0.2) using the
16retraction g to get a nal homotopy commutative diagram
Sp(n)
f
((
p3
// Sp(n)
f

Sp(n)  Sp(n)
m
55
ff //
p3p3

SU(2n)  SU(2n)
m //
p3p3

SU(2n)
p3

Sp(n)  Sp(n)
m
))
ff // SU(2n)  SU(2n)
m // SU(2n)
g
%%
Sp(n)
f
66
Sp(n):
(1.0.3)
Following around the outer edge of (1.0.3) we see that the diagram
Sp(n)  Sp(n)
m //
p3p3

Sp(n)
p3

Sp(n)  Sp(n)
m // Sp(n)
homotopy commutes. Hence p3 is a power map on Sp(n). The proof for Spin(n) follows as
Friedlander [7] showed that there is a homotopy equivalence
Spin(2n + 1)(p) ' Sp(n)(p)
which is an equivalence of loop spaces.
Corollary 1.0.11. Let Y be some pointed nite CW-complex and G = [Y(p);L(p)] where L is
either Sp(
p+1
2 + t) for 2  t 
p+1
2 r Spin(p + 2t) for 1  t 
p 2
2 . The commutator subgroup
[G;G] has order either p2 or p3.
We will prove this corollary at the end of chapter 7.
The second chapter of this thesis will be devoted to the study of SU(n) when it is quasi-p-
regular. The rst thing that we shall do is to introduce the sphere bundles which will form part
of the decomposition of SU(n). Their properties have been studied by many mathematicians
including James and Whitehead [21], Mimura and Toda [27] and more recently by Kishimoto
[23]. We will present their structure as a CW-complex and use the homotopy groups of spheres
to calculate the homotopy groups of these bundles. Once this is done we will move on to a
decomposition due to Oka [30] of SU(n) as well as recording similar decomposition of Sp(n)
and Spin(n).
The third chapter will examine Samelson products in SU(n). We start by introducing
the Samelson product and some of its properties. Of particular importance will be how the
Samelson products behave in homology. With this in place we can then examine specic
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Samelson products in SU(n). During this examination we will calculate their order following
Kishimoto's work [23]. We will also give factorizations of the Samelson products through
spheres contained within SU(n), again following Kishimoto. All of this will then be used to
present Kishimoto's result on the homotopy nilpotency of SU(n).
In the fourth chapter we will introduce the classical theorem of Hilton and Milnor. We
will give a proof of the Hilton-Milnor Theorem in the same manner as Selick [31] although
the theorem will be stated in its entirety which includes information not proven by this
method. We then move on to show how the Hilton-Milnor Theorem can be used to dene the
Hilton-Hopf invariants and with them we produce the distributivity law. The nal section of
this chapter is then for the study of basic products. These are used by Whitehead [34] in his
treatment of the Hilton-Milnor Theorem and give us more insight into the decomposition in
the Hilton-Milnor Theorem.
The work of Cohen and Neisendorfer [6] on p-local H-spaces will then be presented in the
fth chapter. Firstly we will introduce graded Lie algebras and their universal enveloping
algebras and show some of their properties. We will then use these to present a construction of
p-local H-spaces by Cohen and Neisendorfer. As well as stating their results, we will specialize
to cases in which we will be specically interested and record the results here.
The sixth and seventh chapters will then present my own work on the study of SU(n),
excluding the rst half of chapter six which will be the statement of a recent result by Theriault
[32]. In chapter six we will introduce a bration concerning SU(n) and go on to use the work
of the previous chapters to decompose its bre. It is this section which is the main technical
content of this work and utilises all of the work from the rst four chapters to do this. Once
we have this decomposition we can then combine it with the result of Theriault to study the
p3 power map on SU(n) in the seventh chapter and prove our main result. We will also relate
this back to the previous work of McGibbon on the homotopy commutativity of Lie groups.
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Quasi-p-regular SU(n)
In this chapter we will introduce certain spaces Bn and show some of their properties. We
will then use these spaces to give a decomposition of p-localizations of certain SU(n) where p
will be some odd prime. This decomposition is crucial in all of the work which follows and
use is made of it at every stage. We can then use this decomposition to tell us more about
particular homotopy classes of maps, such as factorizations through particular spaces. This
will be important later and is manageable because of these decompositions.
Throughout this whole chapter we will assume that everything is localized at some odd
prime p and homology will have Z=pZ coecients unless otherwise stated.
2.1 The Space Bn
We begin by introducing a space which we will use to decompose SU(n) later. It is known
that there exists a bration
S2n 1 ! SO(2n + 5)=SO(2n + 3) ! S2n
for n  2. Consider the pullback square of this bration with the map
: S2n+2p 3 ! S2n
which generates the group 2n+2p 3(S2n). This then gives us a homotopy commutative
diagram
S2 1

S2n 1

Bn

// SO(2n + 5)=SO(2n + 3)

S2n+2p 3  // S2n
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dening the space Bn in which both columns are homotopy brations. This construction can
be found in the paper by Oka [30] for example.
Denition 2.1.1 (The Space Bn). The space Bn is an S2n 1 bundle over S2n+2p 3
S2n 1 ! Bn ! S2n+2p 3 (2.1.1)
dened by the pullback square (2.1).
James and Whitehead [21] showed it has a structure as a cell-complex
S2n 1 [1 e2n+2p 3 [ e4n+2p 4;
such that H(Bn;Z=pZ)  = (x2n 1;x2n+2p 3), the exterior algebra on two generators in
dimensions 2n   1 and 2n + 2p   3 respectively. They further showed that the choice of
attaching map of the cell e4n+2p 4 in Bn is dependent on the choice of the attaching map of
the cell e2n+2p 3.
These generators are linked via the dual of the rst Steenrod power, P1
(x2n+2p 3) = x2n 1.
It will be important to know the homotopy groups of Bn. To do this we will need to know
the p-primary component of the homotopy groups of odd spheres within a range. These were
calculated by Toda (Chapter 13,[33]), and we record his result below.
Lemma 2.1.2.
2n 1+k(S2n 1) =
8
> > > <
> > > :
Z=pZ for k = 2i(p   1)   1 and i = 1;:::;p   1
Z=pZ for k = 2i(p   1)   2 and i = n;:::;p   1
0 otherwise if 1  k  2p(p   1)   3
Mimura and Toda [27] used this information to calculate the homotopy groups of Bn with
a range. Kishimoto [23] later did these calculations in a larger range than Mimura and Toda.
It is this larger range which we require, and accordingly we follow Kishimoto's calculations.
We will need some of the properties of the maps i. The properties were rst calculated by
Toda [33]. Before stating these properties, we will need a secondary composition due to Toda.
Now we consider the following maps
W
f
  ! X
g
  ! Y
h   ! Z
202.1 The Space Bn
where g  f ' h  g ' . From the fact that g  f '  we get an extension g
W
f // X
g //

Y
h // Z
Cf
g
>>
where Cf is the cobre of the map f. Since h  g '  we get a further extension
W
f // X
g //

Y
h // Z
Cf
g
==

W
fh;g;fg
>> (2.1.2)
for a map fh;g;fg.
Denition 2.1.3 (Toda Bracket). The map fh;g;fg in (2.1.2) is the Toda bracket of the
maps h, g and f. It is dened up to choice of extensions. A dierent choice of extension
results in the addition of elements in h[W;Y ] and [X;Z]f.
With this denition we can now state the following lemma which can be found in [23] or in
the original text [33].
Lemma 2.1.4. Let 1(3): S2p ! S3 be a generator of 2p(S3)  = Z=pZ. We then dene
1(n): Sn+2p 2 ! Sn for n  4 to be 2n 41(3). Then Toda shows the following properties.
(i) 1(2n   1) = 2n 41(3) generates 2n+2p 3(S2n 1).
(ii) i(3) 2 2i(p 1)+2(S3)) is dened inductively by the Toda bracket
fi 1(3);p;1(2i(p   1) + 2)g, where p is the degree p map, for i = 2;:::;p   1.
(iii) i(2n   1) = 2n 4i(3) generates 2n+2i(p 1) 1(S2n 1).
(iv) 1(3)  i 1(2p) generates 2i(p 1)+1(S3) for i = 2;:::p   1.
(v) i(n)  j(n + 2i(p   1)   1) = 0 if i + j < p and n  5.
For ease of notation, we may sometimes write i(n) = i when it is clear what is meant.
Now we may begin calculating the homotopy groups of Bn. We note that the connecting
homomorphism for (2.1.1) is a map
 : (S2n+2p 3) !  1(S2n 1):
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This map is given by
(x) = 1  x
where x 2 (S2n+2p 3).
We look rst of all at B2. Notice that in this case Lemma 2.1.2 tell us that (2:1:1) gives us
a series of exact sequences
0

0

Z=pZ

2+k(S3)

2+k(B2)

2+k(B2)

Z=pZ

2+k(S2p+1)

Z=pZ

1+k(S3)

1+k(B2)

1+k(B2)

0

1+k(S2p+1)

0 0
where k = 2i(p   1) for 1  i  p   1. In this case Lemma 2.1.4 part (iv) tells us that the
connecting homomorphism is non-zero. Then chasing this diagram, we can easily calculate
(B2) for 2 + 2(p   1)    2p(p   1). It can also been seen that any map of Sm ! B2
of order p must lift to S3. To see this we need only note that since the connecting map is
non-zero we have that the map 2+k(S3) ! 2+k(B2) is an isomorphism.
The other cases are slightly more involved as the connecting homomorphism in these cases
is zero. Combining Lemma 2.1.4 part (v) with (2.1.1) we see that there is a series of short
exact sequences
0 ! (S2n 1) ! (Bn) ! (S2n+2p 3) ! 0 (2.1.3)
for n  3 and 2n + 2p   2    2n + 2p(p   1)   4. This information enables us to calculate
that 2n+2i(p 1) 3(Bn)  = Z=pZ for i = n;:::;p   1.
This leaves the case of calculating 2n+2i(p 1) 2(Bn) for i = 2;:::;p   1. Let An be
the (4n + 2p   5)-skeleton of Bn, that is Bn minus its top cell. Then we have inclusions
in: S2n 1 ,! An and jn: An ,! Bn. We also get a pinch map qn: An ! S2n+2p 3. Combining
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these maps together with the short exact sequence (2.1.3) we get a commutative diagram
(S2n 1)
(in) // (An)
(qn) //
(jn)

(S2n+2p 3)
0 // (S2n 1) // (Bn) // (S2n+2p 3) // 0
where  = 2n + 2i(p   1)   2 for some xed i 2 f2;:::;p   1g.
Consider the composition
S2n+2i(p 1) 2 i 1(2n+2p 4)
                    ! S2n+2p 4 1(2n 1)
            ! S2n 1:
Then by Lemma 2.1.4 part (v) this composition is trivial and we get a coextension
i 1(2n + 2p   4): S2n+2i(p 1) 2 ! An:
This coextension satises (qn)(i 1(2n + 2p   4)) =  i 1(2n + 2p   3).
We now use a proposition of Toda's (Prop 1:8, [33]).
Proposition 2.1.5. The composition i 1  p is homotopic to the map
 (in)  f1(2n   1);i 1(2n + 2p   4);pg
Now combining Proposition 2.1.5 with Lemma 2.1.4, we get the following string of homotopies
i 1(2n + 2p   4)  p '  (in)  f1(2n   1);i 1(2n + 2p   4);pg
'  (in) 

1
i
i(2n   1)

:
Therefore the bration (2.1.1) does not split. Hence
2n+2i(p 1) 2(Bn)  = Z=p2Z:
We also see that it is generated by
j(i 1(2n + 2p   4)):
Therefore any map Sm ! Bn with 2p + 2  m  2p(p   1) of order p lifts to S2n 1.
We record these results in the lemma below.
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Lemma 2.1.6. For k > 2 we have:
2k 1+l(Bk) =
8
> > > > <
> > > > :
Z=p2Z if l = 2r(p   1)   1 for r = 2;3;:::;p   1
Z=pZ if l = 2r(p   1)   2 for r = k;k + 1;:::;p   1
Z(p) for l = 2(p   1)
0 else for 1  l  2p(p   1)   3
and for k = 2 we have:
3+l(B2) =
8
> <
> :
Zp if l = 2r(p   1)   1 for r = 1;2;:::;p   1
Z(p) if l = 2(p   1)
0 else for 1  l  2p(p   1)   3
Furthermore, any map Sm ! Bn with 2p + 2  m  2p(p   1) of order p lifts to S2n 1.
As a nal technical lemma we will show the following decomposition.
Lemma 2.1.7. The smash product Ak ^ Aj decomposes as a 3-cell complex wedged with
S2(k+j+p 2). Futhermore, if Ak;j is the (2(k + j + 2p)   7)-skeleton of Ak ^ Aj then Ak;j =
C1(2(k+j 2)) _ S2(k+j+p 2).
Proof. We will prove this by examining the homology of Ak ^ Aj. Begin by letting H(Ak) =
(x2k 1;x2k+2p 3) and H(Aj) = (y2j 1;y2j+2p 3) where xm or ym lies in dimension m. If we
let P1
 be the dual of the rst Steenrod power then we have that
P1
(x2k+2p 3) = x2k 1
and
P1
(y2j+2p 3) = y2j 1:
Therefore in the homology of Ak ^ Aj we have that
P1
(x2k+2p 1y2j+2p 3) = x2k+2p ey2j 1 + x2k 1y2j+2p 3:
By a change of basis in homology we may rewrite this diagram as
x2k+2p 3y2j+2p 3

x2k+2p 3y2j 1 + x2k 1y2j+2p 3

x2k+2p 3y2j 1   x2k 1y2j+2p 3
2x2k 1y2j 1
:
To complete the proof, we will need to wait until Example 5.2.3.
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2.2 SU(n)
Lie groups play an important role in many areas of mathematics. They have therefore been
greatly studied. We will prove a theorem of Oka and state some related theorems by Toda
and Mimura for a more complete picture. Before doing this, we will make a denition.
Denition 2.2.1 (Quasi-p-regular). A Lie group G is said to be quasi-p-regular if it is
p-locally homotopy equivalent to a product of spheres and Bn's where at least one factor is a
sphere bundle.
If the Lie group G is p-locally homotopy equivalent to a product of spheres, we say it is
p-regular. From the remainder of this chapter we will assume that all spaces are localized at
some odd prime p and that homology has Z=pZ coecients. Now we may prove the following
theorem of Oka [30].
Theorem 2.2.2. SU(p + t   1) is quasi-p-regular if 2  t  p. More specically we get a
decomposition
SU(p + t   1) ' B2  B3  :::  Bt  S2t+1  S2t+3  :::  S2p 1:
Proof. We prove Theorem 2.2.2 by following Oka's method and producing a decomposition
for SU(p+t 1). We begin by noting that the homology of SU(p+t 1) is well known to be
H(SU(p + t   1);Z=pZ)  = (x3;x5;:::;x2p+2t 3;)
if 2  t  p. Furthermore we know that the dual of the Steenrod power gives the relations
P1
(x2k+2p 3) = x2k 1
for 2  k  t.
Let 2  n  p. There is an exact sequence
SU(n   1) ! SU(n) ! S2n 1
which gives an exact sequence of homotopy groups
2n 1(SU(n)) ! 2n 1(S2n 1) ! 2n 2(SU(n)):
From this we get a map
f0
n : S2n 1 ! SU(n):
Composing this map with the inclusion in: SU(n) ,! SU(p + t   1), we get a map
fn : S2n 1 ! SU(p + t   1):
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If 2  n  t, we proceed as follows. Recall that Bn has a CW-structure
S2n 1 [1 e2n+2p 3 [ e4n+2p 4:
Bott Periodicity combined with the knowledge that 2(SU(p + t   1))  = 0 infers that
2n+2p 4(SU(p + t   1))  = 0. Therefore fn extends to a map
gn: An ! SU(p + t   1)
where An is the (4n+2p 5)-skeleton of Bn. Then as P1
 acts non-trivially on H(SU(p+t 1)),
we see that gn induces a monomorphism in homology. Imanishi showed that the order a of
4n+2p 4(SU(p + t   1)) is prime to p if t 
3(p 1)+2
2 . Therefore we get that gn extends to a
map
hn: Bn ! SU(p + t   1):
Notice that this works as we are working p-locally. If not, we would need to slightly modify
the attaching map  : S4n+2p 4 ! An as Oka does in his own proof. In this case Oka states
that there exists an integer x  0(mod p) such that x1 has the properties required of the
attaching map where 1 is constructed by Toda in [33].
We now have a collection of maps hn for 2  n  t and fn for t + 1  n  p. Using the
multiplication on SU(p + t   1) we can collect these maps together to form a map
: B2  B3  :::  Bt  S2t+1  S2t+3  :::  S2p 1 ! SU(p + t   1)
where  = h2h3:::htft+1ft+2:::fp. By construction  induces an isomorphism in
homology. Therefore by Whitehead's Theorem we get a homotopy equivalence as desired.
Combining this decomposition with Lemmas 2.1.2 and 2.1.6, we can see the homotopy
groups of SU(p + t   1). We record as a corollary the odd homotopy groups of SU(p + t   1)
within a range which will be useful later on.
Corollary 2.2.3. Let 2  t  p and p > 5. Then 2k 1(SU(p + t   1)) for p + t  k  6p
is trivial unless it appears in the following table. Furthermore, any map Sk ! SU(p + t   1)
factorizes through S2n 1 for n in the table below.
6p   3
k 8p   5 8p   3
10p   7 10p   5 10p   3
12p   9 12p   7 12p   5 12p   3
n 3 4 5 6
:
Mimura and Toda [27] showed that in fact SU(n) is only quasi-p-regular if n = p + t   1
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and 2  t  p. As well as this, Oka [30] also gave a similar decomposition of Sp(
p+1
2 + t) for
2  t 
p 1
2 using the same methods.
Theorem 2.2.4. Sp(
p+1
2 + t) is quasi-p-regular for 2  t 
p 1
2 and can be decomposed in
the following way.
Sp

p + 1
2
+ t

' B2  B4  :::  B2(t 1)  S4t 1  S4t+3  :::  S2p 3
Combining Theorem 2.2.4 with well known homotopy equaivalences between Lie groups, we
obtain this nal corollary.
Corollary 2.2.5. Spin(n) is quasi-p-regular if p + 2  n  2(p   1).
Proof. This result follows from the following homotopy equivalences of Lie groups localized at
an odd prime p by Harris [16]:
 Spin(2n + 1) ' Sp(n),
 Spin(2n) ' Sp(n   1)  S2n 1.
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In this chapter we will introduce Samelson and Whitehead products along with some of their
properties. An important property of Samelson products will be how they act in homology.
Understanding this will be the main aim of the rst section. The manner in which Samelson
products act in homology will form the basis of the decomposition in Chapter 6.
After this more general view of Samelson products it will be necessary to specialize. We
will examine Samelson products in quasi-p-regular SU(n) by recording the work of Kishimoto
[23]. In particular it will be important to calculate the order of these Samelson products and
for the non-trivial ones to nd a factorization of them.
3.1 Properties of Samelson and Whitehead Products
In this section we will introduce Samelson and Whitehead products and look at some of their
properties which will be important to us later. They will be used extensively later on and so
it is important to have a good understanding of their properties.
Let f 2 [X;Z] and g 2 [Y;Z] where Z is an H-group. Then we may use the multiplication
in Z to form a map
X  Y
C(f;g)
        ! Z:
where C(f;g) is dened pointwise for (x;y) 2 X  Y as the commutator
C(f;g)(x;y) = ((f(x)g(y))f 1(x))g 1(y):
As we are considering H-groups here we will ignore the bracketing. Of course if we consider only
H-spaces and not H-groups, the bracketing becomes important again as homotopy associativity
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is not assured. Consider the restriction of C(f;g) to X _ Y .
X _ Y

X  Y
C(f;g)// Z
Then it is clear that this restriction must be trivial and so we get an extension
X _ Y

X  Y
C(f;g)//

Z
X ^ Y
hf;gi
;;
:
(3.1.1)
As the sequence
[X _ Y;Z] ! [X  Y;Z] ! [X ^ Y;Z]
splits, we see that the map hf;gi is uniquely determined by the homotopy classes of f and g.
Denition 3.1.1 (Samelson Product). The map hf;gi in (3.1.1) is called the Samelson
product of f and g.
Denition 3.1.2 (Whitehead Product). If in the denition of the Samelson product Z = 
W,
then the Whitehead product of f and g,
[f;g]: (X ^ Y ) ! W
is the adjoint of hf;gi.
So we see that we may infer many properties of the Whitehead product from those of the
Samelson product. With this in mind we record some properties of the Samelson product.
Whitehead (Chapter X, section 5, [34]) proves the following lemmas.
Lemma 3.1.3. The Samelson product is bilinear.
Lemma 3.1.4. Let f 2 [Sk;Z] and g 2 [Sn;Z]. The Samelson product satises a commuta-
tivity law
hf;gi =  ( 1)deg(f)deg(g)hg;fi
where deg(f) and deg(g) denote the degrees of the maps f and g respectively.
Lemma 3.1.5. Let f 2 [Sk;Z] and g 2 [Sn;Z]. The Samelson product satises a Jacobi
identity,
( 1)deg(f)deg(h)hf;hg;hii + ( 1)deg(g)deg(f)hg;hh;fii + ( 1)deg(h)deg(g)hh;hf;gii = 0
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Kishimoto (Proposition 3.2, [23]) derives some formulae for Samelson products when the
domains are not necessarily spheres. We omit the proofs, but the result mostly follows from
the Hall-Witt formula for groups.
Proposition 3.1.6. Let Z be an H-group and fi: Xi ! Z be some maps with Xi CW-
complexes. Then we have the following formulae;
 If hf1;hf2;f3ii = hf2;hf3;f1ii = 0, then hf3;hf1;f2ii = 0 as well.
 Let g3: X3 ! Z be some map. If
hf1;hf2;f3ii = hf1;hf2;g3ii = hf3;hf2;g3ii = 0;
then hf1;hf2;f3  g3ii = 0.
 Suppose that Z = Z1  :::  Zn as spaces, and let ik : Zk ! Z and pk: Z ! Zk be the
inclusions and projections respectively. If hf1;ik  pk  f2i = 0 for k = 1;:::;n, then
hf1;f2i = 0.
We will now look at how Samelson products act in homology. We follow the method used
by Whitehead (Chapter X, section 6, [34])
Let X be an H-group and let the maps
: X  X ! X
: X ! X
C: X  X ! X
be the multiplication, homotopy inversion and commutator map respectively.
Lemma 3.1.7. Let x 2 H(X) be primitive. Then (x) =  x.
Proof. We start by noticing that the composition
X
   ! X  X
1     ! X  X

  ! X
where  is the diagonal map, is null homotopic. Therefore we get the following string of
equalities
0 = (1  )(x)
= (1  )(x  1 + 1  x)
= (x  1 + 1  (x))
= x + (x):
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Note here that the assumption that x is primitive is important. If x = vw for example, then
(vw) = (w)(v) = wv;
which is not always equal to  vw.
The next ingredient we will need to examine is the image of Samelson products in homology
is the following lemma (Chapter X, Lemma 6.2, [34]).
Lemma 3.1.8. Let x;y 2 H(X) be primitive elements with degrees deg(x);deg(y) respectively.
Then
C(x  y) = xy   ( 1)deg(x)deg(y)yx:
Proof. Notice that the map C is the composite
X2        ! X4 1t1         ! X4 11             ! X4 
      ! X2 
  ! X;
where t: X  X ! X  X transposes the factors. Therefore if we apply the induced maps in
homology in the correct order, we arrive at the required result.
We will now need one nal piece of information before we look at the eects of Samelson
products in homology.
Lemma 3.1.9. Let f : X ! Y be some map. Then if x 2 H(X) is primitive, so is
f(x) 2 H(Y ).
Proof. We have the following
(f(x)) = (f  f)((x))
= (f  f)(x  1 + 1  x)
= f(x)  1 + 1  f(x):
Hence f(x) is primitive in H(Y ).
Proposition 3.1.10. Let x 2 H(X) y 2 H(Y ) be primitive, and Z be some H-space. Then
we have that
hf;gi(x ^ y) = f(x)g(y)   ( 1)(deg(g(y))+deg(f(x)))(g 1
 (y))(f 1
 (x))
for maps f : X ! Z and g: Y ! Z.
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Proof. Let q: X  Y ! X ^ Y be the quotient map. Then there is a commutative diagram
X  Y
fg //
q

Z  Z
C

X ^ Y
hf;gi // Z:
From this we see that
hf;gi(x ^ y) = hf;giq(x  y)
= C(f(x)  g(y))
Now by Lemmas 3.1.9 and 3.1.8 we see that
hf;gi(x ^ y) = f(x)g(y)   ( 1)(deg(g(y))+deg(f(x)))(g 1
 (y))(f 1
 (x))
as required.
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In this section we will begin to look more closely at Samelson products in quasi-p-regular
SU(n). In particular we will calculate the orders of particular Samelson products in SU(n).
To do this we will present some results of Kishimoto [23]. However, doing this does not give
us quite all of the information we require, and so we will also use other methods to ll in the
gaps. Again we will now assume that all spaces are localized at some odd prime p for the
remainder of this chapter. Homology is also taken with Z=pZ coecients.
We begin by dening
Ak =
(
Ak if 2  k  t;
S2k 1 if t + 1  k  p:
and
~ Ak =
(
Bk if 2  k  t;
S2k 1 if t + 1  k  p:
Now let ik: Ak ! SU(p + t   1) for 2  k  p be the inclusion
Ak ,! B2  :::  Bt  S2t+1  :::  S2p 1 !' SU(p + t   1):
The following lemma records a well known fact.
Lemma 3.2.1. U(n) ' S1  SU(n) as topological groups.
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Lemma 3.2.1 implies that a map hik;iji has the same order as the Samelson product
Ak ^ Aj
huk;uji
        ! U(p + t   1)
where uk is the composition
Ak
ik   ! SU(p + t   1) ,! U(p + t   1):
This follows since any map
Ak ^ Aj ! S1;
is trivial as S1 is an Eilenberg-Maclane space and Ak ^ Aj is simply-connected. Hence there
exists a lift
SU(p + t   1)
j

Ak ^ Aj
f0 77
f // U(p + t   1);
where j is the inclusion of SU(p + t   1) into U(p + t   1). Then if mf '  it is clear that
j  (mf0) ' m(j  f0) ' . Now let
q: U(p + t   1) ! SU(p + t   1);
be the map which quotients out by the S1 action on U(n). There is a commutative diagram
SU(p + t   1)
j

Ak ^ Aj
mf0 77
mf // U(p + t   1)
q
((
SU(p + t   1);
and hence mf0 ' f if mf ' .
The rst result that Kishimoto [23] records is the following.
Lemma 3.2.2. The Samelson product hik;iji is trivial if k+j  p+t 1 and t+1  k;j  p.
Proof. Notice rstly that since t + 1  k;j  p, the spaces Ak and Aj are the spheres
S2k 1 and x2j 1 respectively. Bott Periodicity and the knowledge that 1(U(n))  = Z and
2(U(n))  = 0 allows us to calculate the homotopy groups of U(n) in the stable range, which
we record here.
(U(n)) =
(
0 if  < 2n even
Z(p) if  < 2n odd.
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Therefore huk;uji is trivial if k+j  p+t 1 and t+1  k;j  p, and hence so is hik;iji.
Examination of the other Samelson products presents more diculty. To look at these we
begin by recording a result of Hamanaka (Theorem 1, [12]).
Theorem 3.2.3. Let X be a CW-complex of dimension < 2n + 2p   3. Then there is an
exact sequence
~ K0(X)(p)

  !
p 2 M
k=0
H2n+2k(X;Z(p)) ! [X;U(n)](p) ! ~ K1(X)(p) !
p 3 M
k=0
H2n+2k+1(X;Z(p))
such that
 (x) = 
p 2
k=1(n + 1)!chn+k(x)(p) for x 2 ~ K0(X) where chm is the 2m-dimensional part
of the Chern character.
 For f;g 2 [X;U(n)](p) the commutator C(f;g) lies in the cokernel of  and is represented
by
p 2 M
m=0
X
k+j 1=n+m
f(x2k 1) [ g(x2j 1)
where x2k 1 2 H2k 1(U(n);Z(p)) is the suspension of the kth Chern
class ck 2 H2k(BU(n);Z(p)).
As a corollary Hamanaka (Corollary 5, [12]) then tells us the following.
Corollary 3.2.4. The p-component of 2n+2k(U(n)) is Z=pp((n+k)!)Z where p(k) is the
exponent of p in the factorization of k.
As a further consequence of Theorem 3.2.3 Hamanaka (Proposition 6, [12]) also showed the
following.
Proposition 3.2.5. Let t + 1  k;j  p and k + j  p + t. Then the Samelson product
huk;uji = (k   1)!(j   1)!k+j 1 where k is a generator of 2k(U(p + t   1)).
Hamanaka [12] then combined Corollary 3.2.4 and Proposition 3.2.5 to get the following.
Proposition 3.2.6. The Samelson product hik;iji has order p if k + j  p + t and t + 1 
k;j  p.
Proof. We know that hik;iji has the same order as huk;uji = (k   1)!(j   1)!k+j 1. Note
that the exponent p in the factorization of (k + j   1)! is 1. This is true as p is a prime and
(p+t 1)  (k+j 1)  2p 1. Now by Corollary 3.2.4 we know that 2(k+j 1)(U(p+t 1)) =
Z=pZ. Then as p does not divide (k   1)! or (j   1)!, we have that the order of huk;uji is
equal to p. Hence the result.
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We now know the order of Samelson products from certain spheres into SU(p + t   1). A
more dicult problem is to calculate the order of Samelson products from Ak ^ S2j 1 or
Ak ^ Aj into SU(p + t   1). To start this, we will need following result (Lemma 4.3, [12]).
Recall that H(Bn) = (x2n 1;x2n+2p 3) and that An is the (4n + 2p   5)-skeleton of Bn.
Then it is easy to see that H(An) = Z(p)fx2n 1;x2n+2p 3g.
Lemma 3.2.7. For n  p we have that ~ K(An)(p) = Z(p)fn;ng where n and n are vector
bundles such that
ch(n) = x2n 1 +
1
p!
x2n+2p 3 ; ch(n) = x2n+2p 3:
We will now use this information to calculate the order of hik;iji where 2  k  t and
t + 1  j  p. We will let ord(f) denote the order of a map f. Kishimoto [23] proved the
following result.
Proposition 3.2.8. Let 2  k  t and t + 1  j  p and (k;j) 6= (p;t). Then we have that
ord(hik;iji) =
(
1 for k + j  p + 1
p for k + j  p + 2:
Proof. As before we will calculate the order of huk;uji. We apply Hamanaka's theorem,
Theorem 3.2.3, to X = Ak S2j 1. We then wish to know about Coker. Then Lemma 3.2.7
tells us that the 2(k + j + p   2)-dimensional part of Coker is
Z(p)ha2k+2p 3  s2j 1i=

(k + j + p   2)!
p!
a2k+2p 3  s2j 1

where H(S2j 1) = (s2j 1). Now if k + j  p + 1, then
(k + j + p   2)!
p!
= (k + j + p   2):::(p + 1)
is equal to 1 when localized at p as k + j + p   2  2p   1 and p is prime. Therefore if
k+j  p+1, we have that any element in Coker has order 1. Hence huk;uji is trivial in this
case as we know that huk;uji lies in Coker by Theorem 3.2.3. If k +j  p+2 however, then
this constant factor is p when localized at p. Therefore huk;uji has order p in this case.
We are now left with calculating the order of Samelson products Ak ^ Aj ! SU(p + t   1).
The problem here is that Ak ^ Aj has its top cell in dimension 2(k + j + 2p)   6. Hamanaka's
theorem requires that the CW-complex has dimension at most 4p + 2t   6. Therefore if
k + j  t, we may still use Hamanaka's theorem in the same way as before. This would
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still leave several Samelson products unaccounted for. We will use a more involved method
therefore to calculate the order of Samelson products hik;iji where 2  k;j  t.
To begin with, we let Ak;j be the (2(k + j + 2p)   5)-skeleton of Ak ^ Aj. Kishimoto [23]
applied Theorem 3.2.3 to Ak;j and achieved the next result.
Proposition 3.2.9. If (k;j) 6= (p;t), then for 2  k;j  t we have that
ord(hik;ijijAk;j) =
(
1 for k + j  p + 1
p for k + j  p + 2:
Proof. Let pn: X1X2 ! Xn be the projection onto the nth factor and q: X1X2 ! X1^X2
be the pinch map. Then given maps fn: Xn ! U(p + t   1) for n = 1;2 we have that
c(f1  p1;f2  p2) = q(hf1;f2i) 2 [X1  X2;U(p + t   1)]
(Proof of Proposition 3.2, [12]). As the map
q: [X1 ^ X2;U(p + t   1)] ! [X1  X2;U(p + t   1)];
induced by q is a monomorphism, we see that
ord(hf1;f2i) = ord(c(f1  p1;f2  p2)):
Now let g : Y ,! X1  X2 be the inclusion of a subcomplex Y such that the dimension of
Y is at most 4p + 2t   6. Then the construction of Hamanaka's exact sequence in Theorem
3.2.3 implies that the restriction of c(f1  p1;f2  p2) to Y lies in Coker. Furthermore it is
represented by
p 2 M
m=0
X
k+j 1=n+m
g(f
1(x2k 1) [ f
2(x2j 1)):
Let X1 = Ak, X2 = Aj, f1 = ik and f2 = ij. Then taking Y = Ak;j, we proceed as in the
proof of Proposition 3.2.8. We see that the 2(k + j + p   2)-dimensional part of Coker is
Z(p)hk+j+p 2i=

(k + j + p   2)!
p!
k+j+p 2

where k+j+p 2 = a2k+2p 3  a2j 1 + a2k 1  a2j+2p 3. Then as before we see that
ord(c(f1  p1;f2  p2))jAk;j = 1 if k + j  p + 1 and p if k + j  p + 2. Hence the result.
Obviously this is not quite what we would like. A very simply argument however gives us
an upper bound on the possible order of the Samelson products. Using what Kishimoto has
already proven we extend his result by the following corollary.
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Corollary 3.2.10. Let 2  k;j  t and t 6= p. Then we have that ord(hik;iji)  p3 if
k + j  p + 2 and is trivial otherwise.
Proof. By Proposition 3.2.9 we know that the map
Ak;j ,! Ak ^ Aj
hik;iji
        ! SU(p + t   1)
is trivial for k + j  p + 1 and that the composition
Ak;j
p
  ! Ak;j ,! Ak ^ Aj
hik;iji
        ! SU(p + t   1)
is null-homotopic if k+j  p+2 where p is the degree p map. As the inclusion Ak;j ,! Ak^Aj
is a co-H-map, we get an extension
Ak;j

Ak ^ Aj
p
//

Ak ^ Aj
hik;iji// SU(p + t   1)
S2(k+j+2p 3)
f
33
for some map f. By Lemmas 2.1.2 and 2.1.6 we see that 2(k+j+2p 3)(SU(p+t 1))  = Z=p2Z.
Therefore the map f has order at most p2, and hence hik;iji has order at most p3.
We have now just one case left to consider which was not covered by Kishimoto. Consider
hit;ipi. If t 6= p, then this is a map At ^ S2p 1 ! SU(p + t   1). This is a slightly easier case
to deal with although the case where t = p does not present too much more diculty. We use
the same method as in the proof of Corollary 3.2.10 to prove the following result.
Proposition 3.2.11. If t 6= p, then ord(hit;ipi)  p2. If t = p, then ord(hip;ipi)  p3.
Proof. We will just prove the case where t 6= p. The case where t = p is almost exactly the
same. Firstly we recall that
SU(p + t   1) ' ~ A2  :::  ~ Ap:
The we note that any map f : X ! SU(p + t   1) is trivial if and only if it projects trivially
onto each factor ~ Ak of SU(p + t   1).
Let S2(p+t 1) ,! At ^ S2p 1 be the inclusion of the bottom cell. Then we look at the
composition
S2(p+t 1)

At ^ S2p 1 hit;ipi// SU(p + t   1)
qk // ~ Ak
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where qk is the pinch to the kth factor of SU(p + t   1). By Lemmas 2.1.2 and 2.1.6 we can
see that 2(p+t 1)( ~ Ak) = 0 for k 6= t + 1. As t 6= p we know that ~ At+1 = S2t+1 and so Lemma
2.1.2 also tells us that 2(p+t 1)(S2t+1) = Z=pZ. Therefore the composition
S2(p+t 1)

At ^ S2p 1
p
// At ^ S2p 1 hit;ipi// SU(p + t   1)
is trivial. We then get an extension
S2(p+t 1)

At ^ S2p 1
p
//

S2(p+t 1) hit;ipi// SU(p + t   1)
S2(2p+t 2)
f
33
for some map f. Then by Lemmas 2.1.2 and 2.1.6 the composition
S2(2p+t 2) f
  ! SU(p + t   1)
qk   ! ~ Ak
is trivial if k 6= t + 1 but may be non-trivial if k = t + 1. Lemma 2.1.2 tells us that
2(2p+t 2)(S2t+1) = Z=pZ. Now as the inclusion S2(p+t 1) ,! At ^ S2p 1 is a co-H-map we
can swap the order of it and p to get a diagram
S2(p+t 1)
p
// S2(p+t 1)

At ^ S2p 1 hit;ipi//

SU(p + t   1)
S2(2p+t 2)
f
66
:
Therefore ord(hit;ipi)  p2 if t 6= p.
If t = p, then we must break the proof down slightly more. We start by including the
bottom cell into the (8p   7)-skeleton of Ap ^ Ap. Then again we see that this inclusion
composed with hip;ipi has order  p and so we compose with the degree p map to get an
extension to S6p 4 _ S6p 4. Once again we show that this extension has order  p. We then
repeat this process by now including the (8p   7)-skeleton of Ap ^ Ap.
We could in fact have used this method to calculate upper bounds for the orders of all of
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the Samelson products we have examined here. In the cases were Kishimoto has calculated
the order, we in fact see that the upper bound is equal to the order. This is one reason that I
feel that it may be possible to replace the inequalities in Corollary 3.2.10 by equalities.
3.3 Factoring Samelson Products in SU(n)
We will now continue examing the Samelson products in SU(n). Now that we know their
order, we will use this along with our knowledge of (Bk) and (S2k 1) from Chapter 2 to
determine factorizations for these Samelson products. In particular we will show that they
factor through some sphere S2k 1 where 2  k  p. All of the results that follow in this
section are those of Kishimoto [23] and are presented here with proof for completeness. These
will play a big roll in the proof of Theorem 1.0.7. We start with a general lemma.
Lemma 3.3.1. Let X be a CW-complex with cells in dimensions 2(m + n(p   1))   2 where
 n  1
 m 2 f2;:::pg
 2(m + n(p   1))   3  12p   1:
Then any map X ! SU(p + t   1) factors through ~ Am.
Proof. We rst note that it is sucient to assume that there is a single cell in each dimension.
Let m be xed. Then we proceed by induction on n. For the rst case let X = S2(m+p 2).
Then we look at the composition
S2(m+p 2) f
  ! SU(p + t   1)
qk   ! ~ Ak
for some map f. Then Lemmas 2.1.2 2.1.6 tell us that 2(m+p 2)( ~ Ak) = 0 unless k = m.
Therefore the map f must factor through ~ Am.
Now let X be a (2(m + n(p   1))   2)-dimensional CW-complex where n  2. Then let X0
be the (2(m + n(p   1))   3)-skeleton of X and suppose we know the lemma holds for X0.
Then for k 6= m we have that the composition
X0 ,! X
f
  ! SU(p + t   1)
qk   ! ~ Ak
403.3 Factoring Samelson Products in SU(n)
is null-homotopic. Therefore we get an extension to the top cell of X
X0

X

f // SU(p + t   1)
qk // ~ Ak
S2(m+n(p 1)) 2
f0
33
for some map f0. Then again Lemmas 2.1.2 and 2.1.6 tell us that 2(m+p 2)( ~ Ak) = 0 as
k 6= m. Therefore f maps trivially into ~ Ak for all k 6= m. Hence the result.
From this we get the rst result for factorizing our Samelson products.
Proposition 3.3.2. Let t + 1  k;j  p. Then the Samelson product hik;iji is either trivial
or factors through S2(k+j p)+1 if (k;j) 6= (p;p). If (k;j) = (p;p) then hik;iji factors through
S3.
Proof. By Lemma 3.2.2 and Proposition 3.2.6 we know that hik;iji is trivial unless k+j  p+t,
in which case it has order p. Assume that (k;j) 6= (p;p). Then we also know by Lemma
3.3.1 that hik;iji factors through ~ Ak+j p+1. As k + j  p + t for hik;iji to be non-trivial and
k + j  2p   1 we get that
t + 1  k + j   p + 1  p:
Therefore ~ Ak+j p+1 = S2(k+j p)+1 as required. If (k;j) = (p;p) then Lemma 3.3.1 tells us
that hip;ipi factors through B2. However we also know that hip;ipi has order p by Proposition
3.2.6. Then by Lemma 2.1.6 hip;ipi lifts to a map through S3 as required.
The remaining two cases are of increasing diculty. We start with an observation of
Kishimoto (4.7,[23]). There is a cobration
S2n+2p 5 1(2n 2)
            ! S2n 2 ! C(2n 2)
where n  3 and Cf is the mapping cone of the map f. We then get an exact sequence
2n 1(S2n 1)
1(2n 1)
            ! 2n+2p 4(S2n 1) ! [C1(2n 2);S2n 1] ! 2n 2(S2n 1):
We know by Lemma 2.1.4 that 1(2n  1) is an epimorphism. Lemma 2.1.2 also tells us that
2n 2(S2n 1)  = 0. Therefore we get the following lemma.
Lemma 3.3.3. Let n  3. Then any map f : C1(2n 2) ! S2n 1 is trivial.
With this fact we can prove our second factorization proposition.
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Proposition 3.3.4. Let 2  k  t and t + 1  j  p. Then the the Samelson product hik;iji
is either trivial or factors through S2(k+j p)+1.
Proof. It is clear from Lemmas 2.1.2 and 2.1.6 that hik;iji maps trivially into all the factors of
SU(p+t 1) except for Bk+j p+1 if k +j  p+1  t or S2(k+j p+1) 1 if k +j  p+1  t+1.
Therefore if k + j   p + 1  t + 1, we have completed the proof. If k + j   p + 1  t, then
we follow the proof of Kishimoto (4.7,[23]). Notice that Ak ^ S2j 1 ' C1(2(k+j 1)). Then it
follows from Lemma 3.3.3 that the composition
Ak ^ S2j 1 hik;iji
        ! Bk+j p+1 ! S2(k+j) 1
is trivial. Hence hik;iji lifts to S2(k+j p+1) 1 as required.
Kishimoto (4:9, [23]) goes on to describe the lift in Proposition 3.3.4 in more detail. We
shall not do this here. Instead we move on to our nal case. First of all we recall the following
Lemma of Toda (3:5,[33]). We will write f to denote an extension of a map f.
Lemma 3.3.5. Let n  p. Then C1(n) ^ C1(n) has cell structure given by
 
C1(2n) _ S2n+2p 2
[n e2n+4p 4
where
n = (i() + ( 1)n21(2n)) _ 1(2n + 2p   2)
for the inclusion i: S2n ,! C1(2n) and some  2 2n+4p 5(S2n).
We will identify Ak ^ Aj with C1(2k 1) ^ C1(2j 1) and use Lemma 3.3.5 to prove the
following proposition of Kishimoto (4.10,[23]).
Proposition 3.3.6. The inclusion Ak;j ,! Ak ^ Aj induces a monomorphism of groups
[Ak ^ Aj;S2(k+j) 1] ! [Ak;j;S2(k+j) 1].
Proof. Let m = k + j and consider the cobration
Ak;j ! Ak ^ Aj ! S2(m+2p 3):
Then there is a commutative diagram
[Ak;j;S2m 1]
2N


f // 2(m+2p 3)(S2m 1)
2N


// [Ak ^ Aj;S2m 1]
2N


[2N+1Ak;j;S2m+2N 1]
2Nf// 2(m+N+2p 3)(S2m+2N 1) // [2NAk ^ Aj;S2m+2N 1]:
When we take N large enough, then 2Nf = m+N 1. Let p : C1(2m 2) ! S2m 1 be an
extension of the degree p map p : S2m 1 ! S2m 1. Then by Lemma 3.3.5 we can think of the
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map p as a map from Ai;j into S2m 1. By Toda (page 179, [33]) the composition (2Nf)  p
is equal to the Toda bracket
fp;1(2m + 2N   1);1(2m + 2N + 2p   4)g:
By Lemma 2.1.4 we know that
fp;1(2m + 2N   1);1(2m + 2N + 2p   4)g =
1
2
1(2m + 2N   1):
Therefore (2Nf) is an epimorphism. We also know that (2N) is an isomorphism. Hence
f is an epimorphism and we get the result we required.
Now we have all of the necessary information to prove our nal factorization proposition.
Proposition 3.3.7. Let 2  k;j  t and p+1  k +j  2p 1. Then the Samelson product
hik;iji factors through S2(k+j p+1).
Proof. By Lemmas 2.1.2 and 2.1.6 we know that hik;iji factors through Bk+j p+1 if p + 1 
k +j  p+t 1 and through S2(k+j p+1) if p+t  k +j  2p 1. Therefore the proposition
is already shown for the latter case. For the former we continue as so.
By Lemma 2.1.7 we know that Ak;j = C1(2(k+j 1)) _ S2(k+j+p 2). Therefore we may
think of hik;iji restricted to Ak;j as a map f _ g for maps f : C1(2(k+j 1)) ! Bk+j p+1 and
g: S2(k+j+p 2) ! Bk+j p+1. Now consider the compositions of f and g with the map q
coming from the bration
S2(k+j p+1) 1 ! Bk+j p+1
q
  ! S2(k+j) 1:
Then q  f : C1(2(k+j 1)) ! S2(k+j) 1 is trivial by Lemma 3.3.3. By Proposition 3.2.10 we
know that g has order at most p. Therefore by Lemma 2.1.6 we see that qg and so q(f _g)
are also trivial.
Now by Proposition 3.3.6 we see that q  hik;iji is also trivial. Therefore hik;iji lifts to
S2(k+j p+1) 1 as required.
3.4 Nilpotency of SU(p + t   1)
In this section we will record the results of Kishimoto [23] on the homotopy nilpotency of
localized SU(n). We will assume from here on that p > 5 and that t 6= p. We start by restating
the denition of homotopy nilpotency for ease.
Denition 3.4.1 (Homotopy Nilpotency). Let H be an H-group and c: H  H ! H be the
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commutator map. Then we may form the m-fold commutator
cm: H  :::  H | {z }
m+1 times
! H
by composing c with itself m times. If the map cm is trivial, then we say that the homotopy
nilpotency of H is m, which we denote by nil(H) = m.
Although in our denition we have assumed homotopy associativity, one can dene homotopy
nilpotency for H-spaces lacking homotopy associativity. In this case care must be taken to
keep track of the bracketing in the iterated commutators, but this is the only dierence.
We will only be concerned with homotopy nilpotency for H-groups in this thesis. Kaji and
Kishimoto [22] give the following proposition regarding homotopy nilpotency.
Proposition 3.4.2. Let G be a group-like space such that G = G1:::Gk as spaces. Then
nil(G) = m if and only if hf1;hf2;:::hfm;fm+1i:::i is trivial where each fj is an inclusion
Gn ,! G for some n.
Kishimoto [23] then proved the following.
Proposition 3.4.3. Let ik: ~ Ak ,! SU(p + t   1) be the inclusion for 2  k  p. Then for
any map f : X ! SU(p + t   1) we have that hik;fi = 0 if and only if hik;fi = 0.
Note in particular that Proposition 3.4.3 implies that hik;iji is trivial if and only if hik;iji.
Therefore we know already that nil(SU(p + t   1))  2 from the previous section. Kishimoto
[23] then used the properties of Samelson products in the previous sections to obtain an upper
bound on nil(SU(p + t   1)).
Theorem 3.4.4. nil(SU(p + t   1))  4.
Kishimoto (5.7,[23]) then goes on to nd possible non-trivial Samelson products. He does
this by using the information of length two Samelson products and the homotopy groups of
SU(p + t   1). We record his result below.
Proposition 3.4.5. The Samelson product hik;hij;ilii is non-trivial if and only if
k + j + l = 2p + 1;2p + 2;2p + 3 or 3p.
Using this result and results from the previous sections, he then goes on to work on getting
a sharp bound for nil(SU(p + t   1)). The results all follow from calculations by Kishimoto
[23], which we omit here. We begin as Kishimoto does with the case when t = 2.
Proposition 3.4.6. The Samelson product hip 1;hi2;ipii is non-trivial in SU(p + t   1).
Proposition 3.4.6 then shows that nilSU(p + 1) = 3 for t = 2. We then look at when
3  t 
p 1
2 . To do this Kishimoto uses the following technical lemma [23].
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Lemma 3.4.7. Let X = S2n 1 or S2n 1 [ e2n+2p 3 with n  5p   3. Then for any map
f : X ! SU(p + t   1) we have that hik;fi = 0.
With Lemma 3.4.7 Kishimoto then shows the following result for 3  t 
p 1
2 .
Proposition 3.4.8. For 3  t 
p 1
2 we have that all iterated Samelson products are
trivial.
We can now collect Theorem 3.4.4 and Propositions 3.4.6 and 3.4.8 to give the main result
of this section.
Theorem 3.4.9. For p > 5 we have that
I. nil(SU(p + t   1)) = 2 if 3  t <
p+1
2
II. nil(SU(p + t   1)) = 3 if t = 2 or
p+1
2  t  p.
Proof. By Section 2.2 we know that there exist non trivial Samelson products in SU(p+t 1)
and hence nil(SU(p + t   1))  2. By Theorem 3.4.4 we know that nil(SU(p + t   1))  3.
Then the proof is completed by Propositions 3.4.6 and 3.4.8.
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The Hilton-Milnor Theorem
The Hilton-Milnor Theorem is a classical theorem which gives a decomposition for a 
W
when W is a wedge of connected spaces. This was rst done when W is a wedge of spheres by
Hilton in 1955. In 1972 Milnor generalized this to the case when W is a wedge of arbitrary
spaces. In this chapter we will also introduce a closely related construction due to James,
which will be used in the proof of the Hilton-Milnor Theorem. In the two later sections we
will look at two other objects related to the Hilton-Milnor Theorem.
4.1 The Hilton-Milnor Theorem
The Hilton-Milnor Theorem can be found in many books on Algebraic Topology. Some, such
as Whitehead's book [34], give the theorem just in the case of spheres. We will follow the
proof of Selick [31], which gives the more general case. We favour Selick's proof here also
because it uses the James construction, which will be used later in its own right. It therefore
provides a good opportunity to introduce it. We will however need slightly more information
than we get from Selick's proof, and so we will supplement his proof with a little extra detail
from Whitehead.
We start by letting Xk denote the k-fold product of X with itself. Then we can dene a
space Jk(X) = Xk=  where  is generated by the relation
(x1;:::;xl 1;;xl+1;:::;xk)  (x1;:::;xl 1;xl+1;;:::;xk)
where  is the base point of X. In other words, two points are identied if they are equal
after deleting appearances of the base point. Observe that there exists an inclusion
Jk(X) ,! Jk+1(X)
which sends the k-tuple
(x1;x2;:::;xk)
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to the (k + 1)-tuple
(x1;x2;:::;xk;):
Denition 4.1.1 (James Construction). Let
J(X) = lim
k!1
Jk(X):
Then J(X) is called the James construction on X.
This construction was rst introduced by James [19]. Observe that J(X) is an H-space
where the multiplication is concatenation. The space J(X) has a nice universal property
which was proven by James [19] and we record it now.
Theorem 4.1.2. Let f : X ! Y be some map where Y is a homotopy associative H-space.
Then f extends to a map g: J(X) ! Y where g is the unique H-map such that g  E ' f
where E: X ! J(X) sends a point x in X to (x;;;:::) in J(X).
Proof. It is easy to see that given a map f as above we can form a map
fk: Xk ! Y k;
by taking fk = f f :::f. Now we use the multiplication Y on Y to form the composite
Xk fk
  ! Y k Y     ! Y:
Let
j: Xk ! Jk(X)
be the quotient map. Then as Y is homotopy associative we may re-order the multiplication
f(x1)  f(x2)  :::  f(xl 1)    f(xl+1)  :::  f(xk)
to get the same as
f(x1)  f(x2)  :::  f(xl 1)  f(xl+1)    f(xl+2)  :::  f(xk):
Therefore we get a homotopy commutative diagram
Xk fk
//
j

Y k Y // Y
Jk(X)
gk // Y
(4.1.1)
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for some map gk. As k tends to innity in (4.1.1) we get a map
g: J(X) ! Y:
Observe that g  E is the map
Y  (f      :::) ' f:
To see that g is an H-map we rst note that
g: (x1;x2;:::) 7! f(x1)  f(x2)  :::
and recall that the multiplication in J(x) is concatenation. Then we have the following string
of equalities
g  J(X)((x1;x2 :::)  (y1;y2;:::)) ' g((x1;x2;:::;y1;y2 :::))
' f(x1)  f(x2)  :::  f(y1)  f(y2)  :::
' Y (f(x1)  f(x2)  :::)  (f(y1)  f(y2)  :::)
' Y  g((x1;x2 :::)  (y1;y2;:::)):
Hence g is an H-map.
To see that it is unique, suppose that there is an H-map g0 with the same properties. Then
we have
g0(x1;x2;:::) = (g0(x1);g0(x2);:::)
= f(x1)  f(x2)  :::
= (g(x1);g(x2);:::)
= g(x1;x2;:::):
Hence g0 = g and so g is unique.
It is useful to know the homology of J(X). We are interested in when X has the homotopy
type of a connected CW-complex. Before we examine this we will need the following preliminary
lemma (Proposition 7.7.6 [31]).
Lemma 4.1.3. There exists a homotopy equivalence
(X  Y ) ' X _ Y _ (X ^ Y ):
By repeatedly setting Y = Z  W and applying Lemma 4.1.3 we get the following.
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Lemma 4.1.4. There exists a homotopy equivalence
(X1  X2  :::  Xk) '
_
1i1<i2<:::<ijk
 
Xi1 ^ Xi2 ^ ::: ^ Xij

:
Lemma 4.1.5. If X has the homotopy type of a connected CW-complex, then there is a
homotopy equivalence
(J(X)) '
1 _
k=1
(X(k)):
Proof. First we notice that the quotient Jk(X)=Jk 1(X) is X(k) by denition. Dene the kth
fat wedge FWk(X) as
FWk(X) = f(x1;x2;:::;xk) 2 Xkjxj =  for some jg;
and observe that the composite
h0
k: FWk(X) ,! Xk ! Jk(X)
sends
(x1;x2;:::;xl 1;;xl+1;:::;xk) 7! (x1;x2;:::;xl 1;xl+1;:::;xk;)
By the denition of FWk(X) at least one coordinate is the base point so h0
k factors as the
composite
FWk
hk   ! Jk 1(X) ,! Jk(X)
where hk sends
(x1;x2;:::;xl 1;;xl+1;:::;xk) 7! (x1;x2;:::;xl 1;xl+1;:::;xk):
Therefore we get a homotopy commutative diagram
FWk(X)
hk

// Xk

f // X(k)
Jk 1(X) // Jk(X)
g // X(k):
(4.1.2)
By Lemma 4.1.4 the map f splits after suspension. This implies that g also splits after
suspension, hence
Jk(X) ' X(k) _ Jk 1(X):
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Then by induction we see that
Jk(X) '
k _
m=1
X(m):
Taking the limit as k tends to innity completes the proof.
Proposition 4.1.6. Let homology have eld coecients. If X has the homotopy type of a
connected CW-complex, then there is an algebra isomorphism H(J(X)) = T( ~ H(X)), the free
tensor algebra generated by the reduced homology of X.
Proof. That H(J(X)) = T( ~ H(X)) as modules is clear from Lemma 4.1.5. We shall show
that it is also an algebra isomorphism. Recall that given a vector space V it is a universal
property of tensor algebras that given some algebra A and a homomorphism
v: V ! A
we have a commutative diagram
V //
v
""
T(V )
a

A
where a is an algebra map. In our case we have a homomorphism induced by E: X ! J(X)
in homology
E: ~ H(X) ! H(J(X)):
Therefore we get an algebra homomorphism
a: T( ~ H(X)) ! H(J(X)):
We claim that a is an algebra isomorphism. Consider the composite
k: ~ H(X)
k ,! T( ~ H(X))
a   ! H(J(X))
where the left map is the inclusion of the length k tensors. Since a is an algebra map, this
composite is the same as
k: ~ H(X)
k E
k
       ! H(J(X))
k m     ! H(J(X))
where m is the multiplication on J(X). Since homology has eld coecients so that the
K unneth isomorphism holds. Then k is obtained by taking the homology of the composite
Xk Ek
    ! J(X)k m   ! J(X)
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and precomposing with the inclusion
~ H(X)
k ,! H(X)
k:
But by the James construction there is a homotopy commutative diagram
Xk //
Ek

Jk(X)

J(X)k m // J(X):
(4.1.3)
For the top row, consider the composite
Xk ! Jk(X) ! X(k):
By the right square in (4.1.2) we obtain an isomorphism
k: ~ H(X)
k ,! H(X)
k ! H(Jk(X)) ! H(X(k)):
After suspending, by Lemma 4.1.5 there is a homotopy commutative diagram
Jk(X) //

X(k)
J(X) // X(k):
Thus as k is a monomorphism, so is the composite
~ H(X)
k ,! H(X)
k ! H(Jk(X))
k ! H(J(X)):
By (4.1.3), this composite is the same as
~ H(X)
k ,! H(X)
k E

     ! H(J(X))
k m     ! H(J(X))
which, as observed above, is the same as k. Thus k is a monomorphism.
Adding over k and noting that the splitting in Lemma 4.1.5 implies that the images of
the maps k are linearly independent (and hence so are those of the maps k), we obtain a
monomorphism
:
1 M
k=1
~ H(X)
k ! T( ~ H(X))
a   ! H(J(X)):
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By Lemma 4.1.5, H(J(X)) has the same Euler-Poincar e series as
1 M
k=1
~ H(X)
k
so the monomorphism  must be an isomorphism. But T( ~ H(X)) also has the same Euler-
Poncar e series as
1 M
k=1
~ H(X)
k
so a is also an isomorphism. Therefore a is an algebra map which is a module isomorphism
and so a is an algebra isomorphism.
We now have enough information to form a link between the James construction and
the Hilton-Milnor Theorem. As we have said before, the Hilton-Milnor Theorem gives a
decomposition of 
W when W is a wedge product of connected spaces. We now show that
the James construction can be used as a solid way to think of the loop suspension of a space.
Firstly we state the Bott-Samelson Theorem.
Theorem 4.1.7 (Bott-Samelson). Let X be a connected CW-complex. Then
H(
X)  = T( ~ H(X))
and the suspension map
E: X ! 
X
induces the inclusion of the generating set in homology.
Theorem 4.1.8. Let X have the homotopy type of a nite connected CW-complex. Then
there is a homotopy equivalence J(X) ' 
X.
Proof. We start o by noting that there exists a map X
f
  ! 
X which induces the inclusion
of the generating set in homology. We also know that by the universal property of the James
construction 4.1.2 that f extends to an H-map
f0: J(X) ! 
X:
Let us assume that homology has eld coecients. Then Proposition 4.1.6 and Theorem
4.1.7 tell us that J(X) and 
X have the same homology. Furthermore we see that (f0)
is an isomorphism between the generating sets since f0 extends f and f is the inclusion of
the generating set. Therefore we see that f0 induces an isomorphism in homology. Since f0
induces an isomorphism in homology with any eld coecients, it induces an isomorphism in
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homology with integral coecients also. Therefore by Whitehead's theorem f0 is an homotopy
equivalence.
It is possible to relax the niteness condition in Theorem 4.1.8. One simply needs to take
the direct limit over the nite subcomplexes of X as long as we insist on X still having
nite type. If we combine Theorem 4.1.8 and Lemma 4.1.5 with the homotopy equivalence
(Corollary 7.7.9, [31])

(X _ Y ) ' 
X  
(Y _ (
X ^ Y ))
then we get the following homotopy equivalence.
Corollary 4.1.9. Let X and Y be two connected CW-complexes. Then

(X _ Y ) ' 
X  

 
1 _
k=0
(X(k) ^ Y )
!
:
We are now in a position to outline a proof of the Hilton-Milnor Theorem.
Theorem 4.1.10 (Hilton-Milnor). Let X1;:::;Xk be connected CW-complexes. Then there
exists a homotopy equivalence

(X1 _ ::: _ Xk) '
Y
l2L

(X
(l1)
1 ^ ::: ^ X
(lk)
k )
where L is a vector space basis for the free Lie algebra generated by the set fx1;:::;xkg and
lj is the number of appearances of xj in l.
Proof. Repeated use of Corollary 4.1.9 gives us a decomposition of 
(X1 _ ::: _ Xk) as
product of factors of the form 
(X
(l1)
1 ^ ::: ^ X
(lk)
k ). That this product runs over L is
not so clear and is dicult to keep track of. Whitehead [34] for example carries out this
decomposition and keeps track of all of the factors when the Xi are spheres. His method can
be applied to general Xi without change although it becomes more dicult to keep track of
the factors. For that reason we leave the proof here and refer the reader to Whitehead's proof
for all of the details.
It is possible to choose L so that each element is an iterated bracket of the xj. Then lj is
the number of times xj appears in the iterated bracket. To see this it is best to have a bit
more detail. We will see this extra detail later on.
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4.2 Hilton-Hopf Invariants and the Distributive Law
In this section we will introduce the Hilton-Hopf invariants. Whitehead [34] introduces these
in the case of spheres. Although we generally follow his introduction of the Hilton-Hopf
invariant, we will use a more general space X which is a connected nite CW complex.
Now consider the wedge product of k copies of X. We will let fm: X ! X _ ::: _ X be
the inclusion of the mth copy of X. Then the Hilton-Milnor theorem tells us that there is
homotopy equivalence
H: 
(
k _
j=1
X) '
Y
l2L

(X(l1+l2+:::+lk)):
Let
!l: (Xl1+l2+:::+lk) ! (
k _
j=1
X)
be the iterated Whitehead product of l1 copies of f1, l2 copies of f2 and so on.
We can look at the Hilton-Milnor Theorem on the level of homotopy groups and get the
following result.
Theorem 4.2.1 (Hilton-Milnor). Let Xk for k = 1;:::;n be connected CW-complexes. Then
there is an isomorphism
m+1
 

n _
k=1
Xk
!
 =
M
l2L
m+1

X
(l1)
1 ^ ::: ^ X(ln)
n

:
Further more, if
l 2 m+1

X
(l1)
1 ^ ::: ^ X(ln)
n

for each l 2 L, then the corresponding element in m+1((
Wn
k=1 Xk) is given by
X
l2L
!l  l:
The sum in Theorem 4.2.1 converges since all but a nite number of l are non-zero.
In his book, Whitehead [34] shows how we can use this to study the how far composition
deviates from addition. By addition we mean of course the co-multiplication from the fact that
a suspension is a co-H-space. Just to ease the notation slightly, let n = 2 and X1 = X2 = X.
Then if we take a map f 2 [Y;
X] for some space Y , we may compose this with the map

(1X1 + 1X2): 
X ! 
(X1 _ X2)
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where 1Xk denotes the map which projects to the identity on Xk.
We then see that Theorem 4.2.1 tells us that

(1X1 + 1X2)  f ' (
1X1  f) + (
1X2  f) +
X
l2L
(
!l)  Hl(f)
for some maps which we denote Hl(f).
One can see that these maps Hl(f) oer a measure of the deviation of the composition
operation from the additivity.
Denition 4.2.2 (Hilton-Hopf Invariants). The maps Hl(f) are called the Hilton-Hopf
invariants of f.
We Now dene Hilton-Hopf invariants explicitly. Namely when we take the map f to be
the identity X ! X and where X1 = ::: = Xp = X. Then these Hilton-Hopf invariants are
the compositions
Hl: 
X

(1X1+:::+1Xp)
                    ! 

  p _
k=1
X
!
qlH
      ! 


X(l1+:::+lp)

where
qk:
Y
l2L



X(l1+:::+lp)

! 


X(k1+:::+kp)

is the projection onto a factor.
Since X is a co-H-space there is a degree k map dened on it which we denote k. Let
: X ! X _ X denote the co-multiplication on X and
k 1: X !
k _
n=1
X
be the composition  with itself k   1 times. Then k is the composite
k: X
k 1       !
k _
n=1
X
r   ! X (4.2.1)
where r is the fold map. We can then combine 4.2.1 with the Hilton-Milnor Theorem to get
a diagram

X

k 1 // 

Wk
n=1 X


r //
Q
qlH


X
Q
l2L 
(X(l1+:::+lk))
Q

!l
SS
(4.2.2)
where he vertical arrows are homotopy equivalences. Then following the diagram in 4.2.2 we
get the following.
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Denition 4.2.3 (Distributive Law).

k ' k +
1 X
m=2
nm
!m  Hm
where k is the kth power map, !m is the m-fold iterated Whitehead product of the identity
map on X and nm is the number of length m Whitehead products which appear in the
inverse to the Hilton-Milnor homotopy equivalence.
The Distributive Law rst appears in a paper of Barratt [4]. It is of particular interest as it
provides a link between the addition on X and the multiplication on 
X. Barratt showed
that if we let p be some prime and take k = p then pjnm if m < p. This is an important
ingredient in Theriault's proof that the pth power map on p-regular Lie groups is an H-map
[32]. In what follows though we would like to know what happens when we take k = p3.
Because of this we will look more closely at the Hilton-Milnor Theorem in the following section.
We will follow the approach in Whitehead's book [34]. Before moving on to this however, we
will state the result here.
Proposition 4.2.4. Let p be some prime. Then

pm ' pm +
1 X
k=2
nk
!k  Hk
and pmjnk if k < p for all m > 0.
4.3 Basic Products
In this section we will follow Whitehead [34] to get some more detail about the inverse to the
homotopy equivalence


 
k _
i=1
Xi
!
H   !
Y
l2L

(X
(l1)
1 ^ ::: ^ X
(lk)
k )
from the Hilton-Milnor Theorem 4.1.10. To do this we will introduce what Whitehead calls
\basic products" and use them to produce an additive basis of the free Lie algebra on k elements.
We begin by letting A be the free non-associative ring generated by k elements, a1;:::;ak.
Then it is well known that A has an additive basis which consists of bracketed monomials of
this ai. We will now make the following denition.
Denition 4.3.1 (Weight of a Monomial). Let a1;:::;ak be the generators of a free non-
associative ring A. The we say that the weight of ai, which we denote by w(ai), to be 1,
for all i. Let bibk be some monomial in the ai. The we dene its weight inductively by
w(bi;bj) = w(bi) + w(bj).
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We will take the generators ai to be all of the basic products of weight 1. Now we make
two nal denitions before showing how to construct more basic products inductively.
Denition 4.3.2 (Serial of a Basic Product). We place on our basic products a linear ordering
so that b1 < b2 if w(b1) < w(b2). We then say that the serial of b, denoted s(b), is the number
of basic products less then b in this ordering. For ease we will suppose that ai < aj if i < j in
any such ordering.
Denition 4.3.3 (Rank of a Basic Product). We dene the rank of a basic product, r(a)
inductively as follows. Let r(ai) = 0 for all i. Then we dene the rank of the product r(b1b2)
to be s(b2).
With these denitions in place we can now inductively build more basic products.
Denition 4.3.4 (Basic Product). A bracketed monomial (b1)(b2) is a basic product if both
b1 and b2 are basic products with s(b2) < s(b1) and r(b1)  s(b2).
For example take k = 2 and let us call the generators a and b with s(a) < s(b). Then the
rst few basic products by weight are given in the following table.
Weight Basic Products
1 a, b
2 ba
3 (ba)a, (ba)b
4 ((ba)a)a, ((ba)a)b, ((ba)a)(ba), ((ba)b)b, ((ba)b)(ba), ((ba)b)((ba)a)
We will now relate the basic products to the Hilton-Milnor Theorem. To do this we will
let M be some multiplicative system and m1;m2;:::;mk be elements in M. Then there is
a unique homomorphism F : A ! M such that F(ai) = mi. Then f maps any monomial
an1an2 :::anm to the same monomial with ai replaced by mi.
Now let us choose our multiplicative system M to be the class of all pointed spaces with
the multiplication being the smash product. Then if y is some monomial in A we have
F(y) = X
(y1)
1 ^ X
(y2)
2 :::X
(yk)
k
where yi is the number of occurrences of ai in the monomial y and Xi is some space in M.
We may ignore the bracketing in A after applying f as the smash product is associative.
If we were to choose our multiplicative system M to be the free Lie algebra L generated by
l1;:::;lk, then we again have a unique homomorphism F : A ! L such that F(ai) = li. The
Lie bracket [;] is not associative, as was the case with the smash product. Therefore we must
take into account the bracketing in A when applying the homomorphism F. We then get that
F(aiaj) = [yi;yj]:
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Then a theorem of Hall [8] says the following.
Theorem 4.3.5. Let B  A be the set of basic products in A. Then F(B) forms an additive
basis of L.
Sketch of proof. Hall gives a process for transforming elements in L into linear combinations
of F(ai). Firstly we note that all degree one elements in L must have the form
k X
i=1
niF(ai)
for some integers ni. Therefore all degree one elements of L can already be written as a linear
combination of the F(ai). Suppose now that all elements of l 2 L of degree less than or equal
to m can be written as a linear combination
l =
1 X
i=1
niF(bi)
where the ni are integers and bi 2 B. Recall that the set of basic products was linearly ordered,
so we are perfectly entitled to write bi to represent some basic product in A. We now perform
the following steps.
Step One: Let l1;l2 2 L be elements of degree less than or equal to m. Then by assumption
they can be written as
l1 =
1 X
i=1
n1;if(bi); l2 =
1 X
i=1
n2;iF(bi):
Then set
[l1;l2] =
1 X
j=1
1 X
i=1
n1;in2;jF(bibj):
Step Two: For all i;j set
 F(bibj) = 0 if i = j,
 F(bibj) =  F(bjbi) if i < j,
 F(bibj) = F(bibj) if i > j.
Step Three: If i > j and bi = F(blbn), then set
 F(bibj) = F((blbn)bj) if j  n,
 F(bibj) =  F((bnbj)bl) + F((bjbl)bn) if j < n.
Step Four: Return to Step One and repeat until only linear combinations of images of basic
products remain.
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By Theorem 4.3.5 we can see that the decomposition in the Hilton-Milnor Theorem can be
rewritten as


 
k _
i=1
Xi
!
'
Y
b2B

F(b) (4.3.1)
where we take F here to mean the unique homomorphism from A into the class of based
spaces such that F(ai) = Xi. Therefore we can say that the number factors on the left hand
side of 4.3.1 which have exactly n wedge summands is equal to the number of weight n basic
products. Witt ([9],p.169) showed the following result.
Proposition 4.3.6. The number of weight n basic products is
1
n
X
djn
(d)knjd
where  is the M obius inversion formula which takes the value of 0 if d is square-free and
( 1)fd otherwise where fd is the number of prime factors of d.
We can now prove Proposition 4.2.4.
Proof of Proposition 4.2.4. Let k = pm for some prime p. Then by Proposition 4.3.6 we know
that the number of length k Whitehead products, nk is given by
1
k
X
djk
(d)(pm)njd:
Now since p is prime we know that kjpm unless k = pm0
for some 1  m0  m. Therefore if
we take k < p, we see that the number of length k Whitehead products must be divisible by
pm, as  only takes the values 0, 1 or  1.
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A Construction of p-local H-spaces
In this chapter we will study the work of Cohen and Neisendorfer [6] in constructing p-local
H-spaces. We will begin by introducing some denitions and properties of the objects we will
be using and then move on to look at an exact sequence of universal enveloping algebras as a
homological model of a particular bration. After this we will nally study the construction
of Cohen and Neisendorfer. We will also use this construction to study the bration

Ck

k     ! 
Ak
k   ! M(Ak)
where M(Ak) will be shown to be homotopy equivalent to ~ Ak. We will identify the bre Ck
and the maps k and  for each k.
Throughout this chapter we will assume that all spaces are based topological spaces localized
at some odd prime p and that homology has Z=pZ coecients.
5.1 Denitions and Properties
In this section we will introduce some of the objects necessary for the construction of p-local
H-spaces in the manner of Cohen and Neisendorfer. Throughout this section we will be
following the denitions and methods of Neisendorfer [29]. We begin with the denition of a
graded Lie algebra.
Denition 5.1.1 (Graded Lie Algebra). Let R be a ring with 2 as a unit. A graded R-module
is a graded Lie algebra, L if it is equipped with two operations:
1. A bilinear operation [; ]: Lm 
 Ln ! Lm+n and
2. For all l 2 L of odd degree there is a squaring operation ()2: Lk ! L2k with l 7! 1
2[l;l].
Let dx be the degree of the element x 2 L. These operations must satisfy the following
identities:
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1. [x;y] =  ( 1)dxdy[y;x] for all x;y 2 L,
2. [x;[y;z]] = [[x;y];z] + ( 1)dxdy[y;[x;z]] for all x;y;z 2 L,
3. [y;[x;x]] = 2[[y;x];x] for all x;y 2 L of odd degree,
4. [x;[x;x]] = 0 for all x 2 L of odd degree.
Notice that identity 1 of the previous denition implies that x2 = 0 if x has even degree,
and that identity 2 implies that [x;[x;x]] = 0 for all x 2 L. In the following work we will
only be interested in Zp-modules where p > 5, and so the above denition suces. If however
we were working with a ground ring which did not have 2 as a unit, then we would require
an extra condition on the squaring operation in the above denition, as well as two further
identities. These can be found in Neisendorfer's book (Denition 8.1.1,[29]).
We can compare the operations on a graded Lie algebra to the properties of the Samelson
product in Section 1 of Chapter 3. When we do, we notice that the Samelson product satises
all of the identities in Denition 5.1.1 except for identity 4 if 2 is a unit in the ground ring.
Therefore, if we take p > 3 to be some odd prime, then the Samelson product makes the
p-local homotopy groups a graded Lie algebra. At p = 3 all of the above properties of a graded
Lie algebra are satised except the squaring operation. In this case Neisendorfer says that the
Samelson product make the 3-local homotopy groups a quasi-graded Lie algebra.
We will assume from now on that L is a graded Lie algebra over a ground ring R which has
2 as a unit. If f : L ! L0 is a linear map, then we will say it is a homomorphism of graded
Lie algebras if it preserves the two operations in L. In other words if f([x;y]) = [f(x);f(y)]
and f(x2) = (f(x))2 for all x;y 2 L.
Let [L;L] be the free Lie algebra generated by the brackets in L. It will be important later
to calculate [L;L] explicitly. To do this, suppose that L is generated by u1;u2;:::;ul and
that Lab(uk) is the free abelian Lie algebra generated by uk. Then there is a map
f1: L ! Lab(u1);
which maps u1 to u1 and uk to 0 for k 6= 1. The kernel of this map is easily seen to be the
following.
Lemma 5.1.2. The kernel of the map f1 is the free Lie algebra generated by u2;u3;:::;ul,
[u1;u1] and [u1;uk] for 2  k  l.
Now suppose that L is generated by u1;u2;:::;ul and let L1 for 1  k  l be the kernel of
the map f1. Then there is a short exact sequence
L1 ! L
f1   ! Lab(u1):
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From this we can then form another short exact sequence,
L2 ! L1
f2   ! Lab(u2);
where we use f2 to mean the restriction of f2 to L1, and L2 is the kernel of this map. We can
continue this to get a series of short exact sequences
Lk ! Lk 1
fk   ! Lab(uk);
for 1  k  l where we understand L0 to be L.
Notice that Ll = [L;L]. By applying Lemma 5.1.2 to these sequences, we can calculate
[L;L] explicitly.
Lemma 5.1.3. The free Lie algebra [L;L] is generated by brackets of the form [ui;uj] and
[ukt;[ukt 1;:::;[uk1;[ui;uj]]]] where 1  j  i  l and 1 < kt < kt 1 < ::: < k1 < i.
As an example of Lemma 5.1.3, consider when l = 2. We rst look at the sequence
L1 ! L
f1   ! Lab(u1);
and apply Lemma 5.1.2 to it. This tells us that L1 is generated by u2, [u1;u1] and [u2;u1].
We then look at the sequence
L2 ! L1
f2   ! Lab(u2);
and notice that L2 = [L;L]. The Lemma 5.1.2 tells us that [L;L] = L2 is generated by [u1;u1],
[u2;u1], [u2;u2], [[u1;u1];u2] and [[u2;u1];u2]. Notice here that [[u1;u1];u2] and [[u2;u1];u2]
do not t the pattern described in Lemma 5.1.3. We can use the identities in Denition 5.1.1
to rewrite these brackets in the desired form, up to a change of sign.
The next property of Lie algebras that will be important is that they possess a universal
enveloping algebra.
Denition 5.1.4 (Universal Enveloping Algebra). The universal enveloping algebra of L is the
graded associative algebra with unit, UL, which is characterised uniquely up to isomorphism
by the following universal property:
1. There exists a homomorphism of graded Lie algebras i: L ! UL and
2. For any graded associative algebra A and homomorphism f : L ! A, there is a unique
extension to a map f0: UL ! A such that f = f0  i.
Remark 5.1.5. In fact we can show that the universal enveloping algebra UL has a Hopf-
algebra structure and is generated by the image of the inclusion of L.
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We can construct the universal enveloping algebra in the following way. Let T(L) be the
tensor algebra
T(L) = R  L  (L 
 L)  :::
Then any linear map f : L ! A extends to an algebra homomorphism f0: T(L) ! A. The
homomorphism f0 however is zero on the 2-sided ideal I which is generated by elements of
the form
x 
 y   ( 1)dxdyy 
 x   [x;y]:
Then if we set UL = T(L)=I, we have that UL satises the universal property.
Consider now a graded module M which is free in every dimension. If we let C(M) be the
free commutative algebra generated by M, then the inclusion M ,! C satises the universal
property of Denition 5.1.4. Furthermore, we know that C(M) decomposes as
C(M)  = (Modd) 
 P(Meven)
where ;P are the exterior and polynomial algebras respectively, and Modd;Meven are the
sets of odd dimension and even dimension elements of M respectively. From this we may
calculate the following.
Lemma 5.1.6. Let L be an abelian Lie algebra generated by a graded module M which is free
in every dimension and has generators in only odd dimensions. Then UL = (M).
We will also be interested in when L is a free Lie algebra generated by a graded module M
which is free in every dimension. In this case, the two-sided ideal I in the construction of the
universal enveloping algebra is zero. Therefore we have calculated the universal enveloping
algebra of L.
Lemma 5.1.7. Let L be a free Lie algebra generated by a graded module M which is free in
every dimension. Then UL = T(M), where T(M) is the tensor algebra generated by M.
We would like to know something about short exact sequences of Lie algebras and their
universal enveloping algebras. To do this we will need the following result. It is a consequence
of the graded Poincar e-Birkho-Witt Theorem which is proven in [29].
Proposition 5.1.8. Let L be a graded Lie algebra and L0 a subalgebra with a basis B0. Suppose
that this basis extends to a basis B = B0 [ B00 of L. Then we may order all of the elements of
B so that the elements of B0 precede those of B00. Then UL is a free left UL0 module with a
basis consisting of all of the reduced monomials in B00.
We may now prove the nal result of this section.
Proposition 5.1.9. Let
0 ! K
i   ! L
j
  ! M ! 0
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be a short exact sequence of Lie algebras which are free R-modules. Then there is an isomor-
phism of left UK modules
UK 
 UM  = UL:
Proof. As K;L and M are free modules, they split as modules over the ground ring. Therefore
the map j has a section, ~ j : M ! L. Then as L forms a basis of UL and M a basis of UM, we
may extend this multiplicatively to a section f : UM ! UL. Let  denote the multiplication
on UL. Then Proposition 5.1.8 implies that the composition
UK 
 UM
Ui
f
      ! UL 
 UL

  ! UL
is an isomorphism of left UK modules as required.
Remark 5.1.10. In fact it can be shown that this is also an isomorphism of co-algebras.
5.2 A Construction of p-local H-spaces
In the rest of this chapter we will study a construction of p-local H-spaces by Cohen and
Neisendorfer [6]. We will prove the results in the generality, then give as examples situations
that we shall use later on.
Assume we are give a space X which has a CW-structure
X = S2n1 1 [ e2n2 1 [ ::: [ e2nl 1
where ni  nj if i  j. We will let ~ H(X) = M. Therefore M is a Z=pZ module whose basis
is fmn1;mn2;:::;mnlg where jmkj = k.
Then we know that H(
X) is the tensor algebra generated by M, T(M). By Lemma
5.1.7, we know that T(M) = UL where L is the free Lie algebra generated by M. The plan
now is to construct a space F and a map i : F ! X. We will then let F be the homotopy
theoretic bre of i, and gain a bration

F

i   ! 
X ! F
with the properties that H(F)  = ULab, the universal enveloping algebra of the free Lie
algebra generated by M, and H(
F)  = U[L;L], the universal enveloping algebra of the Lie
algebra generated by the brackets in L.
Let k be the symmetric group on k letters, and Rk be the group ring Z(p)[k]. Then we
have an action of k on the k-fold smash product X(k), which permutes the smash factors.
Since X is localized at p, this action gives the natural action of Rk on ~ H(X(k)). To see
this action, recall that ~ H(X(k))  = 
Nk
j=1 ~ H(X) where  here denotes the suspension of
the module. Then if r 2 Rk with  2 k and r 2 Z(p), it acts on ~ H(X(k)) by inducing
655 A Construction of p-local H-spaces
the following map;
r : (x1 
 x2 
 ::: 
 xk) 7! r(x1 
 x2 
 ::: 
 xk):
Lemma 5.2.1. The group ring Rk splits as a direct sum of right ideals.
Proof. Here we will show that the Dynkin-Specht-Wever elements gives such a splitting,
although other splitting may also exist. Let 2 = 1 (1;2). Then we can dene k inductively
by
k = 1   (k;k   1;:::;2;1)(1 
 k 1)
where Rm 
 Rn ! Rm+n is the natural map. Then 2
k = kk. For example let k = 2. Then
2(a 
 b) = a 
 b   ( 1)deg(a)deg(b)b 
 a
2
2(a 
 b) = 2(a 
 b   ( 1)deg(a)deg(b)b 
 a)
= a 
 b   ( 1)deg(a)deg(b)b 
 a   ( 1)deg(a)deg(b)b 
 a + a 
 b
= 2(a 
 b   ( 1)deg(a)deg(b)b 
 a):
Therefore, if we let ek = (1
k)k, then ek is an idempotent if k < p. Also 1 ek is an idempotent
and is orthogonal to ek. Therefore Rk = Iek  I1 ek where Iek;I1 ek are the ideals generated
by ek and 1   ek respectively.
This splitting of Rk as a direct sum of right ideals extends to a splitting of X(k) on
the level of spaces. To see this we will use the decomposition in the above proof, so that
Rk = Iek  I1 ek. Let j : X(k) ! X(k) be the map induced by j 2 Rk where j = ek or
1   ek. Then we get spaces Ij(X(k)) which are the mapping telescopes of j. Therefore we get
a map f which is the composition
X(k) ! X(k) _ X(k) ! Iek(X(k)) _ I1 ek(X(k)):
Lemma 5.2.2. Let X be a CW-complex. The map f : X(k) ! Iek(X(k)) _ I1 ek(X(k))
is a homotopy equivalence.
Proof. Homology commutes with direct limits, and so f is a homology isomorphism. Then
as X is a CW-complex, by Whitehead's Theorem f is a homotopy equivalence.
Example 5.2.3. Recall the space Ak from Chapter 2. Then Ak ^ Aj is homotopy equivalent
to a 3-cell complex wedged with S2(k+j+p 2).
Proof. The change of basis in homology given in the proof of Lemma 2.1.7 gives idempotents in
the homology. These idempotents are in fact those that follow from the Dynkin-Specht-Wever
elements given above. Therefore we may construct the homotopy equivalence as above.
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Let us now dene a bracket on Rk. Set [i;j] = (1   i;j)i 
 j where
i;j(s) =
(
j + s if 1  s  i;
s   i if i < s  k
and i + j = k.
With this bracket we can get a right ideal of Rk which is generated by all of the [i;j]
with i + j = k and 2  i;j; k   2. We will call this ideal Dk. We also get the right ideal Ek
which is generated by k.
Lemma 5.2.4. Let k  2 and L be the Lie algebra generated by V = fv1;v2;:::;vlg with the
degree of each vi odd. Then
Ek
0
@
k O
j=1
V
1
A
is given by the elements of [L;L] with length k in L. Likewise,
Dk
0
@
k O
j=1
V
1
A
is given by the elements of [[L;L];[L;L]] with length k in L.
Now suppose that Ek = Gk  Dk for some right ideal Gk. Then if we let
Wk = Gk
0
@
k O
j=1
V
1
A;
and
W =
l+1 M
k=2
Wk;
then [L;L] = L(W) by Lemma 5.1.3.
We can now prove the following theorem which gives us a possible situation in which a
right ideal Gk exists.
Proposition 5.2.5. Let k < p. Then there exist right ideals Gk and Jk such that
Ek = Gk  Dk;
and
Rk = Jk  Ek:
Proof. Begin by supposing that V is free on a basis v1;v2;:::;vk and let
v = v1 
 v2 
 ::: 
 vk:
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Then let r1;r2 2 Rk. It is clear that if r1(v) = r2(v) then r1 = r2.
Let Tk be the length k tensors with exactly one occurrence of each vj. Then we have that
Dk(u) = [[L;L];[L;L]] \ Tk
and
Ek(u) = [L;L] \ Tk
Now we use the fact that if k < p then Rk is semi-simple, that is that a submodule possesses
an Rk module complement if and only if it possesses a Z(p) module complement. Then let K
be some Lie algebra over Z(p). Then [K;K] is a Z(p) summand of K. By taking K = [L;L] it
follows that Dk is a Z(p) summand of Ek, and hence an Rk summand also. Therefore we have
that Ek = Gk  Dk for some right ideal Gk as required. Furthermore if we take K = L and
recall that L is a Z(p) summand of T(V ), the tensor algebra generated by V , then it follows
that Ek is a Z(p) summand of Rk. Therefore Rk = Jk  Ek as required.
From now on we will assume that L is generated by x1;x2;:::;xl where l < p 1. Then by
Proposition 5.2.5, we may write
Rk = Jk  Gk  Dk
for k < p. We can then use the same method as for Lemma 5.2.2 to obtain a splitting of
X(k) for some CW-complex X. More precisely we get a splitting
X(k) ' Jk(X(k)) _ Gk(X(k)) _ Dk(X(k)):
Now take
F(X) =
l+1 _
k=2
Gk(X(k));
We can then dene a map
k: X(k) ! 
X;
to be the k-fold iterated Samelson product of the suspension map
: X ! 
X:
Now we may then adjoint this to get a map
k: X(k) ! X;
which is the k-fold iterated Whitehead product of the identity map on X. Restricting this
map to Gk(X(k)) and then collect these restrictions together forms a map  which is the
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composition
: F(X) =
l+1 _
k=2
Gk(X(k)) ,!
l+1 _
k=2
X(k)
W
k       ! X:
From this map we get a bration sequence

F(X)

     ! 
X
@   ! M(X)

  ! F(X)
   ! X;
which denes the maps @ and  as well as the space M(X). Cohen and Neisendorfer [6] prove
the following.
Theorem 5.2.6. If l < p   1, then the space 
F(X) has homology H(
F(X))  = U[L;L]
and the map 
 induces a map in homology which is an isomorphism onto
U[L;L]  UL  = H(
X):
Furthermore the map 
 factors through the loops on iterated Whitehead products.
From this we may state the following lemma.
Lemma 5.2.7. Let S(V ) are the symmetric tensors of the elements of V . Then
H(M(X))  = ULab  = S(H(X)):
Proof. We have the following exact sequence in homology
H(
F)
(
)// H(
X)
@ // H(M(X))
 // H(F)
U[L;L]
(
) // UL
@ // H(M(X))
 // [L;L]
where (
) maps H(
F) isomorphically onto U[L;L]  H(
X). From this it follows
that H(M(X))  = ULab as required.
The nal results of Cohen and Neisendorfer that we will present are the following.
Theorem 5.2.8. The bration

F(X)

     ! 
X
@   ! M(X);
splits.
Proof. We will show that M(X) has the homotopy type of a wedge of l summands, one of
which is X. Then we have a retraction
r: M(X) ! X:
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The adjoint of this map,
r: M(X) ! 
X;
gives us the retract we require and hence the splitting. It is known that 
X has the
homotopy type of
l _
k=1
X(k):
We also know that H(X(k)) is the suspension of the length k tensors of the elements of
H(X). By Lemma 5.2.7 we know that
H(M(X))  = ULab  = S(H(X)):
Hence H(M(X)) is the suspension of these symmetric tensors.
We now dene an idempotent in Rk as
k =
1
k!
X
2k
;
for k < p. Then 1   k is orthogonal to k. Let k and 1   k generated the right ideal Sk
and Tk respectively.
By Lemma 5.2.2 we may then write
X(k) ' Sk(X(k)) _ Tk(X(k))
for k < p. We next have a map
:
l _
k=1

Sk(X(k)) _ Tk(X(k))

!
l _
k=1
X(k) ,! 
X:
Consider the map
@: 
X ! M(X);
and compose this with  to get a map
:
l _
k=1

Sk(X(k)) _ Tk(X(k))

! M(X):
Then it is clear that the homology of Sk(X(k)) are those tensors that are invariant under
the permutation of factors, i.e the symmetric tensors, of length k. Therefore the restriction of
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 to the Sk factors is a homotopy equivalence
l _
k=1
Sk(X(k)) ' M(X):
When k = 1 it is easy to see that
S1(X(k)) = X(k):
Hence we get the retraction we require.
It is clear from Theorems 5.2.6 and 5.2.8 that the homology of the space M(X) is the free
abelian Lie algebra generated x1;x2;:::;xl and that the map  induces the abelianization
map in homology.
By taking X to be S2k 1 and Ak respectively we get the following corollaries.
Corollary 5.2.9. There exists a bration



S2k 1 ^ S2k 1


k     ! 
S2k 1 k   ! S2k 1;
where k is the Whitehead product [ik;ik] and ik is the adjoint of the identity map on S2k 1.
Furthermore, this bration splits.
Proof. By Theorems 5.2.6 and 5.2.8 we know that there exists a bration



S2k 1 ^ S2k 1


k     ! 
S2k 1 k   ! M(S2k 1);
with all of the required properties. It only remains to show that M(S2k 1) is homotopy
equivalent to S2k 1. To see this we note that H(M(S2k 1))  = (x2k 1). Therefore the
inclusion of the bottom cell
S2k 1 ,! M(S2k 1)
is an homology isomorphism and so by Whitehead's Theorem a homotopy equivalence.
Corollary 5.2.10. There exists a bration

Ck

k     ! 
Ak
k   ! Bk;
for some space Ck. The map k factors through the map [ik;ik] _ [ik;[ik;ik]] where ik is the
adjoint of the identity map on Ak. Furthermore, this bration splits.
Proof. By Theorems 5.2.6 and 5.2.8 we have a bration

Ck

k     ! 
Ak
k   ! M(Ak);
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for some space B. As in the proof of Corollary 5.2.9 we need only show that M(Ak) is
homotopy equivalent to Bk. As before we know that k has a right homotopy inverse r such
that the induced map in homology r maps the generators of H(M(Ak)) injectively to the
generators of H(
Ak) modulo brackets. Again we also know that there exists a map
hk: 
Ak ! Bk;
as Bk retracts from 
Ak. Therefore the composition
H(M(Ak))
r   ! H(
Ak)
(hk)       ! H(Bk);
is an isomorphism on the generating sets as hk kills any brackets which may have been hit by
r. However (hk)  r is not an algebra isomorphism.
If we dualize and recall that the dual of an exterior algebra is again an exterior algebra
then we get an algebra map
H(Bk)
(hk)
      ! H(
Ak)
r
  ! H(M(Ak))
which is an isomorphism on the generating sets. Hence it is an algebra isomorphism and
Whitehead's Theorem then tells us that hk r is a homotopy equivalence, hence the result.
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The main goal of this chapter is to produce a bration concerning SU(n) which we can then
use to examine power maps on SU(n). Before this we will prove a more general result of
Theriault [32] which will form the basis of the machinery we will use to examine the power
maps.
In the second section we will then produce the bration which we shall use. We will then
decompose the bre, which will draw on the work of all of the previous sections. To do
this we will combine the work of Cohen and Neisendorfer with the Hilton-Milnor Theorem
to construct a space which has the same homotopy type as the bre. Next we will use the
properties of Samelson products and nilpotency to construct a homotopy equivalence between
this space and the bre. We will assume throughout this chapter that all spaces are localized
a some prime p > 5 and that homology has Z=pZ coecients.
6.1 Constructing Certain H-maps
In this section we present some work of Theriault [32] which will form the basis for examining
the p2 power map on SU(n) in the next chapter. We begin by letting G be some H-group
and X be a space such that
H(G)  = ( ~ H(X)):
Furthermore we assume that there is a map : X ! G such that the induced map in homology
 induces the inclusion of the generating set.
Then by Theorem 4.1.2 we know that there exists a map
: 
X ! G
which is the unique H-map such that   E ' .
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Lemma 6.1.1. The map  induces in homology the natural abelianization map
ab: H(
X)  = T( ~ H(X)) ! ( ~ H(X))  = H(G):
Proof. Notice since   E '  that  is a multiplicative extension of . Therefore  is
determined by its restriction to H(X). As  is the identity on this set we see that  is the
abelianization map.
We now dene a space F and a map  by the homotopy bration
F
   ! 
X
   ! G:
Assume that this bration splits so that there exists a map
r: G ! 
X;
such that the composition  r is homotopic to the identity map on G. Then the composition
G  F
r     ! 
X  
X

X       ! 
X;
is a homotopy equivalence, where 
X is the multiplication on 
X.
Suppose that we have an H-group Z and some map : X ! Z. Then again by Theorem
4.1.2 we know that this extends to an unique H-map
: 
X ! Z;
such that   E ' . Then we may form a homotopy commutative triangle which we record
as the following lemmas.
Lemma 6.1.2. Let f be the composition
G
r   ! 
X

  ! Z:
Then the diagram

X
 //
 ""
G
f

Z
commutes up to homotopy if the composition    is trivial. Furthermore the map f can be
chosen to be an H-map.
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Proof. We begin by noting that the diagram
G  F
r //
f ''

X  
X


Z  Z
(6.1.1)
is homotopy commutative. By combining (6.1.1) with the fact that H-maps commute with
multiplication we get a commutative diagram
G  F
r //
f ''

X  
X



X// 
X


Z  Z
Z // Z:
(6.1.2)
Notice that the top row of (6.1.2) is a homotopy equivalence which we call h. Let h 1 be the
homotopy inverse of h and
G: G  F ! G;
be the projection onto G. From (6.1.2) we obtain f  G '   h. We can then precompose
(6.1.2) with the map h 1 to get

X
h 1 // G  F
r //
f ''

X  
X



X// 
X


Z  Z
Z // Z
which we can reduce to the homotopy commutative triangle

X
h 1 //

))
G  F
G // G
f

Z:
(6.1.3)
If we take Z = G and let  =  then by the denition of f we see that f ' 1G, where 1G is
the identity on G. Then (6.1.3) shows that  ' 1G G h 1. Hence G h 1 ' , and (6.1.3)
is as required. Thus from (6.1.3) we get a homotopy commutative diagram

X
 //

##
G
f

Z:
(6.1.4)
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To see that f is an H-map we consider the following diagram,
G  G
rr //
ff ''

X  
X

X//



X
 //


G
f ||
Z  Z Z
// Z
(6.1.5)
where the left triangle homotopy commutes by the denition of f and the centre square
homotopy commutes since  is an H-map. The right triangle is (6.1.4). Let G be the given
multiplication on G and notice that the top row of (6.1.5) also denes a multiplication on G
which we call mG. Then (6.1.5) shows that f is an H-map with respect to mG.
Let us take again Z = G and  =  so that f is the identity on G, and take Z to be G.
Then (6.1.5) becomes
G  G
rr //
1G1G ''

X  
X

X//



X
 //


G
1G ||
G  G G
// Z :
Therefore we see that G ' mG and hence f is an H-map with respect to G.
6.2 Decomposing The Fibre
The goal of this section is to introduce a bration which we will later show has the same
properties as the bration described in the previous section. Identifying the bre and the map
from it into the total space is the main problem in doing this. To do this we will use many of
the properties and ideas from the rst four sections and follow the approach of Theriault [32]
for the same problem for p-regular, simple, simply-connected, compact Lie groups. Although
we follow Theriault's approach here, the problem we face is signicantly more challenging
owing to the fact that we are no longer dealing with just spheres as factors but also sphere
bundles.
Recall the denition of the space Ak from Section 1. We begin by dening a space
A = A2 _ ::: _ Ap:
By Theorem 4.1.10 we know that there is a homotopy equivalence
H: 
A !
Y
l2L

(A
(l2)
2 ^ ::: ^ A
(lp)
p ):
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This equivalence may also be written as

A '
  p Y
k=2

Ak
!
 
Q (6.2.1)
where

Q =
Y
l2L0

(A
(l2)
2 ^ ::: ^ A
(lp)
p );
with L0 being the free Lie algebra on p   1 generators minus the generators themselves. Here
we understand A
(0)
k to mean that the term is omitted.
Now by Corollaries 5.2.10 and 5.2.9 we know that there exists brations

Ck ! 
Ak ! ~ Ak;
which split. Hence

Ak ' 
Ck  ~ Ak: (6.2.2)
By combining (6.2.1) and (6.2.2) and recalling that
SU(p + t   1) ' B2  :::  Bt  S2t+1  :::  S2p 1 = ~ A2  :::  ~ Ap;
we get the following lemma.
Lemma 6.2.1. There exists a homotopy equivalence

A ' SU(p + t   1)  
Q 
p Y
k=2

Ck:
Now we consider a similar homotopy bration. Consider the map
i =
p _
k=2
ik: Ak ,! SU(p + t   1):
Adjointing this we get a map
: A ! B SU(p + t   1);
and we get a homotopy bration
R

  ! A
   ! B SU(p + t   1);
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dening the space R and the map . Looping this we get a homotopy bration

R


    ! 
A

   ! SU(p + t   1):
Notice that the homomorphism (
) induced in homology is a multiplicative extension of i.
Therefore (
) induces the abelianization map
UL ! ULab
in homology. Furthermore by construction we have the following lemma..
Lemma 6.2.2. The homomorphism (
) is an isomorphism onto U[L;L]  UL.
Consider the retractions
rk: ~ Ak ! 
Ak;
coming from Corollaries 5.2.10 and 5.2.9. Dene
r =
p Y
k=2
rk:
p Y
k=2
~ Ak ! 
A:
Recall that H(
A)  = UL, the universal enveloping algebra of the free Lie algebra on
p + t   1 generators. Then by construction the composition
(
)  r:
p Y
k=2
~ Ak ! SU(p + t   1);
induces an isomorphism in homology and hence a homotopy equivalence. Therefore we have a
retraction and get the following lemma.
Lemma 6.2.3. The bration

R


    ! 
A

   ! SU(p + t   1);
splits.
If we then combine Lemmas 6.2.1 and 6.2.3 we get the following corollary.
Corollary 6.2.4. The space 
R has the same homotopy type as

Q 
p Y
k=2

Ck:
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Corollary 6.2.4 tells us precisely what 
R is. Next we will need to compare the maps in

A. We would like to show that there exists a homotopy commutative diagram

R
e
ww




Q 
Qp
k=2 
Ck
 // 
A;
for some maps ,  and e where e is an homotopy equivalence. To do this we will need to lift
loops on Whitehead products through the map 
.
Let k be the composite
k: Ak ,! A
E   ! 
A;
where E is the suspension map. Then the adjoint of k is the map
k: Ak ! A:
Proposition 6.2.5. Let
K =
8
<
:
3 if 3  t <
p+1
2 ;
4 if t = 2 or
p+1
2  t < p:
Then the map

[k1;[k2;:::;[kn 1;kn]:::]]: 

n ^
l=1
Akl ! 
A
is trivial when composed with 
 if l  K.
Proof. Note that the map 
[k1;[k2;:::;[kn 1;kn]:::]] is determined by the Samelson
product
hk1;hk2;:::hkn 1;kni:::ii:
n ^
l=1
Akl ! 
A:
Since H-maps commute with multiplication we have that

  hk1;hk2;:::hkn 1;kni:::ii ' h
  k1;h
  k2;:::h
  kn 1;
  kni:::ii:
The maps

  k: Ak ! SU(p + t   1)
however are precisely the maps ik of Chapter 3. We know by Theorem 3.4.9 that for l  K
that the Samelson product
hik1;hik2;:::;hikn 1;ikni:::ii;
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is trivial for nilpotence reasons. Hence the composition
(
)  
[k1;[k2;:::;[kn 1;kn]:::]]
is trivial also.
We now move on to examine length 2 Whitehead products of the map k. We may deal
with some easily.
Proposition 6.2.6. Let k1;k2 satisfy either
1. t + 1  k1;k2  p with k1 + k2  p + t   1 or
2. 2  k1  t, t + 1  k2  p, (k1;k2) 6= (t;p) or (p;t) with k1 + k2  p + 1.
Then the map

[k1;k2]: 
(Ak1 ^ Ak2) ! 
A
lifts through

: 
R ! 
A:
Proof. Once again the composition
(
)  
[k1;k2]
is determined by the composition
(
)  hk1;k2i ' hik1;ik2i:
By Lemma 3.2.2 and Proposition 3.2.8 we know that the map
hik1;ik2i
is trivial in these cases. Hence the composition
(
)  
[k1;k2]
is also trivial and we get the lift through 
 as required.
The other Samelson products require a little more work. We know by Propositions 3.2.6
and 3.2.11 and Corollary 3.2.10 we know the possible orders of the other Samelson products.
Although there is the possibility that some of these may also be trivial we shall treat them all
supposing that they are not. We will see that this assumption is perfectly ne.
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Let us assume that t 6= p from now on. Then by Propositions 3.3.2 and 3.3.4 that if the
Samelson product hik1;ik2i is non-trivial then it factors as
Ak1 ^ Ak2
hik1;ik2i
//
k1;k2 &&
SU(p + t   1)
S2M 1
jM
77
where M is 3 when k1 = k2 = p and k1 + k2   p + 1 otherwise and the map jM is either the
inclusion
S2M 1 ,! SU(p + t   1)
if t + 1  M  p or the composition of inclusions
S2M 1 ,! BM ,! SU(p + t   1)
if 2  M  t.
We may also write this factorization in another way. Instead of including S2M 1 directly
into SU(p + t   1) we may rst include it into A,
Ak1 ^ Ak2
hik1;ik2i
//
k1;k2 &&
SU(p + t   1)
S2M 1
jM
// A:
i
OO
Notice that the composition i  jM is homotopic to the map jM.
Then by Theorem 4.1.2 the composition jm  (k1;k2) extends to an H-map
k1;k2 : Ak1 ^ Ak2 ! 
A:
Adjointing this we get a map
k1;k2 : (Ak1 ^ Ak2) ! A:
We will now use this map to modify the rest of the maps 
[k1;k2] so that they lift through

 also. Notice that everything we have said here is true also when hik1;ik2i is trivial. In this
case however the factorization and hence the map k1;k2 is also trivial.
Proposition 6.2.7. Let k1;k2 satisfy either
1. t + 1  k1;k2  p with k1 + k2  p + t,
2. 2  k1  t and t + 1  k2  p with k1 + k2  p + 2 or
816 A Fibration Concerning SU(n)
3. 2  k1;k2  t and t 6= p with k1 + k2  p + 2.
Then the dierence

[k1;k2]   
k1;k2 : 
(Ak1 ^ Ak2) ! 
A
lifts through

: 
R ! 
A:
Proof. We again study the composition
(
)  (
[k1;k2]   
k1;k2) ' (
)  (
[k1;k2])   (
)  (
k1;k2):
Again we know that the map
(
)  (
[k1;k2]) ' 
[k1;k2]
is determined by the Samelson product hik1;ik2i. We also know from the above argument the
composite
(
)  (
k1;k2)
is determined by the composite
i  jm  (k1;k2):
However from the discussion above we know that
hik1;ik2i ' i  jm  (k1;k2):
Hence the dierence

[k1;k2]   
k1;k2
is trivial when composed with 
 giving the required lift through 
.
As a corollary to what is above we have a similar result for the construction of Cohen and
Neisendorfer. Recall that by Corollary 5.2.9 we have a bration



S2k 1 ^ S2k 1


k     ! 
S2k 1 k   ! S2k 1
where k is the map [k;k]. Then by the same arguments as above we have the following.
Corollary 6.2.8. Let t + 1  k  p. If k 
p+t 1
2 then composition
(
)  
k
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is trivial. If k 
p+t
2 then the composite
(
)  (
k   
k;k)
is trivial.
We are now left with just the maps 
[k1;[k2;k3]] when 3  t 
p+1
2 to study. Once
again we can deal with some of these easily.
Proposition 6.2.9. Let 2  k1;k2;k3  p and 3  t 
p+1
2 . Suppose that k1 + k2 + k3 6=
2p + 1;2p + 2;2p + 3;3p. Then the map

[k1;[k2;k3]]: 
(Ak1 ^ Ak2 ^ Ak3) ! 
A
lifts through 
.
Proof. The composite (
)  
[k1;[k2;k3]] is determined by the composition
(
)  hk1;hk2;k3ii ' hik1;hik2;ik3ii:
By Proposition 3.4.5 we know that hik1;hik2;ik3ii is trivial. Hence (
)  
[k1;[k2;k3]] is
also trivial and we get the lift through 
.
Similarly to the length two case, if a if (
)
[k1;[k2;k3]] is non-trivial then we will have
to modify it to obtain a lift through 
. We need only assume that hk2;k3i is non-trivial
otherwise the Samelson product hk1;hk2;k3ii will be trivial. Then by Propositions 3.3.2
and 3.3.4 we have a factorization of hik1;hik2;ik3ii,
Ak1 ^ Ak2 ^ Ak3
hik1;hik2;ik3ii
//
1^k1;k2 ((
SU(p + t   1)
Ak1 ^ S2M 1 1^qM // Ak1 ^ AM
hik1;iMi
77
;
where M is as above and qM is the identity map
S2M 1 ! S2M 1;
if t + 1  M  p or the inclusion of the bottom cell
S2M 1 ,! BM;
if 2  M  t.
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This can then be further factorized by another application of Propositions 3.3.2 and 3.3.4,
Ak1 ^ Ak2 ^ Ak3
hik1;hik2;k3ii
//
1^k1;k2

SU(p + t   1)
Ak1 ^ S2M 1 1^qM // Ak1 ^ AM
hik1;iMi
44
k1;M
// S2K 1 jK // A:
i
OO
Then by Theorem 4.1.2 the composition,
jk  k1;M  (1 ^ qm)  (1 ^ k1;k2);
extends to a map
k1;k2;k3 : Ak1 ^ Ak2 ^ Ak3 ! 
A:
Adjointing this map gives us a map
k1;k2;k3 : (Ak1 ^ Ak2 ^ Ak3) ! A:
Proposition 6.2.10. Let k1 + k2 + k3 = 2p + 1;2p + 2;2p + 3 or 3p. The dierence

[k1;[k2;k3]]   
k1;k2;k3;
lifts through the map

: 
R ! 
A:
Proof. Again we will show that the composition
(
)  (
[k1;[k2;k3]]   
k1;k2;k3) ' (
)  
[k1;[k2;k3]]   (
)  
k1;k2;k3
is trivial. We know already that the composite
(
)  
[k1;[k2;k3]] ' [(
)  k1;[(
)  k2;(
)  k3]]
is determined by the Samelson product
hik1;hik2;ik3ii:
By the discussion above we can also see that the composite
(
)  
k1;k2;k3
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is determined by the map
i  jk  k1;M  (1 ^ qm)  (1 ^ k1;k2):
We know however that
hik1;hik2;ik3ii ' i  jk  k1;M  (1 ^ qm)  (1 ^ k1;k2)
and so the composition
(
)  (
[k1;[k2;k3]]   
k1;k2;k3)
is trivial. Hence we get the lift of the dierence

[k1;[k2;k3]]   
k1;k2;k3
through 
.
Recall that by Corollary 5.2.9 we have a bration

Ck

k     ! 
Ak
k   ! Bk;
where k factors through the map [k;k] _ [k;[k;k]]. Explicitly, from the Cohen-
Neisendorfer construction 5.2.6

k ' (
[k;k] _ [k;[k;k]])  
tk
where
tk: Ck ! 

A
(2)
k _ A
(3)
k

:
Corollary 6.2.11. Let 2  k  t. The following are true:
1. If k 6=
2p+1
3 ;
2p+2
3 ;
2p+3
3 or p and 2k  p + 1 then the composite (
)  
k is trivial.
2. If k =
2p+1
3 ;
2p+2
3 ;
2p+3
3 or p then the dierence

k   (
k;k _ 
k;k;k)  
tk;
is trivial.
Now that we have been able to lift all of these loops on Whitehead products through the
map 
 we can collect them all together into a single map.
Let l be a lie bracket [k1;[k2;:::;[knl 1;knl]:::]] where ki 2 f2;3;:::;pg and we have l2
copies of 2, l3 copies of 3 and so on up to lp copies of p. We will now make a list of conditions
that we will use to dene a map.
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Conditions 6.2.12. (I) t + 1  k1;k2  p and k1 + k2  p + t   1.
(II) 2  k1  t, t + 1  k2  p with (k1;k2) 6= (t;p) or (p;t) and k1 + k2  p + 1.
(III) t + 1  k1;k2  p with k1 + k2  p + t.
(IV) 2  k1  t and t + 1  k2  p with k1 + k2  p + 2.
(V) 2  k1;k2  t and t 6= p with k1 + k2  p + 2.
(VI) 2  k1;k2;k3  p and 3  t 
p+1
2 with k1 + k2 + k3 6= 2p + 1;2p + 2;2p + 3;3p.
(VII) k1 + k2 + k3 = 2p + 1;2p + 2;2p + 3 or 3p.
With 6.2.12 in mind we then dene
l: 

0
@
nl ^
j=1
Akj
1
A ! 
A;
to be the map
 
[k1;k2] if 6.2.12 (I) or (II) are satised,
 
[k1;k2]   
k1;k2 if 6.2.12 (III), (IV) or (V) are satised,
 
[k1;[k2;3]] if 6.2.12 (VI) is satised or if 3  t <
p+1
2 ,
 
[k1;[k2;3]]   
k1;k2;k3 if 6.2.12 (VII) is satised and either t = 2 or
p+1
2  t < p,
 
[k1;[k2;:::;[kl 1;l]:::]] if nl  4.
Now collecting the maps l together we get map
: 
Q =
Y
l2L0

A
(l2)
2 ^ ::: ^ A
(lp)
p ! 
A
where the restriction to the each factor is the map l and L0 is the free Lie algebra on
x2;x3;:::;xp with the generators excluded and lk represents the number of times that xk
appears in l.
By Propositions 6.2.5, 6.2.6, 6.2.7, 6.2.9 and 6.2.10 each factor in the domain of  lifts
through

: 
R ! 
A:
As 
 is an H-map these lifts can be multiplied together to give a map
gQ: 
Q ! 
R:
We then get the following.
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Corollary 6.2.13. There is a homotopy commutative diagram

Q


gQ
{{

R

 // 
A:
We now want to obtain a map from
Qp
k=2 
Ck into 
R also. To do this we will begin by
introducing some conditions as before.
Conditions 6.2.14. (I) t + 1  k  p and k 
p+t 1
2 .
(II) t + 1  k  p and k 
p+t
2 .
(III) k 6= p + 1;
2p+1
3 ;
2p+2
3 ;
2p+3
3 or p and 2k  p + 1.
(IV) k =
2p+1
3 ;
2p+2
3 ;
2p+3
3 or p and 2  k  t.
Then we will dene a map
k: 
Ck ! 
F
to be
 
fk if 6.2.14 (I) or (III) is satised,
 
fk   
k;k if 6.2.14 (II) is satised,
 
fk   (
k;k _ 
k;k;k) if 6.2.14 (IV) is satised and t = 2 or
p+1
2  t < p.
Then as before we can collect these together to get a map
: 
C =
p Y
k=2
! 
A
where by Propositions 6.2.5, 6.2.6, 6.2.7, 6.2.9 and 6.2.10 each factor in the domain of  lifts
through

: 
R ! 
A:
As 
 is an H-map these lifts can be multiplied together to give a map
gC : 
Q ! 
R:
We then get the following.
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Corollary 6.2.15. There is a homotopy commutative diagram

C


gC
{{

R

 // 
A:
Now that we can lift the maps  and  we can combine Corollaries 6.2.13 and 6.2.15 to get
a homotopy commutative diagram

Q  
C
gQ;C
yy



R

 // 
A;
(6.2.3)
where gQ;C = gQ  gC. What we will show is that the map gQ;C is a homotopy equivalence.
Before that however we will need a nal lemma.
Lemma 6.2.16. The maps 
k1;k2 and 
k1;k2;k3 induce the zero homomorphism in homology.
Proof. We start by examining the map

k1;k2 : 
(Ak1 ^ Ak2) ! 
A:
The homology of (Ak1 ^ Ak2) has elements in only odd dimensions, where as the homology
of A has elements in only even dimensions. Therefore the induced map in homology must be
the zero map. For 
k1;k2;k3 we take a slightly dierent approach, although this same argument
would also work for 
k1;k2. By its construction we know that 
k1;k2;k3 is determined by the
composite
Ak1 ^ Ak2 ^ Ak3
f
  ! S2K 1 jK     ! A;
where f = k1;M (1^qM)(1^k1;k2). Notice that Ak1 ^Ak2 ^Ak3 is (2(k1 +k2 +k3) 3)-
connected and recall that
(i) K = k1 + 2   p + 1 if k2 + k3 = p and k1 6= p   3,
(ii) K = 2 if k2 + k3 = p and k1 = p   3 or k1 = k2 + k3   p + 1,
(iii) K = k1 + k2 + k3   2p + 2 otherwise.
Then H(S2K 1) has a single element in 2K   1. In each case (i), (ii) and (iii) it is easily
veriable that
2k   1 < (2(k1 + k2 + k3)   3):
Hence the map f must induce the zero map in homology. Therefore 
k1;k2;k3 also induces
the zero map in homology.
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We are now in a position to prove Theorem 1.0.7 from the introduction. We state it again
here for ease.
Theorem 6.2.17. The space 
R in the bration

R


    ! 
A

   ! SU(p + t   1)
can be decomposed as

R '
Y
j2J


  p ^
k=2
A
(jk)
k
!

p Y
k=2

Ck ' 
Q  
Ck
for an appropriate index set J, and under this equivalence the map 
 restricted to each
factor of 
Q is
 a looped Whitehead product if the factor is a smash of four or more spaces;
 a looped Whitehead product if the factor is a smash of three spaces and 2  t <
p+1
2 ;
 an \amended" looped Whitehead product if the factor is a smash of three spaces and
p+1
2  t  p;
 an \amended" looped Whitehead product if the factor is a smash of two spaces,
or factors through such maps if we restrict to 
Ck.
Proof. To prove this we will show that the map gQ;C in (6.2.3) induces an isomorphism in
homology. Then by Whitehead's Theorem we know that gQ;C is a homotopy equivalence
and the result follows. We know by Lemma 6.2.16 that the correcting factors 
k1;k2 and

k1;k2;k2 induce the zero map in homology. Therefore by construction the map ( ) maps
isomorphically onto
U[L;L]  UL  = T( ~ H(A))  = H(
A):
We also know that the homomorphism (
) is also an isomorphism onto U[L;L]  UL by
6.2.2. Therefore we have a commutative diagram
H(
Q  
C)
(gQ;C)
ww
()

H(
R)
(
) // H(
A)
where the homomorphisms (  ) and (
) map isomorphically onto the same image.
Therefore (gQ;C) is an isomorphism and so the map gQ;C is a homotopy equivalence as
required.
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In the rst section of this chapter we will prove Theorem 1.0.8. We start o by proving some
technical lemmas which will be used to produce a homotopy commutative diagram which
forms the basis of the proof of Theorem 1.0.8. After this we have two more chapters showing
how Theorems 1.0.7 and 1.0.8 can be used for other related problems as well. Once again we
assume that all spaces are localized at some odd prime p > 5 and that homology has Z=pZ
coecients throughout this chapter.
7.1 p3 is an H-map
Recall that by Theorem 1.0.7 we have a bration

R


    ! 
A

   ! SU(p + t   1)
for 2  t < p. We begin this section by showing that certain composites are trivial. This
information will then be combined with Lemma 6.1.2 of the previous chapter to show that
this bration gives rise to a commutative diagram which we shall use to prove our main result.
Firstly, let
k: A ! A;
be the degree k self map.
Lemma 7.1.1. The composite

(Ak1 ^ ::: ^ Akn)

[k1;:::[kn 1;kn]:::]
                            ! 
A
h   ! SU(p + t   1);
is trivial if h is any H-map and nil(SU(p + t   1))  n   1 and 2  t < p.
Proof. Recall that the map 
[k1;:::[kn 1;kn]:::] is determined by the Samelson product
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hk1;:::;hkn 1;kni:::i. We have a homotopy
h  hk1;:::;hkn 1;kni:::i ' hh  k1;:::;hh  kn 1;h  kni:::i:
This is then a Samelson product of length n in SU(p+t 1). Since nil(SU(p+t 1))  n 1
we know that any Samelson product of length n or more is trivial, hence the result.
We now produce the corresponding result for the case that the length of the Samelson
product does not cause it to become trivial.
Lemma 7.1.2. The composite

(Ak1 ^ ::: ^ Akn)

[k1;:::[kn 1;kn]:::]
                            ! 
A

p3
      ! 
A

   ! SU(p + t   1)
is trivial if nil(SU(p + t   1)) > n   1 and 2  t < p.
Proof. As in the proof of the previous lemma we have a homotopy
  hk1;:::;hkn 1;kni:::i ' h  k1;:::;h  kn 1;  kni:::i
where  is the composite (
)  (
p3).
Recall that k is the composite
Ak ,! A
E   ! 
A:
Consider the composite
Ak
k   ! 
A

p3
      ! 
A:
The naturality of the suspension means that there is a homotopy commutative diagram
Ak
k //
p3


A

p3

Ak
k // 
A:
Therefore we have that
(
p3)  k ' k  p3:
Hence
  k ' (
)  (
p3)  k ' (
)  k  p3 ' ik  p3:
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Now we can create a string of homotopies
  hk1;:::;hkn 1;kni:::i ' h  k1;:::;h  ikn 1;  ikni:::i
' hik1  p3;:::;hikn 1  p3;ikn  p3i:::i
' hik1;:::;hikn 1;ikni:::i  p3n:
Since n  2 we have that 3n  6. It is known by Propositions 3.2.8, 3.2.11 and 3.2.6, Lemma
3.2.2 and Corollary 3.2.10 that the Samelson product hik1;:::;hikn 1;ikni:::i has order at
most p3. Hence the composite
  hk1;:::;hkn 1;kni:::i
is trivial as required.
Corollary 7.1.3. The composite

Ck

k     ! 
A

p3
      ! 
A

   ! SU(p + t   1)
is trivial for 2  k  p and 2  t < p.
Proof. The proof follows since 
k factors through loops on a wedge of iterated Whitehead
products of the map k.
Recall that the map ()  () is a product of loops on Whitehead products and dierences
between loops on Whitehead products and maps 
k1;k2 or 
k1;k2;k3. We will now produce a
result similar to those above for maps 
k1;k2 and 
k1;k2;k3.
Lemma 7.1.4. The composites

(Ak1 ^ Ak2)

k1;k2           ! 
A

p3
      ! 
A

   ! SU(p + t   1)
and

(Ak1 ^ Ak2 ^ Ak3)

k1;k2;k3             ! 
A

p3
      ! 
A

   ! SU(p + t   1)
are trivial.
Proof. For ease let K be both k1;k2 and k1;k2;k3. Then we know by its construction in
Section 6.2 that the map 
K is determined by map K which is the composite
Ak1 ^ Ak2
K     ! S2M 1 jM     ! A
E   ! 
A:
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By the naturality of the suspension we have a homotopy commutative diagram
A
p3

E // 
A

p3

A
E // 
A:
(7.1.1)
Notice that the map
p3: A ! A;
is the same as the wedge of the degree p3 maps on each wedge summand of A. Recall that
for t + 1  M  p we have AM = S2M 1. Therefore for t + 1  M  p we get a homotopy
commutative diagram
S2M 1
p3

jM // A
p3

S2M 1 jM // A:
(7.1.2)
When 2  M  t we have that AM = BM. As the inclusion of the bottom cell
SM ! AM
is a co-H-map we get a commutative diagram
S2M 1
p3

jM // A
p3

S2M 1 jM // A;
(7.1.3)
for 2  M  t. Then combining diagrams 7.1.1 and 7.1.3 when 2  M  t or diagrams 7.1.1
and 7.1.2 when t + 1  M  p we get a homotopy commutative diagram
S2M 1 jM //
p3

A
p3

E // 
A

p3

S2M 1 jM // A
E // 
A:
(7.1.4)
Precomposing diagram 7.1.4 with the map K we get a diagram
L
K // S2M 1 jM //
p3

A
p3

E // 
A

p3

S2M 1 jM // A
E // 
A;
where L is Ak1 ^ Ak2 if K = k1;k2 and Ak1 ^ Ak2 ^ Ak3 if K = k1;k2;k3. Therefore we have
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homotopies
(
p3)  K ' (
p3)  E  jM  K
' E  p3  jM  K
' E  jM  p3  k:
Let Z be some space. It is a well known fact that if X is some space then the group structure
imposed on [X;
Z] by the co-H-structure of X coincides with the group structure
imposed by the H-space structure of 
Z. Therefore we have that
(
p3)  K ' E  jM  p3  k
' p3  E  jM  k
' p3  k
' k  p3:
We now have a homotopy
(
)  (
p3)  K ' (
)  K  p3:
However the composite (
)  K we know to be homotopic to the Samelson product hik1;ik2i
if K = k1;k2 or hik1;hik2;ik3ii if K = k1;k2;k3. By Propositions 3.2.8, 3.2.11 and 3.2.6,
Lemma 3.2.2 and Corollary 3.2.10 we know that both hik1;ik2i and hik1;hik2;ik3ii have order
at most p3. Hence
(
)  (
p3)  K ' 
therefore the composites

(Ak1 ^ Ak2)

k1;k2           ! 
A

p3
      ! 
A

   ! SU(p + t   1)
and

(Ak1 ^ Ak2 ^ Ak3)

k1;k2;k3             ! 
A

p3
      ! 
A

   ! SU(p + t   1);
are trivial.
Now that we have Lemmas 7.1.1, 7.1.2 and 7.1.4 and Corollary 3.2.4 we may combine this
information with Lemma 6.1.2 to get the following result.
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Lemma 7.1.5. There exists a homotopy commutative diagram,

A

 //

p3

SU(p + t   1)
g


A

 // SU(p + t   1):
Proof. By Lemma 6.1.2 it suces to show that the composite

R


    ! 
A
p3
  ! 
A

   ! SU(p + t   1)
is trivial. By Theorem 1.0.7 it is equivalent to show that the composite

Q  
C

    ! 
A

p3
      ! 
A

   ! SU(p + t   1)
is trivial. Since (
)  (
p3) is an H-map this composite is determined to its restriction to
each factor of 
Q  
C. By Lemmas 7.1.1, 7.1.2 and 7.1.4 and Corollary 3.2.4 we know that
these restrictions are all trivial, hence the result.
This is now close to the result that we would like. The nal step we will need is to show
that we may replace the map 
p3 in Lemma 7.1.5 by the map p3. To do this we will examine
the dierence 
p3   p3 using the distributive law.
Proposition 7.1.6. The composite

A

p3 p3
            ! 
A

   ! SU(p + t   1);
is trivial if 2  t < p.
Proof. Recall that by Proposition 4.2.4 we know that

p3   p3 '
1 X
k=2
nk
!k  Hk;
where Hk is the kth Hilton-Hopf invariant, !k is the k-fold iterated Whitehead product of the
identity map
1A: A ! A;
and nk is divisible by p3 if k < p. Composing this with the map 
 we get
(
)  (
p3   p3) ' (
) 
1 X
k=2
nk
!k  Hk '
1 X
k=2
nk(
)  
!k  Hk;
since 
 is an H-map and so commutes with multiplication. Furthermore since 
 is an H-map
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the composition (
)(
!k) is the k-fold iterated Whitehead product of the map (
)1A. If
k > nil(SU(p+t 1)) therefore the composition (
)(
!k) is trivial. Hence we are left with
(
)  (
p3   p3) '
nil(SU(p+t 1)) X
k=2
nk(
)  
!k  Hk:
Notice that since
A '
p _
k=2
Ak;
we have that
1A '
p _
k=2
1Ak:
Therefore any k-fold iterated Whitehead product of the map 1A is a wedge of length k
Whitehead products of the maps 1Ak. When composed with 
 we get that the composition
(
)  (
!k) is a wedge of length k Whitehead products of the maps k. We know that any
Whitehead product of the maps k has order at most p3 by Propositions 3.2.8, 3.2.11 and
3.2.6, Lemma 3.2.2 and Corollary 3.2.10. Since nk is divisible by p3 and p > 5 we then see
that
(
)  (
p3   p3) '
nil(SU(p+t 1)) X
k=2
nk(
)  
!k  Hk ' ;
as required.
Corollary 7.1.7. The composite (
)  p3 is homotopic to the composite (
)  (
p3).
Now we may prove the main goal of this thesis.
Proof of Theorem 1.0.8. By combining Lemma 7.1.5 with the fact that

A ' SU(p + t   1)  
Q  
C;
we have a homotopy commutative diagram
SU(p + t   1)
r // 
A

 //

p3

SU(p + t   1)
g


A

 // SU(p + t   1)
where r is a right homotopy inverse of 
. Therefore we have homotopies
(
)  (
p3)  r ' g  (
)  r ' g:
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By Corollary 7.1.7
(
)  (
p3) ' (
i)  p3
and so we obtain
(
)  p3  r ' g:
As loop maps commute with multiplication we nally get that
g ' (
)  p3  r ' p3  (
)  r ' p3:
Since g is an H-map we see that p3 is also an H-map.
Remark 7.1.8. It should be noted that the same arguments hold for pm as long as m  3
without change. Therefore in fact we have shown that pm is an H-map on SU(p + t   1) for
m  3 and 2  t < p.
7.2 The Commutator Subgroup
Let Y be some pointed nite CW-complex and G = [Y;SU(p + t   1)]. In this section we will
show that Theorem 1.0.8 allows us to say something about the commutator subgroup of [G;G].
Recall that by Theorem 1.0.3 we know that there exists some number N = N(SU(p + t   1))
such that the  power map on SU(p + t   1) is an H-map if and only if
(   1)  = 0 mod N:
By Theorem 1.0.8 we know that
p3(p3   1)  = 0 mod N:
Let n be the order of the commutator subgroup of [G;G]. McGibbon [25] proved the following
result.
Theorem 7.2.1 (McGibbon). Let (X;) be a connected H-group which is homotopy equivalent
to a nite CW-complex or the localization at an odd prime thereof. Then the exponent of the
commutator subgroup [G;G] divides N.
Proof of Corollary 1.0.9. By Theorem 7.2.1 we know that n divides N which in turn divides
p3(p3   1). Let np be the p-component of n. As we have localized at p and p3   1 is a unit in
Z(p) we get that np = 1;p;p2 or p3. More recent work of Kishimoto, Kono and Tsutaya [24]
however shows that there exist commutators of order p2 and so np = p2 or p3.
Proof of Corollary 1.0.11. This proof is exactly the same as the proof of Corollary 1.0.9.
988
Possible Future Work
In this chapter we will discuss problems for future consideration which follow on from this
thesis. The rst section discusses the \problem cases" when SU(n) is quasi-p-regular but
does not fall in the conditions of Theorem 1.0.8. Specically these are the cases where p  5
and SU(2p   1). Most of the discussion will focus on this second case. In the second section
we will consider how the method can be applied to non-simply connected Lie groups and
present some work in this direction. The third section discusses a dierent problem which
can possibly be tackled by using the knowledge from Theorem 1.0.7. This concerns creating
H-maps from Lie groups into other H-spaces.
8.1 Problem Cases
Not covered by Theorem 1.0.8 are the cases when p  5 and SU(2p   1). Firstly we briey
discuss the primes 3 and 5. At the prime 3 we lose the Jacobi identity in Samelson products.
This means that some of the arguments concerning the nilpotency of SU(n) no longer work
in this case. It may be possible that alternative proofs can be created in this case although
they will undoubtedly be much more challenging. The prime 5 is slightly less problematic.
At the prime 5 we still have the Jacobi identity for Samelson products and so in theory the
arguments should pass through relatively unchanged. However for primes greater than 5 the
homotopy groups of SU(p + t   1) behave nicely. By this we mean that they are spread in
such a way that the homotopy groups of each factor of SU(p + t   1) do not overlap. At the
prime 5 the homotopy groups are more compressed and overlapping occurs. It should however
be possible to resolve this case with a lot of care and good book keeping. So far I have carried
out no work on these particular problems however.
The case when we have SU(2p   1) is excluded from Theorem 1.0.8. The reason for this is
the Samelson product
Ap ^ Ap
hip;ipi
        ! SU(2p   1):
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Firstly by examining Lemmas 2.1.2 and 2.1.6 it is easy to see that hip;ipi factors as
Ap ^ Ap
hip;ipi //
f ##
SU(2p   1)
B2
~ i2
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where ~ i2 is the inclusion of B2 into SU(2p   1) and f is some map. We may use this to
calculate an upper bound of the order of hip;ipi in a manner similar to the proof of Corollary
3.2.10.
Proposition 8.1.1. The order of the Samelson product hip;ipi is less than or equal to p3.
Proof. We begin by letting Ap;p be the (6p  3)-skeleton of Ap ^Ap. That is Ap ^Ap without
the top cell. Then we consider the diagram
S4p 2

Ap;p
p
//

Ap;p
g // SU(p + t   1)
S6p 4 _ S6p 4
f
33
where g is hip;ipi restricted to Ap;p and the map lift f exists as 4p 2(SU(2p   1))  = Z=pZ.
Since 6p 4(SU(2p   1))  = Z=pZ we see that f has order p. Hence hip;ipi restricted to Ap;p
has order less than or equal to p2. We can now repeat this argument for the diagram
Ap;p

A
(2)
p
p2
//

A
(2)
p
hip;ipi// SU(p + t   1)
S8p 6
f0
44
where the lift f0 exists as hip;ipi restricted to Ap;p has order less than or equal to p2. Then again
8p 6(SU(2p   1))  = Z=pZ and so hip;ipi has order less than or equal to p3 as required.
The problem with the Samelson product hip;ipi is factoring it through 
A. The other
Samelson products were all shown to factor through spheres inside A. A similar result for
hip;ipi would be that it factors through S3  B2. However whether this is the case is not
clear and is probably not true. It would though be enough for hip;ipi to factor through A2. If
this were true then all of the arguments that follow would still work we could prove the result
for SU(2p   1).
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Consider the map
q: B2 ! S2p+4
which pinches to the top cell. By using the same method as in the proof of Proposition 8.1.1
it can be shown that any map
f : Ap ^ Ap ! S2p+4
is trivial. Therefore there is a lift
F
h // B2
q // S2p+4
Ap ^ Ap
g
cc
f
OO
where F is the homotopy theoretic bre of q.
What F is however is not obvious. Consider the homotopy bration

S2p+4 
q
  ! F
h   ! B2:
The Serre spectral sequence of this bration has an E2 page where
E2
m;n = Hm(B2;Hn(
S2p+4)):
Furthermore we know that it converges to H(F). The only non zero elements of E2 are
E2
m;n(2p+3) where m = 0, 3, 2p + 1 or 2p + 4 and n  0 Because of this the only possible non
zero dierential is d2p+4. We cannot say from this though that the d2p+4 is denitely non
zero. It does however tells us the possible values of k for which Hk(F) is non zero.
Lemma 8.1.2. The space F has trivial homology in all non-zero dimensions except possibly
in dimensions n(2p + 3) + m where m = 0, 3, 2p + 1 or 2p + 4 and n  0.
Now we consider another spectral sequence to tell us more. If we look at the Serre spectral
sequence of the homotopy bration
F
h   ! B2
q
  ! S2p+4;
we see that it converges to H(B2)  = (x3;x2p+1). We know that
E2
m;n = Hm(S2p+4;Hn(F)):
As Hk(S2p+4) is trivial unless k = 0 or 2p + 4 we see that
E2
m;n = 
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when k 6= 0;2p + 4. Therefore the only non-zero dierential is 2p+4. Further more since
H(B2)  = (x3;x2p+1) we can say that the terms E2
0;0, E2
0;3 and E2
0;2p+1 must be non-zero and
persist. Because of this we see that Hk(F)  = 0 in dimensions n(2p + 3) + m for m = 0 or
2p + 4 and n  0.
Therefore we may say the following about the homology of F.
Lemma 8.1.3. Let xk 2 H(F) be an element of dimension k. Then H(F) has a single
generator in dimensions 0, 3 + k(2p + 3) and 2p + 1 + k(2p + 3) for 1  k  1.
Lemma 8.1.3 tells us that F has the same homology as
A2 _
 
1 _
k=0
k(2p+3)A2
!
'
1 _
k=0
A2+k(2p+3):
Conjecture 8.1.4. There exists a homotopy equivalence
F '
1 _
k=0
A2+k(2p+3): (8.1.1)
It is calculable using Lemmas 2.1.2 and 2.1.6 and dimensional arguments that any map
Ap ^ Ap !
1 _
k=0
A2+k(2p+3);
must factor through A2. Therefore if we can show that Conjecture 8.1.4 is true then we will
be able to show that hip;ipi factors through A2 as required. As a corollary to Conjecture 8.1.4
therefore we would have that the p3 power map on SU(2p   1) is an H-map.
8.2 Non-simply Connected Lie Groups
The homotopy nilpotency of U(n) is something which has not been studied, at least to the
extent of the homotopy nilpotency of simply-connected Lie groups. Let X be some space with
dimension greater than 1. Then any map
f : X ! U(n);
lifts to a map
f0: X ! SU(n);
as k(S1)  = 0 if k  2. Therefore it is possible to examine Samelson products in U(n) by
looking at their lift into SU(n).
Since U(n) ' S1  SU(n) we can say that U(n) is p-regular if n  p and is quasi-p-regular
if p + 1  n  2p   1. When this is the case we already know about many of the Samelson
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products in U(n) through their lifts to Samelson products in SU(n). The Samelson products
which we have no information about are those involving the map
u1: S1 ,! U(n):
We will say a little about these Samelson products and the homotopy nilpotency of U(n)
here. Although we focus on U(n), much of what is said will be true or can be easily recast
for any non-simply connected Lie group G which is homotopy equivalent to S1  G0 where
G0 is 3-connected. If we can get the same information about Samelson products in SU(n)
as Kaji and Kishimoto [22] and Kishimoto [23] give us in other cases then the method used
by Theriault [32] and extended in this thesis should be applicable to U(n) to say something
about the power maps on U(n). To begin with we will look at calculating the order upper
bounds for Samelson products in U(n) involving u1.
In what follows we will let the maps uk and ik be the inclusions
uk: S2k 1 ,! U(n);
ik: S2k 1 ,! SU(n);
when n  p and
uk: Ak ,! U(n);
ik: Ak ,! SU(n);
when p + 1  n  2p   1.
Lemma 8.2.1. The Samelson product
hu1;u1i: S1 ^ S1 ! U(n)
is trivial.
Proof. As S1 ^ S1 is 2-connected we get a lift of hu1;u1i to a Samelson product
hi1;i1i: S1 ^ S1 ! SU(n):
However as SU(n) is 3-connected it is clear that hi1;i1i and hence hu1;u1i must be trivial.
Lemma 8.2.2. Let n  p and 2  k  p The Samelson product
hu1;uki: S1 ^ S2k 1 ! U(n)
is trivial except possibly if k = p when it has order at most p.
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Proof. In this case U(n) is p-regular. Therefore by Lemma 2.1.2 we know that hi1;iki must
be trivial except when
2k = 2m + 2r(p   1)   2;
where 2  m  p and r  1. By setting m = 2 and r = 1 we see that
k  p:
Hence hi1;iki is trivial unless k = p and so is hu1;uki. Lemma 2.1.2 shows us that 2k(SU(n))  =
Z=pZ and so hik;i1i and hu1;uki must have order p if they are non-trivial.
It should be noted that Bott [5] has calculated the order of the Samelson products
S1 ^ S2k 1 ! U(n)
explicitly in many cases.
Lemma 8.2.3. Let n = p + t   1 for 2  t  p The Samelson product
hu1;uki: S1 ^ Ak ! U(n);
is trivial except possibly if k = p in which case it has order at most p if t 6= p and p2 if t = p.
Proof. Again it is sucient to show the result for hi1;iki. We split this proof into two cases.
First we consider when t + 1  k  p. In this case Ak = S2k 1. Then by Lemmas 2.1.2 and
2.1.6 we know that 2k(SU(n)) is trivial unless
2k = 2m + 2r(p   1)   2;
where 3  m  t with r  2 or t  m  p or m = 2 with r  1. Therefore k  p. Furthermore
2p(SU(n))  = 2p(B2)  = Z=pZ and so if hi1;iki is non-trivial it can only have order p.
For the second case we let 2  k  t so that Ak = Ak. Then consider the composition of
hi1;iki with the inclusion of the bottom cell into S1 ^ Ak
S2k ,! S1 ^ Ak
hi1;iki
        ! SU(n):
Then by the same arguments as before we know that this is trivial unless possibly if k = p in
which case it may have order p. Suppose that t 6= p so that k 6= p and the composition above
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is trivial.
S2k

S1 ^ Ak
hi1;iki//

SU(n)
S2k+2p 2
f
99
to some map f. Again by Lemmas 2.1.2 and 2.1.6 we know that the map f is trivial unless
2k + 2p   2 = 2m + 2r(p   1)   2
where 3  m  t with r  2 or t  m  p or m = 2 with r  1. Therefore f must be trivial if
k 6= p and so we must have that hi1;iki is trivial.
Now suppose that t = p. Then the composition
S2p ,! S1 ^ Ap
p
  ! S1 ^ Ap
hi1;ipi
        ! SU(n)
is trivial and we get an extension
S2p

S1 ^ Ap
p
//

S1 ^ Ap
hi1;ipi// SU(n)
S4p 2
f
44
to some map f. Then by Lemmas 2.1.2 and 2.1.6 we know that
4p 2(SU(n))  = 4p 2(B2)  = Z=pZ:
Therefore f has order at most p and as the inclusion of S2p ,! S1 ^ Ap is a co-H-map we see
that hi1;ipi has order at most p2 as required.
Another property of these Samelson products that we would need to examine the power
maps on U(n) would be a factorization of the non-trivial Samelson products through some
sphere which is either a factor of U(n) or is the bottom cell of a factor of U(n). As in the
case of SU(2p   1) it should also be sucient to have a factorization through some Ak which
is contained in a factor of U(n), although the details of this haven't yet been dealt with.
We can use Lemma 3.3.1 to get the rst step towards such a factorization.
Corollary 8.2.4. If n  p then any Samelson product huk1;uk2i in U(n) with 1  ki  n
factors through a sphere S2m 1 such that 2  m  p. If p+1  n  2p 1 then any Samelson
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product hik1;ik2i in U(n) with 1  ki  n factors through either a sphere S2m 1 of Bk such
that 2  m  p.
It should be possible to use the methods of Kishimoto to go from this to a factorization
through a sphere in most cases and so we state the following conjecture.
Conjecture 8.2.5. Let n  2p   1 and 2  ki  p. Then any Samelson product huk1;uk2i
factors through either S2m 1 for t + 1  m  p or S2m 1  Bm for 2  m  t except when
t = p and k1 = k2 = p. When t = p then hup;upi factors through A2  B2.
If Conjecture 8.2.5 is true then it should be possible to use it and the methods of Kishimoto
to show the following.
Conjecture 8.2.6. Let n  2p   1. Then
nil(U(n)) = nil(SU(n)):
That
nil(U(n))  nil(SU(n));
is quite clear. By examining the length three Samelson products in U(n) and using the
factorizations of the length two Samelson products it should be possible to show that there is
indeed equality as is conjectured here.
8.3 Creating H-maps
The nal problem we shall discuss is that of creating H-maps from Lie groups into other
H-spaces. Let L be either a p-regular Lie group or SU(p+t 1) for 2  t  p 1. Then there
is some subspace
A =
n _
k=1
Ak  L
such that the inclusion
i: A ,! L
induces the inclusion of the generating set in homology. By adjointing i we get a map
i: A ! BL:
Then Theriault [32] and Theorem 1.0.7 tell us that after looping we have a bration

R


    ! 
A

i   ! L
which splits so that

A ' 
R  L:
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Now we consider any map
f : A ! H
into some H-space H. Then by Theorem 4.1.2 we know that this extends to an H-map
f : 
A ! H
which is the unique H-map such that f  E ' f. Now compose f with the map 


R


    ! 
A
f
  ! H:
If the composite f  (
) is trivial then we get a diagram

R




A
f //

i

H
L
g
<<
where g is some H-map. The problem then is to consider which maps
f : A ! H
can be extended to H-maps
g: L ! H:
Recall that the map 
 is a collection of loops on Whitehead products and ammended
loops on Whitehead products and that 
 is determined by its restriction to each factor of

R.
Just for simplicity we will consider a factor

(Ak1 ^ Ak2)
of 
R. Then the restriction of 
 to this factor is either the loops on a Whitehead product or
an ammended loops on a Whitehead product. Therefore it should be possible by examining
compositions

(Ak1 ^ Ak2)


    ! 
A
f
  ! H
where 
 here means the restriction to a particular factor, to nd sucient conditions on f
to make this composition trivial.
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