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Re´sume´ : L’espace des p-cochaˆınes locales de l’alge`bre de Lie des ope´rateurs diffe´rentiels
sur une varie´te´, a` coefficients dans les fonctions, est naturellement bigradue´. On
ordonne totalement les termes homoge`nes d’une cochaˆıne et on repre´sente les
de´rive´es symboliquement par des formes line´aires sur IRm. Ceci conduit a` une
me´thode permettant de calculer les deux premiers espaces de cohomologie.
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First and second cohomology space of the Lie algebra
of differential operators on a manifold,
with coefficients in the space of functions
Abstract : The space of local p-cochains of the Lie algebra of differential operators on a
manifold, with coefficients in the space of functions, is naturally graded. The
homogeneous terms of a cochain are totally ordered and the derivatives may be
symbolized by linear forms on IRm. This leads to a method giving the first and
second cohomology space.
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1 Introduction
Ce travail s’inse`re dans le cadre ge´ne´ral de la the´orie des de´formations de l’alge`bre
N = C∞(M) des fonctions d’une varie´te´ symplectique ou de Poisson.
Le passage de la me´canique classique a` la me´canique quantique change comple`tement
la nature des observables. Fonctions de l’espace des phases, elles sont transforme´es en des
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ope´rateurs sur un espace de Hilbert; au crochet de Poisson se substitue le commutateur
des ope´rateurs. La quantification de Weyl fait apparaˆıtre le produit ∗ de Moyal-Vey,
f ∗ g = fg + ν{f, g}+∑
k≥2
νkck(f, g),
ou` le second membre est une se´rie formelle en ν, a` coefficients dans les fonctions. Le
parame`tre ν est lie´ a` la constante de Planck.
Vers 1975, Bayen, Flato, Fronsdal, Lichnerowicz et Sternheimer [1] lancent l’ide´e de
ne´gliger la repre´sentation par ope´rateurs et de construire un mode`le de la me´canique
quantique, en de´formant l’alge`bre N des observables classiques. Essentiellement, on
essaie de de´finir pour toute varie´te´ symplectique ou de Poisson, un produit de´forme´ ∗ν
analogue a` celui de Moyal. On munit ainsi l’espace Nν = N [[ν]] des se´ries formelles en ν a`
coefficients dans les fonctions, d’une structure d’alge`bre associative (non commutative),
a` laquelle est associe´ le crochet d’alge`bre de Lie
Pν(f, g) =
1
2ν
(f ∗ν g − g ∗ν f).
Ces alge`bres sont des de´formations formelles de N muni du produit ordinaire resp. du
crochet de Poisson. C’est la quantification par de´formation : la me´canique quantique
apparaˆıt comme une de´formation de la me´canique classique, lie´e a` la prise en compte du
nouveau parame`tre ν; il s’agit d’une de´formation du commutatif vers le non-commutatif,
la trace de la non-commutativite´ au niveau classique e´tant le crochet de Poisson.
Les re´sultats obtenus a` l’aide de ce nouveau formalisme sont physiquement signifi-
catifs.
L’e´tude des ∗-produits est d’abord celle de leur existence et de leur classification.
Le cas des varie´te´s symplectiques a e´te´ entie`rement re´solu par M. De Wilde et P.B.A.
Lecomte, en 1983 [3, 4, 6], alors que celui des varie´te´s de Poisson quelconques n’a pu
eˆtre traite´ qu’en 1997, par M. Kontsevich [7].
Les proble`mes de de´formation ont mis en e´vidence l’importance de certaines struc-
tures alge´briques lie´es aux varie´te´s et des cohomologies associe´es. Ceci est en particulier
valable pour l’espace E = A(N)loc, n.c. (des applications multiline´aires, antisyme´triques
de N × · · · ×N dans N , qui sont locales et nulles sur les constantes), que le crochet de
Nijenhuis-Richardson [11] munit d’une structure d’alge`bre de Lie gradue´e, et la coho-
mologie gradue´e de E associe´e a` la repre´sentation adjointe, soit Halt(E)−1,loc, les indices
−1 et loc indiquant qu’on se limite aux cochaˆınes locales, de poids −1. Muni de la
multiplication induite, le terme E0 = A0(N)loc, n.c. = gl(N)loc, n.c. est une alge`bre de Lie,
admettant N comme espace de repre´sentation. Si θ de´signe l’application “restriction des
cochaˆınes alterne´es a` E0 × · · · × E0”, on a
Halt(E)−1,loc = H(ker θ)⊕H(E0, N)loc,
de sorte que la de´termination de la cohomologie de Chevalley locale de l’alge`bre de Lie
E0 des ope´rateurs diffe´rentiels sur M , a` valeurs dans les fonctions, est une partie du
calcul de la cohomologie gradue´e.
Dans ce papier, nous e´tablirons le
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The´ore`me I.1 SiM de´signe une varie´te´ de classe C∞, de dimension m ≥ 2, se´pare´e,
a` base de´nombrable et connexe, on a
Hp(E0, N)loc ≈ HpDR(M), ∀p ∈ {0, 1, 2},
ou` HDR(M) est la cohomologie de de Rham de M .
Donnons quelques de´tails. Il sera prouve´ que Hp(E0, N)loc ' HpDR(M), quel que soit
p ∈ {1, . . . , n} (n ∈ IN∗), si la version locale (i.e. relative a` M = U , U ouvert contractile
de IRm) de ce re´sultat est valable. Les fondements de notre me´thode (conduisant a`
l’absence de cohomologie dans le cas M = U) sont la bigraduation naturelle de l’espace
des p-cochaˆınes (p ∈ IN∗), l’ordre total sur l’ensemble des termes homoge`nes d’une
cochaˆıne et la repre´sentation symbolique des de´rive´es par des formes line´aires de IRm.
On de´montrera qu’un cocycle arbitraire, de degre´ arbitraire est a` coefficients constants.
En outre, on exposera des propositions ge´ne´rales, donnant l’invariance sous gl(m, IR)
des cocycles de degre´ p ∈ {1, 2} ou aidant a` surmonter certains proble`mes de dimension.
Finalement, nous appliquerons nos re´sultats au calcul des deux premiers espaces de
cohomologie.
2 Position et re´duction du proble`me
2.1 Cohomologies des alge`bres de Lie et des alge`bres de Lie
gradue´es
Les espaces vectoriels conside´re´s ci-dessous sont re´els ou complexes et de dimension
quelconque, finie ou non.
Soient une alge`bre de Lie (aL) L et une repre´sentation ρ de L sur un espace vectoriel
V . Notons ∧p(L, V ) (p ∈ ZZ).
(i) l’espace des applications p-line´aires, antisyme´triques de Lp dans V , si p > 0,
(ii) l’espace V , si p = 0,
(iii) l’espace {0}, si p < 0
et posons
∧(L, V ) = ⊕
p∈ZZ
∧p(L, V ).
Proposition 2.1 L’application ∂ρ : ∧(L, V )→ ∧(L, V ) de´finie,
(i) pour T ∈ ∧p(L, V ) (p ≥ 0) et A0, . . . , Ap ∈ L, par
(∂ρT )(A0, . . . , Ap)
=
p∑
i=0
(−1)iρ(Ai)T (A0, . . . ıˆ . . . , Ap) +
∑
i<j
(−1)i+jT ([Ai, Aj] , A0, . . . ıˆ . . . ˆ . . . , Ap),
ou` kˆ signifie que Ak est omis et ou` [·, ·] est le crochet de Lie de L,
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(ii) pour T ∈ ∧p(L, V ) (p < 0), par
∂ρT = 0,
est une diffe´rentielle sur ∧(L, V ).
Simple calcul.
La cohomologie du complexe (∧(L, V ), ∂ρ) est la cohomologie de Chevalley (associe´e
a` la repre´sentation (V, ρ)) de L. L’espace ∧(L, V ) des cochaˆınes (sur L a` valeurs dans
V ) e´tant ZZ-gradue´ et l’ope´rateur de cobord de Chevalley ∂ρ e´tant homoge`ne de poids
1, l’espace de cohomologie est lui-meˆme ZZ-gradue´ :
H(L, V ) =
⊕
p∈ZZ
Hp(L, V ).
De´finition 2.2 Une alge`bre de Lie gradue´e (aLg) est un espace vectoriel ZZ-gradue´
E = ⊕p∈ZZEp muni d’une multiplication ◦ telle que
(i) Ea ◦ Eb ⊂ Ea+b,
(ii) A ◦B = −(−1)abB ◦ A,
(iii) (−1)acA ◦ (B ◦ C) + (−1)baB ◦ (C ◦ A) + (−1)cbC ◦ (A ◦B) = 0
(identite´ de Jacobi gradue´e),
∀a, b, c ∈ ZZ, ∀A ∈ Ea, ∀B ∈ Eb, ∀C ∈ Ec.
Exemple 2.3 Soit un espace vectoriel ZZ-gradue´ V = ⊕p∈ZZV p. Nous de´signons par
glq(V ) (q ∈ ZZ) l’espace des e´le´ments de gl(V ) qui sont homoge`nes de poids q et nous
posons glgr(V ) = ⊕q∈ZZglq(V ). On ve´rifie facilement que le commutateur gradue´,
[A,B] = AB − (−1)abBA, ∀a, b ∈ ZZ, ∀A ∈ gla(V ), ∀B ∈ glb(V ),
munit glgr(V ) d’une structure d’aLg.
De´finition 2.4 Une repre´sentation d’une aLg E est un couple (V, ρ), ou` V est un
espace vectoriel ZZ-gradue´ et ρ un homomorphisme d’aLg de E dans glgr(V ).
Soient une aLg E et une repre´sentation (V, ρ) de E.
De´finition 2.5 Une application p-line´aire (p ≥ 1) T : E × · · · × E → V est
(i) alterne´e, si l’e´change dans T de deux arguments conse´cutifs de degre´s respectifs
a et b, multiplie sa valeur par −(−1)ab,
(ii) homoge`ne de poids q (q ∈ ZZ), si
T (Ea0 × · · · × Eap−1) ⊂ V a0+···+ap−1+q, ∀a0, . . . , ap−1 ∈ ZZ.
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On note ∧palt(E, V )q (p, q ∈ ZZ) l’espace des applications p-line´aires de E × · · · × E
dans V , qui sont alterne´es et homoge`nes de poids q (par convention, cet espace est V q,
si p = 0 et {0}, si p < 0) et on pose
∧alt(E, V )q =
⊕
p∈ZZ
∧palt(E, V )q.
La ge´ne´ralisation naturelle de la de´finition de la diffe´rentielle de Chevalley fournit
un ope´rateur de cobord sur ∧alt(E, V )q. En effet, on a la
Proposition 2.6 L’application ∂ρ : ∧alt(E, V )q → ∧alt(E, V )q nulle sur les
T ∈ ∧palt(E, V )q (p < 0) et de´finie par
(∂ρT )(A0, . . . , Ap)
=
p∑
i=0
(−1)αiρ(Ai)T (A0, . . . ıˆ . . . , Ap) +
∑
i<j
(−1)αijT (Ai ◦ Aj, A0, . . . ıˆ . . . ˆ . . . , Ap)
sur les T ∈ ∧palt(E, V )q (p ≥ 0), ou` Ak ∈ Eak , αi = i + ai(a0 + · · · + ai−1) et αij =
αi + αj + aiaj, est une diffe´rentielle sur ∧alt(E, V )q.
Simple calcul.
2.2 Alge`bre de Lie gradue´e de Nijenhuis-Richardson
Voici deux exemples d’aLg particulie`rement importants pour l’e´tude des alge`bres
associatives et de Lie et pour celle de leurs de´formations [3].
Soit V un espace vectoriel (re´el ou complexe et de dimension arbitraire). On de´signe
par Mp(V ) (p ∈ ZZ) l’espace Lp+1(V ) des applications p+1-line´aires de V p+1 dans V (si
p = −1, cet espace est conventionnellement pris e´gal a` V et si p < −1, c’est {0}) et on
pose
M(V ) =
⊕
p∈ZZ
Mp(V ).
Si A ∈ Ma(V ) et B ∈ M b(V ), on de´finit la “compose´e” jBA ∈ Ma+b(V ) (ce qui
justifie le pre´ce´dent changement de graduation),
(i) si a ≤ −1 ou b < −1, par 0,
(ii) si a > −1 et b ≥ −1, par
(jBA)(x0, . . . , xa+b) =
a∑
i=0
(−1)ibA(x0, . . . , B(xi, . . . , xi+b), . . . , xa+b),
quels que soient x0, . . . , xa+b ∈ V .
Proposition 2.7 La multiplication ∆ :M(V )2 →M(V ) de´finie par
A∆B = jBA− (−1)abjAB, ∀A ∈Ma(V ),∀B ∈M b(V ),
munit M(V ) d’une structure d’aLg.
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Calcul direct.
De´signons par α : M(V ) → M(V ) l’ope´rateur d’antisyme´trisation de´fini pour
A ∈Ma(V ) (a ≥ 0) par
(αA)(x0, . . . , xa) =
1
(a+ 1)!
∑
ν
ε(ν)A(xν0 , . . . , xνa),
ou` x0, . . . , xa ∈ V , ou` ν de´crit l’ensemble des permutations de (0, . . . , a) et ou` ε(ν) est
la signature de ν (sur les Ma(V ) (a < 0), α est e´videmment l’identite´).
Posons Ap(V ) = αMp(V ) (p ∈ ZZ) (Ap(V ) est alors l’espace des applications (p+1)-
line´aires et antisyme´triques de V p+1 dans V , si p ≥ 0, l’espace V , si p = −1 et {0}, si
p < −1) et
A(V ) =
⊕
p∈ZZ
Ap(V ).
Si A ∈ Aa(V ) et B ∈ Ab(V ), on de´finit le “produit inte´rieur” iBA par
iBA =
(a+ b+ 1)!
(a+ 1)!(b+ 1)!
α(jBA) ∈ Aa+b(V )
(si a ≤ −1 ou b < −1, iBA est e´videmment pris e´gal a` 0).
Proposition 2.8 La multiplication [ , ] : A(V )2 → A(V ) de´finie par
[A,B] = iBA− (−1)abiAB, ∀A ∈ Aa(V ), ∀B ∈ Ab(V ),
munit A(V ) d’une structure d’aLg.
Simple calcul.
L’aLg (A(V ), [ , ]) est l’alge`bre de Nijenhuis-Richardson de V [11].
Les re´sultats suivants sont souvent utiles.
Proposition 2.9 (i) ∀A ∈ Aa(V ), ∀B ∈ Ab(V ) (a, b ≥ −1, (a, b) 6= (−1,−1)) :
[A,B] =
(a+ b+ 1)!
(a+ 1)!(b+ 1)!
α(A∆B),
(ii) ∀A ∈ Aa(V ), ∀x ∈ A−1(V ) = V (a ≥ 0) :
[A, x] = ixA : (x0, . . . , xa−1)→ A(x, x0, . . . , xa−1), (1)
(iii) ∀A ∈ A0(V ),∀B ∈ Ab(V ) :
[A,B] = A∆B. (2)
C’est e´vident.
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2.3 Cohomologie gradue´e de l’alge`bre de Nijenhuis-Richardson
de l’espace C∞(M)
Soient M une varie´te´ de classe C∞ et N = C∞(M) l’espace des fonctions de classe
C∞ sur M .
Nous noterons E = A(N)loc, n.c. le sous-espace des e´le´ments de A(N) qui sont locaux
et nuls sur les constantes. Muni du crochet de Nijenhuis-Richardson, E est e´videmment
une sous-alge`bre de Lie gradue´e de l’alge`bre de Nijenhuis-Richardson de N . L’action de
E sur lui-meˆme donne´e par
ad(A)B = [A,B] (A,B ∈ E),
fait de (E , ad) une repre´sentation de E appele´e repre´sentation adjointe.
Il est clair que le sous-espace E0 = A0(N)loc, n.c. = gl(N)loc, n.c. de E he´rite d’une
structure d’aL. Le crochet de Nijenhuis-Richardson co¨ıncidant sur E0 avec le commuta-
teur (cf. (II.2)), l’injection canonique i : E0 → gl(N) est une repre´sentation de E0 sur
N .
Il apparaˆıt ainsi deux espaces diffe´rentiels
(∧alt(E)q, ∂) (∧alt(E)q = ∧alt(E , E)q, ∂ = ∂ad)
et
(∧(E0, N), ∂) (∂ = ∂i).
Se limiter aux cochaˆınes locales semble raisonnable (une cochaˆıne T de ∧palt(E)q par exem-
ple est dite locale, si pour tous les A0, . . . , Ap−1 de E = A(N)loc, n.c. et tout
U ∈ O(M), l’annulation d’une restriction Ai|U entraˆıne celle de T (A0, . . . , Ap−1)|U) :
nous noterons ∧alt(E)q,loc resp. ∧(E0, N)loc les sous-espaces des cochaˆınes locales. Ces
sous-espaces e´tant stabilise´s par le cobord ∂ correspondant, ce sont a` leur tour des
espaces diffe´rentiels.
En poids −1, on peut conside´rer la restriction
θ : T ∈ ∧palt(E)−1,loc → T |E0×···×E0 ∈ ∧p(E0, N)loc,
qui est un homomorphisme d’espaces diffe´rentiels. En effet, elle est visiblement line´aire
et (II.1) permet de voir que
θ ◦ ∂ = ∂ ◦ θ.
Ainsi ∂ ker θ ⊂ ker θ et (ker θ, ∂) est un sous-complexe de (∧alt(E)−1,loc, ∂). Soit alors la
courte suite d’espaces diffe´rentiels
0→ ker θ i→ ∧alt(E)−1,loc θ→ ∧(E0, N)loc → 0,
ou` i de´signe l’injection de ker θ dans ∧alt(E)−1,loc. Comme il existe [9] un homomorphisme
d’espaces diffe´rentiels
X : ∧(E0, N)loc → ∧alt(E)−1,loc
tel que θ ◦ X = id, la suite est exacte et se scinde. Finalement,
Halt(E)−1,loc = H(ker θ)⊕H(E0, N)loc.
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Le calcul de la cohomologie gradue´e est ainsi ramene´ a` ceux de la cohomologie du
noyau et de la cohomologie locale de Chevalley de l’alge`bre de Lie E0 a` valeurs dans les
fonctions de M .
Ce travail est consacre´ au calcul des premiers espaces de la cohomologie de E0 ope´rant
sur N . De manie`re plus pre´cise, nous montrerons que
Hp(E0, N)loc ' HpDR(M), ∀p ∈ {0, 1, 2},
ou` HDM(M) est la cohomologie de de Rham de M et ou` M est une varie´te´ de classe
C∞, se´pare´e, a` base de´nombrable, connexe et de dimension supe´rieure ou e´gale a` 2.
Cette e´tude s’inse`re dans le cadre ge´ne´ral de la the´orie des de´formations, motive´e
par la recherche d’une formulation mathe´matique du principe de correspondance entre
la me´canique classique et la me´canique quantique et initie´e vers 1975 par F. Bayen,
M. Flato, C. Fronsdal, A. Lichnerowicz et D. Sternheimer dans [1]. Les proble`mes
de de´formation ont mis en lumie`re des structures alge´briques naturellement lie´es aux
varie´te´s et les cohomologies qui leur sont associe´es, notamment l’aLg E et la cohomologie
gradue´e Halt(E)−1,loc [9, 4].
Cette motivation reste plus que jamais d’actualite´, en raison notamment du re´sultat
re´cent de M. Kontsevich [7], selon lequel l’alge`bre des fonctions des varie´te´s de Poisson
est toujours de´formable : la the´orie des de´formations de l’alge`bre des fonctions n’est
donc pas confine´e aux seules varie´te´s symplectiques, mais est au contraire de porte´e tre`s
ge´ne´rale. Ceci sugge`re d’ailleurs fortement l’existence, dans la cohomologie gradue´e, de
classes canoniques “universelles”, lie´es aux de´formations de N et a` leur classification.
Une autre justification de notre objectif apparaˆıt dans [10]. En effet, si A(Ω1(M),
N)loc de´signe l’espace des applications multiline´aires, antisyme´triques, locales des 1-
formes dans les fonctions, la transpose´e d∗ de la diffe´rentielle de de Rham
d∗ : T ∈ Ap(Ω1(M), N)loc → (d∗T : (f0, . . . , fp)→ T (df0, . . . , dfp)) ∈ Ep
engendre la courte suite d’espaces vectoriels
0→ ker d∗ → A(Ω1(M), N)loc d
∗→ E → 0.
Il se fait que l’espace A(Ω1(M), N)loc admet une structure naturelle d’aLg pour la-
quelle d∗ est un homomorphisme. La pre´ce´dente suite est alors une courte suite exacte
d’aLg, qui n’est jamais scinde´e et l’espace de cohomologie H2(E0, N)loc est susceptible
de contenir des classes admettant des prolongements dans H2alt(E)−1, loc qui sont des
obstructions a` sa scission.
2.4 Cohomologie de Cˇech
Dans toute la suite, M de´signe une varie´te´ de dimension m, de classe C∞, se´pare´e,
a` base de´nombrable et connexe (plus tard, nous supposerons e´galement que m ≥ 2).
Conside´rons un recouvrement Ui (i ∈ IN) de M par des domaines de cartes, qui
est localement fini et contractile (i.e. tel que toute intersection finie non vide Ui0...ip =
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Ui0∩ . . .∩Uip soit contractile; rappelons que U ∈ O(M) est contractile, s’il existe x0 ∈ U
et α ∈ C0([0, 1]×U,U) tels que α(0, x) = x et α(1, x) = x0, pour tout x ∈ U). De´signons
par X, soit l’espace Ω(M) des formes de M , soit l’espace de cochaˆınes ∧(E0, N)loc, ou`
Ω−1(M) resp. ∧−1(E0, N)loc sont cependant pris e´gaux a` IR et non a` {0}. Nous notons
Cpq = Cˇ
p(Xq) (p, q ∈ ZZ), l’espace {0} si p < −1 ou q < −1, l’espace Xq si p = −1
et q ≥ −1 et si p ≥ 0 et q ≥ −1, l’espace des applications qui a` tout (p + 1)-uplet
(i0, . . . , ip) ∈ INp+1 d’indices diffe´rents et tels que l’intersection Ui0...ip 6= ∅, associent un
e´le´ment de XqUi0...ip (i.e. de IR, si q = −1 et de l’espace de meˆme type que Xq construit
sur Ui0...ip , si q ≥ 0) et qui sont antisyme´triques en tous leurs arguments. Posons alors
Cˇ(Xq) =
⊕
p∈ZZ
Cˇp(Xq) (q ≥ −1).
Proposition 2.10 L’application δ : Cˇ(Xq) → Cˇ(Xq) (q ≥ −1) nulle sur les c ∈
Cˇp(Xq) (p < −1) et de´finie par
(δc)i0...ip+1 =
p+1∑
k=0
(−1)kci0...kˆ...ip+1
sur les c ∈ Cˇp(Xq) (p ≥ −1), ou` les valeurs de c sont restreintes a` Ui0...ip+1, est une
diffe´rentielle sur Cˇ(Xq).
Ve´rification facile.
On notera que
δ ∈ L(Cpq , Cp+1q ) (p, q ∈ ZZ),
que l’espace Cˇ−1(Xq) (q ≥ −1) n’a pas e´te´ pris e´gal a` {0} (pour des raisons qui
apparaˆıtront clairement ci-dessous) et que l’ope´rateur de cobord δ est sur ces (−1)-
cochaˆınes l’“application restriction” (du moins pour q ≥ 0).
La cohomologie
Hˇ(M,Xq) =
⊕
p∈ZZ
Hˇp(M,Xq) (q ≥ −1)
du complexe (Cˇ(Xq), δ) est la cohomologie de Cˇech de M a` valeurs dans Xq (associe´e
au recouvrement Ui (i ∈ IN) conside´re´).
Soit ϕi (i ∈ IN) une partition de l’unite´ localement finie, subordonne´e aux Ui. En
vue de de´finir un “ope´rateur de recollement” k, nous posons pour c ∈ Cˇp(Xq) (p, q ≥ 0),
(kc)i0...ip−1 =
∑
i
ϕici,i0...ip−1 .
Notons V resp. Vi les ouverts Ui0...ip−1 et Ui,i0...ip−1 = Ui∩V . Si Xq = Ωq(M), cette se´rie
localement finie est une q-forme de V , dont le caracte`re C∞ re´sulte du fait que chaque
terme est de classe C∞ dans Vi et dans V \ suppϕi, donc dans V . Si Xq = ∧q(E0, N)loc
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(et si les notations du genre EΩ de´signent comme pre´ce´demment les espaces de meˆme
type que E construits sur Ω), on a pour A0, . . . , Aq−1 ∈ E0V ,(∑
i
ϕici,i0...ip−1
)
(A0, . . . , Aq−1) =
∑
i
ϕici,i0...ip−1(A0|Vi , . . . , Aq−1|Vi) ∈ NV ,
de sorte que la se´rie appartient bien a` ∧q(E0V , NV )loc. Ainsi kc ∈ Cˇp−1(Xq) et
k ∈ L(Cpq , Cp−1q ) (p ∈ ZZ, q ≥ 0)
(a` condition de poser kc = 0, si c ∈ Cˇp(Xq) (p ≤ −1, q ≥ 0)).
Proposition 2.11 Quels que soient p ∈ ZZ et q ≥ 0, on a la formule d’homotopie
δ ◦ k + k ◦ δ = idCpq .
Cette formule est triviale pour p ≤ −2. Pour p = −1, elle se re´duit a` k ◦ δ =
idXq , e´galite´ e´videmment valable, δ e´tant l’application restriction et k l’ope´rateur de
recollement. Si c ∈ Cpq (p, q ≥ 0), on a
(δkc)i0...ip + (kδc)i0...ip
=
p∑
j=0
(−1)j(kc)i0...ˆıj ...ip +
∑
i−1
ϕi−1(δc)i−1,i0...ip
=
p∑
j=0
∑
i−1
(−1)jϕi−1ci−1,i0...ˆıj ...ip +
∑
i−1
p∑
j=−1
(−1)j+1ϕi−1ci−1,i0...ˆıj ...ip
=
∑
i
ϕici0...ip
= ci0...ip .
Corollaire 2.12 Quels que soient p ∈ ZZ et q ≥ 0, on a
Hˇp(M,Xq) = {0}.
Cette conse´quence imme´diate de 2.11 est due aux de´finitions des (−1)-cochaˆınes de
Cˇech et de leur bord, adopte´es ici. En effet, la formule d’homotopie montre que
k ∈ Isom(Cˇ0(Xq) ∩ ker δ, Xq) (q ≥ 0)
(d’inverse δ). Donc, si l’on pose Cˇ−1(Xq) = {0}, il vient
Hˇ0(M,Xq) ' Xq.
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2.5 Passage de la solution locale a` la solution globale
Rappelons que l’objectif de ce travail est de prouver que
Hq(E0, N)loc ' HqDR(M), ∀q ∈ {0, 1, 2},
M e´tant une varie´te´ ve´rifiant les conditions impose´es en II.4.
Le cas q = 0 est trivial. En effet, les 0-cocycles de Chevalley et de de Rham sont
manifestement isomorphes aux re´els, de sorte que
H0(E0, N)loc ' IR ' H0DR(M).
Proposition 2.13 Soit n un entier strictement positif. Si
Hq(E0U , NU)loc = {0},
pour tout q ∈ {1, . . . , n} et pour tout U domaine contractile de coordonne´es locales de
M , alors
Hq(E0, N)loc ' HqDR(M),
quel que soit q ∈ {1, . . . , n}.
En vue d’e´tablir ce the´ore`me de re´duction, de´signons par (X, ∂) le complexe (Ω(M),
d) ou le complexe (∧(E0, N)loc, ∂), ou` X−1 est - comme ci-dessus - e´gal a` IR et ou` ∂
de X−1 = IR dans X0 = N est l’injection canonique. Il est clair que le q-ie`me espace
de cohomologie de chacun de ces complexes rede´finis co¨ıncide avec celui du complexe
original correspondant, sauf pour q = 0, car H0(X, ∂) = {0}.
Signalons encore que ∂ ope`re naturellement sur les cochaˆınes de Cˇech. En effet, si
l’on de´finit ∂ par ∂c = 0 sur les c ∈ Cpq (p < −1 ou q < −1) et par
(∂c)i0...ip = ∂ci0...ip ,
sur les c ∈ Cpq (p ≥ −1 et q ≥ −1),
∂ ∈ L(Cpq , Cpq+1) (p, q ∈ ZZ).
On remarquera que ∂ de Cp−1 dans C
p
0 (p ≥ −1) est l’injection et que
∂ ◦ δ = δ ◦ ∂.
11
Conside´rons a` pre´sent le diagramme commutatif
0 0 0
↓ ↓ ↓
0 → C−1−1 = IR ∂→ C−10 = X0 ∂→ · · · ∂→ C−1q = Xq ∂→ · · ·
δ ↓ δ ↓ δ ↓
0 → C0−1 = Cˇ0(IR) ∂→ C00 ∂→ · · · ∂→ C0q ∂→ · · ·
δ ↓ δ ↓ δ ↓
...
...
...
δ ↓ δ ↓ δ ↓
0 → Cp−1 = Cˇp(IR) ∂→ Cp0 ∂→ · · · ∂→ Cpq ∂→ · · ·
δ ↓ δ ↓ δ ↓
...
...
...
Lemme 2.14 Les lignes et les colonnes du pre´ce´dent diagramme sont exactes, sauf
la ligne du haut et la colonne de gauche. Cependant, si (X, ∂) est le complexe (rede´fini)
de Chevalley, les lignes ne sont exactes que jusqu’en q = n et seulement sous l’hypothe`se
de la proposition 2.13.
L’exactitude des colonnes n’est autre chose qu’une re´e´criture du corollaire 2.12.
En ce qui concerne les lignes, notons d’abord que pour tout domaine contractile U
d’une carte de M ,
Hq(XU , ∂) = {0},
quel que soit q ∈ ZZ, dans la premie`re interpre´tation de (X, ∂) et pour tout q ≤ n, dans
la seconde. Cette cohomologie e´tant ainsi nulle (du moins jusqu’au degre´ n) sur les
intersections Ui0...ip , les lignes sont (partiellement) exactes pour p ≥ 0. De manie`re plus
pre´cise, conside´rons c ∈ Cpq ∩ ker ∂, avec p ≥ 0 et q ∈ ZZ resp. q ≤ n. Il est clair que
c ∈ ∂Cpq−1, si q ≤ −1. Sinon,
0 = (∂c)i0...ip = ∂ci0...ip ,
de sorte que ci0...ip est un q-cocycle de (XUi0...ip , ∂) et donc un bord ∂bi0...ip (bi0...ip ∈
Xq−1Ui0...ip ). On peut alors de´finir b ∈ C
p
q−1 tel que c = ∂b.
La proposition 2.13 peut maintenant eˆtre prouve´e comme suit.
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Posons
Qrs =
Crs ∩ ker δ ◦ ∂
δCr−1s + ∂C
r
s−1
(r, s ∈ ZZ)
et remarquons que pour q > 0,
Q−1q =
Xq ∩ ker δ ◦ ∂
∂Xq−1
= Hq(X, ∂) (i.e. HqDR(M) resp. H
q(E0, N)loc)
et
Qq−1 =
Cˇq(IR) ∩ ker δ ◦ ∂
δCˇq−1(IR)
= Hˇq(M, IR).
Ces re´sultats sont dus aux faits que δ est l’“application restriction” sur C−1q (q ≥ 0)
resp. que ∂ est l’injection de Cq−1 dans C
q
0 (q ≥ −1).
Soient maintenant p ≥ −1 et q ∈ ZZ ou q ≤ n (selon l’interpre´tation de (X, ∂)).
Conside´rons l’application
ϕpq :
[
cpq
]
∈ Qpq →
[
cp+1q−1
]
∈ Qp+1q−1,
ou` cp+1q−1 est tel que
δcpq = ∂c
p+1
q−1.
En effet, comme cpq ∈ Cpq ∩ker δ◦∂, il de´coule de 2.14 que δcpq ∈ Cp+1q ∩ker ∂ = ∂Cp+1q−1 .
Ainsi δcpq = ∂c
p+1
q−1, avec c
p+1
q−1 ∈ Cp+1q−1 ∩ ker δ ◦ ∂.
L’application ϕpq est bien de´finie i.e. si c
′p
q est tel que
c
′p
q − cpq = δbp−1q + ∂bpq−1 (bp−1q ∈ Cp−1q , bpq−1 ∈ Cpq−1)
et si c
′p+1
q−1 ve´rifie
δc′pq = ∂c
′p+1
q−1 ,
alors
c
′p+1
q−1 − cp+1q−1 ∈ δCpq−1 + ∂Cp+1q−2 .
De fait, ∂c
′p+1
q−1 −∂cp+1q−1 = δ(c′pq − cpq) = ∂δbpq−1. Ainsi c
′p+1
q−1 − cp+1q−1− δbpq−1 ∈ Cp+1q−1 ∩ker ∂ =
∂Cp+1q−2 , de sorte qu’on a bien c
′p+1
q−1 − cp+1q−1 ∈ δCpq−1 + ∂Cp+1q−2 .
Finalement,
ϕpq ∈ L(Qpq , Qp+1q−1) (p ≥ −1, q ∈ ZZ resp. q ≤ n).
En utilisant l’exactitude des colonnes e´tablie en 2.14, on prouve de manie`re analogue
que, si p ∈ ZZ et q ≥ 0, l’application
ψpq :
[
cp+1q−1
]
∈ Qp+1q−1 →
[
cpq
]
∈ Qpq ,
ou` cpq ve´rifie
∂cp+1q−1 = δc
p
q ,
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est bien de´finie et line´aire :
ψpq ∈ L(Qp+1q−1, Qpq) (p ∈ ZZ, q ≥ 0).
Il est clair que pour p ≥ −1 et q ≥ 0 resp. 0 ≤ q ≤ n, ϕpq et ψpq sont deux
isomorphismes inverses.
Conside´rons a` pre´sent la compose´e ψq = ψ
−1
q ◦ ψ0q−1 ◦ · · · ◦ ψq−21 ◦ ψq−10 (q > 0) :
Hˇq(M, IR) = Qq−1
ψq−10→ Qq−10
ψq−21→ · · · ψ
0
q−1→ Q0q−1
ψ−1q→ Q−1q = Hq(X, ∂). (3)
Si (X, ∂) de´signe le complexe rede´fini de de Rham, les ψij (i ∈ {−1, . . . , q − 1},
j ∈ {0, . . . , q}) sont des isomorphismes, de sorte que
Hˇq(M, IR) ' HqDR(M) (q > 0). (4)
De manie`re analogue, si (X, ∂) est le complexe rede´fini de Chevalley et si 0 < q ≤ n,
la compose´e ψq est un isomorphisme et on a
Hq(E0, N)loc ' HqDR(M) (0 < q ≤ n).
Remarques 2.15 (i) Le re´sultat
Hq(E0, N)loc ' HqDR(M) (q ∈ {0, 1, 2})
que nous nous proposons d’e´tablir (et qui vient d’eˆtre ramene´ a` sa version locale), permet
de voir que les premiers espaces de la cohomologie de Chevalley ne de´pendent pas du
choix de la structure diffe´rentielle de M , a` condition que sa topologie soit conserve´e.
(ii) On notera e´galement que si l’on identifie les cohomologies de Cˇech et de de Rham,
l’application line´aire (3) associe a` toute q-classe de de Rham, une q-classe de Chevalley
et ceci quel que soit q > 0 (et inde´pendamment de l’hypothe`se - de nullite´ des premiers
espaces de la cohomologie de Chevalley des domaines contractiles de cartes - du the´ore`me
de re´duction 2.13).
3 Graduation et symbolisation des cochaˆınes
3.1 Rappels et exemples
Le the´ore`me suivant duˆ a` J. Peetre [12] sera utile dans la suite.
Proposition 3.1 Soient une varie´te´ M , des fibre´s vectoriels E0, . . . , Ep et F sur M
et une application (p+ 1)-line´aire et locale
O : Γ(E0)× · · · × Γ(Ep)→ Γ(F ),
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ou` Γ(Ei) (i ∈ {0, . . . , p}) et Γ(F ) de´signent les espaces des sections de classe C∞ de
Ei resp. F . Si U est un domaine de carte de M (de coordonne´es locales (x
1, . . . , xm))
au-dessus duquel les Ei et F se trivialisent (par ϕi et ψ respectivement), la restriction
de O a` U
O|U : C∞(U, E¯0)× · · · × C∞(U, E¯p)→ C∞(U, F¯ ),
ou` les E¯i et F¯ sont les fibres types des Ei et de F , s’e´crit
O|U(σ0, . . . , σp) =
∑
µ0,...,µp
Oµ0,...,µp (D
µ0σ0, . . . , D
µpσp) ,
la se´rie (µk = (µk,1, . . . , µk,m) ∈ INm, ∀k ∈ {0, . . . , p}) e´tant localement finie et les
coefficients
Oµ0,...,µp ∈ C∞(U,Lp+1(E¯0 × . . .× E¯p, F¯ ))
e´tant univoquement de´termine´s par O|U (les arguments Dµkσk (k ∈ {0, . . . , p}) sont
e´videmment les fonctions Dµkσk : x ∈ U →
(
D
µk,1
x1 . . . D
µk,m
xm σk
)
(x) ∈ E¯k).
Rappelons qu’en analyse on associe a` tout ope´rateur diffe´rentiel line´aire et a` coef-
ficients constants
Af =
∑
|α|≤k
AαD
αf
(Ω ∈ O(IRm), f ∈ C∞(Ω), α = (α1, . . . , αm), |α| = α1 + · · ·+ αm, k ∈ IN, Aα ∈ IR)
son polynoˆme caracte´ristique ou symbolisant
A(ξ) = ∑
|α|≤k
Aαξ
α
(ξ ∈ IRm∗ , ξα = ξα11 . . . ξαmm ). L’ope´rateur A e´tant comple`tement de´termine´ par
(A.)(x0) ∈ (∨≤kIRm∗)∗ ' ∨≤kIRm, ou` x0 de´signe un point arbitraire de IRm (∨≤kIRm∗
et ∨≤kIRm sont les espaces des tenseurs syme´triques de degre´ ≤ k covariants resp. con-
travariants sur IRm i.e. les espaces des polynoˆmes de degre´ ≤ k sur IRm resp. IRm∗), il
semble naturel de le repre´senter par un polynoˆme sur IRm
∗
; ceci justifie la de´cision de
symboliser Dαf par ξα, ξ ∈ IRm∗ . L’inte´reˆt de cette correspondance biunivoque A ⇀↽ A
de´coule du fait que toute identite´ alge´brique sans division entre polynoˆmes symbolisants,
reste exacte entre les ope´rateurs correspondants et inversement : a` la manipulation des
ope´rateurs de de´rivation se substitue ainsi celle de leurs polynoˆmes caracte´ristiques,
e´videmment de loin plus aise´e.
Soient a` pre´sent Ω un ouvert de IRm, V etW des espaces vectoriels re´els de dimension
finie et
O ∈ L(C∞(Ω, V ), C∞(Ω,W ))loc.
Il re´sulte de la proposition 3.1 que O a la forme
O =
∑
µ
Oµ(D
µ.), (5)
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ou` la se´rie est localement finie et ou` Oµ ∈ C∞(Ω,L(V,W )). L’ope´rateur O e´tant
entie`rement de´termine´ par ses valeurs sur les fv (f ∈ C∞(Ω), v ∈ V ) et O(fv) e´tant
donne´ par
O(fv) =
∑
µ
Oµ((D
µf)v),
il s’impose de de´finir le polynoˆme symbolisant Ø de O en posant
Ø(ν; v) =
∑
µ
Oµ(v)ν
µ,
ou` ν ∈ IRm∗ . On notera que
Ø ∈ C∞(Ω,∨IRm ⊗ L(V,W )).
Exemple 3.2 Conside´rons le cas particulier V = W = IR. De manie`re plus pre´cise,
soit A ∈ E0 = E0Ω = gl(C∞(Ω))loc,n.c. = L(C∞(Ω), C∞(Ω))loc,n.c.. Si l’on identifie
L(IR, IR) a` IR a` l’aide de l’isomorphisme θ → θ(1), il de´coule de (5) que A s’e´crit
A =
∑
α 6=0
AαD
α (Aα ∈ N = C∞(Ω)).
Nous dirons qu’un ope´rateur A ∈ E0 est diffe´rentiel, s’il est de la forme
A =
∑
0<|α|≤r
AαD
α (r ∈ IN∗, Aα ∈ N)
et nous noterons Diffr (r ∈ IN∗) le sous-espace (de E0) des ope´rateurs diffe´rentiels ho-
moge`nes d’ordre r
Ar =
∑
|α|=r
AαD
α.
Conforme´ment a` ce qui pre´ce`de,
A ∈ E0 et Ar ∈ Diffr
sont repre´sente´s symboliquement par
A(ξ) = ∑
α6=0
Aαξ
α resp. Ar(ξ) = ∑
|α|=r
Aαξ
α,
avec ξ ∈ IRm∗ . On a
A ∈ C∞(Ω, ∨ 6=0IRm) et Ar ∈ C∞(Ω,∨rIRm),
ou` ∨ 6=0IRm (∨rIRm) de´signe l’espace des polynoˆmes sur IRm∗ qui sont sans terme in-
de´pendant (homoge`nes de degre´ r). Il est clair que la symbolisation Ar ' Ar est un
isomorphisme de l’espace vectoriel Diffr sur l’espace vectoriel C∞(Ω,∨rIRm) : dans la
suite, nous identifierons ces espaces .
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Exemple 3.3 Traitons, pour terminer, le cas V = ∨rIRm, W = IR. Soit une 1-
cochaˆıne
T ∈ ∧1(E0, N)loc (E0 = E0Ω, N = C∞(Ω))
et soit Tr (r ∈ IN∗) la restriction de T a` Diffr ' C∞(Ω,∨rIRm) :
Tr ∈ L(C∞(Ω, ∨rIRm), C∞(Ω))loc.
Vu (5), on a pour f ∈ C∞(Ω) et P r ∈ ∨rIRm,
Tr(fP
r) =
∑
λ
τ rλ((D
λf)P r), (6)
avec τ rλ ∈ C∞(Ω,L(∨rIRm, IR)). Le polynoˆme symbolisant de Tr est donc donne´ par
Tr(η;P r) =
∑
λ
τ rλ(P
r)ηλ (η ∈ IRm∗)
et on a
Tr ∈ C∞(Ω,∨IRm ⊗ L(∨rIRm, IR)).
3.2 De´composition des cochaˆınes
Soient encore Ω ∈ O(IRm), E0 = E0Ω, N = C∞(Ω), T ∈ ∧1(E0, N)loc et A ∈ E0.
Comme
A =
∑
α 6=0
AαD
α =
∞∑
r=1
∑
|α|=r
AαD
α =
∞∑
r=1
Ar,
ou` Ar =
∑
|α|=r AαDα '
∑
|α|=r Aα(.)α et ou` la se´rie sur r est localement finie, il re´sulte
de la localite´ de T et de (6) que
T (A) =
∞∑
r=1
Tr(A
r) =
∞∑
r=1
∑
λ
τ rλ(D
λAr).
Dans la suite, nous graduerons non seulement par le degre´ r, mais aussi par l’ordre
a = |λ|. En effet,
T (A) =
∞∑
r=1
∞∑
a=0
∑
|λ|=a
τ rλ(D
λAr),
avec une se´rie sur a qui est, pour chaque r, localement finie. Si l’on pose alors
T ar (A
r) =
∑
|λ|=a
τ rλ(D
λAr) (a ∈ IN, r ∈ IN∗),
on peut e´crire
T =
∞∑
r=1
∞∑
a=0
T ar .
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On obtient ainsi une double graduation des cochaˆınes T ∈ ∧1(E0, N)loc. Nous appellerons
monoˆme de T de (bi)degre´
(
a
r
)
, la somme T ar des termes de T qui ne sont pas iden-
tiquement nuls a priori sur les Ar ∈ C∞(Ω, ∨rIRm) et qui de´rivent les coefficients des
Ar exactement a fois. Il est clair que
T = 0⇔ ∀a ∈ IN, ∀r ∈ IN∗ : T ar = 0.
De fait, si T = 0, les coefficients τ rλ sont tous nuls (car ils sont univoquement de´termine´s
par les Tr), donc T
a
r = 0 quels que soient a et r.
Ce qui vient d’eˆtre e´tabli pour les 1-cochaˆınes, reste e´videmment valable - mutatis
mutandis - pour les cochaˆınes de degre´ p ≥ 2 : toute cochaˆıne T ∈ ∧p(E0, N)loc se
de´compose sous la forme
T =
∞∑
r0,...,rp−1=1
∞∑
a0,...,ap−1=0
T a0...ap−1r0...rp−1 , (7)
ou`
T a0...ap−1r0...rp−1
(
Ar00 , . . . , A
rp−1
p−1
)
=
∑
|λi|=ai, ∀i
τ
r0...rp−1
λ0...λp−1
(
Dλ0Ar00 , . . . , D
λp−1A
rp−1
p−1
)
, (8)
avec
τ
r0...rp−1
λ0...λp−1 ∈ C∞(Ω, Lp(∨r0IRm × · · · × ∨rp−1IRm, IR)).
Afin de simplifier l’e´criture, nous poserons d’ordinaire ~a = (a0, . . . , ap−1), ~r = (r0, . . . ,
rp−1), ~λ = (λ0, . . . , λp−1), . . . et nous utiliserons des notations telles que T~a~r , τ
~r
~λ
, . . .. En
sus du re´sultat ci-dessus relatif a` la nullite´ d’une cochaˆıne et de ses monoˆmes, il importe
de signaler qu’il re´sulte de l’antisyme´trie des cochaˆınes, que si T ∈ ∧p(E0, N)loc contient
un certain monoˆme T~a~r , il renferme e´galement les monoˆmes T
ν~a
ν~r , ou` ν parcourt l’ensemble
des permutations de 0, . . . , p− 1, ou` ν~a = (aν0 , . . . , aνp−1) et ν~r = (rν0 , . . . , rνp−1) et ou`
T ν~aν~r
(
Arν0ν0 , . . . , A
rνp−1
νp−1
)
= sign(ν) T~a~r
(
Ar00 , . . . , A
rp−1
p−1
)
. (9)
Nous ordonnerons les degre´s
(
~a
~r
)
par l’ordre lexicographique associe´ a` l’ordre total
≤ de´fini par
(
a
r
)
<
(
a′
r′
)
⇔

a+ r < a′ + r′
ou
a+ r = a′ + r′ et r < r′
(a, a′ ∈ IN; r, r′ ∈ IN∗). (10)
La relation d’e´quivalence(
~a
~r
)
∼
(
~a′
~r′
)
⇔
(
~a′
~r′
)
=
(
ν~a
ν~r
)
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partitionne l’ensemble des degre´s en classes finies, le plus petit repre´sentant de chaque
classe e´tant le permute´ bien ordonne´ i.e. le permute´
(
~a
~r
)
tel que
(
a0
r0
)
≤
(
a1
r1
)
≤ · · · ≤
(
ap−1
rp−1
)
.
Vu (9), toute cochaˆıne est comple`tement de´termine´e par ses monoˆmes de degre´ bien
ordonne´.
3.3 Repre´sentation symbolique des monoˆmes et des
cochaˆınes
Les notations utilise´es ci-dessous, sont celles des paragraphes pre´ce´dents.
Rappelons d’abord que la restriction Tr (r ∈ IN∗) de T ∈ ∧1(E0, N)loc a` Diffr '
C∞(Ω, ∨rIRm) a la forme
Tr(A
r) =
∑
λ
τ rλ(D
λAr)
(ou` la se´rie est localement finie et ou` les coefficients τ rλ ∈ C∞(Ω, L(∨rIRm, IR)) sont
univoquement de´termine´s par Tr) et admet le polynoˆme symbolisant
Tr ∈ C∞(Ω, ∨IRm ⊗ L(∨rIRm, IR))
de´fini par
Tr(η;P r) =
∑
λ
τ rλ(P
r)ηλ.
Un monoˆme
T ar (A
r) =
∑
|λ|=a
τ rλ(D
λAr)
de T est donc a` symboliser par
T ar (η;P r) =
∑
|λ|=a
τ rλ(P
r)ηλ,
de sorte que
T ar ∈ C∞(Ω, ∨aIRm ⊗ L(∨rIRm, IR)).
De plus, la cochaˆıne
T (A) =
∞∑
r=1
Tr(A
r) =
∞∑
r=1
∑
λ
τ rλ(D
λAr),
ou` A =
∑∞
r=1 A
r (avec une se´rie localement finie), sera repre´sente´e par
T (η;P ) =
∞∑
r=1
Tr(η;P r) =
∞∑
r=1
∑
λ
τ rλ(P
r)ηλ,
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ou` P ∈ ∨ 6=0IRm et ou` les P r sont les parties homoge`nes de P . On peut conside´rer T
comme se´rie formelle en η ∈ IRm∗ a` coefficients dans les formes line´aires sur ∨ 6=0IRm, qui
est de classe C∞ en x ∈ Ω et dont la se´rie sur λ est localement finie pour chaque r et
comme application line´aire en P ∈ ∨ 6=0IRm a` valeurs dans les polynoˆmes en η ∈ IRm∗ ,
de´pendant de manie`re C∞ de x ∈ Ω.
La correspondance entre les monoˆmes T ar des 1-cochaˆınes (les 1-cochaˆınes) et les
applications de classe C∞ en x ∈ Ω et a` valeurs dans les polynoˆmes homoge`nes de
degre´ a en η ∈ IRm∗ , eux-meˆmes a` valeurs dans les formes line´aires sur ∨rIRm (les se´ries
formelles du pre´ce´dent type, ou` la se´rie sur λ est localement finie pour chaque r) est
e´videmment biunivoque.
Les conside´rations ci-dessus se ge´ne´ralisent aux p-cochaˆınes T (p ≥ 2) et a` leurs
monoˆmes T~a~r (~a = (a0, . . . , ap−1) ∈ INp, ~r = (r0, . . . , rp−1) ∈ IN
∗p).
En effet, vu (8), le monoˆme T~a~r admet le polynoˆme symbolisant
T ~a~r = T ~a~r (η0, . . . , ηp−1; P r00 , . . . , P rp−1p−1 )
=
∑
|λi|=ai, ∀i
τ~r~λ (P
r0
0 , . . . , P
rp−1
p−1 ) (η
0)λ0 . . . (ηp−1)λp−1 . (11)
La cochaˆıne T est alors symbolise´e par (cf. (7))
T = T (η0, . . . , ηp−1; P0, . . . , Pp−1)
=
∞∑
r0,...,rp−1=1
∑
λ0,...,λp−1
τ~r~λ (P
r0
0 , . . . , P
rp−1
p−1 ) (η
0)λ0 . . . (ηp−1)λp−1 . (12)
Remarquons que si l’on pose P rii =
∑
|αi|=ri Pi,αi(.)
αi (i ∈ {0, . . . , p − 1}), les coeffi-
cients de T ~a~r et T s’e´crivent
τ~r~λ (P
r0
0 , . . . , P
rp−1
p−1 ) =
∑
|αi|=ri, ∀i
τ~r~λ((.)
α0 , . . . , (.)αp−1) P0,α0 . . . Pp−1,αp−1
=
∑
|αi|=ri, ∀i
τ ~α~λ P0,α0 . . . Pp−1,αp−1 , (13)
ou` τ ~α~λ = τ
~r
~λ
((.)α0 , . . . , (.)αp−1) ∈ N . Dans la suite, nous utiliserons ge´ne´ralement cette
nouvelle forme des coefficients.
Etant donne´ que T est antisyme´trique et que T~a~r l’est en les arguments correspondant
a` des colonnes e´gales de son degre´ (cf. (9)), leurs repre´sentations symboliques T et T ~a~r
ont les meˆmes proprie´te´s. De fait, quels que soient ~α = (α0, . . . , αp−1) ∈ (INm)p, avec
∀i : ri = |αi| ≥ 1, ~µ = (µ0, . . . , µp−1) ∈ (INm)p et x0 ∈ Ω, on a (cf. p. ex. (6))
T
(
. . . ,
1
µi!
(x− x0)µi(.)αi , . . .
)
(i)
(x0)
=
∑
λ0,...,λp−1
τ~r~λ,x0
(
. . . , Dλi
(
1
µi!
(x− x0)µi
)
(x0) (.)
αi , . . .
)
(i)
= τ~r~µ,x0 (. . . , (.)
αi , . . .)
(i)
= τ ~α~µ (x0).
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Il s’ensuit que les coefficients τ ~α~µ sont antisyme´triques en les colonnes
(
αi
µi
)
, re´sultat
impliquant les proprie´te´s annonce´es.
La remarque ci-dessus, concernant la correspondance biunivoque entre les 1-
monoˆmes resp. les 1-cochaˆınes et leurs repre´sentations symboliques, se ge´ne´ralise alors
comme suit :
Il existe une bijection
(i) entre les monoˆmes des p-cochaˆınes
T~a~r = T
a0...ap−1
r0...rp−1 (A
r0
0 , . . . , A
rp−1
p−1 )
et les applications
T ~α~r = T a0...ap−1r0...rp−1 (η0, . . . , ηp−1; P r00 , . . . , P
rp−1
p−1 )
qui sont de classe C∞ en x ∈ Ω, antisyme´triques en les arguments (ηi, P rii ) corres-
pondant a` des colonnes e´gales de
(
~a
~r
)
et a` valeurs dans les polynoˆmes homoge`nes de
degre´s a0, . . . , ap−1 en η0, . . . , ηp−1 ∈ IRm∗ respectivement, eux-meˆmes a` valeurs dans les
formes line´aires en P r00 ∈ ∨r0IRm, . . . , P rp−1p−1 ∈ ∨rp−1IRm,
(ii) entre les p-cochaˆınes
T = T (A0, . . . , Ap−1)
et les se´ries formelles
T = T (η0, . . . , ηp−1; P0, . . . , Pp−1)
en η0, . . . , ηp−1 ∈ IRm∗ a` coefficients dans les formes line´aires en P0, . . . , Pp−1 ∈ ∨ 6=0IRm,
qui sont antisyme´triques en tous les (ηi, Pi) et de classe C
∞ en x ∈ Ω et dont la se´rie
sur λ0, . . . , λp−1 (cf. (12)) est localement finie pour chaque uplet (r0, . . . , rp−1).
3.4 Repre´sentation symbolique de l’ope´ration de cobord
Rappelons que la proposition 2.13 a re´duit l’objectif de notre travail a` sa version
locale
Hp(E0, N)loc = {0} (p ∈ {1, 2}),
ou` E0 = E0Ω, N = C∞(Ω) et ou` Ω est un ouvert contractile de IRm. Pour calculer ces
espaces de cohomologie, nous symboliserons l’ope´ration de cobord, ce qui conduira a` une
e´quation de cocycle purement alge´brique, nous re´soudrons cette e´quation plus simple que
l’original et nous re´interpre´terons nos conclusions dans le langage des cochaˆınes.
Symbolisons donc le cobord de Chevalley i.e. exprimons le polynoˆme symbolisant
de la restriction (∂T )~r (T ∈ ∧p(E0, N)loc, p ∈ IN∗, E0 = E0Ω, N = C∞(Ω), Ω ∈
O(IRm), ~r = (r0, . . . , rp) ∈ IN∗p+1) de ∂T a` Diffr0 × · · · × Diffrp au moyen de la
repre´sentation symbolique de T . Nous traitons - afin de simplifier l’e´criture - de nouveau
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le cas p = 1. Rappelons que Difft ' C∞(Ω,∨tIRm) (t ∈ IN∗) et que (∂T )rs (r, s ∈ IN∗)
est donc comple`tement de´termine´ par ses valeurs sur les (fP r, gQs) (f, g ∈ C∞(Ω);P r ∈
∨rIRm, Qs ∈ ∨sIRm). Ainsi, il s’agit de symboliser dans
(∂T )rs(fP
r, gQs) = fP r(T (gQs))− gQs(T (fP r))− T ([fP r, gQs]),
les de´rive´es de f (par η) et de g (par ν). Posons
fP r =
∑
|α|=r
fPα(.)
α ' ∑
|α|=r
fPαD
α et
gQs =
∑
|β|=s
gQβ(.)
β ' ∑
|β|=s
gQβD
β.
En ce qui concerne le terme fP r(T (gQs)), notons que Dα de´rive les coefficients de T
et g selon la re`gle de Leibniz. Si l’on repre´sente les de´rive´es des coefficients, qui ne sont
pas a` symboliser (!), provisoirement par ∗, on obtient
fP r(T (gQs)) ' P r(∗+ ν)T (ν;Qs).
Passons au terme T (fP r ◦ gQs). Etant donne´ que
fDα(gDβ) =
∑
α1+α2=α
Cα1,α2α fD
α1gDα2+β
(
Cα1,α2α =
α!
α1!α2!
)
,
et que l’e´valuation de T sur fDα1g(.)α2+β fait apparaˆıtre des de´rive´es Dλ(fDα1g), on
trouve
T (fP r ◦ gQs) ' T (η + ν; P r(ν + .)Qs).
Ce re´sultat devient e´ventuellement plus naturel, si l’on symbolise tout de suite l’argu-
ment par
fP r ◦ gQs ' ∑
|α|=r
∑
|β|=s
∑
α1+α2=α
Cα1,α2α PαQβfgν
α1 (.)α2+β
= fgP r(ν + .)Qs.
Finalement, si les repre´sentations symboliques de
(∂T )rs = (∂T )rs(A
r, Bs) et ∂T = (∂T )(A,B)
sont note´es respectivement
S(∂T )rs = S(∂T )rs(η, ν; P r, Qs) et S∂T = S∂T (η, ν; P,Q),
on a
S∂T (η, ν; P r, Qs) = S(∂T )rs(η, ν; P r, Qs)
= P r(∗+ ν)T (ν;Qs)−Qs(∗+ η)T (η;P r)
−T (η + ν; QsτνP r) + T (η + ν; P rτηQs),
ou` τµR = R(µ+ .)−R(.) (µ ∈ IRm∗ , R ∈ ∨IRm).
La symbolisation du bord d’une p-cochaˆıne (p ∈ IN∗) ne pre´sente aucune difficulte´
supple´mentaire et conduit a` la
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Proposition 3.4 Si T ∈ ∧p(E0, N)loc (p ∈ IN∗) admet la repre´sentation symbo-
lique T , alors son bord de Chevalley ∂T est repre´sente´ par S∂T , comple`tement de´termine´
par
S∂T (η0, . . . , ηp; Xr00 , . . . , Xrpp )
=
p∑
i=0
(−1)iXrii (∗+ η0 + . . . ıˆ . . .+ ηp)T (η0, . . . ıˆ . . . , ηp; Xr00 , . . . ıˆ . . . , Xrpp )
+
∑
i<j
(−1)i+jT (ηi + ηj, η0, . . . ıˆ . . . ˆ . . . , ηp; Xrjj τηjXrii , Xr00 , . . . ıˆ . . . ˆ . . . , Xrpp )
+
∑
i<j
(−1)i+j+1T (ηi + ηj, η0, . . . ıˆ . . . ˆ . . . , ηp; Xrii τηiXrjj , Xr00 , . . . ıˆ . . . ˆ . . . , Xrpp ),
ou`, quel que soit k ∈ {0, . . . , p}, ηk ∈ IRm∗ , Xk ∈ IRm et rk ∈ IN∗, ou` Xrkk ∈ ∨rkIRm est
de´fini par Xrkk (ξ) = (ξ(Xk))
rk et ou` ∗ repre´sente les de´rive´es des coefficients de T .
Dans la suite, nous appellerons termes de type I (IIa, IIb) les termes de la 1e`re (2e`me,
3e`me) ligne de la pre´ce´dente expression de S∂T a` l’aide de T . D’autre part, en vue de
simplifier au maximum les notations, nous de´signerons la repre´sentation symbolique de
tout objet par le meˆme symbole que l’objet, nous e´crirons (Xr)ξ et Xξ (r ∈ IN, X ∈
IRm, ξ ∈ IRm∗) au lieu de Xr(ξ) resp. ξ(X), de sorte que (Xr)ξ = (Xξ)r, ce qui justifie
la notation Xrξ et finalement, nous noterons X
r
ij le re´el X
r
i,ηj (i, j, r ∈ IN, Xi ∈ IRm, ηj ∈
IRm
∗
).
Remarquons a` pre´sent que certains termes de (∂T )(η0, . . . , ηp; Xr00 , . . . , X
rp
p ) se com-
pensent. En effet, en groupant dans Xrii,∗+η0+...ˆı...+ηp les termes de degre´ ri en η
j (j 6= i),
on constate que parmi les termes de type I se trouvent en particulier les termes
p∑
i=0
(−1)i∑
j 6=i
Xriij T (. . . ıˆ . . . ; . . . ıˆ . . .) =
∑
i6=j
(−1)iXriij T (. . . ıˆ . . . ; . . . ıˆ . . .). (14)
Si l’on prend dans
τηjX
ri
i = X
ri
i,ηj+. −Xrii,. =
ri∑
`=1
C`riX
`
ijX
ri−`
i,.
le terme ` = ri et dans
T (ηi + ηj, . . . ıˆ . . . ˆ . . . ; X
rj
j , . . . ıˆ . . . ˆ . . .)
les termes d’ordre 0 en ηi, on voit que les termes∑
i<j
(−1)i+jXriij T (ηj, . . . ıˆ . . . ˆ . . . ; Xrjj , . . . ıˆ . . . ˆ . . .)
=
∑
i<j
(−1)i−1Xriij T (. . . ıˆ . . . ; . . . ıˆ . . .) (15)
sont de type IIa. On se persuade de la meˆme manie`re de la pre´sence des termes∑
i<j
(−1)i+j+1Xrjji T (ηi, . . . ıˆ . . . ˆ . . . ; Xrii , . . . ıˆ . . . ˆ . . .)
=
∑
i<j
(−1)j+1Xrjji T (. . . ˆ . . . ; . . . ˆ . . .)
=
∑
i>j
(−1)i+1Xriij T (. . . ıˆ . . . ; . . . ıˆ . . .) (16)
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parmi ceux de type IIb.
Les suivantes formules fondamentales - donnant les contributions d’un monoˆme ar-
bitraire T
~b
~s de T , au bord (∂T )(η
0, . . . , ηp; Xr00 , . . . , X
rp
p ) et, en fonction du degre´
(
~b
~s
)
,
les degre´s de ces contributions - re´sultent imme´diatement de la proposition 3.4 et de
l’observation que la somme des termes (14), (15) et (16) est nulle.
Proposition 3.5 Soient une p-cochaˆıne T (p ∈ IN∗) et un monoˆme T~b~s de T .
(i) Contributions de type I de T
~b
~s au bord de T :
p∑
i=0
(−1)i ∑
`0+···+`p=ri
C`0,...,`pri
∏
j 6=i
X
`j
ij
(
X`ii .T
~b
~s
)
(η0, . . . ıˆ . . . , ηp; Xr00 , . . . ıˆ . . . , X
rp
p ) (17)
(les notations sont celles de la proposition 3.4, C`0,...,`pri =
ri!
`0!...`p!
, Xi = (X
1
i , . . . ,
Xmi ) ∈ IRm, X`ii =
(∑m
k=1X
k
i Dxk
)`i
et X`ii .T
~b
~s signifie que X
`i
i de´rive les coefficients
de T
~b
~s ), avec
`j 6= ri, ∀j 6= i.
Degre´ du terme ge´ne´ral :(
b0 + `0 . . . bi−1 + `i−1 0 bi + `i+1 . . . bp−1 + `p
s0 . . . si−1 α si . . . sp−1
)
(i)
, (18)
ou` α = ri est quelconque dans IN
∗ et ou` i ∈ {0, . . . , p}, `0 + · · ·+ `p = α et `j 6= α, pour
j 6= i.
(ii) Contributions de type IIa de T
~b
~s au bord de T :
∑
i<j
(−1)i+j
ri∑
`=1
C`riX
`
ij
b0∑
k=0
1
k!
(ηiDηj)
kT
~b
~s (η
j, η0, . . . ıˆ . . . ˆ . . . , ηp; Xri−`i X
rj
j , X
r0
0 , . . . ıˆ . . . ˆ . . . , X
rp
p ) (19)
(ηiDηj est la de´rive´e en η
j dans la direction de ηi), ou`
(k, `) 6= (0, ri).
Degre´ du terme ge´ne´ral :(
b1 . . . bi k bi+1 . . . bj−1 b0 − k + ` bj . . . bp−1
s1 . . . si α si+1 . . . sj−1 s0 − α + ` sj . . . sp−1
)
,
(i) (j)
(20)
ou` α = ri ∈ IN∗ et ` ∈ {1, . . . , α} sont tels que rj = s0 − α + ` ∈ IN∗ et ou` i < j, k ∈
{0, . . . , b0} et (k, α) 6= (0, `).
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(iii) Contributions de type IIb de T
~b
~s au bord de T :
∑
i<j
(−1)i+j+1
rj∑
`=1
C`rjX
`
ji
b0∑
k=0
1
k!
(ηiDηj)
kT
~b
~s (η
j, η0, . . . ıˆ . . . ˆ . . . , ηp; Xrii X
rj−`
j , X
r0
0 , . . . ıˆ . . . ˆ . . . , X
rp
p ), (21)
avec
(k, `) 6= (b0, rj).
Degre´ du terme ge´ne´ral(
b1 . . . bi k + ` bi+1 . . . bj−1 b0 − k bj . . . bp−1
s1 . . . si α si+1 . . . sj−1 s0 − α+ ` sj . . . sp−1
)
,
(i) (j)
(22)
ou` α = ri ∈ IN∗, 1 ≤ ` ≤ rj = s0 − α + ` i.e. ` ≥ 1 et α ≤ s0, i < j, k ∈ {0, . . . , b0} et
(k, α) 6= (b0, s0).
Signalons que toutes les contributions de T
~b
~s sont de degre´ infe´rieur (r0, . . . , rp), mais
qu’il s’agit de vraies contributions i.e. de contributions qui ne sont pas identiquement
nulles a priori, si et seulement si les rk (k ∈ {0, . . . , p}) ve´rifient certaines conditions et
que les degre´s infe´rieurs annonce´s en de´coulent.
Proposition 3.6 Les termes ge´ne´raux des contributions de type I, IIa et IIb s’e´cri-
vent encore :
(i) (−1)iC`0,...,`pα
∏
j 6=i
X
`j
ij
(
X`ii .T
~b
~s
)
(η0, . . . ıˆ . . . , ηp; Xs00 , . . . ıˆ . . . , X
sp−1
p ),
(ii) (−1)i+jC`α 1k! (s0−α+`)!s0! X`ij
(ηiDηj)
k(XiDXj)
α−`T~b~s (η
j, η0, . . . ıˆ . . . ˆ . . . , ηp; Xs0j , X
s1
0 , . . . ıˆ . . . ˆ . . . , X
sp−1
p ),
(iii) (−1)i+j+1 1
`!
1
k!
(s0−α+`)!
s0!
X`ji
(ηiDηj)
k(XiDXj)
αT
~b
~s (η
j, η0, . . . ıˆ . . . ˆ . . . , ηp; Xs0j , X
s1
0 , . . . ıˆ . . . ˆ . . . , X
sp−1
p ).
Il suffit de noter que
(XDY )
rY s =
s!
(s− r)!X
rY s−r (X, Y ∈ IRm, r, s ∈ IN, r ≤ s).
4 Re´sultats ge´ne´raux et auxiliaires
4.1 Constance des coefficients des cocycles
Proposition 4.1 Soient Ω un ouvert contractile de IRm et p ∈ IN∗. Alors tout
T ∈ ∧p(E0, N)loc ∩ ker ∂ (E0 = E0Ω et N = C∞(Ω)) est, a` des bords pre`s, a` coefficients
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constants et sans colonne
(
0
1
)
(i.e. les degre´s de ses monoˆmes ne contiennent pas de
colonne
(
0
1
)
).
Conside´rons d’abord une p-cochaˆıne T et notons T~a~r son monoˆme minimum (i.e. de
degre´ minimum pour l’ordre lexicographique de´fini par (10)). Vu (9), le degre´
(
~a
~r
)
est
bien ordonne´ (bo) :(
~a
~r
)
=
(
0 . . . 0 ak0 . . . ap−1
1 . . . 1 rk0 . . . rp−1
)
︸ ︷︷ ︸
(k0 colonnes)
(
k0 ∈ {0, . . . , p},
(
0
1
)
<
(
ak0
rk0
))
.
Nous nous proposons de de´terminer le monoˆme minimum de ∂T . Son degre´ e´tant
bo, il suffit de chercher les minima bo de (18), (20) et (22). Si l’on cre´e dans (18),
la colonne
(
0
α
)
=
(
0
1
)
, on a ne´cessairement `j = 0, ∀j 6= i et `i = 1 (ou` i est
l’indice caracte´risant la position de
(
0
α
)
). Le degre´ cherche´ e´tant bo, cette colonne
doit eˆtre inse´re´e a` une de ses places naturelles, de sorte qu’on obtient le degre´
(
0 ~b
1 ~s
)
.
La cre´ation de
(
0
α
)
(α ≥ 2) conduisant a` un degre´ contenant moins de colonnes(
0
1
)
, le plus petit degre´ est
(
0 ~a
1 ~r
)
. Quant aux degre´s (20) et (22), ils renferment
ne´cessairement moins de colonnes
(
0
1
)
que
(
0 ~a
1 ~r
)
, la cre´ation de
(
k
α
)
=
(
0
1
)
resp.
(
k + `
α
)
=
(
0
1
)
e´tant impossible. Le monoˆme minimum du bord est donc donne´
par
(∂T )0~a1~r(η
k0+1, . . . , ηp; X0, . . . , Xk0 , X
rk0
k0+1
, . . . , Xrp−1p )
=
k0∑
i=0
(−1)i(Xi.T~a~r )(ηk0+1, . . . , ηp; X0, . . . ıˆ . . . , Xk0 , Xrk0k0+1, . . . , Xrp−1p ) (23)
(on remarquera qu’il ne de´pend que du monoˆme minimum de la cochaˆıne).
Le monoˆme (∂T )0~a1~r admet une interpre´tation inte´ressante.
Notons d’abord qu’il de´coule de la description ge´ne´rale des polynoˆmes symbolisants
des monoˆmes des cochaˆınes (cf. III.3) que, si l’on conside`re dans
T~a~r = T
~a
~r (η
k0+1, . . . , ηp; X0, . . . ıˆ . . . , Xk0 , X
rk0
k0+1
, . . . , Xrp−1p ),
les ηj ∈ IRm∗ et les Xrj−1j ∈ ∨rj−1IRm (j ∈ {k0 + 1, . . . , p}) comme parame`tres, T~a~r est
une application de classe C∞ en x ∈ Ω, a` valeurs dans les formes k0-line´aires, alterne´es
sur IRm i.e. une k0-forme diffe´rentielle sur Ω. La structure de T
~a
~r re´sulte de (11) et (13) :
T~a~r =
∑
τ
~`~α
~0~λ
X`00 . . . ıˆ . . . X
`k0−1
k0
X
αk0
k0+1
. . . Xαp−1p (η
k0+1)λk0 . . . (ηp)λp−1 ,
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ou` le symbole de sommation de´signe la somme sur `j ∈ {1, . . . ,m} (j ∈ {0, . . . , k0−1}),
αj = (αj,1, . . . , αj,m) ∈ INm tel que |αj| = rj (j ∈ {k0, . . . , p − 1}) et λj = (λj,1, . . . ,
λj,m) ∈ INm tel que |λj| = aj (j ∈ {k0, . . . , p− 1}), ou`
rj!
αj!
=
rj!
αj,1! . . . αj,m!
(j ∈ {k0, . . . , p− 1})
a e´te´ incorpore´ dans
τ
~`~α
~0~λ
= τ
`0...`k0−1 αk0 ...αp−1
0 ... 0 λk0 ...λp−1
∈ N,
et ou` Xj = (X
1
j , . . . , X
m
j ) ∈ IRm (j ∈ {0, . . . ıˆ . . . , p}), ηj ' (ηj1, . . . , ηjm) ∈ IRm, Xαj−1j =
(X1j )
αj−1,1 . . . (Xmj )
αj−1,m et (ηj)λj−1 = (ηj1)
λj−1,1 . . . (ηjm)
λj−1,m (j ∈ {k0 + 1, . . . , p}).
Si Y0, . . . , Yk0 ∈ H(Ω) ' C∞(Ω, IRm), la valeur sur (Y0, . . . , Yk0) de la diffe´rentielle
exte´rieure d de la forme T~a~r (ou` les parame`tres sont sous-entendus) est e´gale a`
(dT~a~r )(Y0, . . . , Yk0) =
k0∑
i=0
(−1)iYi.T~a~r (Y0, . . . ıˆ . . . , Yk0)
+
∑
i<j
(−1)i+j T~a~r ([Yi, Yj] , Y0, . . . ıˆ . . . ˆ . . . , Yk0). (24)
Or, le premier terme du second membre s’e´crit
k0∑
i=0
(−1)i(Yi.T~a~r )(Y0, . . . ıˆ . . . , Yk0) +
k0∑
i=0
(−1)i
i−1∑
j=0
T~a~r (Y0, . . . , Yi.Yj
(j)
, . . . ıˆ . . . , Yk0)
+
k0∑
i=0
(−1)i
k0∑
j=i+1
T~a~r (Y0, . . . ıˆ . . . , Yi.Yj
(j)
, . . . , Yk0)
(ou` Yi.T
~a
~r signifie que l’ope´rateur diffe´rentiel Yi de´rive les coefficients de T
~a
~r et ou` Yi.Yj
repre´sente l’ope´rateur Yi applique´ a` la fonction vectorielle Yj), soit
k0∑
i=0
· · · + ∑
i>j
(−1)i+j T~a~r (Yi.Yj, Y0, . . . ˆ . . . ıˆ . . . , Yk0)
+
∑
i<j
(−1)i+j−1 T~a~r (Yi, Yj, Y0, . . . ıˆ . . . ˆ . . . , Yk0)
ou encore
k0∑
i=0
· · ·+∑
i<j
(−1)i+j−1 T~a~r ([Yi, Yj] , Y0, . . . ıˆ . . . ˆ . . . , Yk0). (25)
En combinant (23), (24) et (25), on obtient finalement
(∂T )0~a1~r(η
k0+1, . . . , ηp; Y0,x, . . . , Yk0,x, X
rk0
k0+1
, . . . , Xrp−1p )(x) = (dT
~a
~r )(Y0, . . . , Yk0)(x),
(26)
ou` x de´signe un e´le´ment arbitraire de Ω et ou` la forme T~a~r de´pend des parame`tres η
j et
X
rj−1
j (j ∈ {k0 + 1, . . . , p}).
Supposons maintenant que T soit un p-cocycle.
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Si k0 = 0, (23) s’e´crit
(X0.T
~a
~r )(η
1, . . . , ηp; Xr01 , . . . , X
rp−1
p ) ≡ 0.
Vu la structure polynomiale de son premier membre et la connexite´ de Ω, cette identite´
entraˆıne que T~a~r est a` coefficients constants.
Examinons le cas k0 ≥ 1. Si ∧k0(Ω) est l’espace des k0-formes diffe´rentielles sur Ω
et si ¶ = ¶ak0 ...ap−1rk0 ...rp−1 de´signe l’espace (de dimension finie) des polynoˆmes homoge`nes de
degre´s ak0 , . . . , ap−1 en η
k0+1, . . . , ηp et de degre´s rk0 , . . . , rp−1 en Xk0+1, . . . , Xp, l’e´galite´
T~a~r (η
k0+1, . . . , ηp; X1, . . . , Xk0 , X
rk0
k0+1
, . . . , Xrp−1p )
=
∑
|αj |=rj
|λj |=aj
(j∈{k0,...,p−1})

m∑
`j=1
(j∈{0,...,k0−1})
τ
~` ~α
~0 ~λ
X`01 . . . X
`k0−1
k0
 (ηk0+1)λk0 . . . (ηp)λp−1Xαk0k0+1 . . . Xαp−1p
montre que
T~a~r ∈ ∧k0(Ω)⊗ ¶
(l’antisyme´trie de [. . .] en X1, . . . , Xk0 , re´sulte de celle des coefficients τ
~` ~α
~0 ~λ
en les colonnes
de
(
~` ~α
~0 ~λ
)
). Ainsi, T~a~r s’e´crit
T~a~r =
∑
i
ωiPi,
ou` les Pi forment une base de ¶ et ou` les ωi sont des k0-formes. Il de´coule alors de (IV.4)
que dT~a~r = 0, donc que ∑
i
(dωi)Pi = 0.
Vu l’inde´pendance line´aire des Pi, on en de´duit que
dωi = 0, ∀i.
Par conse´quent, il existe des µi ∈ ∧k0−1(Ω) tels que
T~a~r =
∑
i
(dµi)Pi,
de sorte que
T~a~r (η
k0+1, . . . , ηp; . , . . . , . , X
rk0
k0+1
, . . . , Xrp−1p )
= d
[∑
i
µi Pi(η
k0+1, . . . , ηp; Xk0+1, . . . , Xp)
]
.
Or,
∑
i µiPi (µi ∈ ∧k0−1(Ω), Pi ∈ ¶ak0 ...ap−1rk0 ...rp−1 ) de´finit (cf. T~a~r =
∑
i ωiPi (ωi ∈ ∧k0(Ω))) un
monoˆme S~a
′
~r′ , avec (
~a′
~r′
)
=
(
0 . . . 0 ak0 . . . ap−1
1 . . . 1 rk0 . . . rp−1
)
︸ ︷︷ ︸
(k0−1 colonnes)
,
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dont l’antisyme´trise´
S =
∑
ρ
Sρ~a
′
ρ~r′
(ou` ρ de´crit l’ensemble des permutations de 1, . . . , p − 1, ne changeant pas l’ordre des
indices des colonnes e´gales et ou` Sρ~a
′
ρ~r′ est de´fini - mutatis mutandis - par (9)) est une
(p − 1)-cochaˆıne admettant S~a′~r′ comme monoˆme minimum. Il de´coule des re´sultats ci-
dessus que ∂S admet le monoˆme minimum (∂S)~a~r et que, si x ∈ Ω, ηk0+1, . . . , ηp ∈
IRm
∗
, X1, . . . , Xp ∈ IRm et Y1, . . . , Yk0 ∈ H(Ω) ' C∞(Ω, IRm), avec Yj,x = Xj, ∀j ∈
{1, . . . , k0},
(∂S)~a~r(η
k0+1, . . . , ηp; X1, . . . , Xk0 , X
rk0
k0+1
, . . . , Xrp−1p )(x)
= (∂S)~a~r(η
k0+1, . . . , ηp;Y1,x, . . . , Yk0,x, X
rk0
k0+1
, . . . , Xrp−1p )(x)
=
(
d
[∑
i
µi Pi(η
k0+1, . . . , ηp; Xk0+1, . . . , Xp)
])
(Y1, . . . , Yk0)(x)
= T~a~r (η
k0+1, . . . , ηp; Y1,x, . . . , Yk0,x, X
rk0
k0+1
, . . . , Xrp−1p (x)
= T~a~r (η
k0+1, . . . , ηp; X1, . . . , Xk0 , X
rk0
k0+1
, . . . , Xrp−1p )(x).
(Si p = 1, S est une 0-cochaˆıne. Dans ce cas limite, la de´monstration directe de l’e´galite´
(∂S)~a~r = T
~a
~r est simple. En effet, k0 valant lui aussi 1,
(
~a
~r
)
=
(
0
1
)
et T 01 = dS, ou`
S ∈ N , de manie`re que T 01 (X) = (dS)(X) = X.S = (∂S)01(X), ∀X ∈ IRm.)
Posons donc
T ′ = T − ∂S.
Comme T ′~a~r = 0, on peut, quitte a` corriger par des bords, annuler le monoˆme minimum
de T et ceci aussi longtemps qu’il contient
(
0
1
)
(k0 ≥ 1).
S’il ne contient plus
(
0
1
)
(k0 = 0), il est a` coefficients constants. De plus, les
autres monoˆmes de T ne contiennent pas non plus
(
0
1
)
. Montrons qu’ils sont aussi a`
coefficients constants. Soit donc T~c~t un de ces monoˆmes. Conside´rons la relation
(∂T )0~c1~t = 0. (27)
La proposition 3.5 permet de trouver les monoˆmes contribuant au degre´
(
0 ~c
1 ~t
)
et la
proposition 3.6 fournit l’e´criture de (27) en fonction de ces monoˆmes.
Monoˆmes ayant une contribution de type
I : Si l’on cre´e
(
0
α
)
=
(
0
1
)
, i = 0, `0 = 1, `j = 0 (j 6= 0) et ainsi le monoˆme T~c~t
contribue au degre´ conside´re´. La cre´ation d’une colonne de
(
~c
~t
)
(d’e´le´ment supe´rieur
nul), conduit a` un monoˆme dont le degre´ commence par
(
0
1
)
et qui est donc nul.
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IIa, IIb : La cre´ation de
(
0
1
)
est impossible et celle d’une colonne de
(
~c
~t
)
donne de
nouveau des monoˆmes contenant
(
0
1
)
.
Ecriture de (27) :
(X0.T
~c
~t )(η
1, . . . , ηp; X t01 , . . . , X
tp−1
p ) ≡ 0.
Ceci signifie e´videmment que T~c~t est a` coefficients constants.
4.2 Relation entre les cobords de Chevalley de E0 et de gl(m, IR)
Proposition 4.2 Soient p ∈ IN∗, Ω ∈ O(IRm), T ∈ ∧p(E0, N)loc (E0 = E0Ω et
N = C∞(Ω)) une cochaˆıne a` coefficients constants et sans colonne
(
0
1
)
et T~a~r un
monoˆme de T de degre´ bo(
~a
~r
)
=
(
1 . . . 1 ak0 . . . ap−1
1 . . . 1 rk0 . . . rp−1
)
︸ ︷︷ ︸
(k0 colonnes)
(
k0 ∈ {0, . . . , p},
(
1
1
)
<
(
ak0
rk0
))
.
Alors
(i) T~a~r peut eˆtre interpre´te´ comme k0-cochaˆıne de gl(m, IR) a` valeurs dans l’espace
E des polynoˆmes homoge`nes de degre´s ak0 , . . . , ap−1 en η
k0 , . . . , ηp−1 ∈ IRm∗, eux-meˆmes
a` valeurs dans les formes line´aires en P
rk0
k0
∈ ∨rk0 IRm, . . . , P rp−1p−1 ∈ ∨rp−1IRm et anti-
syme´triques en les arguments correspondant a` des colonnes e´gales parmi les
(
aj
rj
)
(j ∈
{k0, . . . , p− 1}),
(ii) (∂T )1~a1~r = −∂ρT~a~r + I + IIa
((
k
α
)
6=
(
1
1
))
+ IIb
((
k + `
α
)
6=
(
1
1
))
,
ou` ∂ρ de´signe le cobord de Chevalley associe´ a` la repre´sentation naturelle ρ de gl(m, IR)
sur E, ou` I repre´sente les e´ventuelles contributions de type I au degre´
(
1 ~a
1 ~r
)
et ou`
IIa
((
k
α
)
6=
(
1
1
))
et IIb
((
k + `
α
)
6=
(
1
1
))
sont les contributions e´ventuelles de
type IIa resp. IIb, obtenues par cre´ation d’une colonne diffe´rente de
(
1
1
)
. De plus,
ces compensations e´ventuelles du cobord de gl(m, IR) sont dues a` des monoˆmes dont les
degre´s ont au moins une colonne
(
1
1
)
de plus que
(
~a
~r
)
.
(i) est une conse´quence imme´diate de la proprie´te´ universelle du produit tensoriel.
Pour (ii), de´terminons les termes IIa
((
k
α
)
=
(
1
1
))
et IIb
((
k + `
α
)
=
(
1
1
))
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de (∂T )1~a1~r . Le degre´ des contributions cherche´es e´tant(
1 ~a
1 ~r
)
=
(
1 1 . . . 1 ak0 . . . ap−1
1 1 . . . 1 rk0 . . . rp−1
)
︸ ︷︷ ︸
(k0+1 colonnes)
et la colonne a` cre´er e´tant une des colonnes
(
1
1
)
, on a i ∈ {0, . . . , k0}, j ∈ {i +
1, . . . , p}, α = 1, ` = 1 et k = 1 ou k = 0, selon qu’on conside`re les termes IIa ou
IIb. Comme la correction
(
k − `
α− `
)
resp.
(
k
α− `
)
est ainsi e´gale a`
(
0
0
)
, on obtient
les degre´s
(
~b
~s
)
des monoˆmes contribuant, en transfe´rant dans
(
~a
~r
)
, la je`me colonne(
aj−1
rj−1
)
a` la premie`re place. Les contributions sont finalement donne´es par (19) et
(21), ou` l’on peut substituer T~a~r a` T
~b
~s , quitte a` multiplier par (−1)j−1 et a` mettre le
premier argument “forme” et le premier argument “polynoˆme” aux places caracte´rise´es
par l’indice j. On trouve donc
k0∑
i=0
(−1)i−1
p∑
j=i+1
Xij(η
iDηj)T
~a
~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , X
rp−1
p )
+
k0∑
i=0
(−1)i
p∑
j=i+1
rj−1XjiT~a~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . XiX
rj−1−1
j
(j)
. . . , Xrp−1p )
(il de´coule de la condition 0 ≤ k ≤ b0 = aj−1, que les termes de type IIa pour lesquels
aj−1 = 0, sont a` omettre; or, aj−1 = 0 signifie que T~a~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , X
rp−1
p )
est inde´pendant de ηj, de sorte que les termes apparemment exce´dentaires sont nuls).
Soient a` pre´sent η0, . . . , ηp ∈ IRm∗ et X0, . . . , Xp ∈ IRm. Rappelons que l’action
naturelle de ηi ⊗Xi ∈ gl(m, IR) sur T~a~r (η0 ⊗X0, . . . ıˆ . . . , ηk0 ⊗Xk0) est donne´e par
ρ(ηi ⊗Xi)T~a~r (η0 ⊗X0, . . . ıˆ . . . , ηk0 ⊗Xk0)(ηk0+1, . . . , ηp; Xrk0k0+1, . . . , Xrp−1p )
=
p∑
j=k0+1
Xij(η
iDηj)T
~a
~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , X
rp−1
p )
−
p∑
j=k0+1
rj−1XjiT~a~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . XiX
rj−1−1
j
(j)
. . . , Xrp−1p ).
Ainsi
(∂ρT~a~r )(η
0 ⊗X0, . . . , ηk0 ⊗Xk0)(ηk0+1, . . . , ηp; Xrk0k0+1, . . . , Xrp−1p )
=
k0∑
i=0
(−1)i
p∑
j=k0+1
Xij(ηiDηj )T~a~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , Xrp−1p ) (∗)
+
k0∑
i=0
(−1)i+1
p∑
j=k0+1
rj−1XjiT~a~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . XiX
rj−1−1
j
(j)
. . . , Xrp−1p ) (+)
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+
k0∑
i=0
k0∑
j=i+1
(−1)i+jXjiT~a~r (ηj , η0, . . . ıˆ . . . ˆ . . . , ηp; Xi, X0, . . . ıˆ . . . ˆ . . . , Xrp−1p ) (++)
+
k0∑
i=0
k0∑
j=i+1
(−1)i+j+1XijT~a~r (ηi, η0, . . . ıˆ . . . ˆ . . . , ηp; Xj , X0, . . . ıˆ . . . ˆ . . . , Xrp−1p ) (∗∗)
Comme
(∗∗) =
k0∑
i=0
(−1)i
k0∑
j=i+1
Xij(η
iDηj)T
~a
~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , X
rp−1
p )
et que
(++) =
k0∑
i=0
(−1)i−1
k0∑
j=i+1
rj−1XjiT~a~r (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . XiX
rj−1−1
j
(j)
. . . , Xrp−1p ),
(noter que rj−1 = 1 ici), le bord est finalement l’oppose´ des contributions
IIa
((
k
α
)
=
(
1
1
))
et IIb
((
k + `
α
)
=
(
1
1
))
calcule´es ci-dessus (grouper (∗) et (∗∗)
ainsi que (+) et (++)). Ceci e´tablit l’e´galite´ (ii).
En ce qui concerne les compensations e´ventuelles, il suffit de remarquer que les termes
I renferment des monoˆmes du type
T
1 1 . . . 1 ak0 − `k0+1 . . . aˆi . . . ap−1 − `p
1 1 . . . 1︸ ︷︷ ︸
(k0+1 colonnes)
rk0 . . . rˆi . . . rp−1 ,
ou` i ∈ {k0, . . . , p− 1} est tel que ai = 0 et ou`
p∑
j=k0+1
j 6=i+1
`j = ri
(en effet, la colonne cre´e´e a ne´cessairement un e´le´ment supe´rieur nul et `i+1 et les
`0, . . . , `k0 sont nuls, la cochaˆıne conside´re´e e´tant a` coefficients constants resp. sans
colonne
(
0
1
)
) et que les contributions IIa
((
k
α
)
6=
(
1
1
))
et IIb
((
k + `
α
)
6=
(
1
1
))
sont dues a` des monoˆmes du genre
T
∗ 1 1 . . . 1 ak0 . . . ıˆ . . . ˆ . . . ap−1∗ 1 1 . . . 1︸ ︷︷ ︸
(k0+1 colonnes)
rk0 . . . ıˆ . . . ˆ . . . rp−1 ,
ou` i ∈ {k0, . . . , p− 1} et j ∈ {i+1, . . . , p− 1} et ou`
( ∗
∗
)
repre´sente la colonne obtenue
par correction de
(
aj
rj
)
.
Corollaire 4.3 Les notations et conditions sont celles de la proposition 4.2. Si
k0 = p− 1 ou T~a~r est le monoˆme minimum de T , il n’existe pas de compensation i.e.
(∂T )1~a1~r = −∂ρT~a~r .
Dans le second cas, (∂T )1~a1~r est aussi le monoˆme minimum de ∂T .
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L’absence de toute compensation de´coule trivialement de ce qui pre´ce`de.
Comparons les minima bo de (18), (20) et (22). Si l’on cre´e
(
1
1
)
dans (20) ou (22),
` = 1 et la correction a` faire est
(
0
0
)
. Les minima bo sont donc
(
1 ~a
1 ~r
)
. De fait,
la cre´ation de
(
0
1
)
est impossible et celle d’une colonne supe´rieure a`
(
1
1
)
conduit a`
des degre´s posse´dant moins de colonnes
(
1
1
)
. Quant a` (18), il est clair qu’il ne peut
engendrer de degre´ a` k0 + 1 colonnes
(
1
1
)
.
Proposition 4.4 Les notations et hypothe`ses sont encore celles de la proposition
4.2. Si T~a~r (qui peut eˆtre lu comme k0-cochaˆıne de gl(m, IR) a` valeurs dans E) est un
k0-cocycle de gl(m, IR), on a
T~a~r ∈ Einv ⊗ ∧k0inv(gl(m, IR), IR),
(ou` Einv de´signe l’espace des e´le´ments de E qui sont invariants par gl(m, IR) et ou`
∧k0inv(gl(m, IR), IR) est l’espace des k0-cochaˆınes scalaires, invariantes de gl(m, IR)), quitte
a` corriger T (qui est une p-cochaˆıne locale de E0 a` valeurs dans N) par un bord ∂U
a` coefficients constants, sans colonne
(
0
1
)
et de monoˆme minimum (∂U)~a~r (ce qui
implique e´videmment que la nouvelle cochaˆıne est a` son tour a` coefficients constants
et sans colonne
(
0
1
)
et que ses monoˆmes de degre´ infe´rieur a`
(
~a
~r
)
sont ceux de
l’ancienne).
Il re´sulte de la description de la cohomologie de Chevalley de gl(m, IR) [5] que
T~a~r ∈ Bk0(gl(m, IR), E)⊕ Einv ⊗ ∧k0inv(gl(m, IR), IR),
ou` Bk0(gl(m, IR), E) de´note l’espace des k0-cobords. Si ∂ρU (U ∈ ∧k0−1(gl(m, IR), E))
est la composante de T~a~r dans cet espace,
U = U(η0 ⊗X0, . . . , ηk0−2 ⊗Xk0−2)(ηk0−1, . . . , ηp−2; P rk0k0−1, . . . , P
rp−1
p−2 )
et ainsi U est un polynoˆme homoge`ne de degre´s 1, . . . , 1, ak0 , . . . , ap−1 en η0, . . . , ηk0−2,
ηk0−1, . . . , ηp−2 ∈ IRm∗ , a` valeurs dans les formes line´aires en X0, . . . , Xk0−2 ∈ ∨1IRm,
P
rk0
k0−1 ∈ ∨rk0 IRm, . . . , P
rp−1
p−2 ∈ ∨rp−1IRm; en sus, il est antisyme´trique en les arguments
correspondant a` des colonnes e´gales de son degre´(
~a′
~r′
)
=
(
1 . . . 1 ak0 . . . ap−1
1 . . . 1 rk0 . . . rp−1
)
︸ ︷︷ ︸
(k0−1 colonnes)
.
Il s’ensuit (cf. III.3) que U de´finit un monoˆme U~a′~r′ , dont l’antisyme´trise´ U est une (p−1)-
cochaˆıne admettant U~a
′
~r′ comme monoˆme minimum (meˆme raisonnement que dans la
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preuve de la proposition 4.1). Cette cochaˆıne e´tant a` coefficients constants et sans
colonne
(
0
1
)
, le corollaire 4.3 permet de conclure que (∂U)~a~r est le monoˆme minimum
de ∂U (ce qui entraˆıne que ∂U est sans colonne
(
0
1
)
) et que
(∂U)~a~r = −∂ρU .
Si l’on pose alors T ′ = T + ∂U , on a finalement
T ′~a~r ∈ Einv ⊗ ∧k0inv(gl(m, IR), IR).
(Si k0 = 0 ou p = 1, la proposition est triviale et aucune correction par un bord n’est
ne´cessaire. Dans le cas k0 = p = 1, on notera que E = R.)
Remarque 4.5 Soit T un p-cocycle de E0 = E0Ω (p ∈ IN∗, Ω : ouvert contractile
de IRm). Il re´sulte de 4.1 que T est, modulo correction par des bords, a` coefficients
constants et sans colonne
(
0
1
)
, de 4.3 que le monoˆme minimum T~a~r de T est un k0-
cocycle de gl(m, IR) a` valeurs dans E (k0 : nombre de colonnes
(
1
1
)
dans
(
~a
~r
)
, E :
espace de repre´sentation associe´ a`
(
~a
~r
)
) et de 4.4 que
T~a~r ∈ Einv ⊗ ∧k0inv(gl(m, IR), IR),
quitte a` corriger encore par un bord (cette correction pre´serve toutes les proprie´te´s de T ).
Si T
~b
~s est le monoˆme bo suivant (les monoˆmes sont suppose´s range´s par ordre croissant),
4.2 (ii) donne
−∂ρT~b~s + I + IIa
((
k
α
)
6=
(
1
1
))
+ IIb
((
k + `
α
)
6=
(
1
1
))
= 0,
ou` les compensations sont dues aux permute´s T ν~aν~r de T
~a
~r . Ces permute´s e´tant inva-
riants, il en est de meˆme des compensations, vu la proposition 3.6. La somme des
compensations n’appartient cependant pas toujours a` Einv⊗∧k0+1inv (gl(m, IR), IR) (k0, E :
comme ci-dessus, mais relatifs a`
(
~b
~s
)
). Par conse´quent, cette somme et −∂ρT~b~s ∈
Bk0+1(gl(m, IR), E) ne sont pas ne´cessairement se´pare´ment nuls et la preuve par re´cur-
rence de l’invariance de T n’est pas imme´diate.
4.3 Proprie´te´ du cobord de Chevalley de E0
Dans la suite, le terme monoˆme de´signe aussi bien un monoˆme d’une cochaˆıne que
sa repre´sentation symbolique.
Lemme 4.6 Soient p ∈ {2, 3, . . .}, des monoˆmes a` coefficients constants
U ~α~ρ = U
α0...αp−2
ρ0 ...ρp−2 , avec
(
1
1
)
<
(
α0
ρ0
)
< . . . <
(
αp−2
ρp−2
)
34
et les monoˆmes
V 1~α1~ρ = tr U
~α
~ρ .
Si l’antisyme´trisation de ces familles de monoˆmes fournit deux cochaˆınes U et V , on a
(∂V )1~a1~r = −tr(∂U)~a~r ,
a` condition que les colonnes
(
ai
ri
)
(i ∈ {1, . . . , p}) de
(
~a
~r
)
soient supe´rieures a`
(
1
1
)
.
Notons d’abord que si ν de´signe une permutation de 1, . . . , p− 1, on a
V 1 ν~α1 ν~ρ = tr U
ν~α
ν~ρ .
Nous prouverons que tout terme de (∂V )1~a1~r est un terme de −tr(∂U)~a~r et vice versa.
Soit donc un terme arbitraire de (∂V )1~a1~r .
(i) Le terme conside´re´ est de type I
Comme i 6= 0 (cf. 3.5),
(
b0 + `0
s0
)
=
(
1
1
)
, de sorte que
(
b0
s0
)
=
(
1
1
)
et `0 = 0.
Ainsi le monoˆme contribuant est du genre
V 1 ν~α1 ν~ρ = tr U
ν~α
ν~ρ
et la contribution a la forme
(−1)iC`1,...,`pα
∏
j 6=i
X
`j
ij V
1 ν~α
1 ν~ρ (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , X
ρνp−2
p )
= X00(−1)iC`1,...,`pα
∏
j 6=i
X
`j
ij U
ν~α
ν~ρ (η
1, . . . ıˆ . . . , ηp; X
ρν0
1 , . . . ıˆ . . . , X
ρνp−2
p )
(i, j ∈ {1, . . . , p}, `1 + · · ·+ `p = α, `i = 0, `j 6= α (j 6= i)).
Or, les termes de type I de ∂U sont les termes
(−1)iC`0,...,`p−1α
∏
j 6=i
X
`j
ij U
ν~α
ν~ρ (η
0, . . . ıˆ . . . , ηp−1; Xρν00 , . . . ıˆ . . . , X
ρνp−2
p−1 )
(i, j ∈ {0, . . . , p− 1}, `0 + · · ·+ `p−1 = α, `i = 0, `j 6= α (j 6= i)),
soit, si l’on nume´rote les arguments de 1 a` p, les termes
(−1)i−1C`1,...,`pα
∏
j 6=i
X
`j
ij U
ν~α
ν~ρ (η
1, . . . ıˆ . . . , ηp; X
ρν0
1 , . . . ıˆ . . . , X
ρνp−2
p )
(i, j ∈ {1, . . . , p}, `1 + · · ·+ `p = α, `i = 0, `j 6= α (j 6= i)).
Par conse´quent, le terme conside´re´ de (∂V )1~a1~r est bien un terme de −tr (∂U)~a~r .
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(ii) Le terme conside´re´ est de type IIa
Etant donne´ que i 6= 0 (sinon,
(
k
α
)
=
(
1
1
)
et le monoˆme contribuant est un permute´
de V ~a~r = 0),
(
b1
s1
)
=
(
1
1
)
. Le monoˆme contribuant est donc de la forme
V
b0 1 b2...bp−1
s0 1 s2...sp−1(. . . ; . . .) = −V 1 b0 b2...bp−11 s0 s2...sp−1 (η1, η0, . . . ; X1, Xs00 , . . .)
= −X11U b0 b2...bp−1s0 s2...sp−1(. . . 1ˆ . . . ; . . . 1ˆ . . .)
et la contribution s’e´crit
(−1)i+jC`α
1
k!
X`ij(η
iDηj)
k V
b0 1 b2...bp−1
s0 1 s2...sp−1(η
j, . . . ıˆ . . . ˆ . . . ; Xα−`i X
s0−α+`
j , . . . ıˆ . . . ˆ . . .)
= −X00(−1)i+jC`α
1
k!
X`ij
(ηiDηj)
k U b0 b2...bp−1s0 s2...sp−1(η
j, 0ˆ . . . ıˆ . . . ˆ . . . ; Xα−`i X
s0−α+`
j , 0ˆ . . . ıˆ . . . ˆ . . .)
(i ∈ {1, . . . , p − 1}, i < j, ` ∈ {1, . . . , α}, k ∈ {0, . . . , b0}, s0 − α + ` ∈ IN∗, (k, α) 6=
(0, `)).
Les termes de type IIa de ∂U e´tant, pour des arguments nume´rote´s de 1 a` p, les termes
(−1)i+jC`α
1
k!
X`ij(η
iDηj)
k U ν~αν~ρ (η
j, 0ˆ . . . ıˆ . . . ˆ . . . ; Xα−`i X
ρν0−α+`
j , 0ˆ . . . ıˆ . . . ˆ . . .)
(i ∈ {1, . . . , p − 1}, i < j, ` ∈ {1, . . . , α}, k ∈ {0, . . . , αν0}, ρν0 − α + ` ∈ IN∗, (k, α) 6=
(0, `)),
le terme conside´re´ est encore un terme de −tr (∂U)~a~r .
(iii) Le terme conside´re´ est de type IIb
Raisonnement analogue, meˆme conclusion.
Soit maintenant un terme quelconque de −tr(∂U)~a~r .
(j) Le terme correspondant de (∂U)~a~r est de type I
Il re´sulte alors de (i) que le terme choisi de −tr(∂U)~a~r est du genre
(−1)iC`1,...,`pα
∏
j 6=i
X
`j
ij V
1 ν~α
1 ν~ρ (η
0, . . . ıˆ . . . , ηp; X0, . . . ıˆ . . . , X
ρνp−2
p )
(i, j ∈ {1, . . . , p}, `1 + · · ·+ `p = α, `i = 0, `j 6= α (j 6= i)).
Par conse´quent, il s’agit d’un terme de (∂V )1 ~a1 ~r .
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(jj) Le terme correspondant de (∂U)~a~r est de type IIa
Vu (ii), le terme conside´re´ a la forme
(−1)i+jC`α
1
k!
X`ij(η
iDηj)
k V
αν0 1 αν1 ...ανp−2
ρν0 1 ρν1 ...ρνp−2
(ηj, . . . ıˆ . . . ˆ . . . ; Xα−`i X
ρν0−α+`
j , . . . ıˆ . . . ˆ . . .)
(i ∈ {1, . . . , p − 1}, i < j, ` ∈ {1, . . . , α}, k ∈ {0, . . . , αν0}, ρν0 − α + ` ∈ IN∗, (k, α) 6=
(0, `))
et est donc un terme de (∂V )1 ~a1 ~r .
(jjj) Le terme correspondant de (∂U)~a~r est de type IIb
Meˆme conclusion.
4.4 Lemmes techniques
Dans les calculs des Hp(E0, N)loc (p ∈ {1, 2}, E0 = E0Ω, N = C∞(Ω), Ω ouvert
contractile de IRm), nous prouverons que, modulo des corrections par des bords, les
monoˆmes T
~b
~s = T
~b
~s (η
1, . . . , ηp; Xs01 , . . . , X
sp−1
p ) de tout p-cocycle T sont invariants par
gl(m, IR). Il de´coule alors d’un the´ore`me de H. Weyl [5] que ces monoˆmes sont des
polynoˆmes en les e´valuations Xji (i, j ∈ {1, . . . , p}) et de la proposition 3.6 qu’il en est
de meˆme des monoˆmes de ∂T (sauf qu’ici i et j varient de 1 a` n = p + 1). Ainsi, les
calculs feront apparaˆıtre des e´quations du type
P (X11, . . . , Xn1, . . . , X1n, . . . , Xnn) = 0, ∀η1, . . . , ηn ∈ IRm∗ , ∀X1, . . . , Xn ∈ IRm,
ou` P de´signe un polynoˆme sur IRn
2
. Il s’impose d’examiner si une telle relation entraˆıne
la nullite´ des coefficients de P , donc si l’e´quation
ηX = A, ou` η =

η1
...
ηn
 , X = (X1, . . . , Xn) et A ∈ gl(n, IR),
admet pour tout A, au moins une solution (η,X).
Lemme 4.7 Soient m,n ∈ IN∗. Si m ≥ n,
{ηX : η ∈ IRnm, X ∈ IRmn } = IRnn
et si m = n− 1,
{ηX : η ∈ IRnm, X ∈ IRmn } = {A ∈ IRnn : detA = 0},
ou` IRpq est l’espace des matrices re´elles de dimension p× q.
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Il suffit d’expliquer l’inclusion ⊃ pour m = n− 1. Soit donc une matrice A ∈ IRnn de
rang n− k (1 ≤ k < n) et soit A′ ∈ IRn−kn−k une matrice extraite de de´terminant non nul.
On peut e´videmment supposer que A′ occupe le coin supe´rieur gauche de A i.e. que A
s’e´crit
A =
(
A′ A′′
A′′′ A′′′′
)
(A′′ ∈ IRn−kk , A′′′ ∈ IRkn−k et A′′′′ ∈ IRkk).
Les colonnes de A′′ e´tant des combinaisons line´aires de celles de A′, il existe S ∈ IRn−kk
tel que A′′ = A′S. De plus, il existe S ′ ∈ IRkn−k tel que A′′′ = S ′A′ et A′′′′ = S ′A′′, les
lignes de (A′′′|A′′′′) e´tant des combinaisons line´aires de celles de (A′|A′′). Si l’on pose
alors
η =
(
η′
η′′
) (
η′ ∈ IRn−kn−1, η′′ ∈ IRkn−1
)
et
X = (X ′|X ′′)
(
X ′ ∈ IRn−1n−k, X ′′ ∈ IRn−1k
)
,
l’e´quation a` re´soudre s’e´crit finalement
η′X ′ = A′ (1)
η′X ′′ = A′S (2)
η′′X ′ = S ′A′ (3)
η′′X ′′ = S ′A′S (4) .
Or, si (η′, X ′) est une solution de (1) (il en existe),
(η,X) =
((
η′
S ′η′
)
, (X ′|X ′S)
)
ve´rifie le syste`me (1)-(4).
Lemme 4.8 Soient m,n ∈ IN∗ et P ∈ ∨(IRn2)∗ tel que
P (X11, . . . , Xn1, . . . , X1n, . . . , Xnn) = 0, ∀η1, . . . , ηn ∈ IRm∗ , ∀X1, . . . , Xn ∈ IRm.
(i) Si m ≥ n ou si m = n − 1 et P est inde´pendant d’une des e´valuations, les
coefficients de P sont nuls.
(ii) Si m = n − 1 et il existe une e´valuation, soit Xji, telle que chaque terme de P
soit de degre´ 0 ou 1 en Xji, on a
(detA′)P0(A11, . . . , An1, . . . Aˆji . . . , A1n, . . . , Ann)
−(det νA− Aji detA′)P1(A11, . . . , An1, . . . 1
(ji)
. . . , A1n, . . . , Ann) = 0,
quels que soient A11, . . . , An1, . . . Aˆji . . . , A1n, . . . , Ann dans IR. Dans cette identite´,
P0 (P1) est la somme des termes de P qui sont de degre´ 0 (1) en Aji et
νA =
(
A′ A.i
Aj. Aji
)
de´signe la matrice A = (Ak`)k,` ∈ IRnn dans laquelle le je`me vecteur-ligne et le ie`me
vecteur-colonne ont e´te´ place´s sur la ne`me range´e correspondante.
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Posons P (M) = P (M11, . . . ,M1n, . . . ,Mn1, . . . ,Mnn), pour tout M = (Mk`)k,` ∈ IRnn.
L’hypothe`se s’e´crit alors P (ηX) = 0, ∀η ∈ IRnm, ∀X ∈ IRmn .
Si m ≥ n, la nullite´ des coefficients de P est une conse´quence imme´diate de 4.7.
Si m = n − 1, nous notons Xji l’e´valuation “privile´gie´e” de´finie en (i) ou (ii). Si
A = (Ak`)k,` ∈ IRnn est tel que detA′ 6= 0, la formule de G. Frobenius - I. Schur
det νA = (detA′)(Aji − Aj.A′−1A.i)
donne
det tA = 0⇔ det νA = 0⇔ Aji = Aj.A′−1A.i ⇔ Aji = −det νA− Aji detA
′
detA′
,
ou` le nume´rateur est la somme des termes de det νA ne contenant pas Aji. Ceci e´tant,
il de´coule de 4.7 que
Aji = −det νA− Aji detA
′
detA′
⇒ P (A11, . . . , An1, . . . , A1n, . . . , Ann) = P (tA) = 0.
Si P est inde´pendant de Xji, on a donc
P (A11, . . . , An1, . . . Aˆji . . . , A1n, . . . , Ann) = 0
dans {(A11, . . . , An1, . . . Aˆji . . . , A1n, . . . , Ann) ∈ IRn2−1 : detA′ 6= 0}. Cet ensemble e´tant
un ouvert non vide de IRn
2−1, P est identiquement nul (cf. formule de B. Taylor), donc
ses coefficients sont nuls.
Si chaque terme de P est de degre´ 0 ou 1 en Xji, la pre´ce´dente implication donne
(detA′)P0(A11, . . . , An1, . . . Aˆji . . . , A1n, . . . , Ann)
−(det νA− Aji detA′)P1(A11, . . . , An1, . . . 1
(ji)
. . . , A1n, . . . , Ann) = 0
sur l’ouvert ci-dessus, donc partout.
Remarques 4.9 (i) Soit encore un polynoˆme P sur IRn
2
(n ∈ {2, 3, . . .}),
s’annulant sur les e´valuations X`k (η
k ∈ IRm∗ , X` ∈ IRm, k, ` ∈ {1, . . . , n}, m = n− 1).
La seconde e´galite´ du lemme 4.7 restant valable - avec la meˆme preuve - pour les ma-
trices complexes, il re´sulte du the´ore`me des ze´ros (“Nullstellensatz”) de D. Hilbert [2]
qu’une puissance P ρ(tA) (ρ ∈ IN∗) de P (tA) est divisible par le de´terminant de A.
(ii) L’hypothe`se d’existence d’une e´valuation “privile´gie´e” du point (i) ((ii)) du lemme
4.8, est notamment satisfaite si P est un monoˆme du type (∂T )0~a2~r ((∂T )
2~a
1~r) qui jouera
un roˆle fondamental dans la suite.
Lemme 4.10 Posons pour x ∈ IRm (m ∈ {2, 3, . . .}), x = (x′, x′′), avec x′ ∈ IRm′ et
x′′ ∈ IRm′′ (m′,m′′ ∈ IN∗, m′+m′′ = m). Soient P ∈ ∨(IRm′)∗−{0}, Q,R ∈ ∨(IRm)∗ et
k ∈ {1, . . . ,m′′}. Si
P (x′).Q(x′, x′′) ≡ x′′k.R(x′, x′′),
le polynoˆme Q est divisible par x′′k i.e. il existe S ∈ ∨(IRm)∗ tel que
Q(x′, x′′) ≡ x′′k.S(x′, x′′).
39
C’est e´vident. En effet,
Q(x′, x′′1, . . . 0
(k)
. . . , x′′m′′) = 0
dans {(x′, x′′1, . . . kˆ . . . , x′′m′′) ∈ IRm−1 : P (x′) 6= 0} ∈ O(IRm−1), donc dans IRm−1.
Lemme 4.11 Soient P,Q ∈ ∨(IRn2)∗ (n ∈ IN∗). Si
XjiP (ηX) = X`kQ(ηX), ∀η ∈ IRnm, ∀X ∈ IRmn (m ∈ IN∗),
avec les notations introduites ci-dessus, si m ≥ n ou si m = n − 1 et il existe une
e´valuation n’intervenant pas dans XjiP (ηX)−X`kQ(ηX), alors
(i) si (i, j) = (k, `), on a P = Q,
(ii) si (i, j) 6= (k, `), le polynoˆme P = P (ηX) (Q = Q(ηX)) est divisible par X`k (Xji).
C’est encore e´vident. De fait, les coefficients de R de´fini par R(ηX) = XjiP (ηX)−
X`kQ(ηX), sont nuls, vu 4.8.
Si (i, j) = (k, `), cela signifie que les coefficients correspondants de P et de Q sont
e´gaux.
Si (i, j) 6= (k, `), le re´sultat annonce´ de´coule du lemme 4.10.
5 Calcul des deux premiers espaces de cohomologie
5.1 Premier espace de cohomologie
Proposition 5.1 Si Ω est un ouvert contractile de IRm et si E0 et N de´signent
respectivement les espaces E0Ω et C∞(Ω), on a
H1(E0, N)loc = {0}.
Soit T ∈ ∧1(E0, N)loc ∩ ker ∂. Vu 4.1, on peut supposer que T est a` coefficients
constants et de monoˆme minimum T 11 . Il re´sulte alors de 4.3 que T
1
1 est un 1-cocycle de
gl(m, IR) et de 4.4 que
T 11 (η,X) = c1 tr(η ⊗X) = c1Xη (η ∈ IRm
∗
, X ∈ IRm, c1 ∈ IR).
Une nouvelle application de 4.3 et 4.4, montre que
T ar
((
a
r
)
>
(
1
1
))
est un 0-cocycle de gl(m, IR) et que
T ar (η,X
r) =
{
a 6= r : 0,
a = r : crX
r
η (cr ∈ IR).
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Ainsi les seuls monoˆmes non nuls de T sont les T rr (r ≥ 1) et on a
T rr (η,X
r) = crX
r
η , ∀r ≥ 1.
Exploitons a` pre´sent la relation
(∂T )0 r+22 r = 0 (r ≥ 1). (28)
Monoˆmes contribuant (cf. 3.5; nous indiquons le type de la contribution, la colonne
cre´e´e, les valeurs des indices ` et k, les conditions e´ventuelles, la correction a` faire et le
degre´ du monoˆme contribuant) :
I : / IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
)(
r + 1
r + 1
)
IIb : /
Ecriture explicite de (28) (cf. 3.6):
− 2
r + 1
X01(X0DX1)T
r+1
r+1 (η
1, Xr+11 ) = 0 i.e. − 2cr+1X201Xr11 = 0.
Vu 4.8 (i), il en de´coule que
cr = 0, ∀r ≥ 2.
L’utilisation de
(∂T )2 11 2 = 0 (29)
permettra d’annuler aussi c1. Monoˆmes contribuant :
I : /
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
2
2
)
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
2
2
)
` = 2
k = 0
(
0
−1
) (
1
1
)
Ecriture explicite de (29) :
X210(X0DX1)T
1
1 (η
1, X1) = 0 i.e. c1X01X
2
10 = 0.
Compte tenu de 4.8 (i), il s’ensuit bien que
c1 = 0.
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5.2 Deuxie`me espace de cohomologie
Signalons d’abord que ci-dessous nous de´signerons par
∑
s et
∑
i, la somme des degre´s
supe´rieurs resp. infe´rieurs d’un bidegre´
(
~a
~r
)
donne´ (si aucune confusion n’est a` crain-
dre) et que, par souci de clarte´, nous noterons E
ak0 ...ap−1
rk0 ...rp−1 l’espace de repre´sentation E de
la proposition 4.2.
Lemme 5.2 Soit W σσ (σ ≥ 1) de´fini par W σσ (η,Xσ) = cσXση , (cσ ∈ IR), un monoˆme
a` coefficients constants et invariant.
(i) Si σ = 1, le monoˆme minimum de ∂W σσ = ∂W
1
1 est
(∂W 11 )
2 1
1 2 (η
0, η1; X0, X
2
1 ) = X
2
10W
1
1 (η
1;X0) = c1X01X
2
10.
(ii) Si σ ≥ 2, le monoˆme minimum de ∂W σσ est donne´ par
(∂W σσ )
0 σ+1
2 σ−1 (η
0, η1; X20 , X
σ−1
1 ) = −
2
σ
X01(X0DX1)W
σ
σ (η
1;Xσ1 )
= −2cσX201Xσ−111 .
Les contributions de type I sont nulles, vu la contrainte `j 6= α (j 6= i) et la constance
des coefficients de W σσ .
Passons aux contributions de type IIa et IIb. La cre´ation de
(
0
1
)
est impossible.
Celle de
(
1
1
)
conduit au degre´
(
1 σ
1 σ
)
, mais
(∂W σσ )
1 σ
1 σ = −∂ρW σσ = 0.
En effet, la premie`re e´galite´ est une conse´quence imme´diate de 4.3 et pour la se-
conde, il suffit de remarquer que W σσ ∈ Eσσ,inv ⊂ Z0(gl(m, IR), Eσσ ), si σ ≥ 2 et que
W σσ ∈ ∧1inv(gl(m, IR), IR) ⊂ Z1(gl(m, IR), IR), si σ = 1 (Zp(gl(m, IR), E) de´signe l’espace
des p-cocycles de gl(m, IR) a` valeurs dans E). Si l’on cre´e alors
(
0
2
)
, on trouve un
terme (de type IIa) de degre´
(
0 σ + 1
2 σ − 1
)
, a` condition que σ ≥ 2. C’est le degre´ mini-
mum, l’insertion de
(
k
α
)
>
(
0
2
)
et celle de
(
k + `
α
)
>
(
0
2
)
fournissant des degre´s
evidemment plus grands. Si σ = 1, la cre´ation de
(
2
1
)
engendre un seul terme, a` savoir
un terme (de type IIb) de degre´
(
2 1
1 2
)
, manifestement minimum.
Proposition 5.3 Si Ω ∈ O(IRm) (m ≥ 2) est contractile et si E0 = E0Ω et N =
C∞(Ω), on a
H2(E0, N)loc = {0}.
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Soit T un 2-cocycle a` coefficients constants et sans colonne
(
0
1
)
(cf. 4.1).
Le monoˆme minimum T 1 11 1 de T e´tant un 2-cocycle de gl(m, IR) (cf. 4.3), on trouve
T 1 11 1 = 0,
apre`s correction de T par un bord convenablement choisi (cf. 4.4).
On constate de meˆme que
T 1 b1 s ∈ Ebs,inv ⊗ ∧1inv(gl(m, IR), IR)
((
b
s
)
>
(
1
1
))
.
Ainsi
T 1 b1 s =
{
b 6= s : 0,
b = s : tr U ss (U
s
s ∈ Ess,inv)
((
b
s
)
>
(
1
1
))
.
Conside´rons a` pre´sent un monoˆme T a br s
((
1
1
)
<
(
a
r
)
≤
(
b
s
))
et notons qu’il
de´coule de 4.2 que
(∂T )1 a b1 r s = −∂ρT a br s + · · · , (30)
les compensations e´ventuelles de −∂ρT a br s e´tant dues aux monoˆmes T 1 t1 t et T t 1t 1 (t ≥ 2).
Si T a br s est tel que
∑
s 6=
∑
i, il ne peut y avoir de compensation. En effet, les formules
fondamentales montrent que les monoˆmes (a` coefficients constants) T 1 t1 t et T
t 1
t 1 (t ≥ 2) ne
contribuent qu’a` des degre´s tels que
∑
s =
∑
i. Ainsi T
a b
r s ∈ Z0(gl(m, IR), Ea br s) = Ea br s,inv,
donc
T a br s = 0
((
1
1
)
<
(
a
r
)
≤
(
b
s
)
,
∑
s
6=∑
i
)
.
Supposons maintenant que T a br s soit tel que
∑
s =
∑
i et introduisons les cochaˆınes
U =
∑
t≥2
U tt et V =
∑
t≥2
(T 1 t1 t + T
t 1
t 1 ).
Le lemme 4.6 permet alors d’e´crire l’e´galite´ (30) sous la forme
(∂T )1 a b1 r s = −∂ρT a br s + (∂V )1 a b1 r s = −∂ρT a br s − tr (∂U)a br s.
La dernie`re somme e´tant dans
B1(gl(m, IR), Ea br s)⊕ Ea br s,inv ⊗ ∧1inv(gl(m, IR), IR),
ses deux termes sont se´pare´ment nuls. La nullite´ du premier implique
T a br s ∈ Ea br s,inv
((
1
1
)
<
(
a
r
)
≤
(
b
s
)
,
∑
s
=
∑
i
)
,
de sorte que T est globalement invariant. Celle du second entraˆıne (∂U)a br s = 0((
1
1
)
<
(
a
r
)
≤
(
b
s
)
,
∑
s =
∑
i
)
. Le lemme 5.2 montrant que le monoˆme mini-
mum de ∂U est (∂U)0 32 1 et les monoˆmes de ∂U e´tant invariants, ceci signifie que U est
un 1-cocycle de E0. Il suffit alors de reprendre l’e´tude de (28) pour voir que
U ss = 0, ∀s ≥ 2 i.e. T 1 s1 s = 0, ∀s ≥ 2.
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Finalement, T est un 2-cocycle a` coefficients constants, invariant et sans colonne
(
0
1
)
et
(
1
1
)
.
Prouvons a` pre´sent que T est aussi sans colonne
(
0
2
)
i.e. que ses monoˆmes T 0 s+22 s
(s ≥ 1) sont nuls. Soient W σσ (σ ≥ 2) des monoˆmes invariants, a` coefficients constants.
Posons W =
∑
σ≥2 W σσ et T
′ = T − ∂W . Comme il re´sulte du lemme 5.2 que chaque
W σσ a sa plus petite contribution au bord a` l’ordre
(
0 σ + 1
2 σ − 1
)
(c’est d’ailleurs sa seule
contribution dont le degre´ commence par
(
0
2
)
), il est clair que T ′ est a` son tour un
2-cocycle invariant, a` coefficients constants et sans colonne
(
0
1
)
et
(
1
1
)
. De plus, si
s ≥ 1,
T
′0 s+2
2 s (η
0, η1; X20 , X
s
1) = T
0 s+2
2 s (η
0, η1; X20 , X
s
1)− (∂W )0 s+22 s (η0, η1; X20 , Xs1)
= CsX
2
01X
s
11 − (∂W s+1s+1 )0 s+22 s (η0, η1; X20 , Xs1)
= (Cs + 2cs+1)X
2
01X
s
11.
On annule donc T
′0 s+2
2 s (s ≥ 1), en prenant cs+1 = −
Cs
2
.
Dans ce cas, le plus petit monoˆme du cocycle (que nous rebaptisons T ) est T 2 11 2 . Si
W 11 est de nouveau un monoˆme ve´rifiant les conditions du lemme 5.2 et si l’on pose
T ′ = T − ∂W 11 , on obtient un 2-cocycle posse´dant toutes les proprie´te´s de l’ancien et la
particularite´ supple´mentaire que
T
′2 1
1 2 (η
0, η1; X0, X
2
1 ) = C−1 X00X10X11 + (C−2 −c1)X01X210
ne contient pas de terme en X01X
2
10 (prendre c1 = C−2). Nous ne retrancherons plus de
bord dans la suite, de sorte que le cocycle (il sera encore note´ T ) ne perd plus cette
spe´cificite´ : T est un 2-cocycle invariant, a` coefficients constants et tel que le coefficient
de X01X
2
10 dans son monoˆme minimum T
2 1
1 2 = T
2 1
1 2 (η
0, η1; X0, X
2
1 ) est nul .
Nous de´montrerons ci-dessous qu’un quelconque des monoˆmes bo restants T a br s((
0
2
)
<
(
a
r
)
≤
(
b
s
)
,
∑
s =
∑
i
)
est nul, si ceux du meˆme type qui le pre´ce`dent,
le sont. On remarquera que l’hypothe`se de re´currence implique que tous les monoˆmes
de degre´ infe´rieur a` celui du monoˆme e´tudie´, sont nuls. Signalons aussi que les e´galite´s
du type
(
α β
ρ σ
)
= 0 apparaissant ci-apre`s, signifient e´videmment que Tα βρ σ = 0.
(1) r ≥ 2
Equation :
(∂T )0 a+1 b2 r−1 s = 0. (31)
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Monoˆmes contribuant :
I :
(
0
2
) (
a b− 1
r − 1 s
)
= 0
(b 6= 0, sinon T a br s = T r+s 0r s n’est pas bo)
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
a b
r s
) (
b− 1 a+ 1
s+ 1 r − 1
)
= 0
(
a+ 1
r − 1
) (
. 0
. 2
)
= 0
IIb :
(
a+ 1
r − 1
) (
. 0
. 2
)
= 0
Ecriture explicite de (31) :
−2
r
X01(X0DX1)T
a b
r s (η
1, η2; Xr1 , X
s
2) = 0.
En faisant X0 = X1 et en utilisant le lemme 4.11 et l’hypothe`se m ≥ 2, on en de´duit que
T a br s = 0.
(2) r = 1, s ≥ 2
La situation r = s = 1 ne pouvant se pre´senter, il s’agit du dernier cas a` traiter.
Equation :
(∂T )0 a b+12 1 s−1 = 0. (32)
Monoˆmes contribuant :
I :
(
0
2
) (
a− 1 b
1 s− 1
)
= 0
(noter que a ≥ 2 (et b ≥ 1))
IIa :
(
0
2
)
` = 1
k = 0
( −1
+1
) (
a− 1 b+ 1
2 s− 1
) (
b a
s 1
)
(
a
1
) (
. 0
. 2
)
= 0
IIb :
(
a
1
) (
. 0
. 2
)
= 0
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Ecriture explicite de (32) :
−X01(X0DX1)T a−1 b+12 s−1(η1, η2; X21 , Xs−12 ) =
2
s
X02(X0DX2)T
a b
1 s (η
1, η2; X1, X
s
2). (33)
Il en re´sulte que
T a−1 b+12 s−1 (η
1, η2; X21 , X
s−1
2 ) = X12P (X11, X12, X21, X22),
ou` P est un polynoˆme. Si l’on remplace dans (33), on obtient
−X01(X02P +X12(X0DX1)P ) =
2
s
X02(X0DX2)T
a b
1 s (η
1, η2; X1, X
s
2),
ce qui entraˆıne que P est divisible par X12. Ainsi
T a−1 b+12 s−1 (η
1, η2; X21 , X
s−1
2 ) = CX
2
12X
a−1
21 X
b−1
22 (C ∈ IR)
et une nouvelle substitution dans (33) donne
1
s
X02(X0DX2)T
a b
1 s (η
1, η2; X1, X
s
2) = −CX01X02X12Xa−121 Xb−122 .
On en de´duit que
T a b1 s (η
1, η2; X1, X
s
2) = −CX12Xa21Xb−122 ,
de sorte que (33) s’e´crit finalement
C(a− s)X01X02X12Xa−121 Xb−122 + C(b− 1)X202X12Xa21Xb−222 = 0.
Par conse´quent,
T a b1 s = 0,
sauf si a = s et b = 1.
Il reste donc a` annuler
T s 11 s (η
1, η2; X1, X
s
2) = C−s X12Xs21 (s ≥ 2).
Le coefficient C− 2 ayant e´te´ annule´ pre´ce´demment, on peut prendre s ≥ 3. Conside´rons
l’e´quation
(∂T )2 s−1 11 1 s = 0. (34)
Monoˆmes contribuant :
I : /
IIa :
(
2
1
)
` = 1
k = 2 ≤ b0
(
+1
0
) (
s 1
1 s
) (
2 s− 1
s 1
)
= 0
(
s− 1
1
) (
. 2
. 1
)
= 0
46
IIb :
(
2
1
)
` = 1
k = 1 ≤ b0
(
+1
0
) (
s 1
1 s
) (
2 s− 1
s 1
)
= 0
` = 2
k = 0
(
0
−1
) (
1 s− 1
s− 1 1
)
= 0
(
s− 1
1
) (
. 2
. 1
)
= 0
Ecriture explicite de (34) :
−1
2
X01(η
0Dη1)
2T s 11 s (η
1, η2; X1, X
s
2) +X10(η
0Dη1)(X0DX1)T
s 1
1 s (η
1, η2; X1, X
s
2) = 0
ou encore
−1
2
s(s− 1)C−s X01X12X220Xs−221 + sC−s X02X10X20Xs−121 = 0.
D’ou` finalement,
C−s = 0, ∀s ≥ 3.
Remarques 5.4 (i) La pre´ce´dente preuve est valable en dimension m ≥ 2 (cf. 4.8 -
4.11). On peut e´tablir le re´sultat H2(E0, N)loc = {0} e´galement si m = 1, mais la fin de
la de´monstration change radicalement. Ce calcul ne sera pas donne´ ici.
(ii) On sait (cf. [10]) qu’aux classes de H2DR(M) sont associe´es des obstructions a` la
scission de la suite
0→ ker d∗ → A(Ω1(M), N)loc d
∗→ E → 0.
Finalement, l’espace H2(E0, N)loc (' H2DR(M)) contient donc exactement les “obstruc-
tions” en question (cf. II.3).
(iii) Les espaces H1(E0, N)loc et H2(E0, N)loc peuvent eˆtre de´termine´s par une autre
me´thode.
Voici le fil d’Ariane de ce proce´de´ (de´crit dans le cas du deuxie`me espace de cohomolo-
gie). L’e´quation de cocycle ∂T = 0 (EC), e´crite pour trois champs de vecteurs, montre
que T est un 2-cocycle de la cohomologie des champs de vecteurs a` valeurs dans N . En
symbolisant dans EC transcrit pour deux champs X et Y et un ope´rateur arbitraire A,
les de´rive´es respectivement par les formes line´aires λ, µ et η et en se´lectionnant les termes
de degre´ 0, on sait e´tablir que tout 2-cocycle est cohomologue a` un 2-cocycle T , nul sur
les couples de champs de vecteurs et tel que T (λ, η; X,A) soit a` coefficients constants.
Le tri des termes de degre´ 1, permet de faire intervenir la cohomologie de gl(m, IR) et
de corroborer que tout 2-cocycle T est - modulo un bord et en sus des proprie´te´s de´ja`
obtenues - invariant par gl(m, IR), a` condition de l’e´valuer sur (λ, η; X,A). On ve´rifie
ensuite que T (X,A) est nul quitte a` soustraire les bords des invariants, en explicitant
comple`tement les termes de degre´ 2. Finalement, ce sont l’utilisation de EC avec un
champ de vecteurs X et deux ope´rateurs quelconques A et B et les choix successifs des
termes de degre´ 0, 1 et 2, qui conduisent a` la nullite´ de T (A,B).
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Ces calculs seront publie´s ailleurs [13].
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