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ABSTRACT
Database query processing requires algorithms for duplicate
removal, grouping, and aggregation. Three algorithms exist:
in-stream aggregation is most efficient by far but requires
sorted input; sort-based aggregation relies on external merge
sort; and hash aggregation relies on an in-memory hash ta-
ble plus hash partitioning to temporary storage. Cost-based
query optimization chooses which algorithm to use based on
several factors including input and output sizes, the sort
order of the input, and the need for sorted output. For ex-
ample, hash-based aggregation is ideal for small output (e.g.,
TPC-H Query 1), whereas sorting the entire input and ag-
gregating after sorting are preferable when both aggregation
input and output are large and the output needs to be sorted
for a subsequent operation such as a merge join.
Unfortunately, the size information required for a sound
choice is often inaccurate or unavailable during query opti-
mization, leading to sub-optimal algorithm choices. To ad-
dress this challenge, this paper introduces a new algorithm
for sort-based duplicate removal, grouping, and aggrega-
tion. The new algorithm always performs at least as well as
both traditional hash-based and traditional sort-based algo-
rithms. It can serve as a systems only aggregation algorithm
for unsorted inputs, thus preventing erroneous algorithm
choices. Furthermore, the new algorithm produces sorted
output that can speed up subsequent operations. Googles
F1 Query uses the new algorithm in production workloads
that aggregate petabytes of data every day.
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1. INTRODUCTION
There is a wide variety of algorithms for duplicate re-
moval, e.g., in SQL queries like “select distinct A, B from”.
Most of these algorithms are also suitable for grouping and
aggregation, e.g., in SQL queries like “select A, B, count (*),
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SRUW-baVed gURXSiQg aQd aggUegaWiRQ 
IQ-PePRU\ b-WUeeV IRU UXQ JeQeUaWLRQ aQd PeUJLQJ 
TKaQK DR, GReW] GUaeIe (GRRJOe ± MadLVRQ, WLV.) 
AbVWUacW 
DaWabaVe TXeU\ SURceVVLQJ UeTXLUeV aOJRULWKPV IRU dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ.           
TKUee aOJRULWKPV e[LVW: LQ-VWUeaP aJJUeJaWLRQ LV PRVW eIILcLeQW b\ IaU bXW UeTXLUeV VRUWed LQSXW; VRUW-baVed               
aJJUeJaWLRQ UeOLeV RQ e[WeUQaO PeUJe VRUW; aQd KaVK aJJUeJaWLRQ UeOLeV RQ aQ LQ-PePRU\ KaVK WabOe SOXV                
KaVK SaUWLWLRQLQJ WR WePSRUaU\ VWRUaJe. CRVW-baVed TXeU\ RSWLPL]aWLRQ cKRRVeV ZKLcK aOJRULWKP WR XVe             
baVed RQ VeYeUaO IacWRUV LQcOXdLQJ LQSXW aQd RXWSXW VL]eV, WKe VRUW RUdeU RI WKe LQSXW, aQd WKe Qeed IRU                   
VRUWed RXWSXW. FRU e[aPSOe, KaVK-baVed aJJUeJaWLRQ LV LdeaO IRU VPaOO RXWSXW (e.J., TPC-H QXeU\ 1),             
ZKeUeaV VRUWLQJ WKe eQWLUe LQSXW aQd aJJUeJaWLQJ aIWeU VRUWLQJ aUe SUeIeUabOe ZKeQ bRWK aJJUeJaWLRQ LQSXW               
aQd RXWSXW aUe OaUJe aQd WKe RXWSXW QeedV WR be VRUWed IRU a VXbVeTXeQW RSeUaWLRQ VXcK aV a PeUJe MRLQ. 
UQIRUWXQaWeO\, WKe VL]e LQIRUPaWLRQ UeTXLUed IRU a VRXQd cKRLce LV RIWeQ LQaccXUaWe RU XQaYaLOabOe              
dXULQJ TXeU\ RSWLPL]aWLRQ, OeadLQJ WR VXb-RSWLPaO aOJRULWKP cKRLceV. TR addUeVV WKLV cKaOOeQJe, WKLV SaSeU              
LQWURdXceV a QeZ aOJRULWKP IRU VRUW-baVed dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ. TKe QeZ             
aOJRULWKP aOZa\V SeUIRUPV aW OeaVW aV ZeOO aV bRWK WUadLWLRQaO KaVK-baVed aQd WUadLWLRQaO VRUW-baVed              
aOJRULWKPV. IW caQ VeUYe aV a V\VWeP¶V RQO\ aJJUeJaWLRQ aOJRULWKP IRU XQVRUWed LQSXWV, WKXV SUeYeQWLQJ               
eUURQeRXV aOJRULWKP cKRLceV. FXUWKeUPRUe, WKe QeZ aOJRULWKP SURdXceV VRUWed RXWSXW WKaW caQ VSeed XS              
VXbVeTXeQW RSeUaWLRQV. GRRJOe¶V ​F1 QXeU\ XVeV WKe QeZ aOJRULWKP LQ SURdXcWLRQ ZRUNORadV WKaW aJJUeJaWe             
SeWab\WeV RI daWa eYeU\ da\. 
1 IQWURdXcWiRQ 
TKeUe LV a ZLde YaULeW\ RI aOJRULWKPV IRU dXSOLcaWe UePRYaO, e.J., LQ SQL TXeULeV OLNe ³VeOecW dLVWLQcW A, B                  
IURP«´. MRVW RI WKeVe aOJRULWKPV aUe aOVR VXLWabOe IRU JURXSLQJ aQd aJJUeJaWLRQ, e.J., LQ SQL TXeULeV OLNe                 
³VeOecW A, B, cRXQW (*), VXP (X), aYJ (Y), PLQ (Z)« IURP« JURXS b\ A, B´. II WKe daWa LQ WKe ³IURP´ cOaXVe               
aUe aOUead\ VRUWed RQ ³A, B´ RU VRPeWKLQJ eTXLYaOeQW, LQ-VWUeaP JURXSLQJ aQd aJJUeJaWLRQ LV YeU\ VLPSOe               
aQd YeU\ eIILcLeQW. II WKe LQSXW LV VRUWed RQ a SUeIL[ RI WKe UeTXLUed VRUW Ne\, e.J., RQO\ RQ ³A´, WKeQ WKe                      
aOJRULWKPV beORZ aSSO\ RQe VeJPeQW aW a WLPe, e.J., IRU JURXSLQJ RQ ³B´ ZLWKLQ VeJPeQWV deILQed b\                 
dLVWLQcW YaOXeV RI ³A´. OWKeUZLVe, LI WKe RXWSXW VL]e LV VXcK WKaW LQ-PePRU\ cRPSXWaWLRQ VXIILceV, aYRLdLQJ                
aQ\ Qeed IRU WePSRUaU\ VWRUaJ RQ e[WeUQaO deYLceV, WKeQ WKe cRQceUQV aQd WecKQLTXeV beORZ aSSO\ WR daWa                 
PRYePeQW beWZeeQ CPU cacKeV aQd V\VWeP PePRU\. II WKe LQSXW VL]e aQd LWV VWRUaJe ORcaWLRQ aUe VXcK                 
WKaW SaUaOOeO cRPSXWaWLRQ LV deVLUabOe, SaUWLWLRQLQJ SeUPLWV ORcaO aQd LQdeSeQdeQW cRPSXWaWLRQ RI WKe             
TXeU\ UeVXOW, e.J., SaUWLWLRQLQJ RQ ³KaVK (A, B)´. II Ue-SaUWLWLRQLQJ (VKXIIOe, e[cKaQJe) LV UeTXLUed,            
beVW-eIIRUW LQ-PePRU\ dXSOLcaWe UePRYaO, JURXSLQJ aQd aJJUeJaWLRQ caQ UedXce WKe cRPPXQLcaWLRQ eIIRUW.            
WKaW UePaLQV LV WKe Qeed IRU aQ eIILcLeQW VeTXeQWLaO aOJRULWKP IRU dXSOLcaWe UePRYaO, JURXSLQJ, aQd               
aJJUeJaWLRQ RI OaUJe XQVRUWed LQSXWV. 
 
 
FLJXUe 1. OSWLPL]aWLRQ RSSRUWXQLW\ LQ VRUWLQJ aQd JURXSLQJ. 
 
FLJXUe 1 LOOXVWUaWeV WKe SULQcLSaO RSWLPL]aWLRQ RSSRUWXQLW\ LQ a VeTXeQWLaO JURXSLQJ aOJRULWKP IRU             
XQVRUWed LQSXWV. TKe LQSXW aQd RXWSXW Pa\ be VWRUed ILOeV (aV VKRZQ) RU WKe\ Pa\ be WUaQVLeQW daWa                  
VWUeaPV. MRUe LPSRUWaQWO\ KeUe, WKe VL]eV RI LQSXW aQd RXWSXW aUe IL[ed aQd WKeLU cRVWV caQQRW be aYRLded                  
SRUW-baVed JURXSLQJ aQd aJJUeJaWLRQ PaJe 1 RI 24 FULda\, AXJXVW 28, 2020 ± 6 PM 
Figure 1: Optimization opportunity in sorting and
grouping
sum (X), avg (Y), min (Z) from group by A, B”. If the data
in the “from” clause are already sorted on “A, B” or some-
thing equivalent, in-stream grouping and aggregation is very
simple and very efficient. If the input is sorted on a prefix of
the required sort key, e.g., only on “A”, then the algorithms
below apply one segment at a time, e.g., for grouping on “B
within segments defined by distinct values of “A”. Other-
wise, if the output size is such that in-memory computation
suffices, avoiding any need for temporary storage on exter-
nal devices, then the concerns and techniques below apply to
data movement between CPU caches and system memory.
If the input size and its storage location are such that paral-
lel computation is desirable, partitioning permits local and
independent computation of the query result, e.g., partition-
ing on “hash (A, B). If re-partitioning (shuffle, exchange)
is required, best-effort in-memory duplicate removal, group-
ing and aggregation can reduce the communication effort.
What remains is the need for an efficient sequential algo-
rithm for duplicate removal, grouping, and aggregation of
large unsorted inputs.
Figure 1 illustrates the principal optimization opportu-
nity in a sequential grouping algorithm for unsorted inputs.
The input and output may be stored files (as shown) or
they may be transient data streams. More importantly here,
the sizes of input and output are fixed and their costs can-
not be avoided or reduced by optimizing the grouping al-
gorithm. The biggest optimization opportunity within the
grouping operation is avoiding or reducing the need for tem-
porary storage. If both input and output are larger than
the available memory, pipeline-breaking “stop-and-go algo-
rithms cannot avoid temporary storage altogether. The
question is whether requirements for temporary storage equal
the output size, equal the input size, or exceed both sizes,
e.g., due to multi-level partitioning or merging.
For unsorted inputs, there are two kinds of grouping al-
gorithms. Both are classic divide-and-conquer designs. The
first kind of algorithm hash-partitions the data into disjoint
subsets, either in memory, usually as buckets in a hash table,
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RU UedXced b\ RSWLPL]LQJ WKe JURXSLQJ aOJRULWKP. TKe bLJJeVW RSWLPL]aWLRQ RSSRUWXQLW\ ZLWKLQ WKe             
JURXSLQJ RSeUaWLRQ LV aYRLdLQJ RU UedXcLQJ WKe Qeed IRU WePSRUaU\ VWRUaJe. II bRWK LQSXW aQd RXWSXW aUe                 
OaUJeU WKaQ WKe aYaLOabOe PePRU\, SLSeOLQe-bUeaNLQJ ³VWRS-aQd-JR´ aOJRULWKPV caQQRW aYRLd WePSRUaU\           
VWRUaJe aOWRJeWKeU. TKe TXeVWLRQ LV ZKeWKeU UeTXLUePeQWV IRU WePSRUaU\ VWRUaJe eTXaO WKe RXWSXW VL]e,              
eTXaO WKe LQSXW VL]e, RU e[ceed bRWK VL]eV, e.J., dXe WR PXOWL-OeYeO SaUWLWLRQLQJ RU PeUJLQJ. 
FRU XQVRUWed LQSXWV, WKeUe aUe WZR NLQdV RI JURXSLQJ aOJRULWKPV. BRWK aUe cOaVVLc dLYLde-aQd-cRQTXeU              
deVLJQV. TKe ILUVW NLQd RI aOJRULWKP KaVK-SaUWLWLRQV WKe daWa LQWR dLVMRLQW VXbVeWV, eLWKeU LQ PePRU\,               
XVXaOO\ aV bXcNeWV LQ a KaVK WabOe, RU RQ WePSRUaU\ VWRUaJe, RIWeQ caOOed SaUWLWLRQV RU RYeUIORZ ILOeV. TKe                  
VecRQd NLQd RI aOJRULWKP VRUWV WKe daWa RQ aOO cROXPQV (ILeOdV, aWWULbXWeV) IRU dXSOLcaWe UePRYaO RU RQ WKe                  
JURXSLQJ cROXPQV IRU JURXSLQJ aQd aJJUeJaWLRQ. TKe VWaQdaUd VRUW aOJRULWKP LV aQ e[WeUQaO PeUJe VRUW               
ZLWK a YaULeW\ RI RSWLPL]aWLRQV IRU SeUIRUPaQce aQd IRU JUaceIXO deJUadaWLRQ, e.J., aQ LQcUePeQWaO              
WUaQVLWLRQ IURP LQ-PePRU\ VRUWLQJ WR e[WeUQaO VRUWLQJ. SRPe LPSOePeQWaWLRQV ePSOR\ a PL[ed aSSURacK,             
e.J., a KaVK WabOe LQ PePRU\ aQd PeUJe VRUW aV e[WeUQaO aOJRULWKP. FRU e[aPSOe, BRQc] eW aO. [BNE 13]                 
PeQWLRQ ³KaVK-baVed eaUO\ aJJUeJaWLRQ LQ a VRUW-baVed VSLOOLQJ aSSURacK.´ AQRWKeU e[aPSOe IRU WKLV PL[ed              
aSSURacK LV WKe LQLWLaO LPSOePeQWaWLRQ RI dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ LQ GRRJOe'V             
F1 QXeU\​ [S+ 13, S+ 18]. 
SRUW- aQd KaVK-baVed TXeU\ SURceVVLQJ aUe PRUe VLPLOaU WKaQ cRPPRQO\ UecRJQL]ed [G 93]. TR ZLW,              
MOOeU eW aO. [MSL 15] RIIeU WKe LQVLJKW WKaW ³KaVKLQJ LV LQ IacW eTXLYaOeQW WR VRUWLQJ b\ KaVK YaOXe.´ TKe\                  
eUU, KRZeYeU, LQ ³KaVKLQJ aOORZV IRU eaUO\ aJJUeJaWLRQ ZKLOe VRUWLQJ dReV QRW.´ PeUKaSV WKe\ OeaUQed WKLV                
eUURQeRXV XQdeUVWaQdLQJ IURP [G 93] aQd [G 06]. OQe RI WKe WecKQLTXeV LQWURdXced LQ WKe SUeVeQW SaSeU               
eOLPLQaWeV WKLV PLVXQdeUVWaQdLQJ. 
SRUWLQJ aQd dXSOLcaWe UePRYaO aUe QRW QeZ UeVeaUcK WRSLcV, RI cRXUVe. FRU e[aPSOe, HlUdeU [H 77]               
VXPPaUL]eV WKaW ³eOLPLQaWLQJ dXSOLcaWeV caQ be acKLeYed b\ a VLQJOe VRUW´ (QRW ​afWeU a VRUW). IQ a IRRWQRWe,                  
BLWWRQ aQd DeWLWW [BD 83] cUedLW S\VWeP R (aQd WKXV HlUdeU) ZLWK dXSOLcaWe eOLPLQaWLRQ LQ LQWeUPedLaWe              
UXQV. NeLWKeU RI WKeVe SaSeUV e[SOLcLWO\ PeQWLRQV WKe VLPLOaULW\ RI aOJRULWKPV IRU dXSOLcaWe eOLPLQaWLRQ, IRU               
JURXSLQJ aQd aJJUeJaWLRQ, aQd IRU PLQLPL]LQJ WKe LQYRcaWLRQ IUeTXeQc\ RI e[SeQVLYe RSeUaWLRQV [HN 96],             
e.J., RI IeWcKLQJ URZV b\ URZ LdeQWLILeUV, RI QeVWed TXeULeV, aQd RI XVeU-deILQed IXQcWLRQV. 
 
  
   
FLJXUe 2. IQ-VWUeaP dXSOLcaWe UePRYaO aQd LQ-VRUW dXSOLcaWe UePRYaO ZLWKLQ UXQV. 
 
FLJXUe 2 LOOXVWUaWeV dXSOLcaWe UePRYaO ZLWKLQ UXQV [BD 83, H 77]. TKLV WLQ\ e[aPSOe aVVXPeV WKaW LQSXW               
aQd PePRU\ VL]eV IRUce 18 LQLWLaO UXQV RQ WePSRUaU\ VWRUaJe aQd WKaW PePRU\ aQd SaJe VL]eV OLPLW WKe                  
PeUJe IaQ-LQ WR 6. OQ WKe OeIW, aIWeU a WUadLWLRQaO e[WeUQaO PeUJe VRUW JeQeUaWeV aQd PeUJeV UXQV, LW                  
SLSeOLQeV WKe RXWSXW RI WKe ILQaO PeUJe VWeS LQWR aQ LQ-VWUeaP aJJUeJaWLRQ RSeUaWLRQ. TKe UeVXOW RI WKe VRUW                  
LV MXVW aV OaUJe aV WKe XQVRUWed LQSXW; RQO\ WKe VXbVeTXeQW LQ-VWUeaP aJJUeJaWLRQ UedXceV WKe daWa YROXPe.                 
OQ WKe ULJKW, dXSOLcaWe UePRYaO ZLWKLQ UXQV UedXceV WKe daWa YROXPe RQ WePSRUaU\ VWRUaJe. IQWeUPedLaWe               
UXQV aUe QeYeU OaUJeU WKaQ WKe ILQaO UeVXOW, ZKLcK WKe ILQaO PeUJe VWeS cRPSXWeV. 
SRUW-baVed JURXSLQJ aQd aJJUeJaWLRQ PaJe 2 RI 24 FULda\, AXJXVW 28, 2020 ± 6 PM 
Figure 2: In-stream duplicate removal and in-sort
duplicate removal within runs
or on temporary storage, often called partitions or overflow
files. The second kind of lgorithm sorts the data on all
columns (fields, attributes) for duplicate removal or on the
grouping columns for grouping and aggregation. The stan-
dard sort algorithm is an external merge sort with a variety
of optimizations for performance and for graceful degrada-
tion, e.g., an incremental transition from in-memory sorting
to external sorting. Some implementations employ a mixed
approach, e.g., a hash table in memory and merge sort as
external algorithm. For example, Boncz et al. [4] mention
“hash-based early aggregation in a sort-based spilling ap-
proach. Another example for this mixed approach is the
initial implementation of duplicate removal, grouping, and
aggregation in Google’s F1 Query [28, 30].
Sort- and hash-based query processing are more similar
than commonly recognized [11]. To wit, Mller et al. [25] offer
the insight that “hashing is in fact equivalent to sorting by
hash value. They err, however, in “hashing allows for early
aggregation while sorting does not. Perhaps they learned
this erroneous understanding from [11] and [13]. One of the
techniques introduced in the present paper eliminates this
misunderstanding.
Sorting and duplicate removal are not new research topics,
of course. For example, Hrder [19] summarizes that “elimi-
nating duplicates can be achieved by a single sort (not after a
sort). In a footnote, Bitton and DeWitt [3] credit System R
(and thus Hrder) with duplicate elimination in intermediate
runs. Neither of these papers explicitly mentions the similar-
ity of algorithms for duplicate elimination, for grouping and
aggregation, and for minimizing the invocation frequency
of expensive operations [20], e.g., of fetching rows by row
identifiers, of nested queries, and of user-defined functions.
Figure 2 illustrates duplicate removal within runs [3, 19].
This tiny example assumes that input and memory sizes
force 18 initial runs on temporary storage and that memory
and page sizes limit the merge fan-in to 6. On the top, after a
traditional external merge sort generates and merges runs, it
pipelines the output of the final merge step into an in-stream
aggregation operation. The result of the sort is just as large
as the unsorted input; only the subsequent in-stream aggre-
gation reduces the data volume. On the bottom, duplicate
removal within runs reduces the data volume on temporary
storage. Intermediate runs are never larger than the final
Output size [1,000,000 rows]
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Figure 3: Motivating performance example from
Googles F1 Query
result, which the final merge step computes.
The present paper introduces two new techniques. Both
improve external merge sort in the context of duplicate re-
moval, grouping, and aggregation; and both employ in-memory
indexes where traditional designs employ priority queues.
The first new technique, early aggregation, improves run
generation or the input phase of external merge sort. It
matches a commonly cited advantage of hash-based dupli-
cate removal, grouping, and aggregation for unsorted input
and in-memory results, e.g., for TPC-H Query 1. The sec-
ond new technique, wide merging, improves the final merge
step or the output phase of external merge sort. Together,
these two techniques ensure that sort-based duplicate re-
moval, grouping, and aggregation is competitive with hash-
based algorithms for any input size and any output size. Of
course, sort-based query processing has many other advan-
tages commonly known as “interesting orderings [29]. Many
of these advantages also apply to other sort-based dataflow
environments, e.g., MapReduce [8] and its many successors.
A single algorithm for duplicate removal, grouping, and
aggregation with robust performance (matching the best
prior algorithms) is more than an intellectual curiosity for
the algorithm enthusiast. In many practical ways, it bene-
fits any production system, not only in terms of code vol-
ume and effort for code maintenance but also in terms of
query optimization complexity and uncertainty in algorithm
choices. Other benefits apply to query execution policies,
e.g., the complexity of memory management, and to phys-
ical database design, application tuning, data center moni-
toring, and user education.
In the implementation of Googles F1 Query [28, 30], hash
join applies recursive partitioning using a sequence of hash
functions whereas hash aggregation resolves overflow by ex-
ternal merge sort. Adding hash partitioning to the existing
in-memory hash aggregation suggests itself, but it turns out
that sort-based duplicate removal, grouping, and aggrega-
tion can always be as fast and much faster when interesting
orderings [29] matter.
Figure 3 compares the performance of duplicate removal
in F1 Query for an unsorted input of 6,000,000 rows, mem-
ory for 1,000,000 rows, and a variety of output sizes. All
algorithms are implemented and tuned for production. A
traditional external merge sort with subsequent in-stream
aggregation is the most expensive option in all cases. Tra-
ditional hash aggregation performs very well if the output
fits in memory and degrades somewhat gracefully for out-
puts larger than memory. In-sort aggregation with the new
techniques performs slightly worse than hash aggregation
2
for small outputs and somewhat better than hash aggrega-
tion for large outputs. Given competitive performance, more
graceful degradation, and the ability to produce output in
interesting orderings, in-sort aggregation seems suitable as
the only algorithm for duplicate removal, grouping, and ag-
gregation for unsorted inputs.
Among the following sections, the next one reviews related
prior work. Section 3 introduces sort-based early aggrega-
tion while consuming unsorted inputs, i.e., before in-memory
sorting and thus long before writing initial runs to tempo-
rary storage [3]. Section 4 introduces wide merging in the
final merge step, i.e., with a fan-in much higher than tra-
ditional merging. Section 5 provides some background on
our product implementation. Section 6 details performance
measurements and the final section summarizes and offers a
few conclusions.
2. RELATED PRIOR WORK
This section reviews prior work on query processing in re-
lational databases, in particular sorting, hashing, and group-
ing algorithms.
2.1 Interesting orderings
From early relational database management systems, sort-
based algorithms and sort order have been central to query
processing engines. Early research into query evaluation and
grouping algorithms [10] discussed duplicate removal within
sort operations and in-stream grouping for sorted inputs:
“. . . first project the needed domains and then sort on the
by-list being careful not to remove duplicates . . . Since the
tuples are sorted in order of the by-list, each tuple read will
have either the same by-list as the previous tuple, or it will
be an entirely new by-list and there will be no more ref-
erences to any previous by-lists.” The same research also
considered grouping using in-memory hash indexes: “. . . the
assumption that B ≥ P [memory size ≥ output size] is com-
monly true in practice. To the extent that this holds, the
best structure to use is hash, and sorting does not help.
If B < P and U [output row count] is large, then sorting
clearly wins.”
Early research into query optimization crystallized the
concept of interesting orderings and their effect on query
evaluation plans [29]. Sort-based algorithms such as merge
join have obvious positive interactions with sorted storage
structures such as b-tree indexes as well as queries with “or-
der by clauses. Multiple joins on the same primary key and
foreign keys are common in re-assembly of complex objects
after relational normalization in the database. Grouping on
foreign keys is common because it computes an aggregate
property of the larger entity, e.g., the total value of all line
items in a purchasing order. Thus, grouping operations be-
fore or after primary key-foreign key joins are found in many
queries and query evaluation plans.
Partitioning is a similar physical property considered dur-
ing compile-time query optimization and enforced by re-
partitioning, also known as exchange or shuffle. Perhaps
these two physical properties, sorting and partitioning, are
so similar that a single operation should enforce both of
them, but we leave this question to future research.
2.2 Applications of sort-based grouping and
aggregation
The algorithms discussed in this paper support sort-based
duplicate removal, grouping, and aggregation. These discus-
sions go beyond earlier descriptions of sorting and duplicate
removal in relational database management systems [3, 13,
19]. A related operation avoids redundant invocations of ex-
pensive operations such as (correlated) nested queries and
user-defined functions [20].
A typical example of a large duplicate removal operation
is counting distinct users in a popular web service. Logs
generated by web servers may produce billions of log records
per day. A dataflow pipeline or a SQL query extracts user
identifiers and then removes duplicates, i.e., multiple log
records pertaining to the same user. For a popular web
service, this reduces many billions of rows to many millions
of rows.
If counts are desired per hour or per country, the required
grouping operation can use the same algorithm. In hash-
based query processing, one operation (with hash table and
hash-partitioning) removes duplicate user ids and another
operation (with its own hash table and hash-partitioning)
counts users per hour and country. In sort-based query
processing, a single sort operation (on country, hour, and
user identifier) serves both duplicate removal and subse-
quent grouping. A related problem not only removes du-
plicate user identifiers but aggregates multiple records in
the web log to a session per user.
“Group-join is a special algorithm feature invented repeat-
edly for hash join [12, 15, 26]. The innovation is to use the
same hash table for both grouping and subsequent join. It
is particularly effective when first grouping and then joining
on a foreign key. Unfortunately, it applies only to a hash
join’s build input and thus inhibits role reversal, whereas in
sort-based query processing, in-stream grouping naturally
applies to both inputs of merge join as well as its output.
For unsorted join inputs, the sort logic can apply duplicate
removal, grouping, and aggregation.
Rollup functionality has existed for a long time in pro-
gramming environments such as Cobol and been suggested
for database queries [11]. Sort-based aggregation can com-
pute multiple levels of aggregation with a single sort opera-
tion, e.g., for a query of the form “select . . . group by rollup
(day, month, year)”. In contrast, hash-based aggregation re-
quires separate computations for each level of aggregation.
Each level requires a hash table and possibly hash partition-
ing to temporary storage.
Log-structured merge-forests and stepped-merge forests
[22, 27] are nearly ubiquitous in key-value stores. In this con-
text, runs are often called deltas and merging is often called
compaction, because merging includes aspects of aggrega-
tion and compression. The individual merge steps are simi-
lar to those of external merge sort, but their merge policies
(what to merge when) are quite different for multiple rea-
sons. First, their input is assumed endless. For example, it
is not possible to delay merging until run generation is com-
plete; merging must be concurrent to run generation. Sec-
ond, inputs include traditional insertions, which are mapped
to append operations, as well as updates, which are mapped
to insertions of replacement rows, and deletions, which are
mapped to insertions of “tombstone” rows. The merge logic
aggregates insertions, updates, and deletions either into a fi-
nal state or into recent history of versions, including removal
of out-of-date versions. Third, individual runs are format-
ted as b-trees, not flat files, in order to permit search and
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queries over recent as well as historical information. Alter-
native formats include a single partitioned b-tree, with runs
mapped to partitions. Bit vector filters can enable a query to
skip some partitions and thus improve performance. Fourth,
the merge fan-in and the frequency of merge step are con-
trolled not by the memory size but by the desire for good
query performance, i.e., searching few partitions. Many de-
signs and deployments employ low-fan-in merge steps, even
binary merging.
Decades ago, Gray suggested sorting recovery log records
on the database page identifier to which they pertain [17]:
“This compressed redo log is called a change accumulation
log. Since it is sorted by physical address, media recovery
becomes a merge of the image dump of the object and its
change accumulation tape.” It seems a small step from sort-
ing recovery log records to building b-tree indexes, another
step to building indexes incrementally and continuously (in
the manner of log-structured merge-forests), and yet another
small step to using such indexes for page-by-page incremen-
tal, on-demand, “instant” recovery from single-page failures
and from media failures [16].
2.3 Optimizing “group by" and “order by"
queries
Functional dependencies enable many interesting optimiza-
tions for “group by” and “order by” queries [31]. Func-
tional dependencies are implied by primary key integrity
constraints and by prior “group by” or “distinct” opera-
tions.
More specifically, a “group by” clause requires a set of
columns (scalar expressions) and an “order by” clause re-
quires a list of columns. Functionally dependent columns
can be removed anywhere in a set and only in subsequent
positions within a list. For example, in two database tables
for purchase orders and their line items, with o orderdate
functionally dependent on o orderkey, three among the fol-
lowing four clauses permit simplification but the last one
does not:
1. “. . . group by o orderkey, o orderdate”,
2. “. . . order by o orderkey, o orderdate”,
3. “. . . group by o orderdate, o orderkey”,
4. “. . . order by o orderdate, o orderkey”.
Below is a (first) example of using functional dependencies
in an unusual way. Among the following equivalent queries,
changes from variant to variant are underlined. The first
query seems to require grouping and aggregation after the
join, but the second and third queries are essentially equiv-
alent to the first one due to the functional dependency of
order date on the grouping key. Adding a functionally de-
pendent column to a “group by”” clause applies the insights
of [31] in the reverse direction. As grouping key and join key
are the same, order date is a constant within each group of
line items. The fourth query variant is equivalent to the first
query and most conducive to efficient execution. Note that
the many-to-one join changes into a one-to-one join.
1. “select o orderkey, avg (l shipdate o orderdate)
from lineitem join orders on (l orderkey = o orderkey)
group by o orderkey”
2. “select o orderkey, o orderdate,
avg (l shipdate o orderdate)
from lineitem join orders on (l orderkey = o orderkey)
group by o orderkey, o orderdate”
3. “select o orderkey, o orderdate, avg (l shipdate) o orderdate
from lineitem join orders on (l orderkey = o orderkey)
group by o orderkey, o orderdate”
4. “select o orderkey, avg shipdate o orderdate
from (select l orderkey, avg (l shipdate) as avg shipdate
from lineitem
group by l orderkey) as a
join orders on (l orderkey = o orderkey)”
In many queries, query rewriting such as this example is
required to enable “group-join.” In hash-based query pro-
cessing, optimizing grouping and join on the same column
(set) applies only to the build input. In sort-based query
processing, grouping and join on the same column (set) en-
joy the benefits of interesting orderings if grouping is ap-
plied to either of the two join inputs or to the join output.
In other words, interesting orderings benefit query perfor-
mance whether or not query optimization applies all kinds
of clever and uncommon rewrites.
In sum, sort-based duplicate removal, grouping, and ag-
gregation can benefit from proper use of functional depen-
dencies because they permit optimizations of both grouping
and ordering, but it seems that sort-based query evaluation
plans are somewhat more forgiving and flexible than hash-
based query execution.
2.4 Optimizations of sort operations
High-performance sorting requires efficiency, scalability,
and robustness (of performance). Efficiency may benefit
from tree-of-losers priority queues [23], normalized keys, offset-
value coding [6], and hardware support, e.g., for tree-of-
losers priority queues and offset-value coding in normalized
keys [21]. The techniques introduced in Sections 3 and 4 im-
prove the efficiency of sort-based duplicate removal, group-
ing, and aggregation, specifically the input phase and the
output phase of external merge sort in those operations.
Scalability is principally about parallelism twice the re-
sources should process the same data in half the time or
twice the data in the same time. Robustness of perfor-
mance is about performance cliffs and graceful degradation
for example, the transition from an in-memory quicksort
to an external merge sort should be gradual rather than a
binary switch, such that a single additional byte or input
row cannot force spilling the entire memory contents. The
techniques introduced in Sections 3 and 4 are orthogonal
to both scalability and robustness of performance: the new
techniques do not offer improvements in those directions but
they also do not impede or hinder existing or future tech-
niques for scalability and robustness.
2.5 Early results in join-by-grouping
Complementing applications and optimizations of sort-
based grouping, there is an unusual join algorithm based
on grouping. It requires that the implementation of exter-
nal merge sort can interleave multiple record types within
memory and within each run on temporary storage. Sorting
a mixed stream of records on join key values produces mixed
“value packets” [24], i.e., sets of rows with equal sort keys.
In the context here, equal sort keys means equal join keys.
Forming or combining value packets is a kind of aggregation.
The join output is computed from the final sorted stream by
computing a cross product within each mixed value packet.
Alternatively, when the sort and merge logic forms or com-
bines mixed value packets, it can produce join results as an
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A B  A B C      A B C 
13 22  11 24   A B C  13 22 37 
11 24  13 22   11 24   13 29 37 
17 28  13 29   12  36  13 25 34 
13 25  13  34  13 22      
15 26  15 26   13 25      
13 29      13 29   A B C 
   A B C  13  34  13 22 34 
A C  12  36  13  37  13 29 34 
13 37  13 25   15 26      
12 36  13  37  17 28   A B C 
13 34  17 28       13 25 37 
FLJXUe 4. JRLQ b\ JURXSLQJ. 
 
FLJXUe 4 LOOXVWUaWeV RQe PeUJe VWeS ZLWKLQ WKLV XQXVXaO aOJRULWKP aSSOLed WR aQ LQQeU MRLQ. TZR                
XQVRUWed LQSXW WabOeV (IaU OeIW WRS aQd bRWWRP) aUe MRLQed RQ cROXPQ A. RRZV IURP bRWK LQSXWV aUe                  
VcaQQed cRQcXUUeQWO\ aQd UXQ JeQeUaWLRQ cUeaWeV LQLWLaO VRUWed UXQV (ceQWeU OeIW). TKeVe UXQV cRQWaLQ              
PXOWLSOe UecRUd W\SeV, RQe IRU eacK MRLQ LQSXW. MeUJLQJ UXQV (IURP ceQWeU OeIW WR ceQWeU ULJKW) UeOLeV RQ WKe                   
VWaQdaUd PeUJe ORJLc NQRZQ IURP e[WeUQaO PeUJe VRUW. AV a VLde eIIecW, WKLV PeUJe VWeS cRPbLQeV YaOXe                 
SacNeWV (LQ WKLV e[aPSOe, IRU A = 13) aQd SURdXceV QeZ MRLQ UeVXOWV (IaU ULJKW WRS). WKeQ UXQ JeQeUaWLRQ                 
aVVePbOed WKe PeUJe LQSXWV (ceQWeU OeIW), LW SURdXced eaUO\ MRLQ UeVXOWV (IaU ULJKW PLddOe aQd bRWWRP) IURP                 
YaOXe SacNeWV LQ WKeVe UXQV. 
OQce WZR UecRUdV KaYe beeQ MRLQed, WKe\ UePaLQ LQ WKe VaPe YaOXe SacNeW XQWLO WKe VRUW ILQLVKeV.                 
HeQce, WKeUe LV QR daQJeU RI dXSOLcaWe (UedXQdaQW, ZURQJ) RXWSXW. FRU e[aPSOe, LQ FLJXUe 4, WKe WZR                 
RULJLQaO LQSXWV (IaU OeIW) cRQWaLQ 3 aQd 2 URZV ZLWK Ne\ YaOXe A = 13 IRU 3​×​2=6 URZV LQ WKe MRLQ UeVXOW; WKe                     
WKUee SaUWLaO UeVXOWV (IaU ULJKW WRS WR bRWWRP) cRQWaLQ SUecLVeO\ WKeVe 6 URZV. WKeQ WKe VRUW ILQLVKeV, WKe                  
ILQaO YaOXe SacNeWV aUe dURSSed; WKe RSeUaWLRQ¶V RXWSXW LV WKe MRLQ UeVXOW cRPSXWed LQcUePeQWaOO\ aV VLde                
eIIecW RI IRUPLQJ aQd cRPbLQLQJ PL[ed YaOXe SacNeWV. 
TKLV MRLQ aOJRULWKP LV aQ aOWeUQaWLYe WR PRUe cRPSOe[ VRUW-baVed aOJRULWKPV IRU MRLQV ZLWK eaUO\ RXWSXW                
[DST 03]. IWV RXWSXW UaWe aQd PePRU\ UeTXLUePeQWV PLUURU WKRVe RI V\PPeWULc KaVK MRLQ [WA 91 aQd               
RWKeUV] LI eaUO\ aJJUeJaWLRQ aQd ZLde PeUJLQJ aUe eQabOed, ZKLcK aUe WKe WRSLcV RI WKe Qe[W WZR VecWLRQV. 
2.6 SXPPaU\ Rf UeOaWed SUiRU ZRUN 
TR VXPPaUL]e RXU RbVeUYaWLRQV RQ UeOaWed SULRU ZRUN, dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ             
RccXU LQ a OaUJe YaULeW\ RI cRQWe[WV, IURP bXVLQeVV LQWeOOLJeQce WR Zeb ORJV aQd UecRYeU\ ORJV. SXbVWaQWLaO                 
UeVeaUcK aQd deYeORSPeQW eIIRUW KaYe beeQ LQYeVWed LQ bRWK TXeU\ RSWLPL]aWLRQ aQd TXeU\ e[ecXWLRQ              
VSecLILcaOO\ IRU dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ. A UePaLQLQJ WKRUQ\ SURbOeP LV WKaW             
WUadLWLRQaO VRUW- aQd KaVK-baVed aOJRULWKPV aUe RSWLPaO LQ dLIIeUeQW cLUcXPVWaQceV, UeQdeULQJ a cKRLce             
dXULQJ TXeU\ RSWLPL]aWLRQ dLIILcXOW aQd eUURU-SURQe. IQVWead, WKe Qe[W WZR VecWLRQV RIIeU a VLQJOe aOJRULWKP               
WKaW, aVVXPLQJ eTXaO caUe LQ aOJRULWKP LPSOePeQWaWLRQ, aOZa\V PaWcKeV WKe beVW WUadLWLRQaO aOJRULWKP IRU              
dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ. 
3 EaUO\ aggUegaWiRQ dXUiQg UXQ geQeUaWiRQ 
TecKQLTXeV IRU eaUO\ dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ aUe SaUWLcXOaUO\ YaOXabOe IRU TXeULeV             
ZLWK VPaOO UeVXOWV, L.e., dXSOLcaWe UePRYaO RU aJJUeJaWLRQ ZLWK PaQ\ LQSXW URZV aQd IeZ RXWSXW URZV. MRUe                 
VSecLILcaOO\, LI WKe RXWSXW ILWV LQ WKe PePRU\ aOORcaWLRQ aYaLOabOe IRU WKe JURXSLQJ RSeUaWLRQ bXW WKe LQSXW LV                  
XQVRUWed aQd OaUJe (VXcK WKaW e[SeQVLYe VSLOOLQJ WR WePSRUaU\ VWRUaJe LV UeTXLUed LQ a WUadLWLRQaO VRUW                
aOJRULWKP), WKeQ eaUO\ aJJUeJaWLRQ LPSURYeV WKe SeUIRUPaQce RI VRUW-baVed aJJUeJaWLRQ. IQ IacW, eaUO\             
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Figure 4: Join by grouping
immediate side effect. In other words, early aggregation in
this context means early and incremental join results. Vari-
ants of this algorithm can compute semi-join, anti-semi-join,
all forms of outer join, set and bag inters ction and difference
(e.g., “intersect all” in SQL). Anti-semi-join and equivalent
result rows of outer joins cannot be produced early.
Figure 4 illustrates one merge step within this unusual
algorithm applied to an inner join. Two unsorted input
tables (far left top and bottom) are joined on column A.
Rows from both inputs are scanned concurrently and run
generation creates initial sorted runs (center left). These
runs contain multiple record types, one for each join input.
Merging runs (from center l ft to center right) relies on th
standard merge logic known from external merge sort. As
a side effect, this merge step combines value packets (in
this example, for A = 13) and produces new join results
(far right top). When run generation assembled the merge
inputs (center left), it produced early join results (far right
middle and bottom) from value packets in these runs.
Once two records have been joined, they remain in the
same value packet until the sort finishes. Hence, there is no
danger of duplicate (redundant, wrong) output. For exam-
ple, in Figure 4, the two original inputs (far left) contain 3
and 2 rows with key value A = 13 for 3× 2 = 6 rows in the
join result; the three partial results (far right top to bottom)
contain precisely these 6 rows. When the sort finishes, the
final value packets are dropped; the operations output is the
join result computed incrementally as side effect of forming
and combining mixed value packets.
This join algorithm is an alternative to more complex sort-
based algorithms for joins with early output [9]. Its output
rate and memory requirements mirror those of symmetric
hash join [32] if early aggregation and wide merging are en-
abled, which are the topics of the next two sections.
2.6 Summary of related prior work
To summarize our observations on related prior work, du-
plicate removal, grouping, and aggregation occur in a large
variety of contexts, from business intelligence to web logs
and recovery logs. Substantial research and development
effort have been invested in both query optimization and
query execution specifically for duplicate removal, group-
ing, and aggregation. A remaining thorny problem is that
traditional sort- and hash-based algorithms are optimal in
different circumstances, rendering a choice during query op-
timization difficult and error-prone. Instead, the next two
sections offer a single algorithm that, assuming equal care
in algorithm implementation, always matches the best tra-
ditional algorithm for duplicate removal, grouping, and ag-
gregation.
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eQWLUe LQSXW caQ be abVRUbed ZLWKLQ PePRU\. OWKeUZLVe, a VcaQ WKUead cRQWLQXRXVO\ eYLcWV OeaI SaJeV aQd                
ZULWeV WKeP WR UXQV RQ WeP RUaU\ VWRUaJe, ZKeUe WKe\ IRUP a IRUeVW (RI PaQ\ WUeeV) RU a SaUWLWLRQed b-WUee                   
(RI P Q\ SaUWLWLR V). 
3.1 E[aPSOe 1 
AV aQ aUcKeW\SLcaO e[aPSOe RI a JURXSLQJ TXeU\ ZLWK a VPaOO RXWSXW, cRQVLdeU QXeU\ 1 RI WKe TPC-H                 
beQcKPaUN [TPC]. IQ VcaOe IacWRU SF = 1 RI WKe beQcKPaUN, WKe TXeU\ VcaQV a daWabaVe WabOe RI abRXW 6 M                  
URZV, VeOecWV abRXW 90% RI WKRVe, aQd WKeQ UedXceV WKeP WR IRXU URZV ZLWK cRXQWV, VXPV, aQd aYeUaJeV.                  
FRU VcaOe IacWRU SF = 1,000, WKe TXeU\ UedXceV 6 B URZV WR IRXU RXWSXW URZV. COeaUO\, aQ e[WeUQaO PeUJe                 
VRUW RI 6 M RU eYeQ 6 B URZV ZLWK VXbVeTXeQW JURXSLQJ aQd aJJUeJaWLRQ, L.e., WKe WZR WecKQLTXeV RI FLJXUe                  
2, caQQRW cRPSeWe ZLWK aQ aOJRULWKP WKaW XVeV a KaVK WabOe WR VLPSO\ accXPXOaWe WKe ILQaO TXeU\ UeVXOW                  
ZLWKLQ a VPaOO PePRU\ aOORcaWLRQ RI 4 URZV. 
TKeUe aUe PaQ\ UeaO-ZRUOd TXeULeV LQ ZKLcK a JURXSLQJ UeVXOW ILWV ZLWKLQ WKe UeadLO\ aYaLOabOe PePRU\                
aOORcaWLRQ. FRU e[aPSOe, LI eacK RSeUaWRU ZLWKLQ a TXeU\ eYaOXaWLRQ SOaQ LV aOORWWed 100 MB b\ deIaXOW,                
WKeQ aQ\ JURXSLQJ RSeUaWLRQ ZLWK a UeVXOW VPaOOeU WKaQ 100 MB VKRXOd UePaLQ aQ LQ-PePRU\ RSeUaWLRQ               
aQd aOJRULWKP. TKLV LV, RI cRXUVe, WUXe IRU KaVK aJJUeJaWLRQ bXW LW caQ aOVR be WUXe IRU VRUW-baVed dXSOLcaWe                   
UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ. 
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Figure 5: Run generation using an ordered in-
memory index
3. EARLY AGGREGATION DURING RUN
GENE ATION
Techniques for early duplicate removal, grouping, and ag-
gregation are particularly valuable for queries with small re-
sults, i.e., duplicate r moval or aggregation with many input
rows and few output rows. More specifically, if the output
fits in the memory allocation available for the grouping op-
eration but the input is unsorted and large (such that expen-
sive spilling to temporary storage is required in a traditional
sort algorithm), then early aggregation improves the perfor-
mance of sort-based aggregation. In fact, early aggregation
ensures that sort-based aggregation spills no more data to
temporary storage than hash-based aggregation and some-
times a little bit less.
Early aggregation pertains to the input phase of an exter-
nal merge sort, i.e., run generation. Traditional run genera-
tion employs read-sort-write cycles or replacement selection.
The former uses an internal sort algorithm such as quicksort
for initial runs as large as memory; the latter uses a priority
queue and can produce initial runs twice as large as mem-
ory for truly random input, as large as memory in the worst
case, and as large as the entire input in the very best case.
In contrast, early aggregation es hews both quicksort and
priority queues; instead, it uses an ordered in-memory in-
dex. Both read-sort-write cycles and replacement selection
are possible. The index enables immediate discovery of du-
plicate key value, just like a hash table. In fact, if the sort
key is a hash value, a hash table can serve as the ordered
index. If the output size is smaller than the memory size,
early aggregation avoids all I/O to spill intermediate data
into runs on temporary storage.
Figure 5 illustrates run generation using an ordered in-
memory index. The index continuously grows due to in-
sertions of rows and key values from the unsorted input.
New key values create new index entries; key values equal
to ones already in the index are absorbed by aggregation.
In the ideal case, the entire input can be absorbed within
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ZULWeV WKeP WR UXQV RQ WePSRUaU\ VWRUaJe, ZKeUe WKe\ IRUP a IRUeVW (RI PaQ\ WUeeV) RU a SaUWLWLRQed b-WUee                   
(RI PaQ\ SaUWLWLRQV). 
3.1 E[aPSOe 1 
AV aQ aUcKeW\SLcaO e[aPSOe RI a JURXSLQJ TXeU\ ZLWK a VPaOO RXWSXW, cRQVLdeU QXeU\ 1 RI WKe TPC-H                 
beQcKPaUN [TPC]. IQ VcaOe IacWRU SF = 1 RI WKe beQcKPaUN, WKe TXeU\ VcaQV a daWabaVe WabOe RI abRXW 6 M                  
URZV, VeOecWV abRXW 90% RI WKRVe, aQd WKeQ UedXceV WKeP WR IRXU URZV ZLWK cRXQWV, VXPV, aQd aYeUaJeV.                  
FRU VcaOe IacWRU SF = 1,000, WKe TXeU\ UedXceV 6 B URZV WR IRXU RXWSXW URZV. COeaUO\, aQ e[WeUQaO PeUJe                 
VRUW RI 6 M RU eYeQ 6 B URZV ZLWK VXbVeTXeQW JURXSLQJ aQd aJJUeJaWLRQ, L.e., WKe WZR WecKQLTXeV RI FLJXUe                  
2, caQQRW cRPSeWe ZLWK aQ aOJRULWKP WKaW XVeV a KaVK WabOe WR VLPSO\ accXPXOaWe WKe ILQaO TXeU\ UeVXOW                  
ZLWKLQ a VPaOO PePRU\ aOORcaWLRQ RI 4 URZV. 
TKeUe aUe PaQ\ UeaO-ZRUOd TXeULeV LQ ZKLcK a JURXSLQJ UeVXOW ILWV ZLWKLQ WKe UeadLO\ aYaLOabOe PePRU\                
aOORcaWLRQ. FRU e[aPSOe, LI eacK RSeUaWRU ZLWKLQ a TXeU\ eYaOXaWLRQ SOaQ LV aOORWWed 100 MB b\ deIaXOW,                
WKeQ aQ\ JURXSLQJ RSeUaWLRQ ZLWK a UeVXOW VPaOOeU WKaQ 100 MB VKRXOd UePaLQ aQ LQ-PePRU\ RSeUaWLRQ               
aQd aOJRULWKP. TKLV LV, RI cRXUVe, WUXe IRU KaVK aJJUeJaWLRQ bXW LW caQ aOVR be WUXe IRU VRUW-baVed dXSOLcaWe                   
UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ. 
 
SRUW-baVed JURXSLQJ aQd aJJUeJaWLRQ PaJe 8 RI 24 FULda\, AXJXVW 28, 2020 ± 6 PM 
Figure 6: In-memory aggregation
memory. Otherwise, a scan thread continuously evicts leaf
pages and writes them to runs on temporary storage, where
they form a forest (of many trees) or a partitioned b-tree (of
many partitions).
3.1 Example 1
As an archetypal example of a grouping query with a small
output, consider Query 1 of the TPC-H benchmark [1]. In
scale factor SF = 1 of the benchmark, the query scans a
database table of about 6 M rows, selects about 90% of
those, and then reduces them to four rows with counts,
sums, and averages. For scale factor SF = 1, 000, the query
reduces 6B rows to four output rows. Clearly, an external
merge sort of 6M or even 6B rows with subsequent grouping
and aggregation, i.e., the two techniques of Figure 2, cannot
compete with an algorithm that uses a hash table to sim-
ply accumulate the final query result within a small memory
allocation of 4 rows.
There are many real-world queries in which a grouping
result fits within the readily available memory allocation.
For example, if each operator within a query evaluation plan
is allotted 100 MB by default, then any grouping operation
with a result smaller than 100 MB should remain an in-
memory operation and algorithm. This is, of course, true
for hash aggregation but it can also be true for sort-based
duplicate removal, grouping, and aggregation.
Figure 6 illustrates this case. The in-memory index can
grow until it fills memory. Skew in the key value distribution
does not matter as an ordered index adapts to the actual
distribution. Only if the output size exceeds the available
memory, spilling to runs on temporary storage as shown in
Figure 5 is required.
3.2 Example 2
As another example, imagine the “group by” clause of Ex-
ample 1 extended such that the final output is larger than
memory, i.e., O > M or more specifically O = 2M . Even
with early duplicate removal, grouping, and aggregation,
this example requires runs on temporary storage. As key
values in the in-memory index are unique, the in-memory
index immediately matches and absorbs the fraction of the
input rows. With run generation by replacement selection
and memory always full, about M/O = 1
2
of all input rows
are absorbed immediately. Ignoring the effects of an in-
memory run for graceful degradation from in-memory sort-
ing to external merge sort, the total size of all initial runs is
about M + (1M/O) ∗ I or in the specific example M + 1
2
I.
With only unique key values in the in-memory index, the
traditional logic for duplicate removal, grouping, and aggre-
gation [3] while writing runs on temporary storage is not
required.
Figure 7 shows the predicted spill volume for input size
I = 1, 000, 000 rows and memory size M = 100, 000 rows. If
the output size equals the memory size (O = M), no spilling
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Figure 7: Predicted spill volume
is required. If the output is m ny tim s larger than the avail-
able memory allocation, practically all input rows spill. The
calculation in this prediction assumes replacement selection
using an in-memory index, even though our implementa-
tion uses read-sort-write cycles. (Recall that replacement
selection is usually implemented using a priority queue and
for random input produces runs twice the size of memory,
whereas read-sort-write cycles are usually implemented us-
ing quicksort and produces runs the size of memory; recall
also that n ordered in-memory index permits eith r read-
sort-write cycles or replacement selection.)
3.3 Algorithms and data structures
One d sign combining in-memory run generation with early
aggregation uses two data structures. For example, Boncz
et al. [4] mention “hash-based early aggregation in a sort-
based spilling approach.” If the in-memory hash table fails
to absorb (i.e., to aggregate) an input row, the row is added
to the in-memory data structure, whether that is an array
for quicksort or a priority queue for replacement selection.
An alternative design employs a single data structure for
two purposes, searching and sorting. A suitable data struc-
ture is an ordered in-memory index, e.g., an in-memory b-
tree [2, 14]. Note that comparisons are required only during
the search. If no match is found, the search for a match has
already found the insertion point as a side effect.
If the search employs a binary search within each tree
node, the count of comparisons per input row is equal to
that in a tree-of-losers priority queue, which is 10-20% lower
than the count of comparisons in quicksort and very close
to the theoretical minimum. (Sorting N items is equivalent
to selecting one of N! permutations, which requires log2(N !)
comparisons.)
Interpolation search within each tree node is even more ef-
ficient if the key value distribution is nearly uniform, which
is likely the case if the sort key is a hash value. Note that
sorting on hash values permits exploiting interesting order-
ings if other algorithms and storage structures also sort on
hash values. Merge joins and b-trees on hash values are at-
tractive for database columns with no real-world “<” com-
parison, e.g., practically all artificial identifiers and thus
many primary keys and foreign keys in real-world databases.
The row format within the in-memory index is the same
as in runs on temporary storage. It may differ from the row
formats in both the input and the output. For example, in
addition to a grouping key, input rows may contain a value,
intermediate rows a sum and a count, and output rows an
average. Similar considerations apply when computing vari-
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ance, standard deviation, co-variance, correlation, regres-
sion slope and intercept, etc.
In traditional run generation, read-sort-write cycles may
use quicksort to produce runs the size of memory. Run gen-
eration by replacement selection using a priority queue can
produce runs the size of memory or, with an additional com-
parison for each new input row as well as a flag within each
row in memory, twice the size of memory. Run generation
using an in-memory index can produce runs twice the size
of memory without an additional comparison and without
a flag in each row in memory. Eviction from memory to
temporary storage repeatedly scans the in-memory index as
shown in Figure 5. Advancing the scan evicts rows and frees
index nodes whenever the in-memory index needs to split a
node and thus allocate a free node. An alternative design
uses a partitioned b-tree in memory, with partitions match-
ing runs on temporary storage. In this design, the eviction
scan moves the left edge of the b-tree. The current key value
of the eviction scan governs assignment of new input rows
to partitions and runs. In yet another variant, if new input
rows are always assigned to the latest partition in memory,
runs on temporary storage will be the size of memory.
3.4 Search optimizations
Since each input row requires a search within the in-memory
index, optimizing the search logic is crucial. We have used
the following (well-known) optimizations and observed per-
formance advantages:
First, nodes in memory can be large. Thus, the b-tree in
memory is quite shallow. For example, a memory allocation
of 100 MB permits 1 M rows of 100 bytes. With a key size of
10 bytes and 70% space utilization in all nodes, a node size
of 150 KB permits a b-tree without intermediate levels and a
node size of 8 KB permits a b-tree with a single intermediate
level. Note that a hash table also requires either large con-
tiguous memory or a tree structure. In our context, we have
found that interpolation search and hardware-assistance for
search can be quite effective, and that both are aided by
large node size.
Second, instead of a root-to-leaf search in the b-tree for
each input row, small batches of search keys turn a search
problem into a merge problem. The key values in each batch
are sorted before searching in the b-tree. While processing
the batch, each search starts in the leaf node located for the
preceding key value within the batch. If the count of distinct
key values in a batch exceeds the count of leaf nodes in the
b-tree, this strategy can be very efficient.
3.5 Analysis
Two questions suggest themselves:
1. How many comparisons are required in early aggre-
gation, i.e., run generation with an in-memory index?
How does that compare to run generation with read-
sort-write cycles, e.g., quicksort, and with replacement
selection, i.e., a tree-of-losers priority queue?
2. If the output size is a small multiple of the memory
size, what fraction of input rows are absorbed imme-
diately in the in-memory index, and how many rows
are spilled to runs on temporary storage?
The count of comparisons per input record in run generation
using an efficient (tree-of-losers) priority queue is log2(M/R)
for memory size M and record size R. This is correct for
run size equal to memory size M ; one additional comparison
is required for expected run size 2M . Using quicksort, the
expected count of comparisons is 10-20% higher; the worst
case is much higher. In run generation using an in-memory
index with binary search, the count of comparisons per input
record is again log2(M/R). Using interpolation search, it
can be substantially lower.
If the final output fits in memory, i.e., O < M , then the
count of comparisons per input record is log2(O/R). It can
be substantially lower with interpolation search. Linear in-
terpolation is effective if the key value distribution in the
output is practically uniform. This is probable if the keys
are hash values, i.e., when sorting and grouping on hash
values, at least as the leading sort key.
In a striking similarity, hash aggregation requires a search
in the hash table for each input record, i.e., a hash calcu-
lation plus a scan through a hash bucket. Those are com-
parable to the interpolation calculation and the local search
near the interpolated position. If memory remains full all
the time during run generation, then each input row has a
probability of M/O (memory size over output size) of find-
ing a matching key value in memory and of being absorbed
in the index without insertion. If M ≥ O, this probability is
a certainty and spilling to runs on temporary storage is not
required. If this probability is very small, then practically
all input rows spill into runs on temporary storage.
3.6 Summary of early aggregation
To summarize, early aggregation uses an in-memory index
to match and absorb input rows during run generation in a
duplicate removal, grouping, and aggregation operation. In
the ideal case, it entirely avoids spilling rows to runs on
temporary storage. A typical example is TPC-H Query 1
with only 4 output rows even for very large databases and
input tables.
The in-memory index can be a simple b-tree or it can
be optimized in many ways. A binary search guarantees
log2(M) comparisons per input row. Replacement selection
can produce runs twice as large as memory. Whatever the
algorithm for run generation, runs require merging with the
traditional merge logic known from external merge sort or,
in many cases, an optimized merge logic to be known as
wide merging.
4. WIDE MERGING IN THE FINAL MERGE
STEP
For complete performance parity with hash aggregation,
in-sort grouping and duplicate removal requires a final merge
step with a merge fan-in potentially higher than a traditional
merge step with the same memory allocation and page size
(unit of I/O).
Compared to traditional merging in an external merge
sort, wide merging is not limited to a specific fan-in. Instead,
wide merging uses its memory allocation for an in-memory
index and processes one page at a time from the runs of
the aggregation input. Thus, wide merging can be much
more efficient than traditional aggregation within sort, e.g.,
saving an entire intermediate merge level.
Figure 8 extends the example of Figure 2 with a third
merge strategy for sort-based duplicate removal, grouping,
and aggregation from unsorted input data. Wide merging
can consume and aggregate many more runs than it has
memory pages, e.g., 18 runs with only 6 memory pages. This
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FLJXUe 8. TKe eIIecW RI ZLde PeUJLQJ. 
FLJXUe 8 e[WeQdV WKe e[aPSOe RI FLJXUe 2 ZLWK a WKLUd PeUJe VWUaWeJ\ IRU VRUW-baVed dXSOLcaWe UePRYaO,                 
JURXSLQJ, aQd aJJUeJaWLRQ IURP XQVRUWed LQSXW daWa. WLde PeUJLQJ caQ cRQVXPe aQd aJJUeJaWe PaQ\              
PRUe UXQV WKaQ LW KaV PePRU\ SaJeV, e.J., 18 UXQV ZLWK RQO\ 6 PePRU\ SaJeV. TKLV LV SRVVLbOe LI PePRU\                    
caQ KROd aQd LQde[ a Ne\ UaQJe eTXaO WR WKe Ne\ UaQJe RI RQe SaJe LQ WKe PeUJe LQSXWV RQ WePSRUaU\                     
VWRUaJe. WLde PeUJLQJ XVeV RQO\ RQe LQSXW bXIIeU VKaUed b\ aOO UXQV. AIWeU UeadLQJ a SaJe, ZLde PeUJLQJ                  
cRSLeV WKe SaJe cRQWeQWV LQWR LWV LQ-PePRU\ LQde[ beIRUe UeadLQJ WKe Qe[W SaJe, W\SLcaOO\ IURP a dLIIeUeQW                 
LQSXW UXQ. 
 
 
FLJXUe 9. WLde PeUJLQJ XVLQJ aQ RUdeUed LQ-PePRU\ LQde[. 
 
FLJXUe 9 LOOXVWUaWeV WKe IORZ RI daWa LQ ZLde PeUJLQJ. UVLQJ a SULRULW\ TXeXe, WKe aOJRULWKP cKRRVeV aQ                  
LQSXW UXQ IURP ZKLcK WR Uead WKe Qe[W SaJe. OQce WKaW SaJe LV LQ WKe LQSXW bXIIeU, WKe Ne\ YaOXeV RQ WKaW                      
SaJe aUe IRXQd LQ WKe LQ-PePRU\ LQde[. II a Ne\ YaOXe e[LVWV, WKe LQSXW URZ LV abVRUbed ZLWKRXW JURZLQJ                   
WKe LQde[. II WKe Ne\ YaOXe dReV QRW e[LVW, a QeZ eQWU\ LV UeTXLUed LQ WKe LQde[. IQ WKLV Za\, WKe RUdeUed                      
LQ-PePRU\ LQde[ abVRUbV aOO URZV aQd Ne\ YaOXeV IURP aOO UXQV RU SaUWLWLRQV RQ a WePSRUaU\ VWRUaJe                 
deYLce. AV WKe PeUJe ORJLc SURJUeVVeV WKURXJK WKe dRPaLQ RI Ne\ YaOXeV, WKe acWLYe Ne\ UaQJe LQ WKe                  
LQ-PePRU\ LQde[ WXUQV RYeU cRQWLQXRXVO\. TKe OeIW edJe RI WKe LQ-PePRU\ LQde[ SURdXceV ILQaO RXWSXW aQd                
WKe ULJKW edJe addV QeZ Ne\ YaOXeV IURP WKe PeUJe LQSXWV. 
A SULRULW\ TXeXe JXLdeV WKe SaJe cRQVXPSWLRQ VeTXeQce dXULQJ ZLde PeUJLQJ. IW KaV aQ eQWU\ IRU eacK                 
RI LWV LQSXW UXQV, e.J., 18 eQWULeV LQ WKe e[aPSOe RI FLJXUe 8. IW LV VLPLOaU WR WKe SULRULW\ TXeXe XVed LQ                      
WUadLWLRQaO e[WeUQaO PeUJe VRUW IRU JXLdLQJ Uead-aKead ZLWKLQ WKe PeUJe LQSXW, aOVR NQRZQ aV IRUecaVWLQJ               
[K 98]. FURP eacK RI WKe LQSXW UXQV, LW WUacNV WKe KLJKeVW Ne\ YaOXe aOUead\ Uead; WKe Qe[W Uead RSeUaWLRQ                   
WaUJeWV WKe UXQ ZLWK WKe ORZeVW RI WKeVe Ne\ YaOXeV. II LPSOePeQWed aV a WUee-RI-ORVeUV SULRULW\ TXeXe, RQe                  
OeaI-WR-URRW WUaYeUVaO LQ WKe SULRULW\ TXeXe LV UeTXLUed IRU eacK SaJe LQ WKe UXQV RQ WePSRUaU\ VWRUaJe, RU                  
ORJ ​2​(18) § 4 cRPSaULVRQV LQ WKe e[aPSOe RI FLJXUe 8. TKe KLJKeVW Ne\ YaOXe LQ WKe ILUVW SaJe RI eacK UXQ                   
LQLWLaOL]eV WKLV SULRULW\ TXeXe. AOWeUQaWLYeO\, LI WKe VRUW RSeUaWLRQ UeWaLQV PLQLPXP aQd Pa[LPXP Ne\              
YaOXeV RI eacK UXQ, e.J., IRU WKe SXUSRVe RI cRQcaWeQaWLQJ UXQV ZLWK dLVMRLQW Ne\ UaQJeV [H 77, G 06], WKe                  
UeWaLQed PLQLPXP Ne\ YaOXeV LQLWLaOL]e WKLV SULRULW\ TXeXe. 
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Figure 8: The effect of wide merging
is possible if memory can hold and index a key range equal to
the key range of one page in the merge inputs on temporary
storage. Wide merging uses only one input buffer shared by
all runs. After reading a page, wide merging copies the page
contents into its in-memory index before reading the next
page, typically from a different input run.
Figure 9 illustrates the flow of data in wide merging. Us-
ing a priority queue, the algorithm chooses an input run
from which to read the next page. Once that page is in the
input buffer, the key values on that page are found in the
in-memory index. If a key value exists, the input row is ab-
sorbed without growing the index. If the key value does not
exist, a new entry is required in the index. In this way, the
ordered in-memory index absorbs all rows and key values
from all runs or partitions on a temporary storage device.
As the merge logic progresses through the domain of key
values, the active key range in the in-memory index turns
over continuously. The left edge of the in-memory index pro-
duces final output and the right edge adds new key values
from the merge inputs.
A priority queue guides the page consumption sequence
during wide merging. It has an entry for each of its input
runs, e.g., 18 entries in the example of Figure 8. It is similar
to the priority queue used in traditional external merge sort
for guiding read-ahead within the merge input, also known
as forecasting [23]. From each of the input runs, it tracks
the highest key value already read; the next read operation
targets the run with the lowest of these key values. If im-
plemented as a tree-of-losers priority queue, one leaf-to-root
traversal in the priority queue is required for each page in
the runs on temporary storage, or log2(18) ≈ 4 comparisons
in the example of Figure 8. The highest key value in the
first page of each run initializes this priority queue. Alterna-
tively, if the sort operation retains minimum and maximum
key values of each run, e.g., for the purpose of concatenating
runs with disjoint key ranges [19, 13], the retained minimum
key values initialize this priority queue.
4.1 Example 3
Consider a specific example of wide merging and its ben-
efits: single-threaded duplicate removal with input size I =
750, 000 rows, memory size M = 1, 000 rows, merge fan-in
(in traditional merge logic) and partitioning fan-out F = 6,
and final output size O = 32, 000 rows. Importantly, the
memory is much smaller than the final output and the final
output is much smaller than the original input, or M 
O  I.
In this example, hash aggregation invokes L = 2 parti-
tioning levels to divide all input rows into F 2 = 36 par-
aJJUeJaWLRQ eQVXUeV WKaW VRUW-baVed aJJUeJaWLRQ VSLOOV QR PRUe daWa WR WePSRUaU\ VWRUaJe WKaQ             
KaVK-baVed aJJUeJaWLRQ aQd VRPeWLPeV a OLWWOe bLW OeVV. 
EaUO\ aJJUeJaWLRQ SeUWaLQV WR WKe LQSXW SKaVe RI aQ e[WeUQaO PeUJe VRUW, L.e., UXQ JeQeUaWLRQ.               
TUadLWLRQaO UXQ JeQeUaWLRQ ePSOR\V Uead-VRUW-ZULWe c\cOeV RU UeSOacePeQW VeOecWLRQ. TKe IRUPeU XVe aQ             
LQWeUQaO VRUW aOJRULWKP VXcK aV TXLcNVRUW IRU LQLWLaO UXQV aV OaUJe aV PePRU\; WKe OaWWeU XVeV a SULRULW\                  
TXeXe aQd caQ SURdXce LQLWLaO UXQV WZLce aV OaUJe aV PePRU\ IRU WUXO\ UaQdRP LQSXW, aV OaUJe aV PePRU\                   
LQ WKe ZRUVW caVe, aQd aV OaUJe aV WKe eQWLUe LQSXW LQ WKe YeU\ beVW caVe. 
IQ cRQWUaVW, eaUO\ aJJUeJaWLRQ eVcKeZV bRWK TXLcNVRUW aQd SULRULW\ TXeXeV; LQVWead, LW XVeV aQ RUdeUed               
LQ-PePRU\ LQde[. BRWK Uead-VRUW-ZULWe c\cOeV aQd UeSOacePeQW VeOecWLRQ aUe SRVVLbOe. TKe LQde[ eQabOeV             
LPPedLaWe dLVcRYeU\ RI dXSOLcaWe Ne\ YaOXe, MXVW OLNe a KaVK WabOe. IQ IacW, LI WKe VRUW Ne\ LV a KaVK YaOXe, a                      
KaVK WabOe caQ VeUYe aV WKe RUdeUed LQde[. II WKe RXWSXW VL]e LV VPaOOeU WKaQ WKe PePRU\ VL]e, eaUO\                   
aJJUeJaWLRQ aYRLdV aOO I/O WR VSLOO LQWeUPedLaWe daWa LQWR UXQV RQ WePSRUaU\ VWRUaJe. 
 
 
     
 
 
FLJXUe 5. RXQ JeQeUaWLRQ XVLQJ aQ RUdeUed LQ-PePRU\ LQde[. 
 
FLJXUe 5 LOOXVWUaWeV UXQ JeQeUaWLRQ XVLQJ aQ RUdeUed LQ-PePRU\ LQde[. TKe LQde[ cRQWLQXRXVO\ JURZV              
dXe WR LQVeUWLRQV RI URZV aQd Ne\ YaOXeV IURP WKe XQVRUWed LQSXW. NeZ Ne\ YaOXeV cUeaWe QeZ LQde[                  
eQWULeV; Ne\ YaOXeV eTXaO WR RQeV aOUead\ LQ WKe LQde[ aUe abVRUbed b\ aJJUeJaWLRQ. IQ WKe LdeaO caVe, WKe                   
eQWLUe LQSXW caQ be abVRUbed ZLWKLQ PePRU\. OWKeUZLVe, a VcaQ WKUead cRQWLQXRXVO\ eYLcWV OeaI SaJeV aQd                
ZULWeV WKeP WR UXQV RQ WePSRUaU\ VWRUaJe, ZKeUe WKe\ IRUP a IRUeVW (RI PaQ\ WUeeV) RU a SaUWLWLRQed b-WUee                   
(RI PaQ\ SaUWLWLRQV). 
3.1 E[aPSOe 1 
AV aQ aUcKeW\SLcaO e[aPSOe RI a JURXSLQJ TXeU\ ZLWK a VPaOO RXWSXW, cRQVLdeU QXeU\ 1 RI WKe TPC-H                 
beQcKPaUN [TPC]. IQ VcaOe IacWRU SF = 1 RI WKe beQcKPaUN, WKe TXeU\ VcaQV a daWabaVe WabOe RI abRXW 6 M                  
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Figure 9: Wide merging using an ordered in-
memory index
titions of about I/F 2 = 21, 000 rows each. During these
partitioning steps, the output buffers are too small to en-
able much early (opportunistic) duplicate removal, group-
ing, and aggregation. After these partitioning levels, each
partition contributes about O/F 2 rows to the final out-
put. As the output per partition is smaller than memory
(O/F 2 = 900 < 1, 000 = M), grouping and aggregation can
occur in memory in spite of input partitions much larger
than memory (I/F 2 = 21, 000 > 1, 000 = M). The total
size of all temporary partitions is I × 2 = 1, 500, 000 rows,
each written and read once. More generally, hash aggre-
gation can aggregate the remaining partitions in memory
after L ≥ logF (O/M) partitioning levels, which is here
log6(32) = 2 partitioning levels.
In contrast, in-sort duplicate removal, grouping, and ag-
gregation starts with run generation by replacement selec-
tion. Each run holds about 2M = 2, 000 rows; thus, this
example requires about I/(2M) = 376 runs. The first merge
level produces 376/F = 63 runs of about 2, 000×F = 12, 000
rows. The second merge level produces 63/F = 11 runs. Ag-
gregation within runs [3] cuts their size from 6 × 12, 000 =
72, 000 rows to O = 32, 000 rows. The penultimate merge
step combines 6 of these 11 runs into another run of O =
32, 000 rows and the last merge step produces the final out-
put. The total size of all runs spilled to temporary storage
during run generation, full merge, optimized merge, and par-
tial merge is 750, 000 + 750, 000 + 11 × 32, 000 + 32, 000 =
1, 884, 000 rows, each written and read once. This is about
25% more than the temporary partitions in hash aggrega-
tion.
ide merging enables further savings. In this example, a
single final merge step can aggregate the 63 runs after the
first merge level. Merging 63 runs with memory for only a
few input buffers requires an in-memory index for immediate
grouping and aggregation.
A traditional merge step merging 6 of these 63 runs has
its output cut to O = 32, 000 rows. This is true whether
the merge logic uses traditional single-page buffers and a
priority queue or an in-memory index for wide merging. If
such an index holds practically all distinct key values over
the course of the merge step, it can (with the appropriate
timing and I/O schedule) absorb rows and key values not
only from 6 but any number of runs, e.g., all 63 runs in this
example.
With wide merging, i.e., the final merge step immediately
after run generation and one full merge level, the total size
of all temporary runs is 750, 000+750, 000 = 1, 500, 000 rows
and thus perfectly competitive with hash aggregation. As
in the cost calculation for hash aggregation, the size of the
original input determines the cost of each partitioning or
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 FLJXUe 10. IQde[ e[SaQVLRQ aQd cRQWUacWLRQ dXULQJ ZLde PeUJLQJ. 
 
FLJXUe 10 LOOXVWUaWeV WKLV JUadXaO SURJUeVV WKURXJK WKe Ne\ dRPaLQ aV UeTXLUed IRU ZLde PeUJLQJ aV                
VKRZQ LQ FLJXUe 9. A SULRULW\ TXeXe JXLdeV WKe SaJe UeadV. FRU Ne\ YaOXeV eaUOLeU WKaQ WKe WRS YaOXe RI WKe                     
SULRULW\ TXeXe, aJJUeJaWeV VXcK aV cRXQWV aQd VXPV aUe ILQaO. TKeVe caQ be SURdXced aV ILQaO RXWSXW aQd                  
UePRYed IURP WKe LQ-PePRU\ LQde[. AV addLWLRQaO SaJeV aUe Uead aQd WKeLU Ne\ YaOXeV aUe LQVeUWed, WKe                 
LQ-PePRU\ LQde[ JURZV, PRVWO\ RQ WKe ULJKW edJe bXW RccaVLRQaOO\ aOVR eOVeZKeUe. 
4.2 E[aPSOe 4 
PeUKaSV a VLPLOaU e[aPSOe PLJKW cOaULI\ IXUWKeU. CRPSaUed WR E[aPSOe 3, WKLV e[aPSOe XVeV PRUe              
UeaOLVWLc YaOXeV IRU PePRU\ VL]e, PeUJe IaQ-LQ, aQd SaUWLWLRQLQJ IaQ-RXW: dXSOLcaWe UePRYaO ZLWK LQSXW VL]e               
(SeU WKUead) I = 100,000,000 URZV, PePRU\ VL]e (SeU WKUead) M = 100,000 URZV, (WUadLWLRQaO) PeUJe            
IaQ-LQ aQd SaUWLWLRQLQJ IaQ-RXW F = 100, aQd ILQaO RXWSXW VL]e (SeU WKUead) O = 8,000,000 URZV. DeVSLWe              
PRUe UeaOLVWLc YaOXeV IRU M aQd F (WKaQ XVed LQ E[aPSOe 3), LW UePaLQV WUXe WKaW M < O < I. 
HaVK aJJUeJaWLRQ VWaUWV ZLWK a IXOO SaUWLWLRQLQJ OeYeO, ZKLcK SURdXceV 100 SaUWLWLRQV RI abRXW              
1,000,000 URZV eacK. EacK SaUWLWLRQ cRQWULbXWeV abRXW 80,000 URZV WR WKe ILQaO RXWSXW, ZKLcK caQ be                
aJJUeJaWed eQWLUeO\ LQ PePRU\. TKe WRWaO VSLOO YROXPe (SaUWLWLRQV RQ WePSRUaU\ VWRUaJe) LV eTXaO WR WKe                
LQSXW VL]e RU 100,000,000 URZV. TKe aOJRULWKP UeTXLUeV SUacWLcaOO\ WKe eQWLUe aYaLOabOe PePRU\             
WKURXJKRXW, L.e., dXULQJ bRWK SaUWLWLRQLQJ aQd LQ-PePRU\ aJJUeJaWLRQ. AcWXaOO\, 90% RI PePRU\ ZRXOd             
VXIILce: PePRU\ VL]e M = 90,000 URZV aQd SaUWLWLRQLQJ IaQ-RXW F = 90 VXIILce LI WKe KaVK YaOXe              
dLVWULbXWLRQ LV SeUIecWO\ XQLIRUP. 
IQ-VRUW dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ VWaUWV ZLWK UXQ JeQeUaWLRQ, ZKLcK SURdXceV abRXW             
500 UXQV RI abRXW 200,000 URZV eacK. TUadLWLRQaO PeUJLQJ UeTXLUeV 5 LQWeUPedLaWe PeUJe VWeSV WR UedXce                
WKe cRXQW RI UXQV IURP 500 WR 100 aV UeTXLUed IRU WKe ILQaO PeUJe VWeS. OI WKeVe, WKe ILUVW PeUJe VWeS XVeV                      
IaQ-LQ 5 aQd WKe RWKeU RQeV XVe IaQ-LQ 100. TKe RXWSXW VL]e RI WKeVe VWeSV LV OLPLWed WR WKe ILQaO RXWSXW VL]e                      
O = 8,000,000 URZV. TKXV, WKe WRWaO VSLOO YROXPe LV I + 1​×​1,000,000 + 4​×​8,000,000 = 133,000,000 URZV,               
ZKLcK LV 33% ZRUVe WKaQ WKe WRWaO VSLOO YROXPe LQ KaVK aJJUeJaWLRQ. NRQeWKeOeVV, WKe aOJRULWKP UeTXLUeV                
WKe eQWLUe aYaLOabOe PePRU\ WKURXJKRXW, L.e., dXULQJ UXQ JeQeUaWLRQ, LQWeUPedLaWe PeUJe VWeSV, aQd WKe              
ILQaO PeUJe VWeS. 
IQ cRQWUaVW, ZLde PeUJLQJ caQ PeUJe aQd aJJUeJaWe WKe LQLWLaO 500 UXQV LQ a VLQJOe VWeS. TKXV, WKe VSLOO                   
YROXPe LV eTXaO WR WKe LQSXW VL]e RU 100,000,000 URZV, PaWcKLQJ WKe SeUIRUPaQce RI KaVK aJJUeJaWLRQ. IQ                 
WKLV aOJRULWKP, UXQ JeQeUaWLRQ UeTXLUeV WKe eQWLUe aYaLOabOe PePRU\ (M = 100,000 URZV) bXW WKe ILQaO              
(ZLde) PeUJe VWeS aQd LWV LQ-PePRU\ LQde[ UeTXLUe RQO\ abRXW 40,000 URZV (40% RI M). 
AOWeUQaWLYeO\, a PePRU\ aOORcaWLRQ IRU UXQ JeQeUaWLRQ RI M = 64,000 URZV UedXceV WKe VL]e RI LQLWLaO               
UXQV WR abRXW 128,000 URZV aQd SURdXceV abRXW 782 UXQV. WLde PeUJLQJ caQ cRPbLQe aOO WKeVe UXQV LQ a                   
VLQJOe ILQaO PeUJe VWeS XVLQJ a PePRU\ aOORcaWLRQ RI abRXW 63,000 URZV. IQ RWKeU ZRUdV, ZLde PeUJLQJ                 
SeUPLWV VRUW-baVed dXSOLcaWe UePRYaO, JURXSLQJ, aQd aJJUeJaWLRQ ZLWK eTXaO I/O YROXPe bXW ZLWK a ORZeU               
PePRU\ aOORcaWLRQ WKaQ KaVK aJJUeJaWLRQ. 
4.3 AQaO\ViV 
A IeZ TXeVWLRQV VXJJeVW WKePVeOYeV IRU IXUWKeU aQaO\VLV.  
1. IV ZLde PeUJLQJ RU aQ LQ-PePRU\ LQde[ XVeIXO LQ e[WeUQaO PeUJe VRUW ZLWKRXW dXSOLcaWe UePRYaO,               
JURXSLQJ, aQd aJJUeJaWLRQ? 
2. HRZ PaQ\ WUadLWLRQaO PeUJe OeYeOV aUe UeTXLUed beIRUe ZLde PeUJLQJ aSSOLeV aQd becRPeV eIIecWLYe? 
3. SKRXOd WKRVe eaUOLeU PeUJe OeYeOV XVe SULRULW\ TXeXeV (OLNe WUadLWLRQaO e[WeUQaO PeUJe VRUW) RU VKRXOd               
WKe\ XVe aQ LQ-PePRU\ LQde[ (OLNe ZLde PeUJLQJ)? 
SRUW-baVed JURXSLQJ aQd aJJUeJaWLRQ PaJe 14 RI 25 FULda\, AXJXVW 28, 2020 ± 6 PM 
Figure 10: Index expansion and contraction during
wide merging
merge level yet the size of the final output (together with
memory size and partitioning fan-out or merge fan-in) de-
termines the count of required partitioning or merge levels.
Wide merging with duplicate removal, grouping, and ag-
gregation using an in-memory index proceeds in O/M steps.
Each step produces a memory load of candidate output rows,
with gradual progression from one step to the next. The
runs being merged must have more than O/M data pages
such that the key range of each data page is no larger than
the key range of the in-memory index. After run genera-
tion, in each row’s first temporary run on storage, the size
of runs is M or 2M. In each merge level, the size increases by
the fan-in F. The count of merge levels L must ensure that
FL ≥ O/M or L ≥ logF (O/M). The similarity to the ex-
pression for partitioning levels required in hash aggregation
is striking.
Figure 10 illustrates this gradual progress through the key
domain as required for wide merging as shown in Figure 9. A
priority queue guides the page reads. For key values earlier
than the top value of the priority queue, aggregates such
as counts and sums are final. These can be produced as
final output and removed from the in-memory index. As
additional pages are read and their key values are inserted,
the in-memory index grows, mostly on the right edge but
occasionally also elsewhere.
4.2 Example 4
Perhaps a similar example might clarify further. Com-
pared to Example 3, this example uses more realistic values
for memory size, merge fan-in, and partitioning fan-out: du-
plicate removal with input size (per thread) I = 100, 000, 000
rows, memory size (per thre d) M = 100, 00 rows, (tradi-
tional) merge fan-in and partitioning fan-out F = 100, and
final output size (per thread) O = 8, 000, 000 rows. Despite
more realistic values for M and F (than used in Example 3),
it remains true that M < O < I.
Hash aggregation starts with a full partitioning level, which
produces 100 partitions of about 1,000,000 rows each. Each
partition contributes about 80,000 rows to the final output,
which can be aggregated entirely in memory. The total spill
volume (partitions on temporary storage) is equal to the in-
put size or 100,000,000 rows. The algorithm requires prac-
tically the entire available memory throughout, i.e., dur-
ing both partitioning and in-memory aggregation. Actually,
90% of memory would suffice: memory size M = 90, 000
rows and partitioning fan-out F = 90 suffice if the hash
value distribution is perfectly uniform.
In-sort duplicate removal, grouping, and aggregation starts
with run generation, which produces about 500 runs of about
200,000 rows each. Traditional merging requires 5 interme-
diate merge steps to reduce the count of runs from 500 to
100 as required for the final merge step. Of these, the first
merge step uses fan-in 5 and the other ones use fan-in 100.
The output size of these steps is limited to the final out-
put size O = 8, 000, 000 rows. Thus, the total spill volume
is I + 1 × 1, 000, 000 + 4 × 8, 000, 000 = 133, 000, 000 rows,
which is 33% worse than the total spill volume in hash ag-
gregation. Nonetheless, the algorithm requires the entire
available memory throughout, i.e., during run generation,
intermediate merge steps, and the final merge step.
In contrast, wide merging can merge and aggregate the
initial 500 runs in a single step. Thus, the spill volume
is equal to the input size or 100,000,000 rows, matching the
performance of hash aggregation. In this algorithm, run gen-
eration requires the entire available memory (M = 100,000
rows) but the final (wide) merge step and its in-memory
index require only about 40,000 rows (40% of M).
Alternatively, a m mory allocation for run generation of
M = 64, 000 rows reduces the size of initial runs to about
128,000 rows and produces about 782 runs. Wide merging
can combine all these runs in a single final merge step using
a memory allocation of about 63,000 rows. In other words,
wide merging permits sort-based duplicate removal, group-
ing, and aggregation with equal I/O volume but with a lower
memory allocation than hash aggregation.
4.3 Analysis
A few questions suggest themselves for further analysis.
1. Is wide merging or an in-memory index useful in ex-
ternal merge sort without duplicate removal, grouping,
and aggregation?
2. How many traditional merge levels are required before
wide merging applies and becomes effective?
3. Should those earlier merge levels use priority queues
(like traditional external merge sort) or should they
use an in-memory index (like wide merging)?
4. What is the relationship between traditional early ag-
gregation [3] and wide merging?
5. For quickest application of wide merging, what policy
should guide early merging in external merge sort for
duplicat removal, grouping, and aggregation?
In response, it seems that run generation and final merge
step using an in-memory index offer performance advantages
only in queries that require duplicate removal, grouping, or
aggregation. Ordinary sorting, e.g., for “order by” queries
and for merge join operations, does just as well with tra-
ditional algorithms and data structures, e.g., quicksort or
tree-of-losers priority queues.
Wide merging is useful only in the final merge step; it
might require earlier merge levels like traditional external
merge sort. The number of traditional merge levels is a
function of initial run size (memory size), merge fan-in, and
final output size. All merge steps in which the steps total
input size is smaller than the operations final output size
should use traditional merge logic. This analysis assumes
that a merge steps individual inputs are of similar size.
Wide merging applies when merging with a traditional
fan-in processes effectively all distinct key values, i.e., when
the total merge input is larger than the operations final out-
put. This is precisely the first merge step (or merge level) in
which traditional early aggregation [3] first becomes effec-
tive. The difference is that wide merging immediately pro-
duces the operations final output by consuming all remain-
ing runs, whereas traditional early aggregation still might
require multiple merge steps and levels.
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If traditional merge steps are required prior to wide merg-
ing in sort-based duplicate removal, grouping, and aggrega-
tion, these merge steps must create runs at least as large
as the operations final output divided by the fan-in of tra-
ditional merge steps (O/F ). It appears that there is lit-
tle benefit in creating larger intermediate runs. Runs of
size O/F enable traditional early aggregation [3] and, bet-
ter yet, wide merging. In other words, wide merging replaces
(rather than augments) traditional early aggregation. Cre-
ating runs of size O/F requires logF (O/M)− 1 merge levels
after run generation creates runs of memory size M. With
the final merge step (merge level) using wide merging, sort-
based duplicate removal, grouping, and aggregation requires
logF (O/M) merge levels.
4.4 Combining early aggregation
and wide merging
If the final output is only somewhat larger than the avail-
able memory, e.g., O = 2M or O = 3M , early aggregation
during run generation and its in-memory index can absorb
some of the input rows without growing the index or spilling
rows from memory to runs on temporary storage. For ex-
ample, if O = 2M , the rows in memory can absorb half of
all input rows; if O = 3M , the in-memory index matches
and absorbs a third of all input rows; etc. Nonetheless, a
large input can force many runs on temporary storage. In
those cases, wide merging can eliminate one or even two
merge levels. In other words, a single sort can benefit from
both early aggregation and wide merging. With those two
techniques and their combined effects, sort-based duplicate
removal, grouping, and aggregation always performs very
similarly to hash-based alternatives, as discussed further in
Section 6.
4.5 Example 5
For another example that differs from Example 4 only in
the final output size, consider duplicate removal with in-
put size (per thread) I = 100,000,000 rows, memory size
(per thread) M = 100,000 rows, (traditional) merge fan-in
and partitioning fan-out F = 100, and final output size (per
thread) O = 150,000 rows. In other words, I  O = 1 1
2
M .
In hash aggregation with hash-partitioning, about half of
all input rows find a match in memory: hybrid hashing is
quite effective in this case. However, the total spill volume
is about 1
2
I = 50, 000, 000 rows. Sort-based aggregation
with early aggregation matches the same fraction of input
rows during creation of the initial runs. With replacement
selection and a run size of about 2M = 200, 000 rows, about
250 initial runs are required. With run generation in read-
sort-write cycles and a run size of M = 100, 000 rows, about
500 initial runs are required. This is too much for traditional
merging with fan-in F = 100, but nonetheless wide merging
can finish the aggregation in a single merge step. Thus,
this example benefits from both early aggregation and wide
merging; with these techniques, sort-based aggregation can
match the spill volume and performance of hash aggregation.
4.6 Summary of wide merging
To summarize, wide merging uses its in-memory index and
a single input buffer for all runs on temporary storage. It
enables the final merge step in duplicate removal, grouping,
and aggregation to consume and to combine many more runs
than a traditional merge step using an input buffer for each
run. Wide merging applies when traditional merging would
produce runs larger than the final output of the grouping
operation. Matching the performance and I/O volume of
hash aggregation in all cases requires both early aggregation
and wide merging.
5. PRODUCT IMPLEMENTATION
This section briefly summarizes the implementation of the
new in-sort aggregation operator for Google’s F1 Query [28,
30]. F1 Query is a federated query processing platform that
executes SQL queries against data stored in different storage
systems at Google, e.g., BigTable [5], Spanner [7], Mesa [18],
and more. Before this work, F1 Query had two aggrega-
tion operators. First, for sorted input, in-stream aggrega-
tion requires little CPU effort and hardly any memory. The
F1 Query optimizer chooses in-stream aggregation whenever
possible due to interesting orders [29]. Second, for unsorted
input, hash-based aggregation relies on an in-memory hash
table. This hash-based operator relies on external merge
sort when the output is larger than the available memory
allocation.
The new in-sort aggregation algorithm reuses the row-
plus-row accumulation component of hash-based and in-stream
aggregation. A new order-based indexing component is used
for detecting duplicates and groups. To achieve competitive
performance, we extended existing b-tree code to implement
search optimizations described in Section 3.4. For each input
batch, the operator first sorts the batch, usually within the
cache line as these batches are small, to detect duplicates
within a batch. Only distinct key values within a batch
are looked up in the ordered index with the guided search
technique. When running out of memory, the new operator
uses the ordered index to guide the sequence of rows spilled
to intermediate storage, creating sorted runs. These runs
are eventually merged and aggregated using wide merging.
Contrary to our initial design, the current implementation
uses read-sort-write cycles, not replacement selection; there-
fore, the size of initial runs equal the memory size, even if
each run might have absorbed substantially more input with
replacement selection in duplicate removal and grouping.
As the new in-sort aggregation produces sorted output as
a byproduct of using the ordered index, we take advantage of
this property in the optimizer. For example, in aggregation
queries with a “group by” clause followed by an “order by”
clause with the sort keys matching the grouping keys, the
F1 Query optimizer avoids redundant sorting. Before our
new operator, F1 Query planned such aggregation queries
using either a hash aggregation followed by a sort or a sort
followed by an in-stream aggregation. Plan choices can be
suboptimal due to missing or inaccurate cardinality infor-
mation. The new in-sort aggregation operator allows over-
coming this problem by always enabling the optimal plan.
6. PERFORMANCE EVALUATION
The present section reports on the performance of the new
sort-based grouping algorithm in F1 Query. With no innova-
tion in parallel query execution, all experiments here report
local or single-threaded efficiency, scalability, and robustness
or reliability of performance. There are four groups of per-
formance results. The first group of experiments replicates
earlier examples. The second group focuses on early aggre-
gation using an in-memory index for run generation. The
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Figure 11: In-memory grouping using a b-tree index
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Figure 12: Spill volume to runs on temp. storage
third group focuses on wide merging using an in-memory in-
dex during the final merge step. The fourth group of perfor-
mance results replicate and augment an earlier comparison
of sort- and hash-based duplicate removal, grouping, and
aggregation. All experiments below ran on a workstation
with a local storage device; details are omitted on purpose.
6.1 Validation of examples
Example 1 (Section 3.1) focuses on TPC-H Q1, i.e., a
grouping query with a final output smaller than the avail-
able memory allocation (O ≤ M). Figure 11 shows the
performance of in-memory grouping and aggregation using
an in-memory b-tree index. From left to right, the output
size varies from 4 to 30,000 rows. The input size is constant
6,000,000 rows. As is readily apparent, the CPU effort is
low and fairly consistent, because any effects due to the log-
arithmic depth of the ordered index vanishes compared to
other CPU efforts in the query evaluation plan.
Example 2 (Section 3.2) also varies TPC-H Q1 with out-
put sizes beyond memory size (O > M but O < F ×M).
Figure 12 compares the total size of initial runs to a model.
The model assumes run generation with replacement selec-
tion and computes the spill volume as M + (1M/O) × I.
In contrast, our implementation relies on run generation by
read-sort-write cycles. Given this difference, the distance
between these curves seems acceptable.
Example 3 (Section 4.1) assumes tiny memory, merge fan-
in, and partitioning fan-out. Therefore, all algorithms incur
multiple partitioning or merge levels. In contrast to tradi-
tional sorting and merging, wide merging limits the merge
depth logF (O/M) versus logF (I/M). Figure 13 shows the
performance difference between aggregation while writing
runs [3] and wide merging: entire merge levels can be avoided,
whereas earlier method merely reduce the size of intermedi-
ate runs on temporary storage.
Example 4 (Section 4.2) assumes realistic memory size,
merge fan-in, and partitioning fan-out. Therefore, a single
level of merging suffices if wide merging is available. Fig-
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Figure 13: Multiple merge levels
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Figure 14: Effect of wide merging
ure 14 shows that even for modest input sizes, traditional
early aggregation requires multiple merge levels: an algo-
rithm can spill more rows than its input size only if it spills
some rows multiple times. In contrast, each input row spills
only once when wide merging combines all runs in the first
(and last) merge step immediately after run generation.
Example 5 (Section 4.5) shows that in some cases, early
aggregation and wide merging are both required for best
performance of sort-based duplicate removal, grouping, and
aggregation. The experiment in Figure 18 (Section 6.3) con-
firms the example calculations.
In summary, the examples and the related experiments
demonstrate that early aggregation and wide merging, by
using in-memory ordered indexes instead of the traditional
priority queues, derive substantial benefits for duplicate re-
moval, grouping, and aggregation.
6.2 Early aggregation during run generation
The next experiments and diagrams focus on the hypothe-
ses that, for any input size, output size, row size, page size,
and memory size,
1. an ordered in-memory index can be as efficient as a
hash table;
2. an in-memory index permits run generation as efficient
as quicksort and priority queues; and
3. requirements for temporary storage are the same for
an ordered index and run generation as for hash table
and hash partitioning.
The experiments cannot claim to cover all sizes and key
values distributions, but they may nonetheless helpful in
understanding the performance and scalability of in-sort ag-
gregation with early aggregation during run generation.
Figure 15 shows the performance of in-memory aggrega-
tion using either a hash table (hash aggregation) or a b-
tree (in-sort aggregation). None of these experiments spill
to temporary storage. As is readily apparent, the perfor-
mance of hash table and in-memory b-tree, both properly
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Figure 15: Performance of in-memory indexes
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Figure 16: Performance of run generation. “PQ1”
and “PQ2” are row-oriented and columnar imple-
mentations of the sort operator, respectively.
optimized, is quite similar. Other query execution costs such
as predicate evaluation easily dominate their minor differ-
ences. In that sense, in-memory b-trees can be just as fast
as hash tables, supporting Hypothesis 1.
Figure 16 shows the performance of three implementations
of run generation. Two of these use tree-of-losers priority
queues; one of them is optimized with normalized keys for
fast comparisons and poor man’s normalized keys for cache
efficiency [13]; the other priority queue is optimized with
offset-value coding [6]. The third implementation of run
generation uses an in-memory b-tree. Again, other query
execution costs easily dominate these differences and the
experiment supports Hypothesis 2.
Figure 17 shows the number of runs spilled to temporary
storage, including both initial runs. Each run is the size of
memory, either a hash table sorted and written as run or
a b-tree written in total when memory is full. Recall that
the hash aggregation in F1 Query uses what Boncz et al. [4]
call “hash-based early aggregation in a sort-based spilling
approach,” which sorts rows in an overflowing hash table,
writes them as initial runs on temporary storage, merges
those runs, and applies duplicate removal, grouping, and
aggregation only during the final merge step. Recall also
that our implementation of in-sort aggregation uses its in-
memory index for run generation in read-sort-write cycles,
not replacement selection. Thus, the counts of initial runs
are practically equal, supporting Hypothesis 3.
6.3 Wide merging in the final merge step
The next experiments test the hypotheses that, for any
input size, output size, row size, page size, and memory
size,
4. wide merging combines many more runs than tradi-
tional merging and thus can avoid entire merge levels
from traditional sort-based algorithms for duplicate re-
moval, grouping, and aggregation;
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Figure 17: Count of runs spilled from memory to
temporary storage
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Figure 18: Spill volume.
5. sorting after aggregation can be as expensive as the
aggregation such that in cases of equal “group by” and
“order by” lists, sort-based aggregation can cost half
of hash aggregation plus sorting; and
6. sort-based aggregation can process a “count (A), count
(distinct A)” query with grouping in a single sort us-
ing both early aggregation and wide merging, whereas
hash-based query processing requires two hash aggre-
gation operations the performance difference can equal
a factor two.
Figure 18 reports on the total size of all runs for the ex-
periment of Figure 17. Note that this experiment compares
optimized in-sort aggregation with the original hash aggre-
gation of F1 Query. Both algorithms spill from memory
to sorted runs on temporary storage. The two algorithms
achieve the same amount of in-memory aggregation during
this phase, and thus merging in the two algorithms starts
with the same counts and sizes of partially aggregated runs.
The original algorithm of F1 Query relies on traditional
merging, which requires multiple merge steps with interme-
diate merge results. Thus, the total spill volume exceeds the
input size for all input sizes in Figure 18. In contrast, the
new algorithm employs wide merging for duplicate removal,
grouping, and aggregation. A single merge step suffices and
no intermediate merge steps create any additional spill vol-
ume. For all input sizes in Figure 18, the total spill volume
is much less than the input. One of the data points pre-
cisely matches Example 5 (Section 4.5) and all data points
support Hypothesis 4.
Figure 19 shows the cost of a query with matching “group
by” and “order by” clauses over a table of I = 6, 000, 000
rows. If the output of an initial duplicate removal is small, in
particular no larger than memory M = 1, 000, 000 rows, the
cost of a subsequent sort operation barely matters. If, how-
ever, the intermediate result is large, then satisfying both
clauses with a single operation is very beneficial, supporting
Hypothesis 5.
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queries.
Figure 20 shows the cost of duplicate removal with sub-
sequent grouping. With hash-based algorithms, two hash
tables (and possibly overflow to temporary storage) are re-
quired. With a sort-based algorithm, a single sort can per-
form the duplicate removal using an interesting ordering for
the subsequent grouping. Thus, only one memory-intensive
operation is required with savings up to a factor of two,
supporting Hypothesis 6.
6.4 Effects of interesting orders
The next experiment tests the hypotheses that:
7. interesting orderings are important not only for b-tree
scans and merge joins but also for query evaluation
plans with duplicate removal, grouping, and aggrega-
tion;
8. SQL set operations such as “intersect” can be much
faster using sort-based query plans than using hash-
based query plans; and
9. set intersection and its most efficient query evaluation
plans benefit not only users’ “intersect” queries but
also star queries and snowflake queries in relational
data warehousing.
Figure 21 shows a query evaluation plan for a very simple
SQL query computing the intersection of two tables, e.g.,
“select B from T1 intersect select B from T2”. If column B
is not a primary key in tables T1 and T2, correct execution
requires duplicate removal plus a join algorithm. If this is
a merge join, the two required sort operations can provide
duplicate-free inputs.
Figure 22 shows the performance of sort- and hash-based
plans for this query. Each input table has I = 100, 000, 000
rows; the memory for each operator is M = 10, 000, 000
rows. In a hash-based plan, both duplicate removal oper-
ations and the join might spill to temporary storage; each
input row is spilled twice. In contrast, a sort-based plan
spills each input row only once. Thus, the effort for spilling
Merge join
In-sort agg In-sort agg
Scan Scan
Figure 21: Sort-based plan for “intersect distinct”.
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Figure 22: Cost of “intersect distinct”.
is cut in half due to interesting orderings. Even a group-join,
i.e., a hash join supports duplicate removal, grouping, and
aggregation on its build input [12, 15], can eliminate only
half of this difference.
6.5 A belated correction
Section 4.4 and Figure 11 of [11] compare sort- and hash-
based duplicate removal, grouping, and aggregation. The
overall conclusions are that sorting the input for subsequent
in-stream aggregation is not competitive and that both sort-
and hash-based aggregation exploit strong data reduction
and small output sizes.
Figure 23 is a copy of Figure 11 of [11]. As perhaps ap-
propriate at the time, the experimental parameters are in-
put size I = 100MB, memory size M = 100KB, page size
P = 8KB, merge fan-in and partitioning fan-out F = 10,
and output size O varying from 100MB to 100KB, or from
input size I to memory size M . The “group size or re-
duction factor” is the quotient of input and output sizes,
I÷O. “Early aggregation” in this diagram means duplicate
removal within runs on temporary storage [3]. The I/O vol-
ume reflects both writing and reading on temporary storage,
i.e., the values in Figure 23 are 2× higher than the “total
run size” metric used in the present paper.
Figure 24 augments Figure 23 and maybe should replace
Figure 11 of [11], if that were possible. Compared to Fig-
ure 23, Figure 24 omits the curves for sorting without early
aggregation and for hash aggregation without hybrid hash-
ing, but it reproduces two of the curves using the same cost
functions and parameters [11]. In addition to sorting with
traditional early aggregation [3] and hash aggregation with
hybrid hashing, Figure 24 shows a new curve for sort-based
aggregation with both early aggregation (run generation us-
ing an in-memory index Section 3) and wide merging (a final
merge step using an in-memory index Section 4). The essen-
tial observation is that the gap between sort- and hash-based
aggregation, clearly visible in Figure 23, practically disap-
pears in Figure 24. They curves are particularly close in the
operating range towards the right with only a single merge or
partitioning step. With todays memory sizes, most grouping
operations in production workloads require only one merge
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FLJXUe 20. CRVW RI ³cRXQW´ aQd ³cRXQW dLVWLQcW´ TXeULeV. 
 
FLJXUe 20 VKRZV WKe cRVW RI dXSOLcaWe UePRYaO ZLWK VXbVeTXeQW JURXSLQJ. WLWK KaVK-baVed aOJRULWKPV,              
WZR KaVK WabOeV (aQd SRVVLbO\ RYeUIORZ WR WePSRUaU\ VWRUaJe) aUe UeTXLUed. WLWK a VRUW-baVed aOJRULWKP, a                
VLQJOe VRUW caQ SeUIRUP WKe dXSOLcaWe UePRYaO XVLQJ aQ LQWeUeVWLQJ RUdeULQJ IRU WKe VXbVeTXeQW JURXSLQJ.               
TKXV, RQO\ RQe PePRU\-LQWeQVLYe RSeUaWLRQ LV UeTXLUed ZLWK VaYLQJV XS WR a IacWRU RI WZR, VXSSRUWLQJ                
H\SRWKeVLV 6. 
6.4 A beOaWed cRUUecWiRQ 
SecWLRQ 4.4 aQd FLJXUe 11 RI [G 93] cRPSaUe VRUW- aQd KaVK-baVed dXSOLcaWe UePRYaO, JURXSLQJ, aQd             
aJJUeJaWLRQ. TKe RYeUaOO cRQcOXVLRQV aUe WKaW VRUWLQJ WKe LQSXW IRU VXbVeTXeQW LQ-VWUeaP aJJUeJaWLRQ LV              
QRW cRPSeWLWLYe aQd WKaW bRWK VRUW- aQd KaVK-baVed aJJUeJaWLRQ e[SORLW VWURQJ daWa UedXcWLRQ aQd VPaOO               
RXWSXW VL]eV. 
 
 
FLJXUe 21. PULRU aOJRULWKP cRPSaULVRQ [G 93]. 
 
FLJXUe 21 LV a cRS\ RI FLJXUe 11 RI [G 93]. AV SeUKaSV aSSURSULaWe aW WKe WLPe, WKe e[SeULPeQWaO                 
SaUaPeWeUV aUe LQSXW VL]e I = 100MB, PePRU\ VL]e M = 100KB, SaJe VL]e P = 8KB, PeUJe IaQ-LQ aQd              
SaUWLWLRQLQJ IaQ-RXW F = 10, aQd RXWSXW VL]e O YaU\LQJ IURP 100MB WR 100KB, RU IURP LQSXW VL]e I WR                
PePRU\ VL]e M. TKe ³JURXS VL]e RU UedXcWLRQ IacWRU´ LV WKe TXRWLeQW RI LQSXW aQd RXWSXW VL]eV, I​÷​O. ³EaUO\                  
aJJUeJaWLRQ´ LQ WKLV dLaJUaP PeaQV dXSOLcaWe UePRYaO ZLWKLQ UXQV RQ WePSRUaU\ VWRUaJe [BD 83]. TKe I/O               
YROXPe UeIOecWV bRWK ZULWLQJ aQd UeadLQJ RQ WePSRUaU\ VWRUaJe, L.e., WKe YaOXeV LQ FLJXUe 21 aUe 2​× KLJKeU                  
WKaQ WKe ³WRWaO UXQ VL]e´ PeWULc XVed LQ WKe SUeVeQW SaSeU. 
 
 
FLJXUe 22. ReYLVed aOJRULWKP cRPSaULVRQ. 
SRUW-baVed JURXSLQJ aQd aJJUeJaWLRQ PaJe 22 RI 24 FULda\, AXJXVW 28, 2020 ± 6 PM 
Figure 23: Prior algorithm comparison [11]
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Figure 24: Revised algorithm comparison
or partitioning step. Put differently, sort- and hash-based
aggregation algorithms perform very similarly for unsorted
inputs. While a single diagram cannot prove it, this is true
for any combination of input and output sizes. Moreover,
sort-based aggregation is less susceptible to skew in the key
value distribution than hash aggregation is to skew in the
hash value distribution.
6.6 Summary of hypotheses and observations
In summary, our experiments confirm the calculations in
our earlier examples, support our claims and hypotheses
about the effectiveness of sort-based aggregation with early
aggregation and wide merging, and belatedly correct an al-
gorithm comparison published a quarter century ago.
7. SUMMARY AND CONCLUSIONS
In summary, traditional sort-based algorithms for dupli-
cate removal, grouping, and aggregation are not quite com-
petitive with hash-based query execution. Reflecting the
current common wisdom, Mller et al. [25] state that “hash-
ing allows for early aggregation while sorting does not.” The
techniques introduced in Sections 3 and 4 correct this defi-
ciency, as shown in Section 6. For small outputs, early ag-
gregation uses an in-memory index during run generation
for read-sort-write cycles or replacement selection, spilling
to temporary storage the same amount of data in the same
cases as hash-based aggregation. For large outputs, wide
merging uses an in-memory index during the final merge
step in order to combine many more runs than a tradi-
tional merge step. These two new techniques ensure that
sort-based duplicate removal, grouping, and aggregation is
always competitive with hash-based query execution.
In conclusion, a single algorithm for duplicate removal,
grouping, and aggregation provides multiple benefits in a
query execution engine. Most obviously, it reduces the code
volume and maintenance burden for query execution. Per-
haps more importantly, it eliminates from query optimiza-
tion the danger of mistaken algorithm choices (at least for
duplicate removal, grouping, and aggregation). It also elim-
inates unwelcome performance surprises, unhappy users due
to unpredictable algorithm choices, and engineering time
wasted on analyzing execution traces. Predictable perfor-
mance, in particular when combined with graceful degrada-
tion, permits smoother-running applications, more respon-
sive dashboards, and more productive users.
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