We consider the stability under arbitrary switching of a discrete-time linear switched system. A powerful approach for addressing this problem is based on studying the "most unstable" switching law (MUSL). If the solution of the switched system corresponding to the MUSL converges to the origin, then the switched system is stable for any switching law. The MUSL can be characterized using optimal control techniques. This variational approach leads to a Hamilton-Jacobi-Bellman equation describing the behavior of the switched system under the MUSL. The solution of this equation is sometimes referred to as a Barabanov norm of the switched system. Although the Barabanov norm was studied extensively, it seems that there are few examples where it was actually computed in closed-form. In this paper, we consider a special class of positive planar discretetime linear switched systems and provide a closed-form expression for a corresponding Barabanov norm and a MUSL. The unit circle in this norm is a parallelogram.
INTRODUCTION
Let N 0 = {0, 1, 2, . . . }. Two matrices A 0 , A 1 ∈ R n×n give rise to the discrete-time linear switched system
where σ : N 0 → {0, 1} is the switching-law. This models a system that can switch between the two subsystems x(k +1) = A 0 x(k) and x(k +1) = A 1 x(k), with the switching-law determining which subsystem is active at each time step.
We say that (1) is globally uniformly asymptotically stable (GUAS) (see, e.g., Liberzon (2003) ) if lim k→∞ x(k) = 0 for any x 0 ∈ R n and any switchinglaw σ. The stability analysis of both continuous-time and discrete-time switched systems is recently attracting considerable interest (see, e.g., Sun and Ge (2005) ;
A powerful approach for addressing this problem is based on analyzing the behavior of the switched system under the "most unstable" switching-law (MUSL) σ * . If the trajectory corresponding to σ * converges to the origin, then the same is true for any switching-law and the system is GUAS. This reduces the problem of analyzing stability under arbitrary switching-laws to analyzing stability for the worst-case, most unstable switching-law.
A MUSL can be characterized as the solution of an optimal control problem. This variational approach for analyzing GUAS was pioneered by E. S. Pyatntisky in the context of the celebrated absolute stability problem (Pyatnitskii (1970 (Pyatnitskii ( , 1971 ), and proved to be quite useful in the analysis of continuous-time switched systems; see the survey papers (Barabanov (2005) ; Margaliot (2006) ) as well as the more recent papers (Sharon and Margaliot (2007) ; Margaliot and Branicky (2009)) , and the related work in (Boscain (2002) ; Balde and Boscain (2008) ; Balde et al. (2009) ). Recently, the variational approach was also used to analyze the stability of discrete-time linear switched systems (Monovich and Margaliot (2011a,b) ).
The variational approach characterizes a "most unstable" solution of the switched system via an optimal control problem. This problem is then addressed using standard tools of optimal control theory, namely, the Pontryagin maximum principle or the Hamilton-JacobiBellman (HJB) equation (Margaliot and Langholz (2003) ; Holcman and Margaliot (2003) ). The solution of the HJB equation in the discrete-time case is sometimes referred to as the Barabanov norm (see, e.g., Barabanov (1988a,b) ; Wirth (2002); Jungers (2009) ).
The Barabanov norm was studied extensively, and several numerical algorithms for its approximation exist (see, e.g., Protasov (1997) ; Hu et al. (2011); Kozyakin (2010) ). However, it seems that there are few examples where this norm was computed in closed-form (see, e.g. Morris (2010) ).
In this paper, we consider a special class of positive planar discrete-time switched systems and derive a closedform expression for a corresponding Barabanov norm. The unit circle of this norm is a parallelogram. We believe that some of the ideas used here may prove useful for the explicit construction of a Barabanov norm in other cases as well.
The remainder of this note is organized as follows. The next section briefly reviews the Barabanov norm of a switched system and the closely related notion of the joint spectral radius of a set of matrices. Our main result is stated in Section 3 and proved in Section 4. The final section concludes and describes some possible directions for further research.
Joint spectral radius and the Barabanov norm
In this section we briefly review the joint spectral radius of a set of matrices and the Barabanov norm (see Jungers (2009) for an up to date review).
Joint spectral radius
The spectral radius of a matrix A ∈ R n×n is ρ(A) = max{|λ| : λ is an eigenvalue of A}. Recall that A is called Schur-stable if the solution of x(k + 1) = Ax(k) converges to the origin for any x(0) ∈ R n . It is wellknown that A is Schur-stable if and only if ρ(A) < 1. The next result provides a useful characterization of ρ(A).
Theorem 1 (Gelfand, 1941) Fix an arbitrary matrix
This result suggests a natural approach for extending the notion of a spectral radius to a set of matrices leading to the joint spectral radius (JSR), first defined by Rota and Strang (1960) . For our purposes, it is sufficient to consider the set A = {A 0 , A 1 } with A i ∈ R n×n . Let Σ(k) denote the set of all products of A 0 and A 1 containing k terms, and let ρ k (A, ||·||) = max{||B|| :
It is straightforward to verify that ρ(A) is well-defined independently of the matrix norm used.
In the context of the switched system (1), ρ(A) provides the largest possible growth rate of trajectories of the system, and the switched system is GUAS if and only if ρ(A) < 1 (see, e.g., (Jungers, 2009, Ch. 2) ).
Several computational complexity results show that computing (or even approximating) the JSR is extremely hard. For example, the problem of determining whether the JSR of a set of matrices is smaller or equal to one is Turing-undecidable even if each matrix contains only nonnegative and rational entries (Jungers, 2009, Ch. 2) . Other related problems, such as deciding whether a set of matrices is mortal or not, are also known to be extremely hard (see e.g. Bournez and Branicky (2002) ).
In fact, even the case n = 2 seems to be highly nontrivial. For example, Blondel et al. (2003) proved that there exist α, β ∈ R such that the switched system (1) with n = 2,
satisfies the following property: for any periodic switching law we have x(k) → 0, yet the switched system is not GUAS (see also Kozyakin (2005 Kozyakin ( , 2007 ). This provides a counterexample to the finiteness conjecture asserting that there always exists an integer k and a matrix B ∈ Σ(k) such that ρ(A) = (ρ(B)) 1/k . This conjecture was posed in Lagarias and Wang (1995) , and shown to be false in Bousch and Mairesse (2001) .
We say that A is reducible if there exists a subspace that is invariant for both A 0 and A 1 , besides the trivial subspaces {0} and R n . Otherwise, the pair is said to be irreducible. It is straightforward to show that reducibility implies that the switched system (1) can be represented, using a Kalman-like decomposition, as the interconnection of two switched systems, with one of these subsystems having dimension smaller than n. For example, if A 0 , A 1 ∈ R 2×2 both have the form
: c ∈ R} is a joint invariant subspace, so A is reducible. In the corresponding switched system x 2 (k + 1) depends only on x 2 (k), so the switched system can be decomposed as a scalar switched system for x 2 , whose output is fed to the switched system for x 1 .
By definition, the JSR satisfies the following scaling property. For any c ∈ R, ρ(cA) = |c|ρ(A). In particular, the set of scaled matricesÃ = A/ρ(A) satisfies ρ(Ã) = 1. The next result shows that in the irreducible case such a scaling is always possible.
Proposition 1 (Barabanov (1988a) ; Lagarias and Wang (1995) 
One way of proving this result is by showing that ρ(A) = 0 implies that the Lie algebra generated by the matrices is nilpotent, and then, by Lie's third theorem, there exists a similarity transformation taking both matrices to an upper-triangular form; see (Lagarias and Wang, 1995, Thm. A.1) for the details.
Extremal norms and Barabanov norms
For conditions guaranteeing the existence of an extremal norm, see (Guglielmi and Zennaro (2001); Wirth (2002) ). Extremal norms are useful both as theoretical tools, and for developing numerical algorithms that approximate, and in some cases, compute the JSR (Wirth (2002) ; Jungers (2009); Guglielmi et al. (2005) ; Zennaro (2008, 2009) 
This implies that every Barabanov norm is an extremal norm (but not necessarily vice versa).
To provide an intuitive explanation of (2), we assume for the remainder of this section that the matrices were scaled so that ρ(A) = 1. (3) Recall that (1) is GUAS if and only if ρ(A) < 1, so (3) corresponds to the case where the switched system is on the "verge of stability". In this case, (2) becomes
Let S = {x ∈ R n : V (x) ≤ 1} be the closed unit ball in the norm V . Fix an arbitrary point x such that V (x) = 1, i.e. x ∈ ∂S. Then (4) implies that there exists i ∈ {0, 1} such that
In other words, A i x ∈ ∂S and A 1−i x ∈ S. Continuing in this fashion, we see that for any switchinglaw V (x(k)) ≤ V (x 0 ) for all k, and that there exists a switching-law for which
A switching-law for which (5) holds is referred to as a "most unstable" switching-law (MUSL). Note that if V is known, then a state-dependent MUSL is immediately determined by
A MUSL can also be defined via an optimization problem as follows. Fix an arbitrary final time N ∈ N 0 , and consider the problem of finding a switching-law that maximizes V (x(N )). Then clearly σ * is a solution to this problem, and (4) is just the HJB equation associated with this optimization problem. Barabanov (1988a) proved the following existence result (see also Wirth (2002) for an alternative proof).
Proposition 2 If A is irreducible, then there exists a norm V satisfying (2).
For the sake of completeness, we give a sketch of the proof. DefineÃ = 1 ρ(A) A (so that ρ(Ã) = 1), and letΣ(k) denote the set of all products ofÃ 0 andÃ 1 containing k terms. DefineṼ :
where | · | : R n → R is the Euclidean vector norm. Barabanov showed thatṼ is well-defined, i.e.Ṽ (x) is finite for any x (see also Thm. 2.1 in Jungers (2009) ). It is straightforward to verify thatṼ (x) ≥ 0,Ṽ (cx) = |c|Ṽ (x) for any c ∈ R, and thatṼ (x + y) ≤Ṽ (x) +Ṽ (y) for any x, y ∈ R n . Let P = {x ∈ R n : V (x) = 0}. Then P is an invariant set of bothÃ 0 andÃ 1 , so either P = R n or P = {0}. If P = R n , then ρ(Ã) = 0, and this contradicts Prop. 1, so P = {0}. This implies thatṼ is a norm.
Summarizing,Ṽ is a Barabanov norm forÃ, and, therefore, a Barabanov norm for A. 2
The construction in (6) is of course implicit. There are several examples of explicitly known extremal or Barabanov norms in the literature. The next example, taken from Morris (2010) , demonstrates in particular that a Barabanov norm is not necessarily unique.
Example 1 (Morris (2010) ) Consider the switched system (1) with n = 2,
It is straightforward to verify that ρ(
Lagarias and Wang (1995) have noted that the Euclidean norm is an extremal norm for a set of rotation matrices. Cicone et al. (2010) have explicitly constructed an extremal norm for every pair
Here each norm admits a unit circle that is a real symmetric polytope. Polytopic norms attract considerable interest (Guglielmi et al. (2005) ; Zennaro (2008, 2009) ) since computer algorithms can easily represent and manipulate polytopes (with a finite number of vertices). Guglielmi et al. (2005) have shown that the existence of a complex polytopic extremal norm implies the finiteness property, and conjectured that any set of matrices that is nondefective and satisfies the finiteness property admits an extremal complex polytopic norm. But this conjecture was shown to be false (Jungers and Protasov (2009) ).
It seems, however, that all these examples are fragile in the sense that the known Barabanov norm does not remain a Barabanov norm under arbitrarily small perturbations of a matrix entries. In this paper, we derive an explicit closed-form expression for a Barabanov norm for a special class of planar positive switched systems. Our construction is robust in the sense that it provides a Barabanov norm for each pair {A 0 , A 1 } in this class. The unit circle in this norm is always a parallelogram.
MAIN RESULT
Recall that the system
. . , n} is an invariant set of its dynamics. The system is positive if and only if A 0, that is, all the entries of A are nonnegative. Positive systems are useful when it is known a priori that the state-variables represent quantities that can never attain negative values e.g., concentrations or population sizes (Farina and Rinaldi (2000) ; Krasnoselskij et al. (1989) ).
The switched system (1) is called positive if A 0 0 and A 1 0. Note that then R n + is an invariant set of both A 0 and A 1 , but since R n + is not a subspace, the switched system is not necessarily reducible. For more on positive continuous-and discrete-time switched systems, see e.g., (Santesso and Valcher (2007); Fainshil et al. (2009) ) and the references therein.
From here on, we consider the switched system (1) with n = 2.
We pose two sets of conditions. The first set is
Assumption 1 The matrices satisfy A 1
A 0 0, and {A 0 , A 1 } is irreducible.
Remark 1 It is straightforward to verify that in this case A 1 has two real eigenvalues
In this case, calculating the JSR is immediate.
Proposition 3 If Assumption 1 holds, then
Proof. As in the proof of Prop. 2, letÃ i = 
Remark 2 Using the Perron-Frobenius theory (see, e.g., (Horn and Johnson, 1985, Ch. 8 vich (1985) ). For other conditions that guarantee (7), see e.g. (Lagarias and Wang (1995) ).
)), it is straightforward to show that Assumption 1 implies that (7) holds for any order n. For an analogue of this result for continuous-time linear switched systems, see (Andruse

Our second set of required conditions is
Assumption 2
The eigenvalues of A 1 satisfy
and
We can now state our main result. 
Theorem 2 Consider the switched system (1). Suppose that Assumptions 1 and 2 hold. LetÃ
Note that l 1 is parallel to l 2 , and l 3 is parallel to l 4 . Then l 3 is transversal to l 1 . Let Fig. 1 ). The parallelogram S contains the origin in its interior, so there exists a scaling function α :
Then W is a Barabanov norm for (1).
Note that the unit circle in the norm W , i.e. the set {x ∈ R 2 : W (x) = 1} is the parallelogram S.
The proof of our main result also provides an explicit state-dependent description of a MUSL σ * . By homogeneity, it is enough to describe σ * for any x ∈ S. Let S i = (S ∩ l i ), i = 1, . . . , 4, denote the edges of S.
Corollary 1 Suppose that the conditions of Theorem 2 hold. For any x ∈ S, a MUSL is given by
The corresponding trajectory converges to γv 1 for some γ ∈ R. . It is straightforward to verify that these matrices satisfy Assumptions 1 and 2. A calculation shows that in this case,
Example 2 Consider the matrices
Therefore,
The four lines in this case are depicted in Fig. 1 .
PROOF OF MAIN RESULT
We begin by stating two auxiliary results that will be used later on. The proofs are given in the Appendix. 
Auxiliary results
Proposition 4 If Assumptions 1 and 2 hold, then
To state our second auxiliary result, let J = 
Proposition 5 If Assumptions 1 and 2 hold, then
The parallelogram S
The next result provides an expression for the vertices of S, that is, the intersection points of the lines l i . In particular, it shows that l 1 and l 3 intersect, so they are either transversal or l 1 = l 3 . However, the latter case is not possible since then (9) implies thatÃ 0 maps l 1 to l 1 , and this contradicts the irreducibility assumption.
Proposition 6 Let
where
Proof. We first show that m is well-defined. Seeking a contradiction, suppose that (v 2 ) J ad(Ã 0 )v 2 = 0. This implies that ad(Ã 0 )v 2 = rv 2 for some r ∈ R. Multiplying both sides of this equation byÃ 0 shows that v 2 is an eigenvector ofÃ 0 , so {rv 2 : r ∈ R} is an invariant subspace of both A 0 and A 1 . This contradicts Assumption 1. We conclude that m is well-defined. Note that (12) implies that m = 0.
To prove (14)
Substituting z in the left-hand side of this equation yields
It is straightforward to verify that for any A ∈ R 2×2 and any
The proof of the other equations in (14) is similar. 2
To prove that W is a Barabanov norm, it is sufficient to show that for any
We will show that (15) holds for any x ∈ S i , i = 1, . . . , 4. We begin by considering the effect of multiplying the edges of S byÃ 0 andÃ 1 . 
Proposition 7 For
To determine c 14 , multiply both sides of this equation by (v 1 ) J. This yields
Similarly, we find that p 13 = v 1 + c 13 v 2 , with
It follows from Prop. 5 that (v 1 ) J(ad(Ã 0 ) + I)v 2 < 0 and (v 1 ) J(ad(Ã 0 )−I)v 2 ≥ 0, so c 13 and c 14 do not have the same sign. Hence, p 13 and p 14 are on opposite sides of v 1 along the edge S 1 (see Fig. 2 ).
By Assumption 2, 0 ≤ λ 2 /λ 1 < 1, soÃ 1 p 13 is on the line with endpoints v 1 and p 13 . A similar argument shows thatÃ 1 p 14 is on the line with endpoints v 1 and p 14 . Since any x ∈ S 1 can be represented as a convex combination of p 13 and p 14 , we conclude thatÃ 1 x ∈ S 1 . By symmetry, if x ∈ S 2 , thenÃ 1 x ∈ S 2 . 2
Proposition 8 For
Proof. We begin by considering the effect of multiplying the vertices of S byÃ 0 . Using (14) yields
It is straightforward to verify that for any A ∈ R 2×2 , A = tr(A)I − ad(A), sõ
Using (14) again yields
By Prop. 4, | det(Ã 0 ) + tr(Ã 0 )| ≤ 1, so the right-hand side of (16) A similar derivation yields 
is a convex combination of two points in S 1 , soÃ 0 x ∈ S 1 . A similar argument shows that if x ∈ S 4 , thenÃ 0 x ∈ S 2 . 2
We can now prove our main result. Recall that it is enough to prove (15). By the symmetry of S, it is enough to prove (15) for any x ∈ (S 1 ∪ S 3 ). Fix an arbitrary x ∈ S 1 . Then W (x) = 1, and there exists c ∈ [0, 1] such that x = cp 13 + (1 − c)p 14 . Thus,
where the last step follows from Prop. 8. On the otherhand, Prop. 7 implies thatÃ 1 x ∈ S 1 , so W (Ã 1 x) = 1. Thus, (15) 
, and this converges to v 1 as j → ∞. By symmetry of S, we conclude that if x(k) ∈ S 2 , then σ * (m) = 1 for any m ≥ k is a MUSL, and the corresponding solution converges to −v 1 . Case 2: Suppose that x(k) ∈ (S 1 ∪ S 2 ). It is enough to consider the case x(k) ∈ S 3 . Then σ * (k) = 0 yields x(k+ 1) =Ã 0 x ∈ S 1 . By Case 1 above, σ * (m) = 1 for any m ≥ k + 1. This completes the proof of Corollary 1. 2
DISCUSSION
Barabanov norms play a crucial role in the stability analysis of discrete-time linear switched system. In particular, an explicit expression for a Barabanov norm V implies an explicit expression for a "most unstable" switching-law σ * . Our main result is a closed-form expression for V for a special class of planar positive linear switched systems. The unit circle of V is a parallelogram.
This parallelogram includes the edge S 1 ⊂ l 1 , where the line l 1 is an invariant set of the matrixÃ 1 . This is not a coincidence. Indeed, note that the set Q = (S 1 ∩ R 2 + ) is not empty (as v 1 ∈ Q), and that for any
This suggests thatṼ should attain the same value for any point x ∈ Q. In other words, Q should be included in the unit circle ofṼ . This connectsṼ and the first integral of the dynamics x(k + 1) =Ã 1 x(k). Note that the solution of the HJB equation for planar continuoustime linear switched systems is a concatenation of first integrals of the two subsystems (Margaliot and Langholz (2003) ; Margaliot (2006) ). We believe that this idea may be useful in constructing a Barabanov norm for more general classes of discrete-time switched systems.
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Appendix: Proofs
Proof of Prop. 4 . Recall that λ 1 > 0, λ 1 ≥ |λ 2 |, δ 1 ≥ 0, δ 1 ≥ |δ 2 |, and λ 1 ≥ δ 1 . Using the fact that the eigenvalues ofÃ 0 are δ 1 /λ 1 , δ 2 /λ 1 it is straightforward to verify that (8) implies that det(Ã 0 ) + tr(Ã 0 ) ≤ 1. To complete the proof of (10), we consider two cases. If δ 2 ≥ 0, then det(Ã 0 )+tr(Ã 0 ) ≥ 0, so clearly (10) by ad(Ã 1 ) and using the fact that det(Ã 1 ) = λ 2 /λ 1 (recall that the eigenvalues ofÃ 1 are 1 and λ 2 /λ 1 ) yields ad(Ã 1 )v 2 = v 2 . Hence,
SinceÃ 1 Ã 0 , ad(Ã 1 ) − ad(Ã 0 ) has the sign pat-
, and this implies that
Hence, r ≥ (v 1 ) Jv 2 . This completes the proof of (13). 2
