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ABSTRACT 
On lattice points in the Euclidean plane 
For a large parameter T, let D(T) denote a domain in the (x,y)-plane bounded by a smooth 
(closed) Jordan curve C(T) which is defined by @(x/T,y/T) = 0 where @(u, u) is an analytic function 
with grad @ # (0,O) on C( 1). Denote further by A(T) the number of lattice points (of the unit lattice 
Z2) in D(T) and by V(T) its area and put P(T)=A(T)- V(T). Then it had been proved by J.G. 
Van der Corput [S] that P(T) = O(T’) with S<t, provided that the curvature of C(T) vanishes 
nowhere, and recently by Y. Colin de Verdi&e [3] that P(T) = O(T’ - I”) if the curvature of C(T) 
has only zeroes of order 5 n - 2 (n 2 3). In this paper, under the hypothesis that C(T) has rational 
slope in each point with curvature 0, the contribution of these points to P(T) is evaluated explicitely 
up to an error term O(T’) with S<+. 
Q 1. EINLEITUNG 
Es sei C0 eine (geschlossene) glatte Jordankurve in der (u, o)-Ebene mit der 
Gleichung @(u, u) = 0, wobei die Funktion $J fur alle (u, u) E Ce analytisch sei 
und der Gradient von Q, auf Cc nirgends verschwinde. Wir betrachten nun (fur 
groljes 7’) die Kurve C(T): @(x/T,y/T) = 0 in der (x,y)-Ebene und den von ihr 
begrenzten “inneren” Bereich D(T) (im Sinne des Jordanschen Kurvensatzes) 
und fragen nach Abschatzungen fur die Anzahl A(T) der Gitterpunkte 
(<, q) E Z2 in D(T). (Dabei werden Gitterpunkte auf dem Rande eines betrach- 
teten Bereichs stets mit dem Gewicht 3 gezahlt - diese Vereinbarung gelte fur 
die gesamte Arbeit.) 
Fur den Fall, da13 die Krtimmung von C, nirgends verschwindet, konnte 
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bereits Van der Corput ([5], Satz 12; vgl. such die Monographie von Fricker 
v-3, s. 92) 
(1) A(T)= V(T)+@) 
mit einem Exponenten 0< # beweisen (I’(T) = V(1)T2 bezeichnet dabei den 
Flacheninhalt von D(T); man vgl. tibrigens die mehrdimensionale Verallge- 
meinerung von Hlawka [7]). In neuerer Zeit hat Colin de Verdi&e [3] mit Hilfe 
der Theorie der Singularitaten den Fall untersucht, da13 die Krtimmung von C, 
Nullstellen der Ordnung sn -2 besitzt (ng 3). Hier gilt 
(2) A(T)= V(T)+ O(P”“), 
wobei die Abschatzung im allgemeinen nicht mehr zu verbessern ist, falls Ce 
mindestens einen Punkt mit rationalem Anstieg besitzt, in dem die Krtimmung 
eine Nullstelle der Ordnung n - 2 aufweist, und falls n 2 4 gilt. Die Rationalitats- 
bedingung spielt dabei eine wesentliche Rolle, wie die Ergebnisse von Colin de 
Verdiere [3], Rand01 [lo], [l l] und Tarnopolska-Weiss [12] zeigen: Fur fast alle 
reellen Zahlen y la& sich namlich der Gitterrest des Bereiches D,(T), der 
durch Drehung des gegebenen Bereiches D(T) urn den Ursprung mit dem 
Drehungswinkel y entsteht, durch O,(T*) abschtitzen, unabhangig von der 
Ordnung der Kri.immungsnullstellen von C,. (Dasselbe Resultat gilt, falls tan 
y algebraisch-irrational ist, wenn jeder Punkt von C, mit verschwindender 
Krtimmung rationalen Anstieg besitzt: Tarnopolska-Weiss [ 121.) 
5 2. PROBLEMSTELLUNG UND RESULTAT 
In der vorliegenden Arbeit wird der oben erwahnte “rationale Fall” 
behandelt: Wir setzen voraus, da13 die Steigung von C, in jedem Punkt mit 
Krtimmung 0 rational sei (der Fall einer senkrechten Tangente sei dabei einge- 
schlossen). Durch Rtickgriff auf eine verfeinerte Anwendung der Methode Van 
der Corputs gelingt es, die von den Kurvenpunkten mit verschwindender 
Krtimmung stammenden “grol3en” Anteile des Gitterrestes (entsprechend dem 
0-Glied in (2)) durch absolut konvergente Fourierreihen explizit darzustellen - 
der verbleibende Fehler ist O(T’) mit 13c 5, also wie im Falle nirgends 
verschwindender Krtimmung (1). Damit wird such die genaue Grdgenordnung 
des Beitrags eines einfachen Wendepunktes bestimmt, die in [3] noch offen 
geblieben war. 
Fur jeden Wende- oder Flachpunkt Pi = (ai, rii) von C0 sei ni- 2 (niz 3) die 
Ordnung der Nullstelle der Kriimmung in Pi; weiters seien pi E Z und qi E Z$ , 
(pi, qi) = 1 bestimmt durch die Gleichung pi@“(Pi) + q#,(Pi) = 0 (fur @,(Pj) = 0 
werde pi = + 1 gewahlt), und wir setzen oi = oi(@, Pi) = aipi - Biqj. Dann lautet 
unser Resultat: 
SATZ. Unter den angegebenen Voraussetnmgen gilt (mit 0 < 3) 
II-1 
A(T)= v(1)T2+ C 
p, 
1 (Kj,niCj,ni(T) +K~~,Sj,,n,(T))T1-j’“i+ O(Te)* 
j=l 
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Dabei sind die Funktionen C, .i( T) und S, ,,i( T) als Real- und Imaginarteil von 
CT=, k- ’ -j’“ie(kTar) definiert [e(z) kiirzt stets e21riz ab], die Konstanten Kj,ni 
und KjFni hangen von @ und Pi ab und besitzen folgende Eigenschaften [der 
Index i wird zur Abkurzung weggelassen]: 
(i) Kj,n=O fiirjsn (mod 2) 
(ii) Kz” = 0 fiir j= 0 (mod 2) 
(iii) Die Hauptkoeffizienten K,,, und K& sind sonst stets +O, und es gilt 
IK1,,I = CWWO-“” sin (n/2n) fiir n = 0 (mod 2), 
/Kcnl =C(n)lA(n)I-“” cos (7c/2n), 
wobei 
C(n): =2’-““~c-~-*‘~r(l+ l/n)(n!)“” 
A(n): = Wh)W~ +PDJV~P=(-P&X~D~ +PD~)‘& 
(dabei bezeichnen D1 und D2 die ublichen partiellen Differentialoperatoren; 
offensichtlich ist stets mindestens eine der Darstellungen fiir A(n) wohl- 
definiert). 
(iv) Die iibrigen Koeffizienten Kj,n und Kf,, konnen rekursiv berechnet werden 
(wie sich aus dem Beweis ergeben wird); fiir n = 0 (mod 2), j = 1 (mod 2) gilt 
insbesondere 
lKj,n/KJnl = tan (700. 
BEMERKUNG. In (iii) konnen die Vorzeichen von K,,. und Kc,, fur jeden 
konkreten Einzelfall leicht aus den spater formulierten Lemmata 1 und 2 
bestimmt werden - dabei ist natiirlich zu beachten, auf welcher Seite der 
Jordankurve C(T) (in der Nahe des betreffenden Punktes Pi) der “innere” 
Bereich D(T) liegt. 
0 3. BEWEIS 
NOTATION. Wir definieren fiir die gesamte Arbeit (fur ZE R) 
y(z): = -(l/n) i k-l sin(2nkz)= -(112ni) C k-‘e(W= 
z-[z]-+fiirz$Z 
k=l k+O 0 fur zeZ 
(die zweite Reihendarstellung ist dabei als lim,,, ( C ;A -,,+ Cr= r) zu interpre- 
tieren) und weiters G(z): = z - Y(z), also G(z) = [z] + & fur z@ Z, G(z) = z fur 
z E Z. In jeder Summe durchlaufe die Summationsvariable alle ganzen Zahlen 
des angegebenen Summationsintervalls; C * bedeute dabei, da13 die den Rand- 
punkten des Intervalls (falls diese ganzzahlig sind) entsprechenden Terme mit 
dem Faktor + gewichtet werden; C) bezeichne die Summation fiber j= 1 
(mod 2), C; iiber j=O (mod 2). 
Es geniigt nun im wesentlichen, das Problem “lokal”, d.h. fur jeden ein- 
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zelnen Wende- oder Flachpunkt von C, zu behandeln. Wir betrachten 
zunachst den Fall eines Wendepunktes und beweisen 
LEMMA 1. Die Funktion y = f (x) sei fur bTs;xs CT definiert, differenzierbar 
und 20, und sie geniige dort der Gleichung @(x/T,y/T) =O. f”(x) habe in 
x = aT (b < a < c) eine Nullstelle genau (n - 2)-ter Ordnung (n 2 3, n = 1 (mod 2)), 
und esgeltef”(x)>O fiir bT~x<aTsowief”(x)<O fiir aT<xjcT. Ferner sei 
f’(aT) =p/q mit p E 1 q E R\l, (p, q) = 1. Dann gilt fiir die Anzahl A,,(T) der 
Gitterpunkte im Bereich D&(T), der von der x-Achse, der Kurve y = f (x) und 
den senkrechten Geraden x= bT und x= CT begrenzt wird, die asymptotische 
Beziehung 
h&9 = W&(T)) - YW’-)fW) + WTlf(bT) - 
n-2 
-4-l C’Bj,nbj COS (jn/2n)Sj,n(T)T1-j’n- 
j=l 
n-l 
-4-l ,Ei Bj,nbj sin (jn/2n)Cj,n(T)T1-j’“+O(Te). ((!I<#) 
Dabei ist V(D&( T)) der Flacheninhalt, Bj, n : = 21-i%- ’ -j’“T( 1 + j/n), Sj,,,( T) 
und Cj, ,, (T) sind wie im Hauptsatz definiert, und die Koeffizienten bj lassen 
sich rekursiv bestimmen (b, wird in (28) explizit angegeben). 
gt: px-qy=t 
bT J?(t) aT < 
+x 
:T 
Abb. 1. 
BEWEIS. Wir bemerken zunachst, dal3 fur jedes Interval1 [b/T, c’T], auf dem 
f”(x) nicht verschwindet, bereits von Van der Corput ([5], Satz 11 und 12) 
(3) Ah,,,(T) = V(D$,,,(T)) - !P(c’T)f(c’T) + Y(b’T)f(b’T) + O(T’) 
(mit 8~ 5) gezeigt wurde, folglich dtirfen wir alle Eigenschaften von f(x), die 
in einer Umgebung [(a-e)T,(a+e)T] (mit passendem E>O) gelten, 0.B.d.A. 
fur das ganze Interval1 [bT,cT] voraussetzen. Nun betrachten wir die Schar 
aller Parallelen zur Wendetangente in (aT, f (an), also die Geraden g,:px- 
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- qy = t, fur t E IR, PT: =pbT- 4;f(bT) $ t SpcT- @(CT) = : yT. Weiters defi- 
nieren wir fiir t E [R, PTs t =( yT, die Funktion x=F(f) als die x-&Coordinate des 
Schnittpunktes von g, mit y =f(x). Wir wahlen nun zunachst to E { 0, 1, . . . , q - I} 
fest, dann existiert eine eindeutig bestimmte Zahl x0 = xo(to) E { 0, 1, . . . , q - 1 > 
mit pxo= to (mod q). Fur t E Z, t = to (mod q) sind die x-Koordinaten der 
Gitterpunkte auf g, alle von der Form x=x0 + rq (r E Z), und aus der Be- 
dingung bTsxxjF(t) fur Punkte in D,(T) (vgl. Abb. 1) folgt, da13 die Anzahl 
der Gitterpunkte von Dr (7’) auf der Geraden g, fur t = to (mod q) durch 
(4) W) = G(W) -x,)/q) - GOT- xo)/q) 
gegeben ist (mit der eingangs vereinbarten Gewichtung der Randpunkte). Wir 
setzen nun t = to + mq und summieren zunachst tiber alle t= to (mod q), 
BTstsyT, also iiber mlsmsm2 
(ml = ml&) : = (/IT- to)/q, m2 = m2(to) : = (y T- to)/q), 
und dann i.iber to=O, 1, . . . . q - 1. Es ergibt sich fur die Anzahl der Gitterpunkte 
in D,(T) 
q-1 q-1 
(5) -,%4(T))= C C * N0 + md = to=0 rn,~rn~iz, ,IXo 6% (to) - W0) - Ut0) + s4@0>) 0 
mit 
S,(t,)=q-’ C * F(t,+mq) S,(t,)=q-’ C * bT 
m m 
s2(to) = C * ‘Y(Wo + mq) -xo(toWq) s4(to) = C * WbT--x&N/q). m m 
Nach der Eulerschen Summenformel ergibt sich nun 
(6) I S,(t,)=q-’ 7 F(to+mq)dm-q-‘cTY((yT- to)/q)+q-‘bTY((PT-t,)/q)+ ml + i’ Y(m)F’(to + mq)dm = qe2 YT j F(t)dt - q- ‘cTY((yT- to)/q) + *I BT + q- ‘bTY((PT- to)/q) + q-l j; Y((t - to)/q)F’(t)dt. 
Weiters folgt unmittelbar 
&(to) = q-‘bT(G(m,) - G(m,)) = 
= q- ‘Wq-‘(y -W’- Y(W- to)/q) + Y((PT- to)/q)) 
und 
&GO) = (G(md - G(md WbT- x0)/q) = 
=q-*(y-P)TY((bT-xo)/q)+O(l). 
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Aus der Fourierentwicklung der Funktion Y ersieht man leicht (fur jeden Wert 
B, der nicht von to abhangt) die Beziehung 
(7) 
9-l 
C W - 4dq) = Y(Bq), 
to=0 
damit erhalten wir 
9-l 
(8) C (s,(t,)-s,(t,))=v(o,(r))-q-‘(~-b)Tqyr)+q-~~Y(~)~(~)d~ 
t,=o 
und 
(9) 
9-l 
c s,(r,)=4-1woT~~~ WbT-xo)/q)+O(l)= to=0 0 
=q-‘(y-P)TY(bT)+O(l). 
Die Anzahl der Gitterpunkte in D,(T) (Abb. 1) la& sich nun wesentlich ein- 
father bestimmen: 
aD,m = c * G((px-yT)/q)= C* q-‘(px-yZ-)- 
bTcxscT - - bTcxccT 
- c* WP- mq- ‘19 
bTgjcT 
,i - (11) 
bT,c,:,T 4- YPX- m = w2vN - Y(cT)f(cT) + 
I + mT)w ‘(P- W+.mU) + O(1). 
Bezeichnet x1 die kleinste ganze Zahl in [bT, CT] und wird M: = [q- ‘(c- b)T] 
gesetzt, dann ergibt sich fur die zweite Summe in (10) 
c* Y((px-yyT)q-p= qfl y Y((p(xl+dq+r)-yT)q-‘)+O(l): 
bTcxjcT r=O d=O 
(12) 
I 
9-l 
=M c Y(‘((pr+px,-yT)q-‘)+O(l)=MY@x,-yT)+O(l)= 
r=O 
= -q-yc-b)TY(yT)+O(l). 
(Dabei wurden die Periodizitat von Y und ein Analogon zu (7) verwendet.) 
Setzt man nun (11) und (12) in (10) sowie (8) und (9) in (5) ein, dann folgt 
insgesamt 
&(T)= V@*(T))- Y(c )f(cT)+ Y((bT)f(bT)+ 
+q-’ z Y(t)F’(t)dt- 1:; S,(t,)+O(l). 
0 
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Als nachstes wird das hier auftretende Restintegral asymptotisch entwickelt; wir 
setzen t = Tw, x = F(t) = Tu, y = To und erhalten 
(14) q-l l qt) 2 dt=q-‘T 1 Y(Tw) $ dw= - T(nq)-’ ‘jI k-‘&t) 
mit 
(14’) Z(k) = d g sin (2rcrkTw)dr.v (k~ n\l). 
Wir benotigen nun eine Darstellung der Funktion u=u(w) (definiert durch 
x = F(t) und obige Substitutionen, also u(w) = T- ‘F(Tw)); ihre Inverse 
w = w(u) ist (nach Definition von F(t)) gegeben durch w(u) =pu - qu(u) (mit 
u = D(U) = T-‘f(Tu)), folglich analytisch in u =a, und es gilt w(a) =pa- 
- qv(a) = : a, w’(a) = 0 (da u’(a) =p/q nach Voraussetzung), wu)(a) = - quu)(a) 
fur j 2 2 und daher insbesondere wti)(a) = 0 fur 1 rj I n - 1, w(“)(a) > 0. Daher -- 
gilt 
(1% w= w(u)=a+K(u-a)“(l+ jl aj(u-a)j) (K: =n!w(“)(a)), 
daraus folgt , 
(16) (w-a)““=K”“(u-a)(l+ if aj(U-a)j)““= i aj’(u-a)j(a;=K”“) 
j=l 
[wegen n = 1 (mod 2) ist z I” fur z E [R reel1 eindeutig definiert]. Nach dem Satz 
tiber die Inverse einer analytischen Funktion (vgl. z.B. [8], Seite 140) ergibt sich 
(17) u=u(w)=a+ ji, bj(W-a)j’” (bl=l/a;=K-““), 
wobei die Koeffizienten bj rekursiv aus den a,! und diese aus den aj bestimmt 
werden konnen. Differenzieren liefert 
(18) g= j-l (j/n)bj(w-a)““)-‘= ‘il (j/n)bj(w-*)“n)-l+R(w) 
j=l 
mit einer monotonen Funktion R(w)+ 1 fur w nahe a. [Der Leser sei wegen der 
durchgefiihrten Reihenoperationen an die Bemerkung am Beginn des Beweises 
erinnert.] 
Einsetzen in (14’) ergibt nun 
n-l 
(19) Z(k) = C 
j-1 
(j/‘n)bj(Z, u, k) + Zz(j, k)) + 0(/K ’ T- ‘) 
mit 
Zl (j, k) = i (w - ,)u’n) - l sin (2nkTw)dw, 
P 
Z,(j, k) = j (w - a)~‘+ l sin (2rrrkTw)dw 
a 
21.5 
(das Integral iiber R(w) sin (2nkTw) wurde dabei nach dem zweiten Mittelwert- 
satz abgeschatzt). Ii(j, k) und 12(j, k) werden nun in folgender Weise aus- 
gewertet: 
1 11 (.j, k) = ( - l)jmn Im ( i (a - MJ)~‘~)- ‘e(kTw)dw) = 
I = - ( - I)j Im (e(kTa) aiB r”“‘)- ‘e( - kTr)dr) = (20) = ( - l)j Im (e( - kTcx) $ r(j’@- ‘e(kTr)dr) + O(k- ‘T- ‘) = 
I 
= (- l)j Im (e( - kTa)(2nkT)-j’n 7 A(-j’+l j* e dL)+O(k-‘T-l)= 
0 
= (- l)i(2nkT)-j’“T(j/n) sin ((j7r/2n) - 2nkTa) + O(k-‘T-‘). 
(Hier wurden die Formeln (39. l), (39.2) aus [9], Seite 82, und wieder der zweite 
Mittelwertsatz verwendet.) Analog erhalt man 
IzCj,k)=Im (7 (w--.)u”)-‘e(kTw)dw)+O(k-‘T-l)= 
n 
= Im (e(kTo) 7 &@)- ’ e(kTz)dz) + O(k- ‘T- ‘) = 
0 
= (2lrkT)-j’“I(j/n) sin ((jn/2n + 2xkTo) + O(k- ‘T- ‘), 
Riickeinsetzen in (19) und weiter in (14) ergibt 
(21) 
r Y’(Y(t)F’(t)df= - 5’ Bj,nbj COS (jTT/2n)Sj,,(T)T’-j’“- 
j=l 
- zl Bj,nbj sin (jX/2n)C’,n(T)T’-j’“+ O(1). 
Damit bleiben nur mehr die Summen S,(t,,) in (13) abzuschatzen. Wir be- 
ntitzen dazu das folgende klassische Resultat von Van der Corput: 
HILFSSATZ (Van der Corput [5], Satz 2): Die reellwertige Funktion h(m) sei 
fiinfmal stetig dtfferenzierbar auf dem Interval1 [Ml, M,], und fiir jedes Tripe1 
nicht - negativer ganzer Zahlen (A, ,u, v) mit A + p + v = 3 gelte fiir passendes 
a>0 
(22) /h(n+2)(m)h~'+2)(m)h(V+2)(m)/ s lhtr(m)1(17'3)+* 
fiir alle m E [M,,M,]. Weiters sei h”(m) auf [M,,M,] monoton und ohne Null- 
stelle, und es gelte (mit passendem 6’> 0) fiir alle m E [M,, M,] 
(23) Ih”‘(m)l s (h”(m)/(4’3)+6’. 
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Dann existiert eine Zahl o > 0, sodaJ gilt 
(24) c Wh(m))~ ; Ih”(m)I (1’3)+0dm+ max lb”(m)/-I”. 
M,Si?ljM, W,,W 
Wir wenden dieses Ergebnis mit h(m) = q- ‘(F(t) -x0&)), t = to + mq (bei festem 
to; vgl. die Definition von S2(to)) auf die beiden Intervalle ml s m s m. - 1 und 
m, + 16 m s m2 an, wobei m. jenen m-Wert bezeichnet, der dem Wendepunkt 
entspricht (also mo=q-‘(aT- to)). Nun gilt (mit den frtiher eingeftihrten 
Substitutionen F(t) =x= Tu, t = Tw) fur kg 1 
(25) h(k)(m)=qk-l i&-‘T- !k, 
weiters folgt aus (18) durch Differenzieren fur kg 2 
(26) ,> lW-(-pw 
(fur w nahe a). Mittels (25) und (26) kann man nun die Voraussetzungen des 
Hilfssatzes leicht iiberpriifen: Beziiglich (22) erhalten wir zunachst (mit 1, p, v 
wie dort) 
Ih(A+2)(m)h(~++2)(m)h(v+2)(m)l lh”(m)l-(17/3)-6g 
Q T-(l/3)++-*1 (7/3)- (8/3n)+6(2- l/n). 9 
fur 0<6<f ist der erste Exponent negativ, der zweite positiv (wegen n 2 3), 
folglich wird die rechte Seite fur groI3es T tatsachlich < 1. Zur Verifikation von 
(23) erhalten wir aus (25) und (26) 
und wtihlen 6’=4/15, sodal wieder der erste Exponent negativ und der zweite 
20 wird. Die Anwendung von Formel (24) des Hilfssatzes ergibt nun (wieder 
mittels (25) und (26)) 
(27) S,(t,) B T(2’3)- w 
(mit o>O) fur jedes tom (0, . . . . q - l}. Einsetzen von (21) und (27) in (13) fiihrt 
nun direkt zur Behauptung von Lemma 1. Wir geben noch eine explizite 
Auswertung des Koeffizienten bl : aus (15) und (17) folgt 
(28) bl = In!w(n)(a)l-l’n= I-n!qu(“)(a)l-““=qln!d(n)l-“” 
(wobei n(n) in der Formulierung unseres Satzes definiert wurde). Weiters 
stellen wir fest, da13 sich das Ergebnis von Lemma 1 unmittelbar auf den Fall 
f”(x)<0 fur bTsx<aT, f”(x)>0 fur aT<xscT, also f(“)(a)>0 (bei sonst 
gleichen Voraussetzungen) tibertragen laI3t. Denn durch Spiegelung an der 
y-Achse geht [bT, CT] tiber in [-CT, - BT], f(x) in f( -x), p in -p, q in q, 
folglich a in rzr; Anwendung des schon betrachteten Falles auf das gespiegelte 
Interval1 ergibt daher genau die Aussage von Lemma 1 such fur den 2. Fall 
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(man beachte, daf3 Y eine ungerade Funktion ist!). Auch der in (28) angegebene 
Wert fur br bleibt unverandert (denn v(“)(a) geht tiber in - o@‘)(a) < 0). 
Als nachstes untersuchen wir den Fall eines Flachpunktes von C,, also einer 
Nullstelle der Kriimmung von gerader Ordnung. Hier gilt 
LEMMA 2. Die Funktion y = f (x) sei fiir bT5 xs CT definiert, differenzierbar 
und positiv, und sie geniige dort der Gleichung @(x/T,y/T) = 0. Es sei aT 
(b < a < c) die einzige Nullstelle von f”(x), und ihre Ordnung sei (genau) n - 2, 
wobei n 2 3, n= 0 (mod 2) gelte. Ferner sei f’(aT) =p/q mit p E Z, q E R\l, 
(p, q) = 1. Dann gilt fiir die Gitterpunktanzahl Ah,,(T) im Bereich D&(T) die 
asymptotische Beziehung 
Ab,c(T) = W&(T)) - WT)f(cT) + y(bT)f(bT) - 
n-1 
- CT- ’ E( Bj, nbj (sin (.h/Zn)Cj, ,,( T) + cos (.in/2n)Sj, ,,( T)) T’ -Hn + G( T’), 
wobei fiir f (“)(aT) < 0 das positive und fiir f (“)(aT) > 0 das negative Vorzeichen 
zu wtihlen ist. (Dabei werden die Bezeichnungen von Lemma 1 iibernommen.) 
bT F, (tl dT F2 (t) CT 
Abb. 2. 
BEWEIS. Wir betrachten zuerst den Fall f(“)(aT)<O (vgl. Abb. 2) und 
erinnern an die Bemerkung am Beginn des Beweises von Lemma 1; wir dtirfen 
daher 0.B.d.A. annehmen, dalj die Gerade durch die Punkte (bT, f(bT)) und 
(CT, f (CT)) parallel zur Tangente an y = f (x) durch (aT, f (aT)) ist, also (mit den 
friiheren Bezeichnungen) p = y gilt. Bei der Abzahlung der Gitterpunkte in 
D,(T) (in Abb. 2 schraffiert) konnen wir weitgehend den Gedankengang von 
Lemma 1 tibertragen: Wir betrachten wieder die Schar der Geraden 
g,:px- qy = t und definieren nun die beiden Funktionen x1 = F, (t) und 
x2 = F2(t) als die x-Koordinaten der beiden Schnittpunkte von g, mit y = f (x) 
(x1 5x2). Dann erhalten wir ganz analog wie friiher (insbesondere (4) und (5)) 
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(29 
q-1 
4Q(TN = c C * tGU’,@o + WI) to=0 rn,~rnjrn, 
- ‘XF,t~o + mq) -xo(fo))q- ‘)I 
xot~o)k- 9 - 
mit m. = q-‘(aT- to), ml = q- ‘(/3T- to) und weiter 
(30) 1 N~dn)=c’ Ii; ,,sE~m (Fz(to+mq)-F~(to+mq))+ - 1 + qil (sqt,) - s(2)(to)) t,=o 
mit 
s(‘)(to) : = 1 * ~ttF,@o+ mq) -xo(~oNcI- 9. (i= 192) 
m,jmjm, 
Die Eulersche Summenformel ergibt (wegen F,(aT) -F, (aT) = 0) fur festes to 
C * 
m,cmjm, 
UWo + mq) - Flth~ + w)) = q- ’ I[ VW - F,(t))dt - 
- W-‘W-kd)tc-W+ 7 W) & (F,(to+mq)-Fl(to+mq))dm, 
mo 
und durch Summation i.iber to = 0, 1, . . . , q - 1 (unter Verwendung von (7)) folgt 
q-1 qil 
C * (F,(to+mq)-Fl(to+mq))= J’@,(T))- 
to=0 rn,jrn~rn, 
- !P(Y(PT)(c-b)Tq-‘+q-’ I[ Y(t)(F;(t)-F;(t))dt. 
Setzt man dies in (30) ein und benutzt fur A@,(T)) die unverandert giiltigen 
Formeln (lo), (1 l), (12) (unter Beachtung von p= y), so erhalt man insgesamt 
(31) 
I 
+ Y((bT)f(bT) + q-l “s’ Y(t)(F;(t) - F;(t))dt+ 
CXT 
+ qi’ (sqt,) - s(2)(t,)) + O( 1). 
to = 0 
Wir entwickeln nun das hier auftretende Integral asymptotisch und substi- 
tuieren dazu t= Tw, xi= F;:(t) = TUi= : TUj(W)y (i= 1,2), y = Tu, dann gilt in 
Analogie zu (14) und (14’) 
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(32) 
q-’ 1 Y(t)(&(t) -F;(t))dt = 
=q-lTi Y(Tw) & (Z+(W)-q(w))dw= -(nq)-tTkfi k-‘Z-(k) 
a 
Z”(k): = I @i(w) - ui(w)) sin (2rrkTw)dw. 
Aus der unverandert gtiltigen Reihendarstellung (15) (mit K = n ! w(“)(a) = 
= - n ! qu(“)(a) > 0) folgt 
(w-a)““=K”“lu-a/(1+ jf, a;(u-a)j) 
[fur ZE[R+, n 50 (mod 2) sei z”~ stets als positiv reel1 definiert], daher 
erhalten wir einerseits fur u 2 a, also. u = U,(W), 
(w-a)““= jy, a;@-a)j (a[=K”“) 
und daraus wie frtiher 
uz(w)=a+ i bj(W-cY)j’” (b, = K- ““), 
j=1 
andererseits fur US a, also u = ul(w), 
m 
-(w-a)““= C aj’(u-a)j 
j=l 
und daher 
Ul(W)=a+ ji, bj(-(w-a)““)j=a+ jii (-l)jbj(W-Cr)j’“, 
folglich gilt 
U;(W)-&!;(W)‘=2 ‘f’ bj(j/n)(W-a)““)-‘+R(W) 
j=l 
mit R(w)4 1 und monoton fur w nahe a. Die Entwicklung von Z”(k) wird nun 
fast wortlich wie friiher durchgeftihrt (vgl. die Formeln (18) bis (21), insbe- 
sondere die Auswertung von Zzcj, k)), Rtickeinsetzen in (32) und (3 1) ergibt die 
Behauptung von Lemma 2, wenn man noch die Summen S(‘)(te), i= 1,2 (bei 
(30) definiert) wieder nach dem Hilfssatz Van der Corputs mit O(T’), 19< f, 
abschltzt. 
Der Fall f(“)(aT> > 0 Itit sich ganz analog behandeln, indem man von der 
Beziehung A,,(T) =A(&(T))-A@,(T)) (vgl. Abb. 3) ausgeht; die Aus- 
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wertung der I”(k) entsprechenden Integrale erfoigt dabei ahnlich wie bei 
zIti,k). 
bT aT 
Abb. 3. 
CT 
Wir haben nun noch den Fall einer senkrechten Tangente zu behandeln und 
betrachten zunachst die in Abb. 4 skizzierte Situation (x-Extremum, kein 
Wendepunkt). 
Y 
h 
f2(cT) -------- 
fl (CT) ----:-------- 
l x 
I bT CT 
Abb. 4. 
Falls die Kriimmung der Kurve in P nicht verschwindet, folgt durch An- 
wendung von (3) auf die Variable y 
(33) A(D’(T)) = V(D’(T)) - Y(j&zT))cT+ Y(.f~(CT))CT4- O(P) 
(mit 0 < 3) und daraus 
A@ *U-N = (W,W)) - WI-, WWW - A(~‘(~)) = 
(34) 
I: = v@*(T)) - Y(cT)f,(cT)+ Y(cT)f,(cT)+ 0(2-q. 
1st nun P ein Flachpunkt, so haben wir in dieser Formel einfach die aus Lemma 
2 (anstelle von (33)) stammenden zusatzlichen Restterme zu erganzen. Ganz 
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analog tibertrtigt man Lemma 1 auf den Fall eines echten Wendepunktes mit 
senkrechter Tangente. 
Als letztes bleibt die Moglichkeit zu diskutieren, da13 ein Punkt mit Krtim- 
mung 0 auf der x-Achse liegt, so dab also (im allgemeinen) f(x) in [bT, CT] 
sowohl positive als such negative Werte annimmt. Man tiberzeugt sich leicht, 
da13 hier die Ergebnisse der Lemmata 1 und 2 unverandert gelten, wenn man 
Gitterpunkte und Flacheninhalte oberhalb der x-Achse positiv und unterhalb 
negativ zahlt. (Dies ist offensichtlich sinnvoll, da - global fur die ganze Kurve 
C(T) gesehen - stets einer der beiden Anteile zum “inneren” Bereich D(T) und 
der andere zum “auBeren” Bereich gehort.) 
Durch Summation tiber alle (endlich vielen) Kurvenpunkte mit verschwin- 
dender Krtimmung folgt unser Satz nun ohne Schwierigkeit aus den ge- 
wonnenen Einzelresultaten. 
$4. ABSCHLIESZENDE BEMERKUNGEN 
1. Von der eingangs getroffenen Vereinbarung, die Gitterpunkte auf der 
Kurve C(T) mit dem Faktor 3 zu gewichten, konnen wir uns zumindest fiir 
einen beziiglich des Ursprungs sternfiirmigen Bereich D( 7’) nachtraglich 
befreien: Es sei N=max nip T, = T- TeN, Tz = T+ TmN, dann liegen auf C(T) 
hochstens A(T,) -A(T,) Gitterpunkte. Nun gilt 
Cj,n(Tz)-C,,(C)= 
= -2 i k-1-m sin (nk(Tz + T&x) sin (nk( T2 - T&t) 4 
k=l 
Q kil k-l-“” min (1, kTeN)< T-l, 
daraus folgt 
Cj,n(T2)T2 - ’ “fl-C,,(T,)T:-“n=(Cj,~(T2)-C. (Tl))T’-j’n+ J. n 2 
+C. (T,)(T;+’ J, n 
_ T,, -j/n)4 T-j/n + T-““T-Ns T-j/n4 T-l/N. 
, 
S’,n(T) hifit sich ganz analog behandeln. Aus unserem Satz ergibt sich sofort 
A(T2)-A(T,)+ T-“T+ T-“N+ Tee Te (e<+), 
daher liegen auf C(T) nur O(T@) Gitterpunkte, die beliebig gewichtet werden 
konnen, ohne unser Resultat zu verandern. 
2. Aus unserem Ergebnis folgt insbesondere, da13 der Beitrag eines Flach- 
punktes (mit rationalem Tangentenanstieg) zum Gitterrest genau 0( T’ - 1’n) 
ist, da Cj,,n(T) niemals identisch verschwindet. Der Anteil eines Wendepunktes 
kann jedoch “ausnahmsweise” such O(Tlm2’“) (bzw. O(Te)) sein, namlich 
genau dann, wenn a = 0 gilt, also die Wendetangente den Ursprung enthalt. 
Der Verfasser mochte Herrn Professor Peter Gruber (TU Wien) seinen 
innigsten Dank ausdriicken, der ihm das hier behandelte Problem anltilich des 
osterreichischen Mathematikertreffens 1979 vorschlug und ihn auf die Arbeit 
[3] von Cohn de Verdiere hinwies. 
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