Local forced and mixed heat transfer coefficients were measured by Ghajar and Tam (1994) along a stainless steel horizontal circular tube fitted with reentrant, square-edged, and bell-mouth inlets under uniform wall heat flux condition. For the experiments the Reynolds, Prandtl, and Grashof numbers varied from about 280 to 49000, 4 to 158, and 1000 to 2.5×10 5 , respectively. The heat transfer transition regions were established by observing the change in the heat transfer behavior. The data in the transition region were correlated by using the traditional least squares method. The correlation predicted the transitional data with an average absolute deviation of about 8%. However, 30% of the data were predicted with 10 to 20% deviation. The reason is due to the abrupt change in the heat transfer characteristic and its intermittent behavior. Since the value of heat transfer coefficient has a direct impact on the size of the heat exchanger, a more accurate correlation has been developed using the artificial neural network (ANN). A total of 1290 data points (441 for reentrant, 416 for square-edged, and 433 for bell mouth) were used. The accuracy of the new correlation is excellent with the majority of the data points predicted with less than 10% deviation.
INTRODUCTION
An important design problem in industrial heat exchangers arises when flow inside the tubes falls into the transition region. In practical engineering design, the usual recommendation is to avoid design and operation in this regime; however, this is not always feasible under design constraints. The usually cited transition Reynolds number of about 2100 applies, strictly speaking, to a very steady and uniform entry flow with a rounded entrance. If the flow has a disturbed entrance typical of heat exchangers, in which there is a sudden contraction and possibly even a reentrant entrance, the transition Reynolds number will be less. Experimental, numerical, and analytical studies are available for forced and mixed convection heat transfer in horizontal tubes with a rounded entrance in the laminar, transitional, and turbulent flow regimes. These works have been reviewed by Shah and London (1978) , Shah and Johnson (1981) , and coworkers (1981 and 1987) . However, very little information that is of immediate use to design engineers (i.e., correlation) is available to predict the developing and fully developed transitional forced and mixed convection heat transfer coefficients in a tube with a smooth or disturbed entrance. The correlation developed by Ghajar and Tam (1994) is the only one that is available in the open literature for the above-mentioned case. Their correlation predicted the transitional data with an average absolute deviation of about 8%. However, 30% of the data were predicted with 10 to 20% deviation. Since the value of heat transfer coefficient has a direct impact on the size of the heat exchanger, an accurate correlation is necessary. Because the traditional least-squares method did not provide the desired accuracy for all the data points, an alternative method, the artificial neural network (ANN) is employed. ANN has been successfully used in the analysis of heat transfer data and evaluation of heat transfer coefficient by Thibault and Grandjean (1991) and Jambunathan et al. (1996) . The applications of ANN in different areas in thermal engineering are well described in the comprehensive work done by Sen and Yang (1999) . Diaz et al. (1999) , Pacheco-Vega et al. (2001a) , Diaz et al. (2001) and Pacheco-Vega et al. (2001b) . In the work done in Pecheco-Vega et al. (2001) , ANN and least squares methods were used to correlate the heat transfer coefficient and the heat transfer rate directly. The results show that direct correlation for heat transfer rate is more accurate than the heat transfer coefficient. Direct prediction of heat transfer rate can help user in evaluating the performance of heat exchanger easily, however, if the design of heat exchanger is the objective, the fundamental, which is the determination of heat transfer coefficient, i.e., the Nusselt number, is still absolutely necessary. The purpose of this study was to create an accurate correlation using an unconventional method to correlate experimental data for a wide range of Reynolds, Prandtl, and Grashof numbers in the entrance and fully developed regions of a circular horizontal electrically heated straight tube fitted with three different inlet configurations (reentrant, square-edged, and bell-mouth). 
HEAT TRANSFER EXPERIMENTS
The heat transfer experimental data used in this study along with a detailed description of the experimental apparatus and procedures used were reported by Ghajar and Tam (1994) . A schematic of the overall experimental setup used for heat transfer measurements is shown as Fig.1 . In this paper only a brief description of the experimental setup and procedures will be provided. The local forced and mixed convective measurements were made in a horizontal electrically heated stainless steel circular straight tube with reentrant, square edged, and bell-mouth inlets under uniform wall heat flux condition. The pipe had an inside diameter of 1.58 cm and an outside diameter of 1.90 cm. The total length of the test section was 6.10 m, providing a maximum length-to-diameter ratio of 385. A uniform wall heat flux boundary condition was maintained by a dc arc welder. Thermocouples (T-type) were placed on the outer surface of the tube wall at close intervals near the entrance and at greater intervals further downstream. Twenty-six axial locations were designated, with four thermocouples placed at each location. The thermocouples were placed 90 o apart around the periphery. From the local peripheral wall temperature measurements at each axial location, the inside wall temperatures and the local heat transfer coefficients were calculated. In these calculations, the axial conduction was assumed negligible (RePr > 4,200 in all cases), but peripheral and radial conduction of heat in the tube wall were included. In addition, the bulk fluid temperature was assumed to increase linearly from the inlet to the outlet. As reported by Ghajar and Tam (1994) , the uncertainty analyses of the overall experimental procedures showed that there is a maximum of 9% uncertainty for the heat transfer coefficient calculations. Moreover, the heat balance error for each experimental run indicates that in general, the heat balance error is less than 5%. For Reynolds numbers lower than 2500 where the flow is strongly influenced by secondary flow, the heat balance error is relatively higher (5 to 8%) for that particular Reynolds number range.
To ensure a uniform velocity distribution in the test fluid before it entered the test section, the flow passed through calming and inlet sections. The calming section had a total length of 61.6 cm and consisted of a 17.8-cm-diameter acrylic cylinder with three perforated acrylic plates followed by tightly packed soda straws sandwiched between galvanized steel mesh screens. Before entering the inlet section, the test fluid passed through a fine mesh screen and flowed undisturbed through 23.5 cm of a 6.5-cm-diameter acrylic tube before it entered the test section. The inlet section had the versatility of being modified to incorporate a reentrant or bell mouth inlet (see Fig.  2 ). The reentrant inlet was simulated by sliding 1.91 cm of the tube entrance length into the inlet section, which was otherwise the square-edged (sudden contraction) inlet. For the bell-mouth inlet, a fiberglass nozzle with contraction ratio of 10.7 and a total length of 23.6 cm was used in place of the inlet section.
In the experiments, distilled water and mixtures of distilled water and ethylene glycol were used. The experiments covered the local bulk Reynolds number range 280 to 49000, the local Prandtl number range 4 to 158, the local bulk Grashof number range 1000 to 2.5×10 5 , and the local bulk Nusselt number range 13 to 258. The wall heat flux for the experiments ranged from 4 to 670 kW/m 2 . ) versus local bulk Reynolds number for all flow regimes at the length-to-diameter ratio of 192. The filled symbols represent the start and end of the heat transfer transition region for each inlet configuration. Figure 3 , for comparison purposes, also shows the typical fully developed pipe flow forced convection heat transfer correlations for turbulent (Sieder and Tate, 1936) and laminar (Nu=4.364) flows under the uniform wall heat flux boundary condition. In the turbulent flow regime, for Reynolds numbers greater than about 8500 to 10,500 (depending on the inlet type), the experimental data appear on the turbulent heat transfer line (within ± 8%). However, in the laminar flow regime, for Reynolds numbers less than about 2000 to 3800 (depending on the inlet type), the data appear to have a pronounced and almost parallel shift above the accepted laminar heat transfer line. This is directly due to the strong influence of buoyancy forces (free convection) on forced convection, giving rise to mixed convection heat transfer. This in turn results in a higher fully developed laminar uniform wall heat flux Nusselt number than the accepted 4.364 value (a value about 14.5 is estimated for the data). It should be noted that in the fully developed laminar flow region no forced convection data could be obtained. At the minimum welder current setting (approximately 150 A), the heat generated at the tube wall was enough to bring about peripheral temperature variations extensive enough to cause secondary flow. As seen in Fig. 3 , the abrupt change of heat transfer characteristic in the transition region is obvious. In this region the flow has both laminar and turbulent characteristics. In addition, the type of inlet configuration influences the beginning and end of the transition region. Ghajar and Tam (1994) used the asymptotic method similar to Churchill (1977) to develop a correlation in the transition region since the variation of heat transfer coefficient, as indicated by Fig. 3 The range of independent variables used in Eq. (1) is as follows:
Reentrant
3 < x/D < 192, 1700 < Re < 9100, 5 < Pr < 51, 4000 < Gr < 2.1×10 5 , and 1.2 < µ b /µ w < 2.2 Square-edged 3 < x/D < 192, 1600 < Re < 10,700, 5 < Pr < 55, 4000 < Gr < 2.5×10 5 , and 1.2 < µ b /µ w < 2.6
Bell-mouth 3 < x/D < 192, 3300 < Re < 11,100, 13 < Pr < 77, 6000 < Gr < 1.1×10 5 , and 1.2 < µ b /µ w < 3.1
Equation (1) is applicable to transition forced and mixed convection in the entrance and fully developed regions and should be used with an appropriate set of constants for each inlet configuration. Figure 4 compares the predicted Nusselt numbers obtained from Eq. (1) for each inlet with measurements. Table 2 summarizes the percent deviations between the experimental data and the predictions of Eq. (1) for the three inlet configurations.
0.14 0.14 0.14 0.14 As seen in Table 2 , there is still plenty of room for improving the accuracy of the correlation. Since the accuracy of the heat transfer coefficient will make a direct impact to the size of the heat exchanger, therefore, a correlation with high accuracy using artificial neural network (ANN) is introduced.
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The ANN employed in this paper is called a three layer feedforward neural network. Its typical graphical representation is shown in Figure 5 . . Finally the unique neuron in the output layer sums all the weighted neuron outputs from the hidden layer and the bias b 2 1 and transforms this sum linearly to produce a number which is the network output. This type of ANN can be used as a high dimensional nonlinear regressor. Precisely, Hornik (1991) has shown that a smooth function defined on any closed and bounded domain of R n can be smoothly approximated by the type of neural network within a given error bound if we are allowed to increase the number of hidden neurons of the network. Practically, we will fix the number of hidden neurons and identify the other parameters by using a supervised learning algorithm called backpropagation. Basically, backpropagation proposed by Rumelhart et al. (1986) is an algorithm to find the gradient of the square sums of the difference between the network output and the corresponding experimental reading. So the optimum values of parameters w and b can be reached by using a classical gradient based method like steepest descent method. Usually, the gradient method for back-propagation applies the steepest descent algorithm. However, its convergence speed is very slow. More recent algorithms used heuristic techniques such as those by Jacobs (1988) and Vogl et al. (1988) , and standard numerical optimization techniques like the work done by Barnard (1992) , Batti (1992) , and Charalambous (1992) are now available for faster convergence.
In this study, the reentrant data (441 points) is used to determine the type of backpropagation method and the number of neurons used in the hidden layer. The methods to be compared are Steepest Decent Algorithm (SDA), Steepest Descent Algorithm with Variable Learning Rate (SDA-VLR), Conjugate Gradient (CONJUGATE), Quasi-Newton (QN), and the Levenberg-Marquart (LM). The reentrant data was pretrained/pre-correlated using different methods and different number of neuron combinations. The absolute deviation for the data is used as the method-neuron chosen criteria. The maximum number of iterations was set as 10,000 and all the initial random weights and biases were fixed for each gradient method. As seen in Fig. 6 , when the method is selected as LM and the number of neurons is equaled to 11, the absolute deviation is the smallest amongst all the methods. Therefore, the backpropagation used in this study is the Levenberg-Marquart (LM) method and the number of neurons used in this study is set to 11. Moreover, the learning rate of the LM method is 0.0001. When the epoch reaches 1000, the training stops. After the backpropagation has been completed and the postprocessing of the network output has been performed, the resulted neural network, which is the proposed new correlation, is given in a simple matrix form. The proposed new correlation is as follows. The entries of the vector Φ represent the normalized Reynolds number, Prandtl number, Grashof number, x/D and µ ratio, respectively. In this study, only 80% of the experimental data for each inlet were used to establish the correlation's constant matrices as indicated in Eq. (4). The rest of the data (i.e. 20%) were used for the network testing. The numerical values for the matrices and scalars for different inlet configurations are as follow. Tables 3, 4 , and 5 summarize the accuracy of the proposed ANN heat transfer correlations for the three different inlet configurations. Note that for comparison purposes, the tables show the accuracy distribution for 100% of the experimental data (denoted by M), the data that were used to train the network (denoted by M a --i.e., 80% of M), and the data that were never used in training but were used for testing (denoted by M b ). Figure 7 compares the predicted Nusselt numbers obtained from the proposed ANN based correlations for each inlet with measurements. The proposed ANN correlation is applicable to the developing and fully developed transition regions. As seen in the above tables (Tables 3, 4 , and 5) and Fig. 7 , for the bell-mouth inlet, all of the experimental data are predicted with less than 5% deviation. For the square-edged inlet, 99.5 percent of the data are predicted with less than 5% deviation. Only 2 data points, one from the training set and the other from the testing set are predicted with a little more than 5% deviation. For the reentrant inlet, practically almost all of the data are predicted with less than 5% deviation (97.1% of the data). Only 12 data points, 6 from the training set and 6 from the testing set are predicted with 5 to 10% deviation, and only one data point is predicted with more than 10% deviation (11.35%). Compared to the accuracy provided by the traditional method, it can be concluded that the ANN correlations outperform the traditional least squares method correlations.
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Bell-mouth Inlet
It is worthy to have a discussion to compare the ANN method with the traditional least squares regression method. In Ghajar and Tam (1994) , the form of the equation for the least squares regression was determined before the regression.
Determination of the form may not be easy and it is timeconsuming. Usually, the form of the correlation is either empirical or semi-empirical and therefore, a lot of unknown factors may influence the accuracy of the correlation. On the other hand, the proposed one hidden layer network, by the theorem of Hornik (1991) , has the ability to approximate the unknown nonlinear target correlation by simply choosing an appropriate number of neurons in the hidden layer. By examining the internal structure of the networks, it can be observed that the number of weights and biases will increase or decrease linearly with the input dimension if we add or remove a neuron from the hidden layer, respectively. Due to the linear growth of the parameters, to find a network for better precision, the complexity of the structure of the network would not be influenced significantly by changing the number of hidden neurons. However, for the least squares regression, to improve the precision, it may involve (1) the determination of a better functional form empirically or semi-empirically and/or (2) the addition of extra variables through some difficult experimental processes. For example, in this case, it is necessary to either change the form of Equation (1) or to add one or more independent variables besides Re, Pr, Gr, (µ b /µ w ) 0.14 and x/D. Both of them are not easy and obvious tasks. Moreover, nontrivial and complicated computation may need to be performed in order to obtain the gradient of the new correlation form for least squares optimization. In this study, we benefited from the backpropagation algorithm, a general way to easily compute the gradient of the kind of networks with various numbers of hidden neurons. Therefore, again according to the linear growth of the parameters and the back-propagation algorithm, the computation complexity is still well under control. Furthermore, unlike the traditional methods, for training a huge amount of experimental data, inexpensive parallel computing using Linux PC cluster can be used in the simulation and the training of ANN to reduce the computational time.
This study provided a new correlation for the heat transfer in the transition region for the three different inlet configurations using an alternative method, which is the artificial neural network (ANN). The heat transfer correlation developed in this study can be used to assist the heat exchanger designer in predicting the heat transfer coefficient along a horizontal straight circular tube with uniform wall heat flux for a specified inlet configuration in the transition region.
