Abstract. A simple and short proof is given for the existence and uniqueness of the solution to the obstacle scattering problem under weak smoothness assumptions on the obstacle. The Robin, Neumann and Dirichlet boundary conditions are considered.
Introduction
In this paper we study the scattering problem in the exterior of a rough bounded domain. This problem was investigated in [9] , where it was assumed that the potential had compact support. The goal of this paper is to relax this hypothesis and to give a simple and general method of proof which is simpler than the earlier known. The assumptions on the coefficients of the differential operator are also relaxed. We prove the results, similar to those in [9] , assuming that the potential decays at infinity at the power rate which depends on the space dimension. We discuss the 3-D case (n = 3), but the arguments are similar in the n-dimensional case. By this reason in many places we keep n in the formulation of the results and assumptions. Estimates (3.18), (3.19 ), (4.1), (4.2) and (4.16) are given for n = 3.
The assumptions on the smoothness of the domain are minimal and include all the previously studied cases and probably all of the cases of interest in applications.
The plan of the paper is as follows. In the rest of this Section we introduce some notations, the function spaces we work with, and give the statement of the scattering problem. In Section 2 we prove the uniqueness of the solution of the scattering problem. In Section 3 we prove the existence of the solution assuming that the potential has compact support. In Section 4 we assume a power decay rate of the potential and prove the existence of the scattering solution.
Our results are stated and proved for the broader class of domains than in the literature, see e.g. [6] , [7] and [13] . In particular Lipschitz domains form a proper subset in the class of domains we study. An inverse obstacle scattering problem in a class of rough domains was studied in [11] . See also [8] for Maxwell's equations in rough domains.
The basic ideas of our method are simple: first, we prove that the operator of the problem under consideration is selfadjoint. This is done by using the fact that every closed symmetric densely defined semibounded from below quadratic form on a Hilbert space defines a unique selfadjoint operator whose domain is dense in the domain of the quadratic form. The assumptions (1.4) and (1.5) (see below) concerning the roughness of the domain guarantee that the corresponding quadratic form is semibounded from below and closed. The case of the Dirichlet boundary condition is the simplest one, and in this paper we mostly deal with the Robin boundary condition. In the simplest case of the Dirichlet boundary condition no assumptions are needed on the roughness of the obstacle: any compact domain is admissible. The reason is simple: for the compactness of the embedding
no assumptions on D, except boundedness of D are needed, while for the compactness of the embedding
for the notations and condition (1.4) below) some assumptions concerning the roughness of the boundary of D are necessary. Necessary and sufficient conditions for the compactness of the above embedding operator are known [4] , [5] . For the Robin boundary condition in addition to (1.4) assumption (1.5) is needed.
Secondly, we prove that the solution to the problem with complex spectral parameter k 2 + i , > 0, converges, as → 0, to the solution of the scattering problem. The convergence holds in suitable local and global norms.
The underlying idea is to use the Fredholm property of the problem in a properly chosen pair of normed spaces.
Notations and assumptions.
The following are the notations used in this paper.
By D ⊂ R n we denote a bounded domain, D stands for its complement,
R denotes a ball with radius R such that B R ⊃ D, and B R is the complement of B R in R n .
By a ij (x), x ∈ D , we denote the elements of a real-valued symmetric matrix satisfying the following ellipticity condition:
In (1.1) and below the summation over the repeated indices is understood. One has: a ij (x) = δ ij when |x| > R , (1.2) and the coefficients a ij (x) are assumed Lipschitz continuous. This assumption implies the validity of the unique continuation principle for the solutions to elliptic equation (1.8) below.
whereS ⊂ D is a neighborhood of the boundary S := ∂D. The bar stands for complex conjugate. The assumption s > n is weakened in some of the statements of this paper: for example, in Proposition 2.2 below it is assumed that s > 1. However, the assumption s > n, n = 3, is used in section 4. In [1] the scattering theory is developed under the assumptions that a ij = δ ij , the obstacle is absent, and q(x) satisfies less restrictive assumptions than (1.3), essentially it is assumed that s > 1. Therefore it is likely that the results of our paper can be obtained under this weaker assumption. However, much additional technical work is needed to obtain such results. We are emphasizing the methodology of handling rough boundaries in this paper and discussing of the wider class of potentials would lead us astray.
Let
Lu := lu + q(x)u .
Let S := ∂D. Our main assumptions concerning the smoothness of D are:
The embedding i :
The embedding r :
where in the definition of L 2 (S) the integration over S is understood with respect to the n − 1-dimensional Hausdorff measure [4] . In particular, assumption (1.5) implies that the n − 1-dimensional Hausdorff measure of S is finite, that D has a finite perimeter (see [4] , p.296), and that Gauss-Green formula holds in D for functions in BV (D) space, which consists of functions u ∈ L 1 loc (D) such that ∇u, understood in the sense of distribution theory, is a signed measure (a charge) in D. See [4] for the exact formulation of the Gauss-Green formula for such domains and such class of functions.
Let
where N j is the j-th component of the normal to S pointing into D. The definition of the normal for rough domains is not discussed here because in our formulation of the scattering problem (see (1.11)-(1.12) below) the notion of normal is not used. One can find the definition of the normal in the sense of Federer in [4] , p.303. In this paper we do not define the class of rough domains explicitly, but isolate property (1.4) or properties (1.4) and (1.5) as defining properties. In [4] necessary and sufficient conditions on S, the boundary of D, are given for these properties to hold. In formulas below in which the surface integrals appear, e.g., (1.11), (2.1), (3.1), (3.2), etc, the integration measure ds is the n − 1-dimensional Hausdorff measure defined, for example in [4] p.37. In [2] it is proved that for rectifiable surfaces (the class of these surfaces is much broader than the class of Lipschitz surfaces) the n − 1-dimensional Hausdorff measure is equivalent to the measure generated by the elements of the surface area.
Given an L ∞ (S) real-valued function σ(s), s ∈ S, one defines the operator Γ R :
Introduce the following operators:
Let u 0 := exp (ikα · x), α ∈ S n−1 , where S n−1 is the unit sphere in R n , k > 0, and
We use the following spaces:
is the Sobolev space. 
1.3 Statement of the problem. We study the following problem:
where v = u − u 0 , u 0 = e ikα·x , α ∈ S n−1 is given, k > 0 is fixed, and X = R (the Robin boundary condition), or X = N (the Neumann boundary condition), or X = D (the Dirichlet boundary condition). We mostly discuss the Robin boundary condition. The other cases can be treated similarly. The Neumann boundary condition is a particular case of the Robin boundary condition (σ(s) ≡ 0). The Dirichlet boundary condition is the simplest: it does not require any smoothness assumptions concerning the boundary S, only the boundedness of D is required. For the Neumann boundary condition only assumption (1.4) is needed. For the Robin boundary condition both assumptions (1.4) and (1.5) are used.
1.4
The weak formulation of the scattering problem. Here we introduce the weak formulation of problem (1.8)-(1.10).
(1.14)
Uniqueness theorem
In this section we prove uniqueness of the solution to problem (1.8)-(1.10). We first state the following known results:
The above Proposition is called the unique continuation principle. 
In [10] , p.25, it is assumed that q(x) = 0. In the general case the result follows from a theorem of T. Kato ([3] ) which says that any solution to equation (1.8) in B R , which satisfies (2.2), vanishes in B R if k > 0 and |x||q(x)| → 0 as |x| → ∞. It is not necessary to assume q real-valued in Kato's theorem.
We now prove a Lemma used in the proof of the uniqueness of the solution of the scattering problem.
Proof: Take a cut-off function h(r) ∈ C ∞ (R) such that 0 ≤ h ≤ 1, h(r) = 1 when r ≤ 1/2, h(r) = 0 when r ≥ 3/2, h is monotonically decreasing. In (1.11) take ϕ =W h ((|x| − r 0 )/δ), with r 0 > R, and δ > 0. Then take the complex conjugate and subtract. Using (1.2), one gets:
If one takes the limit δ → 0 in the above relation, one gets the desired result. Taking this limit, one uses the interior regularity of W : this regularity is a consequence of equation (1.11) and of the known interior elliptic regularity results.
We now state the main result of this Section.
Theorem 2.1 Suppose u 1 and u 2 are the weak solutions of the scattering problem with the Robin (Neumann, Dirichlet) boundary condition. Then u 1 ≡ u 2 .
Proof: We prove this Theorem in the case of the Robin boundary condition. The cases of the Neumann and the Dirichlet boundary conditions can be treated similarly. Define W := u 1 − u 2 . One has: We wish to prove the existence of the solution of the scattering problem. Let us reduce the problem to the one for a function which satisfies the radiation condition at infinity.
Take a cut-off function ζ ∈ C ∞ (R), such that 0 ≤ ζ ≤ 1, ζ ≡ 0 in a neighborhood of D and ζ ≡ 1 outside B r for some r > R, and define
If u solves the scattering problem (1.8)-(1.10), then w solves the following problem:
In Section 3 we prove that the above problem has a solution. Theorem 2.1 implies that this solution is unique.
Existence for compactly supported potential
In this Section we prove that the scattering problem (1.8)-(1.10) with a compactly supported potential, q(x) = 0 if |x| > a, has the unique solution. We look for a solution of the form u = w + ζu 0 , where ζ is a cut-off function (defined above formula (2.6)) and w satisfies (2.6)-(2.8). Let us prove that problem (2.6)-(2.8) has a solution.
Existence
consider the following bilinear form:
where [u, v] is defined in (1.7) and γ > 0 is chosen so large that the form [u, u]
1/2 γ defines the norm equivalent to H 1 (D ). We use here assumption (1.5), which implies that the boundary integral in (3.2) can be estimated by the term
One could omit assumption (1.5) and change the space in which the solution is sought, to the space with the norm containing the additional term ||u|| L 2 (S) , where the measure used in the definition of L 2 (S) is the n − 1-dimensional Hausdorff measure. Then one could use assumption (1.4), do not use assumption (1.5), and assume that S has finite perimeter (see [14] ). A set has finite perimeter if the gradient (in the sense of distribution theory) of the characteristic function of this set belongs to the space BV (D). This space was mentioned below formula (1.5) (see also [14] , p.152).
If X = D in (1.9), then the term S σuvdS is absent in the definition of [u, v] γ in (3.2) and assumptions (1.4) and (1.5) can be dropped.
If X = N in (1.9), then the term S σuvdS is also absent in the definition of [u, v] γ in (3.2), assumption (1.4) is used and assumption (1.5) is not used.
If X = R in (1.9), then both assumptions (1.4) and (1.5) are used. Assumption (1.4) allows one to conclude that (3.5) implies (3.12) (see below) in the case of Neumann or Robin boundary conditions. Assumption (1.5) allows one to conclude that (3.5) implies that the term S σψ nφ dS converges and can be estimated by the H 1 (D R )-norm of ψ n for any test function ϕ in (3.14) (see below).
Assuming (1.1)-(1.5), one has:
and for all sufficiently large γ > 0 there exist β j , j = 1, 2, such that
Proof: From (1.3), (1.4) and [12] one gets:
, for any ν > 0, however small. DenoteD R := D R \S, and chooseS such that the boundary ofD R is smooth. One has | D R q|u| 2 dx| ≤ c(R)||u|| 
, where p :
is compact for p < n n−2 , it follows from the above arguments, assumptions (1.3) and (1.4), and from [12] that
for any ν > 0, however small. Assumption (1.5) and [12] imply
for any ν > 0, however small. Lemma 3.1 is proved. In the proof of the above Proposition we have not used the compactness of the support of the potential q(x) and gave the proof valid for q(x) satisfying (1.3).
The limiting absorption principle.
In the above subsection we have proved that for each ε > 0, problem (3.1) admits a solution w ε . In this subsection we shall prove that one can take the limit for ε going to zero, and get the solution of (2.6)-(2.8).
We first prove the following fundamental Lemma.
, with s > 1, and, in the weak sense,
, where h has compact support. Moreover suppose
where M > 0 is a constant independent of n. Then there exists a subsequence of {ψ n } n∈N , denoted again by {ψ n } n∈N , and a ψ ∈ H 
with ψ solving the limiting problem:
Moreover lim r→∞ |x|=r |ψ r − ikψ| 2 ds = 0. (3.10)
Proof:
Step 1 
(3.11) Let us now prove that this subsequence ψ n is bounded in H 1 loc (D ) uniformly with respect to n. If this is proved, then one gets:
for a subsequence, denoted also by ψ n . To prove that ||ψ n || H 1 (Dr) < c(r) ∀r > R, take in the weak formulation of (3.3), similar to (3.1), the test function ϕ := ψ n β(x), where β(x) is a cut-off function, 0 ≤ β(x) ≤ 1, β(x) = 1 for |x| < r, β(x) = 0 for |x| > r + 1, r > R. It then follows from the analog of (3.1) (see (3.13) below) that ||ψ n || H 1 (Dr) < c(r) ∀r > R, where c(r) > 0 is a constant independent of n, as claimed.
Similarly one can prove that, if s > 1 then
This is done as follows: write (3.1) with w = ψ n and subtract from (3.1) with w = ψ m . Use (1.1), (3.7), (3.12), (3.16)-(3.18) to get the desired conclusion.
If ψ n is a weak solution of the problem (3.3)-(3.4), one can write:
(3.13) Using (3.11) and (3.12) one can pass to the limit in the above equation and get:
(3.14)
Step 2: Convergence of ψ n in H 2 loc (D ). By the elliptic regularity, one concludes that ψ n and ψ are in H 2 loc (D ). Moreover, due to the density ofH
, it follows from (3.13) and (3.14) that ψ n and ψ satisfy (almost everywhere in D ) (3.3) and (3.8) respectively. Subtract (3.8) from (3.3), and use the elliptic estimate to get:
where c > 0 is a constant which depends on D 1 and D 2 but not on n. This estimate proves (3.6), since ε n → 0 and ||ψ n || L 2 (D2) is bounded.
Step 3: The representation formula and the radiation condition.
If ψ n satisfies (3.3), assumption (1.2) holds and q(x) = 0 for |x| > R, then the following representation formula holds:
4π|x − y| is the Green function of the operator ∆ + (k 2 + iε n ) and N in (3.16) and below stands for the normal to S R pointing into B R . One can pass to the limit in (3.16) (due to the convergence of ψ n in H 2 loc (D ) proved in Step 2), and get the following representation formula for ψ:
where g = e ik|x−y| 4π|x − y| is the Green function of the operator ∆ + k 2 in R 3 . Equation (3.17) implies that ψ satisfies the radiation condition (3.10).
Step 4: A uniform estimate of the behavior of ψ n at infinity. The representation formulas (3.16) for ψ n and (3.17) for ψ, imply the following uniform estimate for the behavior of ψ n at infinity (in R 3 ):
where c > 0 is a constant independent of x ∈ B R . This estimate will be crucial in the next
Step. Note that (3.12), (3.18) and the estimate ||ψ n ||
Step 5: Convergence of ψ n in H 0 −s (D ) and the conclusion of the proof. To complete the proof of the Lemma we have to prove the convergence property (3.7). Estimate (3.18) and the assumption s > 1 imply:
19) with η > 0 arbitrarily small. In the last step of the above estimate we have chosen R so that 4πc
s/2 ≤ η/2, and (3.11) has been used. This proves (3.7) in R 3 . In other space dimensions the proof is analogous.
With the help of Lemma 3.2 we prove the following a priori estimate for the solutions w ε of the problem (3.1). In estimate (3.20) below we take 0 < ε < 1, but we could take 0 < ε < ε 0 , where ε 0 > 0 is an arbitrary small fixed number. 
We prove this Proposition by contradiction. Suppose (3.20) is false. Find ε n ↓ 0 such that
Define ψ n := w εn / w εn 0,−s . Clearly ψ n satisfy all the hypotheses of Lemma 3.2 with h n = f / w εn 0,−s , h n → 0 in L 2 (D ). Lemma 3.2 yields that ψ n → ψ where ψ solves the problem:
By the uniqueness Theorem 2.1 we get ψ ≡ 0. But this contradicts to the fact that ψ n − ψ 0,−s → 0 and ψ n 0,−s = 1. Proposition 3.2 is proved. 2
If w ε satisfies (3.20) one can apply the Lemma 3.2 to ψ n = w εn for some ε n ↓ 0, and with h n = f . We have therefore proved the existence of a w solving the problem (2.6)-(2.8) and the main result of this Section: 
Existence for a decaying potential
In this section we prove that the scattering problem (1.8)-(1.10), with a potential q ∈ H 1 s has a solution. We shall prove the existence of the solution in the same way we did for the scattering problem with a compactly supported potential. First we look for a solution u of the form u = w + ζu 0 so that the problem is reduced to (2.6)-(2.8). Then we prove the existence of a unique solution w ε for scattering problem (3.1). Finally we shall prove that one can take the limit ε ↓ 0 and get the solution of (2.6)-(2.8).
Existence for the equation with absorption.
Proposition 4.1 Problem (3.1), with ε > 0, has a unique solution w ε ∈ H 1 (D ).
The proof of this proposition is the same as the one of Proposition 3.1.
The limiting absorption principle.
In this subsection we prove that the solution w ε of problem (3.1) converges, as ε ↓ 0, to the solution of (2.6)-(2.8).
The main step is the proof of Lemma 4.3 below. We first state two Lemmas:
Proof: Let r = |y|, ρ = |x|, y = r (sin θ cos φ, sin θ sin φ, cos θ), u = cos θ, and let r, θ and φ be the spherical coordinates. One has
The second integral in (4.1) can be estimated similarly. 
Proof:
Denote |x| := ρ, |y| := r, T (x, y) := |x − y| −2 (1 + |y| 2 ) −s/2 . One has:
T (x, y) dy
The second integral in (4.2) can be estimated similarly.
We can now prove a Lemma analogous to Lemma 3.2 of the previous Section.
, with s > 3, and, in the weak sense,
where
where M is a constant independent of n. Then there exists a subsequence of {ψ n } n∈N , denoted again by {ψ n } n∈N , and a ψ ∈ H
where ψ solves the following problem: This is proved in Lemma 3.2.
Step 2: Convergence ψ n in H This is proved as in Lemma 3.2. As in the Section 3, ψ n satisfies (4.3) and (4.4), and ψ satisfies (4.8) and (4.9).
Step 3: The representation formula for ψ n and the radiation condition. where N in the above formula and below denotes the normal to S R pointing into B R . Since ψ n converges in H 2 loc (D ) one can pass to the limit in (4.14) and get:
ψ(x) = Equation (4.15) implies that ψ satisfies the radiation condition.
Step 4: A uniform estimate of the behavior of ψ n at infinity. As in the case of a compactly supported potential one gets the following estimate for the behavior of ψ n at infinity: The proof is based on Lemma 4.3, and is the same as the proof of Proposition 3.2.
Let us state the main result of this paper, whose proof is based on the a priori estimate (4.17) and Lemma 4.3: , s > 1, w satisfies (3.1) and (2.8), ζ is defined above formula (2.6), and this solution is unique in the above space.
