Abstract-The demand for vehicle charging will require large investments in power distribution, transmission, and generation. However, this demand is often also flexible in time, and can be actively managed to reduce the needed investments, and to better integrate renewable electricity. Harnessing this flexibility requires forecasting and controlling electric vehicle (EV) charging at thousands of stations. This paper addresses the problem of forecasting and management of the aggregate flexible demand from tens to thousands of EV supply equipment (EVSEs). First, it presents an equivalent time-variant storage model for flexible demand at an aggregation of EVSEs. The proposed model is generalizable to different markets, and also to different flexible loads. Model parameters representing multiple EVSEs can be easily aggregated by summation, and forecasted using autoregressive models. The forecastability of uncontrolled demand and storage parameters is evaluated using data from 1341 nonresidential EVSEs located in Northern California. The median coefficient of variation is as low as 24% for the forecast of uncontrolled demand at the highest aggregation and 10-15% for the storage parameters. The benefits of aggregation and forecastability are demonstrated using an energy arbitrage scenario. Purchasing energy day ahead is less expensive than in the real-time market, but relies on a uncertain forecast of charging availability. The results show that the forecastability significantly improves for larger aggregations. This helps the aggregator make a better forecast, and decreases the cost of charging in comparison to an uncontrolled case by 60% with respect to an oracle scenario.
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NOMENCLATURE α E
Capacity boosting rate kWh. βE Energy dissipation rate kWh.
Δt
Granularity of time hours. δ a,i , δ d,i Kronecker impulse function at arrival/departure of EV i. C Total capacity kWh. C 0 Initial energy content kWh . C act Actual energy content kWh. cost f c
Cost of controlled charging with forecasted parameters $. cost opt Cost with the optimal charging schedule $. cost uc Cost of uncontrolled charging $.
E i
Energy to be (has been) charged into EV i kWh. 20 by 20 target calls for 20 million electric vehicles (EVs) by 2020 globally. The Paris declaration on electromobility and climate change and Call to Action sets a global goal of 100 million electric cars and 400 million electric 2-and 3-wheelers by 2030 [1] . Substantial market growth is needed to increase the current EV population of 1.26 million toward these ambitious targets.
From an infrastructural point of view, this rapid growth of EVs introduces several challenges. For example, in distribution systems, uncontrolled EV charging increases demand at some nodes, potentially exceeding the capacity of existing infrastructure, impeding voltage control, and offsetting the balance between phases [2] , [3] . In China, peak load from EVs in 2030 is expected to be 479 GW that corresponds to 54.8% of the installed generation capacity in 2009 [4] .
On the other hand, EV charging is often flexible in time, and presents an opportunity to control the timing of demand to benefit distribution, transmission, and/or generation systems [5] , [6] . Different control strategies are proposed in literature, including centralized [7] , [8] and decentralized approaches [9] . This paper addresses the challenges of modeling large aggregate populations of EVs to facilitate the centralized control approaches. The disaggregation of the aggregate control signal to EVs is necessary for control application in real world. Sortomme and Cheung in [10] proposed an algorithm to discretize the regulation signal into increments that can be met by switching ON/OFF individual EVs. They show that the introduced error of the discretization decreases for larger numbers of EVs. In [11] , Su and Chow used an estimation of distribution algorithm (EDA) to intelligently allocate the power to the EVs. He et al. in [12] proposed a prioritization of the charging/discharging power based on the SOC of the individual EVs. A multilayer real-time algorithm that assigns charging priorities to EVs based on the SOC and their departure time is proposed in [13] .
The aggregation of EVSEs is necessary for several reasons. To participate in a market, a minimum resource capacity is generally required. The European EPEX spot market [14] , the Nordic Nord Pool spot market [15] , and the demand response (DR) programs of the California Independent System Operator (CAISO) [16] require a minimum capacity of 100 kW. Moreover, studies show that the economical benefit and load flexibility increases by aggregating EVs [11] , [17] - [19] .
Aggregations EVSEs are often modeled as equivalent timevarying battery storage. The storage model is controlled to fulfill specific objectives, and serve as a flexibility asset [20] , [21] . Third party aggregators or distribution system operators (DSOs) could provide ancillary services to the transmission system using the aggregate EVSEs [22] - [24] . The aggregators and DSO could also use the equivalent storage model for short-term planning purposes in order to avoid abnormal conditions, when grid is operated close to its technical limits [25] , e.g., day-ahead scheduling of demand to avoid congestion.
Many studies focus on modeling EVSE aggregations as equivalent storage systems based on several strong assumptions on the predictability of EV charging. For instance, in [26] , the aggregation model needs input from the EV owner about the preferred SOC for the next day or the next hours. Then the aggregator uses this information to forecast the demand and flexibility to participate in the day-ahead market. A global and divided optimization approach for participation in the day-ahead market is proposed in [27] . The global approach uses aggregated EV data but does not consider individual information. This leads to an inaccurate estimation of maximum charging power because fully charged EVs that are still plugged are not discounted in the model. In [28] , the arrival and departure times of individual EVs are assumed to be known beforehand. This introduces greater uncertainties if the actual and foreseen arrival/departure times deviate from each other. In [29] , the charging behavior is derived by predicting the next arrival location of EVs and the expected energy need. In [30] , an exponential smoothing model is used to determine the stopover duration of EVs and from that an optimized charging schedule. A fast prediction of expected available energy and charging finishing time for individual EVSEs is presented in [31] . Madjidian et al. in [32] assume that arrival times are uniformly distributed and all EVs to be charged are identical with respect to energy demand, charging session duration, and maximum power consumption. The above elaborated papers suffer from great uncertainties introduced by errors in prediction/disregarding of individual EV parameters and/or strong assumptions of future EV behavior. To the best of our knowledge, no paper in the literature elaborates on the influence of aggregation on the uncertainty including the use of real-EV data. In order to utilize modulation of EV charging for ancillary services or energy arbitrage, it is important to understand how well EV charging patterns can be forecasted.
A modeling approach that overcomes these drawbacks is proposed in this paper. Fig. 3 presents the proposed equivalent time-variant storage model, which is inspired by the aggregate model for thermostatically controlled loads proposed in [33] . The model is defined by a limited number of parameters: the storage capacity C, the maximum/minimum charging power P max /P min , the actual charging/discharging rate P act , the current energy content of the equivalent storage C act , and the energy capacity arriving/leaving the system α E and β E . The advantages of the proposed model are as follows:
1) it is applicable in different markets; 2) many EVSEs can be aggregated with the model by summing parameters; 3) storage parameters can be forecast by using conventional time series methods such as autoregressive (AR) models without the need for more advanced algorithms; 4) there is no need for information about the exact arrival and departure times in the future; 5) it supports aggregating EVSEs of different charging levels. Along with the mathematical framework that presents a novel approach to EVSE aggregation, the following analyses are presented in this paper.
1) The impact of aggregation on the forecastability of the uncontrolled demand and storage parameters. 2) Application of the equivalent storage model to show the benefit of aggregation in a day-ahead energy arbitrage scenario from an aggregator's perspective. 3) Method to disaggregate the aggregated charging signal to individual EVs. These analyses are key to accurate short-term planning and to enable the equivalent storage model as a flexibility asset. In line with this, the expected end user of the proposed framework is an aggregator.
The contributions of this paper are twofold, first, description of the mathematical framework of the equivalent time-variant storage model for EVSE aggregation without assumptions on expected future driving patterns and/or exact arrival/departure times of individual EVs and, second, analysis of the size of aggregation on the forecast performance: to the best of our knowledge this paper is the first one analyzing and discussing the relation between aggregation size and uncertainty of shortterm forecasts of uncontrolled demand and the proposed storage model parameters.
The analysis is carried out using data collected from over 1341 nonresidential EVSEs, located throughout 75 zip code regions in Northern California, spanning 1 year. A more detailed description of the data is given in Section II. The mathematical framework of the equivalent storage model is described in Section III. The aggregation metric, forecasting method, and forecasting results are discussed in Section IV. One envisioned application of the storage model-which highlights the benefits of aggregation-is shown in Section V.
II. DATASET

A. EVSE Characteristics
The data set for this study was provided by ChargePoint. It includes data from 1341 EVSEs throughout 75 zip code regions in Northern California with 451 999 charging sessions covering the full year of 2013. For each charging session, i.e., from plugin to departure of an EV, following data is reported.
1) Plug-in and departure time stamps.
2) Average and peak power every 15 min.
3) Charged energy every 15 min. 4) Charging port type. 5) Zip code. 6) Nonresidential building category. In order to join data from the EVSEs with local information that is identified by zip code, virtual aggregation points (VAPs) are created by aggregating EVSEs within a contiguous set of zip codes. The VAPs mostly coincide with the Pacific Gas and Electric Company's (PG&E) subload aggregation points (subLAPs). A more detailed description of the VAPs is given in [34] . The spatial distribution of the four VAPs with the most charging sessions is shown in Fig. 1 . All four VAPs are adjacent and located in San Francisco Bay Area. The number of zip code regions that form each of the VAPs, number of charging sessions and number of charging session per day are summarized in Table I . More than 99% of the charging sessions in the dataset are from level 2 EVSEs with a capacity between 4 and 7 kW unidirectional. About two-third of the EVSEs are located at workplaces, the rest is distributed over hospitals, parking areas, universities, and airports.
B. Data Preprocessing
The dataset is preprocessed before the analysis. Charging sessions with an energy less than 0.1 kWh are removed. Time stamps of charging sessions are checked to sort out simultaneous charging sessions of the same EVSE due to time stamp errors. The energy of every interval is crosschecked with the corresponding charging power of the interval, when mismatching, the session is sorted out. The EV arrival times are rounded down and the EV departure times are rounded up to the nearest 15 min interval to harmonize the data.
C. Qualitative Effect of Aggregation
To highlight the effect of aggregation on the consumption pattern of EVs, Fig. 2 shows a time-domain plot of different EV aggregation sizes for a weekly period. As expected, the higher the number of aggregated EVSEs, the less volatile the pattern becomes. This suggests that the charging demand becomes more forecastable as the size of the EVSE aggregation increases, an observation that is studied in detail in Section IV-D. Weekdays show a significantly higher demand than weekends, which may be due to the fact that most of the EVSEs are located at workplaces.
III. EQUIVALENT TIME-VARIANT STORAGE MODEL
A. Equivalent Storage Parameters
A storage model can be described by a number of parameters that are related to physical quantities. The main advantage of the storage model is that all parameters can be evaluated per EVSE and easily aggregated by summation over an arbitrary number of EVSEs. The model consists of seven time-dependent parameters described as follows.
α E (t) in (kWh): The capacity boosting rate α E represents the amount of capacity added to the equivalent storage at time t. It is proportional to the amount of capacity connecting to the system at time t. Equation (1) shows how α E is aggregated for an arbitrary number of EVSEs, n EVSE . E i represents the amount of energy to be charged during charging session of EV i. Equation (2) defines δ a,i , which is a Kronecker impulse function centered at the arrival time of the ith EV; it assumes the value 1 during the interval that the EV arrives and 0 elsewhere.
The capacity added at each time is equal to the amount of energy that will be charged in initializing sessions, not the actual total capacity of EV batteries that are connecting. The latter would include any residual energy left in batteries when they plug in as well as any uncharged capacity that remains when they depart
δ a,i (t) = 1 at arrival time of EV i 0 otherwise.
β E (t) in (kWh): The energy dissipation rate, β E , represents the amount of energy and capacity leaving from the system when a car is unplugged. Now, E i represents the amount of energy that has been charged during the session, while δ d,i is a Kronecker impulse function centered at the EV departure time. Note that the energy removed from the system is of equal magnitude as the added capacity when plugging in, but with opposite sign.
C(t) in (kWh):
The total capacity of the system at time t equals the sum of capacity at the previous time step and the added and removed capacity from plugging or unplugging EVs, respectively.
C act (t) in (kWh): The state variable C act describes the actual energy content of the equivalent storage. Δt is the granularity of time, which is 15 min throughout this paper
P act (t) in (kW): Charging/discharging rate of the EVs plugged into the system at time t. A positive sign represents charging while a negative sign represents discharging. P min (t) and P max (t) in (kW): The minimum/maximum charging rate of all EVs connected at time t. P 
SOC(t) in (%):
The SOC of the storage is derived from the other parameters and the state variable. It is defined according to the general convention as the actual energy content of the equivalent storage C act (t) divided by the total capacity C(t). In the case that the total capacity is zero, we define the SOC to be zero
The minimum charging/discharging power of the EVSEs can be set to a negative number corresponding to the V2G capability of the EVSE. However, if V2G is available, additional considerations around the assumption that there is no residual energy left in the battery when the EV is connected, shall be made.
In a V2G scenario with unknown residual energy storage capacity, only the energy that has been charged into the battery can be used for V2G operation. A constraint for the minimum SOC at the end of charging session needs to be defined. The resulting costs may be lower than in a pure charging scenario. From a theoretical standpoint, the optimum may be found only if the residual energy storage capacity is known when an EV connects. While the proposed storage model does allow for V2G capability, we consider assessments of the value of V2G as beyond the scope of this paper.
One of the key advantages of the proposed model is that no information about exact arrival and departure times of the EVs in the future is needed. The storage parameters α E , β E , P min , and P max include the exact arrival and departure times, but this is only the case for the calculation with historical information before the forecasting step. The forecast of the storage parameters is exclusively based on AR models that take the beforehand calculated time series of parameters based on historical data as input. Hence, the arrival and departure times in the future are implicitly included in the aggregated forecasted parameters but they are not explicitly needed.
B. Example Storage Parameter Evolution Over Time
For better understanding of the storage parameters, Fig. 4 shows an example of the storage parameter evolution over a 24 h period for two EVSEs. The example is taken from original measurement data and presents current practice of uncontrolled charging. The top subplot shows the evolution of the total/actual storage capacity and the added or removed capacity of the system during arrivals and departures of EVs. At t = 5.45, the first EV arrives and adds about 20 kWh to the system, i.e., the total storage capacity at that time is equal to α E as the capacity is a function of the previous capacity plus α E and β E as shown in (5) . At the same time, the maximum charging rate of the storage increases from 0 to 6.6 kW (level 2 EVSE) as seen in the middle subplot. The EVSEs do not to have V2G capability, hence, the minimum charging power is zero as no discharging is possible. The EV immediately starts to charge with about 5 kW after plugged to the EVSE. At 06.45, a second EV arrives and plugs to another EVSE. The second EV's added capacity α E is larger than the one of the first EV. The total capacity increases and is now the sum of the two connected EVs. The maximum power increases to 13.2 kW as the other EVSE is also of level 2 type. Also, the second car starts immediately to charge and P act increases to about 10 kW. The SOC drops as the second EV connects as the total capacity suddenly increases, while the actual energy continuously increases as the cars are being charged at a finite rate. After connection of the second EV, both EVs charge until full, sometime between 12.00 and 13.00. At 13.30, the first EVSE leaves and the storage capacity is reduced by the same amount that was added at 05.45; hence, the total capacity is equal to the added capacity of the second EV. However, no charging happens anymore as the EV has already been fully charged. The second EV leaves at 17.30 and all parameters drop to zero as no EV is connected anymore.
IV. INFLUENCE OF AGGREGATION ON SHORT-TERM FORECASTABILITY
A. Aggregation Metric
A metric which allows comparison of aggregations on a common basis needs to be established because EVSEs are visited at different frequency, i.e., some EVSEs have a higher demand than others. Hence, the number of EVSEs is not a suitable aggregation metric for comparison because the energy demand differs among them. Therefore, it is proposed to aggregate EVSEs by the average daily energy demand over the past two weeks [see (10) ] before the forecasting period in order to compare aggregations with similar energy demand. For example, an aggregation of 100 kWh can be achieved by a low number of EVSEs with many charging sessions or by a large number of EVSEs with a few charging sessions
B. Autoregressive Forecast Models
Autoregressive integrated moving average (ARIMA) models are used for short-term forecasting of the parameters. An ARIMA model is fit for each parameter using the Box-Jenkins methodology for analyzing the autocorrelation function and partial autocorrelation function of the input series [35] . The analysis is carried out for four parameters: P act , P max , C, and α E . The motivation behind selection of these parameters is given in Sections IV-D and IV-E. The Box-Jenkins procedure suggested to use seasonal AR models without moving average terms for all parameters. However, the models for the four parameters have different numbers of AR lags and differencing.
The general AR model, including seasonality, is shown in (11) . It consists of a constant k, model order p, coefficient φ i of the ith order, and seasonality s. The seasonality s is equal to 672 data points, which corresponds to 1 week (96 data points/day × 7 days = 672/week). The parameter D is the order of differencing of the time series. The parameters of all AR models and the computation time per model are summarized in Table II .
The evolution of α E represents a point process, which is not suitable for AR models, instead, the cumulative sum of α E is forecasted. Forecasting the cumulative sum of α E is actually more convenient for the application presented in Section V.
The computation times represent the time it takes to infer a model and afterwards calculate the day-ahead forecast of the parameter on a laptop with Intel i7 processor and 8 GB of RAM. The presented values are average values from 500 models for each parameter and it shows that inferring a model takes much longer than the forecasting
Therefore, the coefficients of the AR models are derived for each aggregation. In order to obtain the coefficients, 20 random combinations of EVSEs are produced for each aggregation and day to be forecasted. The average of the coefficients of the 20 models yields the model parameters for the specific aggregation and day to be forecasted. The data used to generate the 20 random EVSE combinations only include "past" data from before the forecasting period.
To justify this approach, the variation of the coefficients for 1000 different combinations of EVSEs for one aggregation is shown in Fig. 5 . The four subplots show the results for the four considered parameters P act , P max , C, and α E . The variation of the coefficients is relatively small and therefore only the averaged model with fixed coefficients is used instead of refitting AR coefficients for every combination of EVSEs. This approach reduces the total computational effort of producing the forecast significantly.
C. Metrics for Forecast Performance
Several performance metrics such as mean absolute error (MAE), root mean squared error (RMSE), mean average percentage error (MAPE), and coefficient of variation (CV) are used in the forecasting literature. The two most commonly used metrics are CV and MAPE [36] . In this paper, three performance metrics are used to quantify the performance of the forecast of the storage parameters, namely CV, MAE, and RMSE. For the uncontrolled demand, only the CV is presented as it is assumed to show similar behavior as for the storage parameters. The CV is particularly suitable to compare time series at different scales [36] , i.e., different aggregations. The CV is the ratio of the RMSE to the mean of the signal as shown in (12), where y denotes the signal andŷ its forecast
D. Forecastability of Uncontrolled Demand
Even if no EV charging is able to be controlled, grid operators are interested in forecasting of charging in order to plan generation to match demand. Uncertainty in this forecasts causes grid operators to procure more expensive reserve generation to manage unexpected changes in demand.
The three upper subplots in Fig. 6 show a day-ahead forecast of the demand for a low, medium, and high aggregation. Clearly, a higher aggregation improves the accuracy of the forecast significantly. The CV decreases from 70% to 46% and 21% for the medium and high aggregation, respectively.
To further demonstrate this trend, 1000 random combinations of EVSEs for each aggregation for one month are forecasted. This totals in 30.000 random EVSE combinations for each aggregation. The performance of each forecast is evaluated by means of the CV.
The results of the performance assessment are shown in the lower subplot in Fig. 6 . The forecast uncertainty considerably decreases with higher aggregations. The median of the forecast performance approaches about 24%, whereas the 25th and 75th percentiles lie at 15% and 43%, respectively. The results confirm the hypothesis drawn from the qualitative assessment of Fig. 2 that the demand at higher aggregations is forecastable with lower uncertainty. It is expected that the use of more advanced forecasting algorithms will further improve the performance but one should note that the basic AR models used in this analysis performed well.
E. Forecastability of Storage Parameters
The storage model, described in Section III, consists of seven parameters. Depending on the application of the model, different parameters need to be forecasted. If the storage model wants to be used as an flexibility asset for short-term planning, e.g., scheduling next day's charging pattern, the storage forming parameters C, P min , P max , α E , and β E need to be forecasted. In this paper, the forecasting performance of the parameters C, P max and cumulative sum of α E are analyzed. Only these three parameters are needed to run the optimization of the energy arbitrage scenario shown in Section V. The parameters P min and β E are not included in the analysis, but they have similar properties as their counter equivalents P max and α E , respectively, i.e., the forecast performance is assumed to be in the same order of magnitude.
To determine the relationship between uncertainty of forecast and aggregation, the storage parameters for 1000 random combinations of EVSEs for each aggregation are forecasted for the next day over a period of one month (30.000 combinations/aggregation). The performance of each forecast is evaluated by means of the CV, MAE, and RMSE.
Performance assessments of the forecasts for CV, MAE, and RMSE are shown in Figs. 7-9 , respectively. Considering the CV, the uncertainty for all storage parameters significantly decreases for higher aggregations. The achieved performance for day-ahead forecasts for all storage parameters lies between 10% and 15% for the highest aggregation. From the results of the MAE and the RMSE, it can be seen that the error increases with larger aggregations because the two metrics do not represent percentage errors. As the signal magnitude increases, also the error increases in absolute terms even though the percentage error decreases. However, MSE and RMSE show a saturation trend with increasing aggregation, which allows to conclude that the forecast errors are inversely correlated with the aggregation size, i.e., relative errors reduce with larger aggregations. The plots include results for 1 month, whereas no significant differences in the forecast performance of weekdays and weekends are observed.
V. APPLICATION OF THE STORAGE MODEL
This section presents an example application of the storage model for participation in a day-ahead market from an aggregator's perspective. The benefit of aggregation by reducing the forecast uncertainty on the costs is analyzed, i.e., how much additional costs are caused due to imperfect forecasting of the storage parameters. The storage parameters C, P max , and α E are forecasted for the next day. The EVs do not have V2G capability and therefore P min is equal to zero. The parameter β E is not forecasted as it is not needed for this analysis.
In order to put the application in context with the current practice, three scenarios are considered given a day-ahead price p DA from the CAISO day-ahead market from June 01, 2017 and a real-time price p RT that is arbitrarily chosen to be 1.5 times the day-ahead price.
1) uncontrolled charging P uc (current practice): the costs are determined by multiplying the uncontrolled demand with the real-time price as shown in (15); 2) controlled charging with forecasted storage parameters P fc (application of storage model): the power schedule is arranged, such that costs are minimized over the dayahead price. An additional cost evaluated on the realtime price is added for deviating from the optimum due to imperfect forecast of storage parameters as shown in (16); 3) controlled charging with perfect forecast P opt (benchmark case): the optimal case describes the minimal costs for the given market context due to a perfect forecast of all involved parameters and is calculated according to (17) 
The optimized charging schedules for 15 min intervals (96 intervals/day) for scenario 2) and 3) is derived by use of the linear optimization problem described in (18) . The total costs are minimized by optimally scheduling the demand given the day-ahead price and the forecasted and original storage parameters, respectively. The day-ahead price is the locational marginal cost from one node of the CAISO day-ahead market from June 01, 2017 and the real-time price is equal to 1.5 times the day-ahead price. The first constraint describes the physical power limits within charging is possible. The second constraint describes the initial energy state of the storage. It is set to 50% of the total capacity, this value is arbitrary and can be chosen as preferred. The third constraint tracks the energy state and ensures that the energy content of the storage is between zero and the total capacity for every 15 min interval Δt. C 0 is the initial energy, t n =1 −P n · Δt is the cumulative sum of the charged energy and t n =1 α E ,n is the cumulative sum of the added energy. The fourth constraint ensures that the SOC at t 96 of the storage model is again 50% as defined also for the beginning of the day and, thus, the storage model is in the same state at the beginning and at the end of the day.
The forecasted parameters are checked for certain conditions to guarantee a feasible solution in the optimization, which are as follows:
1) P max must be greater than zero at all times; 2) cumulative sum of α E must be greater or equal than the cumulative sum of the positive changes of C. Moreover, boundary conditions are defined, such that the storage capacity, the maximum power, and the SOC at t 1 and t 96 are equal, respectively.
Similar to the forecastability assessment in Sections IV-D and IV-E, 1000 random EVSE combinations for each aggregation are generated over a period of one month (30.000 combinations/aggregation). For each combination, the storage parameters are forecasted, an optimization is run, and the total costs for each scenario are evaluated.
The upper plot in Fig. 10 shows the total costs for each scenario for all random EVSE combinations in light and the median cost in dark colors. Obviously, the total costs are increasing with increasing aggregation. To quantify the additional costs that are added on top of the optimal case due to imperfect forecasts, the difference between the costs of the uncontrolled/forecasted scenario to the optimum are normalized over the optimum, i.e., (cost {uc,fc} − cost opt )/cost opt . The lower plot shows the additional costs added to the optimum in percent of the total optimal costs.
Generally, the costs in the forecast scenario show a larger variation than the costs of the uncontrolled charging, in particular at low aggregations due to large uncertainty in the forecasts. However, the variation decreases with higher aggregations for both scenarios as forecasts become more accurate. The median cost of uncontrolled charging stabilizes at about 133% on top of the optimal costs at an aggregation of about 1000 kWh. In the forecasting scenario, the total costs only add around 50% on top of the optimal costs and is therefore more appealing from an economic perspective despite imperfect forecasts.
VI. DISAGGREGATION OF THE AGGREGATED SIGNAL TO INDIVIDUAL EVS
The disaggregation of the aggregated charging signal is an essential aspect for application of the approach in practice. This section briefly discusses one possible disaggregation method by matching the charging schedule of the individual EVs with the aggregate reference signal. Two reference signals are distinguished, first, P opt generated with perfect forecast, second, P fc generated with forecasted storage parameters.
The analysis assumes that full information from the individual charging sessions is available: arrival/departure time, energy demand, etc., whereas the aggregated charging signal serves as a reference to be followed by the individual EVs. This is realized with the following optimization, which minimizes the sum of absolute differences between the sum of individual charging signals and the reference charging signal:
The same procedure as in the previous sections is adopted to generate random combinations of EVSEs for each aggregation. Due to computational constraints, only 100 random combinations for each aggregation over one week are generated (700 combinations for each aggregation). Fig. 11 shows a comparison of the charging signals for one given aggregation over one day (15 min time steps). Here, the aggregation was chosen to be 6000 kWh which is about 960 EVs.
The top left plot shows the optimal charging schedule P opt and the sum of the disaggregated signal P opt−dis . The middle left plot shows the difference between the two signals. Clearly, there is no difference between the two signals. The disaggregated signal perfectly follows the given reference signal as the aggregated storage model is a sum of the individual parameters. Moreover, there is no forecast uncertainty involved as P opt is calculated using a perfect forecast. The lower left plot shows the disaggregated individual signals, of which P opt−dis is comprised.
The top right plot shows the same variables but with the reference signal P f c that is calculated from forecasted storage parameters. Clearly, the summed disaggregated signal P f c−dis does not perfectly follow the reference signal due to the uncertainty in the forecasted parameters. The middle right plot shows the difference between the two signals. Here, the forecast overestimated the demand, thus the disaggregated signal is always smaller than the reference. The lower right plot shows the disaggregated individual signals of which P fc−dis is comprised. Naturally, the individual disaggregated schedules in the optimal and forecasted case are different.
In order to get insightful results and the order of magnitude of the disaggregation mismatch between the reference signal and the sum of individual signals, 100 random EVSE combinations for each aggregation over one week (= 700 combinations/aggregation) are generated. Then, the CV for the difference between (P opt−dis − P opt ) and (P fc−dis − P fc ) is calculated.
The upper plot in Fig. 12 shows that the difference between the optimal charging schedule and the sum of disaggregated signals is negligible (numerical errors), thus confirms preceding observation. The lower plot shows that in the forecasted case with the reference signal P fc , the mismatch decreases at higher aggregations. For the highest aggregation, the median CV is about 45%.
VII. CONCLUSION
The paper presented a novel equivalent time-variant storage model for aggregation of EVs plugged to EVSEs. The proposed storage model has several advantages, which are as follows: 1) general mathematical framework so that it is applicable in different market contexts; 2) the storage parameters can be easily aggregated by summation and applied to any aggregation; 3) the storage parameters can be forecasted by use of conventional methods such as AR models without the need for complicated forecasting algorithms; 4) the framework allows to release previous assumptions on the expected future driving pattern and/or exact arrival/departure times of EVs; 5) within this framework, EVSEs of different charging levels can be included. The main findings of the paper are summarized below. The analysis of the relation between aggregation and forecasting uncertainty showed that the error significantly reduces with larger aggregations. The median CV is as low as 24% for the forecast of uncontrolled demand at the highest aggregation. The forecast uncertainty of the storage parameters was even lower with an CV between 10% and 15%. The results of the MAE and the RMSE showed that the absolute error increases with larger aggregations but a saturation trend with increasing aggregation allows to conclude that the forecast errors are inversely correlated with the aggregation, i.e., relative errors reduce with larger aggregations.
The benefit of aggregation was further shown by means of a practical application of the storage model for energy arbitraging under uncertainty. The costs of energy were minimized by optimizing the day-ahead schedule using (uncertain) forecasts of the storage parameters where deviations from the optimal schedule are penalized. The results show that the total costs using the proposed model in the given market context are only about 50% higher than the benchmark with perfect forecast. The costs in the uncontrolled case are about 133% higher than in the benchmark case. This shows the economic advantage of the proposed model over uncontrolled charging despite imperfect forecasts.
The disaggregation analysis showed that the aggregated charging signal can be disaggregated to individual EVs without error, when the forecast of the storage parameters are perfect, and future charging session information is available. When uncertainty is introduced to the forecasted storage parameters, the disaggregated solution deviates from the day-ahead reference signal, even though future charging session information is available.
For future work, additional uncertainty will be added considering that not all information from future charging sessions will be available. Therefore, a more thorough investigation of disaggregation strategies with incomplete information in addition to forecast uncertainties is essential. The disaggregation method, which will be applied in the future, highly depends on the availability of information, e.g., SOC, arrival/departure time, energy demand, etc. Furthermore, the proposed model does not capture the human behavior under dynamic pricing conditions and this will be further investigated to evaluate the impact on the EVSE utilization rates at different times of the day.
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