Building upon a recent existence result of Kuo and Sloan, this paper presents a component-by-component algorithm for constructing the m points of a quasi-Monte Carlo (QMC) rule for numerical integration over the d-fold product of unit spheres S 2 ⊂ R 3 . Our construction is as follows: starting with a well chosen generating point set of m points on S 2 , the algorithm chooses a permutation of this generating point set for each sphere, one sphere at a time, so that the projection of the m QMC points onto each sphere is the same, and is just the generating point set but with the points occurring in a different order. Understandably, the quality of our QMC rule depends on the quality of both the generating point set and the successive permutations.
Introduction
Repeated angular integrals of the form and then applying to each such integral the product of a Gauss rule with respect to cos θ and a trapezoidal rule with respect to φ. However, the cost (in terms of the number of function evaluations) associated with this approach grows exponentially with d, making it too costly if d is large. Do there exist deterministic numerical methods for the above integration problem that have a cost bounded independently of d? The answer is yes in some cases: the recent paper [16] showed (non-constructively) that quasi-Monte Carlo (QMC ) methods can be efficient for integration over the product of spheres S s with s ≥ 2, when the underlying function space is a weighted tensor product of reproducing kernel Hilbert spaces defined in terms of weights γ j , for j = 1, 2, . . . , d, provided these weights satisfy a certain condition. The QMC methods are equal weight cubature rules (or equal weight numerical integration rules) of the form
f (t i,1 , . . . , t i,d ),
where t i , for each i = 1, 2, . . . , m, is the ith point on the product of d spheres, and t i,j , for j = 1, 2, . . . , d, denotes (the projection of) the ith point on the jth sphere. We will also refer to t i,j as the jth component of the point t i . The main result of [16] asserts the existence of good QMC rules for which the worst-case error in the weighted function space can be bounded from above by c m −1/2 , with a positive constant c independent of d and m. A review of worst-case error, the function space, and a summary of key results from [16] will be given in Section 3. Note that the arguments used in [16] were not constructive, giving no clue as to how to construct QMC rules that would achieve the theoretical error bounds.
In this paper we provide a construction (for the case of products of spheres S 2 only) of a special class of QMC rules that, for m sufficiently large, achieve the worst-case error bounds of [16] . Our construction takes a component-by-component approach: the points for each sphere are constructed in turn, with the points on the jth sphere constructed while holding fixed all previously chosen points from the first j − 1 spheres. Equivalently, the components of each point t i are constructed one at a time while holding all previously constructed components fixed. This "greedy" algorithm is shown to have the property that at step j, the worst-case error of the resulting QMC rule in j dimensions satisfies the error bound of [16] with d replaced by j, and this holds for each j = 1, 2, . . . , d. Each step of the construction can be carried out by a finite search, whose cost is independent of j and d, making the overall cost of the construction only linear in d. More details about the special class of QMC rules will be described shortly. First we discuss the source of inspiration for our construction.
Our approach inherits ideas from the analogous integration problem on the d-dimensional unit cube. The weighted tensor product setting was first introduced in a non-periodic (Sobolev space) setting in [26] , and then in a periodic (Korobov space) setting in [28] . In the periodic case the integration problem can be thought of as posed on a d-fold torus, or equivalently, a d-fold product of circles of circumference 1. This makes it a natural starting point for the present study of integration on the d-fold product of spheres S 2 . The inspiration for the present work comes from a succession of results established in [28, 25, 15] , that if m is prime, then the points of a lattice rule (see [20, 24] ) on the d-dimensional 1-periodic unit cube (or the d-fold product of circles) can be constructed component-by-component to achieve the optimal error bound in certain weighted function space. A non-technical review of the lattice story can be found in [17] .
The question that comes naturally to mind is: what is the equivalent of a lattice rule for a product of spheres S 2 ? One property of a lattice rule on the half-open unit cube is that every projection onto a subset of the axes is itself a lattice rule. In particular, if m is prime then the projection of the rule onto the jth axis, for j = 1, 2, . . . , d, is just the m-point rectangle rule, with equal spacing 1/m. This is undoubtedly one of the keys to the success of lattice rules for the integration problem on the unit cube.
In the same way, we seek an m-point QMC rule on the product of d spheres whose projection onto each sphere is the same well-chosen m-point cubature formula for a single sphere S 2 . Starting with an underlying generating point set on a single sphere S 2 , the jth components of the points {t 1 , . . . , t m }, for each j = 1, 2, . . . , d, are chosen to be simply a permuted version of this generating point set. Our algorithm chooses one permutation of this generating point set for each sphere, one sphere at a time, until all components of the points {t 1 , . . . , t m } have been determined. The precise definition of the special class of QMC rules will be given in Section 2. The quality of our QMC rule depends, of course, on both the quality of the generating point set and the choice of the permutation for each sphere. Under the assumption that the generating point set is of good quality (see below), the proof that the resulting QMC rule satisfies the desired error bound will naturally be carried out by induction, as is the case for the analogous results for lattice rules [25, 15] .
How should this generating point set on S 2 be chosen? In the case of the unit cube the corresponding cubature formula is the m-point rectangle rule, which is itself a lattice rule. But in the case of a single sphere it is too restrictive to ask that the m-point QMC rule be a lattice rule, if by lattice rule is meant a cubature formula that is invariant under a finite subgroup of the symmetry group of the sphere, since (remembering that there are only five platonic solids) there are few such subgroups. There is, however, one aspect of the m-point rectangle rule on [0, 1), with spacing 1/m, that can be generalized to the sphere S 2 : this is the easily verified fact that the 1-dimensional rule
is equal to the integral
for all trigonometric polynomials g h (u) = e 2πihu with |h| < m. It is this property of a high polynomial degree of exactness on which we choose to base our generalization.
Our cubature rule on a single sphere S 2 associated with the generating point set will be chosen to have equal weights and spherical polynomial degree of exactness n. The point set for such a rule is called a spherical n-design, and it has at least m = O(n 2 ) points. We therefore need, as an ingredient in our analysis, an estimate of the worst-case error for the equal weight cubature rule corresponding to a spherical n-design. This rather complicated task involves techniques developed in [11, 13] . Note there is as yet no proof that spherical n-designs with O(n 2 ) points actually exist for every value of n. However, convincing numerical evidence is given in [5] of the existence of spherical n-designs with (n + 1) 2 points at least up to n = 50. It is also well known that spherical n-designs with O(n 3 ) points exist for every n, and if such a spherical design is used as the generating point set we still obtain the same error bounds as in [17] under slightly stronger smoothness assumptions on the weighted tensor product space.
The paper is organized as follows. The form of the special class of QMC rules on the product of d copies of S 2 is discussed in the next section. In Section 3 we summarize some background material about spheres, and we review the weighted function spaces and the key results of [16] . The main results of this paper are Theorem 1 in Section 4 and Theorem 4 in Section 5. Firstly, without specifying the generating point set on S 2 , we prove inductively in Theorem 1 that the QMC rule constructed by our componentby-component algorithm satisfies the worst-case error bound of [16] , if a certain estimate is satisfied by the worst-case error of the generating point set. Then in Theorem 4 we show that this estimate is automatically satisfied for m sufficiently large if the generating point set is a spherical n-design with m = O(n 2 ) points (and also under slightly stronger assumptions on the smoothness of the function space if the generating point set is a spherical n-design with O(n 3 ) points). This estimate of the worst-case error in our reproducing kernel Hilbert space setting follows essentially from the result in [13] . However, because slightly different (but equivalent) spaces were considered in [11, 13] , and also because we assume that some readers will not be familiar with the results and techniques from [11, 13] , we include the proof. In Section 6 we describe a randomized algorithm which overcomes the problem of searching through m! permutations at each step. Finally, in Section 7 we present worst-case errors obtained for cubature formulas on the product (S 2 ) d with d up to 30, and m up to 2601, corresponding to a generating point set which is a spherical 50-design.
A special class of QMC rules
denote the usual unit sphere in R 3 with the surface area 4π. We study the problem of numerical integration on the product
of d copies of S 2 with QMC rules (1). The paper [16] , which can be considered as the predecessor of this work, studied numerical integration on products of general unit spheres S s ⊂ R s+1 , where s ≥ 2. Here we use the same setting as in [16] , but specialize to the s = 2 case. We consider as in [16] the normalized integral
Background
In this paper the set of all non-negative integers is denoted by N. Let L 2 (S 2 ) denote the Hilbert space of square-integrable functions on S 2 with the (normalized) inner product
and the associated norm 
respectively.
Spherical harmonics on S 2
Let P µ denote the space of spherical polynomials of degree ≤ µ on S 2 , that is, the space of the restrictions to S 2 of the polynomials of total degree ≤ µ in R 3 . The dimension of P µ is dim(P µ ) = (µ + 1)
2 , and a popular basis for P µ is the set of spherical harmonics [19] {Y ,k : = 0, 1, . . . , µ; k = 1, 2, . . . , 2 + 1}, which we will assume to be orthonormal with respect to the normalized L 2 inner product, that is,
where δ , is the Kronecker symbol with value 1 if = and 0 otherwise. The spherical harmonic Y ,k , for each k = 1, 2, . . . , 2 + 1, is the restriction to S 2 of a homogeneous harmonic polynomial on R 3 of exact degree ∈ N. With the normalization used here, the addition theorem for the spherical harmonics states that
where P is the Legendre polynomial of degree (see Subsection 3.2 for more information about Legendre polynomials). The orthonormal set {Y ,k : ∈ N; k = 1, 2, . . . , 2 + 1} of spherical harmonics forms a complete orthonormal system in L 2 (S 2 ), that is, every function f ∈ L 2 (S 2 ) can be expanded in a Fourier series (or Laplace series)
with convergence in the L 2 sense, and with the Fourier coefficientsf ,k defined bŷ
The spherical harmonics are eigenfunctions of the Beltrami operator ∆ * , which is the angular part of the Laplacian ∆ on R 3 . More precisely, any spherical harmonic
For more details on (spherical) polynomials, spherical harmonics, Fourier series and the Beltrami operator we refer the reader to [8, 21] .
Jacobi polynomials and Legendre polynomials on [−1, 1]
Later in our proofs we need to make use of properties of Jacobi polynomials, which are a family of orthogonal polynomials on [−1, 1].
Let P (α,β) : [−1, 1] → R denote the Jacobi polynomial of degree ∈ N with indices α, β > −1. The Jacobi polynomials {P (α,β) : ∈ N} are orthogonal with respect to the weighted inner product
Moreover, they form a complete orthogonal system in the weighted L 2 space, L Of particular interest to us are the Legendre polynomials P , ∈ N, which we have already encountered in the addition theorem (5), and which are the special case of the Jacobi polynomials with indices α = β = 0. The Legendre polynomial P satisfies
We will also encounter the Jacobi polynomials P (1, 0) , ∈ N, which satisfy
and (see for example [7, p. 284 , (2)])
For more information about Jacobi polynomials we refer the reader to [29] .
Spherical designs on S 2
The concept of a spherical design was first introduced in [6] . There are several equivalent characterizations of a spherical n-design, with the most convenient one for our purposes being the following: a spherical n-design on S 2 is a point set {z 1 , . . . , z m } ⊂ S 2 which generates an equal weight cubature rule (3) that integrates exactly all spherical polynomials of degree ≤ n, that is,
It has been proved in [23] that spherical n-designs exist for any n if no restriction is placed on the number of points m. A crucial question is, for a given degree n, how small can m be? It is well known (see [6, 4] ) that the minimal number of points of a spherical n-design has a lower bound of order n 2 , but existence of spherical n-designs with O(n 2 ) points has not yet been proved: it has been proved only (see [14] ) that spherical n-designs with O(n 3 ) points exist for every n. It has, however, been conjectured (see for example [14] ) that there exist spherical ndesigns with O(n 2 ) points for every n. There is ample numerical evidence supporting this conjecture (see [9] for degrees n ≤ 15 and [5] for n ≤ 50), and we believe the conjecture to be correct. We refer to [10] for a more comprehensive review of the literature about spherical designs.
The Sobolev space H 1
In the next subsection we will define the Sobolev space H d as a d-fold tensor product of one-dimensional Sobolev spaces H 1 . First we discuss these one-dimensional building blocks of H d .
Following [16] but taking just s = 2, we consider the space H 1 = H 1,r,γ (S 2 ), where r > 1 is a smoothness parameter and γ > 0 is a weight parameter (whose purpose will become apparent when we introduce H d ). The space H 1 is the closure of the space P = ∞ µ=0 P µ of all spherical polynomials on S 2 with respect to the norm
where I 1 (f ) is the normalized integral of f as defined in (2), (9) is a pseudodifferential operator defined by its action on the spherical harmonics
When r is a non-negative even integer, (10) follows from r/2 applications of the Beltrami operator (7). For r > 1 and f ∈ H 1 , the operator (−∆ * ) r 2 is defined via the Fourier series expansion
This means that the norm (9) can also be expressed in terms of the Fourier coefficients of f as
The space H 1 is a Hilbert space with the inner product
Furthermore, it is a reproducing kernel Hilbert space. This means that there exists a kernel
, and (iii) the reproducing property holds f, K 1 (·, y) H 1 = f (y) for every f ∈ H 1 and every y ∈ S 2 . See [1] for a comprehensive discussion of reproducing kernel Hilbert spaces. The reproducing kernel in H 1 is given by
where the second equality follows from the addition theorem (5) and P 0 ≡ 1. Because r > 1, the space H 1 is embedded in C(S 2 ), that is, there exists a positive constant c such that
and the Fourier series (6) of any function f ∈ H 1 converges uniformly.
For simplicity we will only show the dependence of H 1 on r and γ when there is a need to do so. Note that for fixed r > 1 and γ = γ , the spaces H 1,r,γ (S 2 ) and H 1,r,γ (S 2 ) are equivalent spaces because the norms based on γ and γ are equivalent.
The Sobolev space H d
We are ready to define the Sobolev space H d . Following [16] but taking s = 2, the integrands in (2) are assumed to belong to the tensor product Hilbert space
where r > 1 is again our smoothness parameter, and Every function f in the tensor product space
where K( ) := {k ∈ N d : 1 ≤ k j ≤ 2 j + 1 for each j = 1, 2, . . . , d}, and
The space H d is a reproducing kernel Hilbert space with reproducing kernel
We observe that the kernel K d is just the product of the kernels K 1 given by (11) with different weights
, and all Fourier series (12) of functions in H d converge uniformly. Note that when d = 1, we recover the space H 1 defined in the previous subsection.
Existence results in H d
Here we summarize the key results from [16] for QMC rules in H d (with s = 2). In this paper we denote the number of cubature points by m (whereas n was used in [16] ), and we denote by n the degree of exactness of a spherical design.
The worst-case error of an arbitrary QMC rule (1) for integration in H d is defined by
and the initial error is e 0,d := sup
where
It is easy to see that e 0,d = 1 and that the worst-case error satisfies (with s = 2)
Based on an averaging argument, it was proved in [16, Lemma 1 and Lemma 2] that there exists a set of cubature points {t 1 , . . . ,
with the constant A r given by
Note that A r < ∞ since r > 1.
Using the property log(1 + x) ≤ x for all x > 0, the upper bound in (14) can be further bounded by 
Thus if the sum of weights is bounded as
where c > 0 is independent of m and d. By studying also a lower bound to the worst-case error, it was proved in [16] that (16) is both necessary and sufficient for strong QMC tractability in H d . The integration problem is said to be strongly QMC tractable in H d if the minimal number of cubature points needed in (1) to reduce the worst-case error from its initial value by a factor of ε > 0 is bounded polynomially in 1/ε but independently of d. We shall say no more about tractability since it is not the focus of the present paper. The interested reader is referred to [16] and the references therein.
The proof in [16] was not constructive, and so did not give any information about how to find a set of cubature points {t 1 , . . . , t m } ⊂ (S 2 ) d satisfying (14) . In the next section we show that a QMC rule of the form (4) can be constructed "component-by-component" to achieve the worst-case error bound (14) , provided that the generating point set satisfies a desired estimate. Then in Section 5 we show that generating point sets satisfying this estimate do exist under suitable conditions.
Component-by-component construction
Recall from Section 2 that we want to approximate the normalized integral (2) by a special class of QMC rules of the form (4). For the moment let us consider an arbitrary fixed point set {z 1 , . . . , z m } ⊂ S 2 as the generating point set for (4) . Later in Section 5 we will specialize to spherical designs.
It follows from (13) that the worst-case error of this QMC rule (4) 
The following theorem is the first main result of this paper.
Theorem 1
where A r is given by (15) and
For any q satisfying 2 ≤ q ≤ d, if we already have permutations Π 1 , . . . , Π q−1 such that e Before we prove the theorem, some remarks are in order. Firstly, the quantity D (20) and (21) Last but not the least, parts (b) and (e) together lead to a component-by-component algorithm for constructing a QMC rule (4) which satisfies the desired worst-case error bound. The algorithm is given below. Since in the first dimension any permutation of the generating point set does not change the worst-case error, we set Π 1 = I, the identity permutation.
Algorithm 2 A generating point set {z 1 , . . . , z m } ⊂ S 2 is given.
1. Set Π 1 = I. (17) that upon separating out the i = p terms in the double sum, we obtain
For p = i, it follows from Lemma 3(b) and P (1) = 1 that
which is independent of i and p. Thus for p = i
The explicit expression for M (1 + A r γ j )
where we first isolated e . . , Π q−1 , Π q ) over all possible Π q ∈ P m . Note that only the last term in (24) depends on the permutation Π q . We average this last term over all possible Π q ∈ P m , obtaining
where the first equality follows from (23) , and the last equality follows from the squared worst-case error expression (17) with d replaced by q − 1. Combining (24) and (25), we arrive at the average
Note that assumption (21) 
where the last equality follows from the expression (18) with d replaced by q. Since there must exist one permutation Π q ∈ P m which is as good as average, for this Π q we have e
. (e) Naturally we prove this result by induction. For the first dimension, the permutation Π 1 has no effect on the squared worst-case error e 
QMC rules generated by spherical designs
Now we specialize to the case where the generating point set {z 1 , . . . , z m } is a spherical n-design, and prove that the desired bound (20) (20) is a constant A r , depending on r, divided by m. Are there equal weight cubature rules for which the upper bound is satisfied if m is sufficiently large? The answer is yes, as we will see from our second main result, Theorem 4. First, we observe from the results in [12] that the squared worst-case error of any m-point cubature rule (and hence any equal weight rule) in H 1 , with γ = 1, has the order-optimal lower bound
where the constant c depends only on the smoothness parameter r. If we can find a sequence of equal weight cubature rules on S 2 that achieve the bound in (27) then since r > 1 this sequence of QMC rules for d = 1 will clearly satisfy (20) , for m sufficiently large. Theorem 4 below states that D 2 m is of order n −2r when the generating rule is a spherical n-design. Essentially it is a special case of [13, Theorem 5 ] (see also [11, Theorem 6] ). However, since another (equivalent) norm was used for H 1 in [13] , we have a different reproducing kernel and a slightly different representation for the worst-case error. For this reason, and also because we assume that the readers are not necessarily familiar with the techniques used in [11, 13] , we give the details of the proof and explain the ideas behind the lemmas which are needed. Note that the smoothness parameter in this paper is denoted by r, whereas s is used as the smoothness parameter in [13] .
Theorem 4 (see [13, Theorem 5] and [11, Theorem 6] ) Let r > 1, and let D 
(b) There exists a positive constant c such that
where c is independent of the particular spherical n-design, of n, and of the number of points m. would be of the order m −r , and it will be smaller than A r /m for r > 1 and sufficiently large m. This is the essence of part (c).
As discussed in Subsection 3.3, there is yet no proof that spherical n-designs with O(n 2 ) points exist for arbitrarily large n. However, it is known from [14] that spherical n-designs with c 1 n 3 ≤ m ≤ c 2 n 3 points exist for every n ∈ N. In this case, we see from part (b) that D 2 m is of order m −2r/3 , which satisfies the desired bound in part (c) if r > 3/2 and m is sufficiently large.
We will devote the remainder of this section to proving Theorem 4, following the techniques from [11, 13] .
Proof of Theorem 4. (a) Recall from (19) that
Since P (z i · z p ) is a spherical polynomial of degree in z p , it follows from the exactness on P n of the equal weight cubature rule generated by the spherical n-design that for 1 ≤ ≤ n,
The integral of P over [−1, 1] is zero because the Legendre polynomials are orthogonal polynomials with respect to the standard L 2 inner product on [−1, 1] and because P 0 ≡ 1. This is why the sum over in (28) can start from n + 1 instead of 1. 2
Before we continue to prove that D 2 m is of the order n −2r , we will first state two lemmas needed in our proof.
Lemma 5 (see [13, Lemma 7] ) Let n ≥ 1. For u ∈ [−1, 1), we can write
Moreover, we have
Proof. This lemma can be proved in a similar way to Lemma 7 of [13] . We sketch the main ideas and leave it to the reader to fill in the details by analogy with [13] . We start by multiplying (29) by (1 − u). Using the identity [29, (4.5.4)]
and [29, (4.7.17) ]
we can express both sides of (29) multiplied by (1 − u) as series in Legendre polynomials.
Comparing coefficients confirms that the formulas for α n , β n , and η , ≥ n + 1, are correct. The estimates in (30) follow from the mean value theorem. 2 A spherical cap S(y, r) with axis y and radius r is defined as
The difference S(y, r 2 ) \ S(y, r 1 ) between two spherical caps with the same axis y but different radii r 2 ≥ r 1 is known as a spherical collar with axis y and height r 2 − r 1 .
Lemma 6
Given a spherical n-design {z 1 , . . . , z m } on S 2 , let N [R] be the counting function which gives the number of points in {z 1 , . . . , z m } that lie within the region R ⊂ S 2 .
(a) There exists a positive constant c 1 such that
, we have
where c 1 is the positive constant from part (a).
Proof. Part (a) was proved by Reimer in [22, Lemma 1] . It was shown more generally that for a positive weight cubature rule with polynomial degree of exactness 2µ, the sum of the weights in any spherical cap S(x, with the same axis y, and then to cover each of these collars with spherical caps of radius π 2n
. We then apply the result of part (a) for each of these caps and finally arrive at the result in part (b).
2
After these preparations we can finish the proof of Theorem 4.
Proof of Theorem 4. (b) Now we follow the technique used in the proof of [13, Theorem 5] (see also the proof of [11, Theorem 6] ). In the light of the decomposition in Lemma 5, we define, for z, w ∈ S 2 ,
With this we can write (28) as
where we have used, for each i = 1, . . . , m,
since P
(1,0) n (z i · z) is a spherical polynomial of degree n in the variable z, and is hence integrated exactly by the equal weight cubature rule corresponding to the spherical ndesign. The last equality in (34) follows from (8) . Clearly the first term in (33) is of the required order n −2r . It remains to find a bound for the second term in (33). For each i satisfying 1 ≤ i ≤ m, we can consider z i as the 'north pole' and divide the sphere into the 'northern hemisphere' S z i , (That we count the equator twice is not of concern.) We can then split each hemisphere into the 'polar zone' S ±z i , π 2n and the remainder region S ±z i ,
. With this analogy in mind we can write
and
Note that we have an inequality because our 'equator' is considered as part of both hemispheres.
To estimate |D ± i |, we consider points z p in the polar zones S ±z i , π 2n
. Note that in this case z i ·z p could be very close or even equal to ±1. Using the properties |P (u)| ≤ P (1) = 1 and |P
, we obtain a bound on |k n (z i , z p )| from the first equality in (32) as follows:
This, together with Lemma 6(a), leads to
In estimating |R ± i |, we only need to consider points z p outside the polar caps S ±z i ,
in which case cos
). It follows from the second equality in (32) that
where θ i,p ∈ [0, π] is defined by cos θ i,p = z i ·z p . From [29, (7.3.8) ] the Legendre polynomials satisfy the estimate
and hence
Thus from (37), (38), and (30)
From now on it is convenient to work with angles lying in [
To obtain a bound on the sum in (39), we use a trick involving a Riemann-Stieltjes integral and integration by parts, which is due to Reimer [22] . We define, for
and define f (θ) = (sin θ)
and f is continuous and strictly monotonically declining. This allows us to write the sum in (39) as a Riemann-Stieltjes integral (see [18, Chapter X 
where we have used integration by parts and g
where we used the property sin θ > . Using (40) in (39) we obtain
From (35), (36), and (41) we obtain
Hence from (33) 
Note added: For 1 < r < 2, recent results of Brauchart and Womersley provided another way of constructing a suitable generating point set: they showed (see [2, Corollary 3.9] and [3] ) that a set of points {z 1 , . . . , z m } ⊆ S 2 which maximizes
−r (where |z i − z p | is the Euclidean distance in R 3 between z i and z p on S 2 ), and therefore satisfies (20) for m sufficiently large.
A randomized algorithm
First we discuss the implementation issues of Algorithm 2. We see from (17) that the computational cost for evaluating the squared worst-case error is O(m 2 d) provided that the sum over ≥ 1 can be well approximated by truncating the sum at some index max . Clearly the sum over ≥ 1 in (17) converges no more slowly than that for the constant A r given by (15) . Thus it is enough to consider the error associated with truncating A r at max , which we may bound by
To ensure that this error is within a given tolerance level δ, it is sufficient that we take
. For example, if δ = 10 −16 then max needs to be 8409 when r = 3, 10 8 when r = 2, and 2 × 10 16 when r = 3/2. For computational efficiency, once we have chosen our generating spherical n-design, we should pre-compute and store
for 1 ≤ i, p ≤ m. The Legendre polynomials can be computed by the upward recurrence (see also (31))
starting from P 0 (u) = 1 and P 1 (u) = u. As in the calculation of A r , we truncate the sum in (43) at max . The cost for the pre-computation is O(m 2 max ) operations. Note that Θ(i, p) = Θ(p, i) and Θ(i, i) = A r . The squared worst-case error (17) can now be written as
After the pre-computations, the cost for Algorithm 2 is O(m! m 2 d) operations if we store the products in (44) during the search (leaving aside for now the cost for generating the permutations). It is clear that the m! factor in the complexity, which arises due to the number of permutations we need to search in each step, makes a full search infeasible even for spherical 2-designs with just m = 9 points. Thus we must find a way to reduce the computational cost while not sacrificing the quality of the resulting rule.
We recall from Corollary 7 that the rule constructed by Algorithm 2 is guaranteed to satisfy the error bound e . A closer examination of the proof of Theorem 1 indicates that the same error bound is likely to be achieved by more than one choice of the permutations, since the error bound is obtained by an averaging argument (the argument being that there is at least one choice as good as average). In fact, the desired error bound can be achieved as long as each Π q satisfies e (26) . We therefore recommend the following modified algorithm. The computational cost for this modified algorithm is O(κ m 4 d) operations if we store the products as above, assuming that we generate at most κ m permutations in Step 2(a) and assuming that the cost for generating a random permutation is O(m) operations. Ideally, κ ≥ 1 would be some small constant that is independent of m and d. In theory we know nothing about the distribution of e 2 m,q (Π 1 , . . . , Π q−1 , Π q ) for Π q ∈ P m , and so we can say nothing about κ. Nevertheless, we shall see from the numerical results below that κ appears to be around 2, as we might have hoped.
Numerical results
The generating point sets in our experiment will be extremal spherical n-designs, see [5] . They are extremal points on the sphere S 2 obtained by maximizing the determinant of a certain matrix subject to the condition that the integration weights are equal. The web site http://www.maths.unsw.edu.au/∼rsw of Robert S. Womersley contains the point sets for extremal spherical n-designs up to n = 50. The number of points in each case is exactly m = (n + 1) 2 . We take r = 3, d = 30, and γ j = 0.9 j in our experiment. Instead of truncating the sum over at 8409, we shall keep on adding the terms until the sum no longer changes due to the limited machine precision. Under long double precision (128 bits) this occurs at max = 10809, which gives A 3 = 0.404114 · · · at a truncation error less than 3.7 × 10 −17 . Note that the parameter m r in Corollary 7 can be taken as the minimum value of m satisfying the two conditions (see Theorem 4(c) and Theorem 1(d)) For r = 3 and γ * = 0.9, it can be checked that both conditions hold for all the extremal spherical n-designs on the web site of Womersley.
Our results for n = 20, 30, and 50 (corresponding to m = 441, 961, and 2601, respectively) and for dimensions up to d = 30 are given in Tables 1-3 below. We see from the numbers that κ (recall that κ m is the number of permutations searched before m permutations were found satisfying e 2 m,q ≤ Ω 2 m,q ) is always around 2, which suggests that the median of the squared worst-case error e 2 m,q (Π 1 , . . . , Π q−1 , Π q ) for Π q ∈ P m is very close to the mean Ω 2 m,q (Π 1 , . . . , Π q−1 ). This reassures us that the modified algorithm in Section 6 can in practice yield a good selection of permutations within a reasonable time.
The evidence is that there are many good choices of permutations in each step of the algorithm, but we note there are also some very bad choices. For example, if we were to take the identity permutation in every step, then for large m, the resulting QMC rule would be awful, because the approximation now converges to an incorrect value for the integral, and as a result the worst-case error converges to some fixed positive number. Indeed, we obtain e m,30 = 1.607806 · · · regardless of how large m is, if each permutation is taken to be the identity. Thus the choice of permutation does matter.
