Abstract. More attention has been given to regularization methods in the last two decades as a result of exiting high-dimensional ill-posed data. This paper proposes a new method of introducing the penalized term in regularized regression. The proposed penalty is based on using the least squares estimator's variances of the regression parameters. The proposed method is applied to some penalized estimators like ridge, lasso, and elastic net, which are used to overcome both the multicollinearity problem and selecting variables. Good results are obtained using the average mean squared error criterion (AMSE) for simulated data, also real data are shown best results in the form of less average prediction errors (APE) of the resulting estimators. 
Introduction
Regularization methods have given more attention in the last two decades as a result of exiting high-dimensional ill-posed data. More effort has gone to develop the regression methods for simultaneous variable selection and coefficient estimation. A smaller subset from large number of predictors is desired to obtain more important predictors. Also, a large number of predictors may cause highly collinear regressors which lead to severe estimation problems. The ordinary least squares estimator abbreviated OLS, will have undesired properties. Large variance, incorrect signs, unstable, and long length of the OLS are examples of the undesired properties. Regularized regressions are developed to overcome these problems as alternative methods to OLS, such as ridge regression abbreviated RR (Hoerl and Kennard (1970a,b) ), bridge regression abbreviated BR (Frank,and Friedman (1993) ), Least absolute shrinkage, and selection operator, Lasso, (Tibshirani (1996) ), least-angle regression, LARS (Efron et al. (2004) , and the ElasticNet, abbreviated EN (Zou and Hastie (2005) ). In combating the collinearity, RR improves the variability of the regression estimators of OLS through shrinkage, but cannot produce a model with relevant predictors. In both shrinkage estimates and selecting variables Lasso is used, and the Elastic-Net is proposed as an improved version of Lasso. (Zou and Hastie (2005) ).
Consider the multiple linear regression model of the form:
where Y is an (n × 1)-column vector of dependent variable, X is an (nxp) matrix of regressors, β is a (p × 1)-vector of unknown parameters to be estimated, and ε is an (n × 1)-vector of errors distributed as N 0, σ 2 I .
The OLS estimator vectorβ OLS = β 1 , ...,β p is obtained by minimizing the residual sum of squares criterion (RSS) as follows:
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where · 2 denotes the square of the standard Euclidean norm, and thusβ OLS can be obtained as:β
−1 x y.
In spite that the OLS estimator is an unbiased estimator, it may still have a large variance when there exist multicollinearity among regressors in the design matrix X . This causes unstable solutions. The instability when minimizing the RSS leads to different regularization penalty techniques. These techniques are based on adding some penalty term to (2) to obtain a regularized form of RSS. The most known regularization s are L2, L1, and hybrid of both L2 and L1, respectively. (Wenjiang (1989) ; Fu (1998); and Vidaurre et al. (2013) ).
In this paper, a new penalized form is proposed in (2) for some regularization methods in linear models such as ridge regression, the Lasso, and the ElasticNet. However, the properties of the new regularization method are studied in this paper; best results are obtained in the form of less mean squared errors and less average prediction errors for both simulated and real data, respectively. Section 2 presents some regularized regression methods used in both combating collinearity and selecting variables. Section 3 introduces the proposed new penalty term in some regularized regression methods. The Mont Carlo simulation study, real-life data, and the performance criteria of the new proposal are presented in section 4. Conclusions and recommendations are considered in Section 5.
Regularized Regression Methods for Linear Models
To achieve both accuracy and parsimony of statistical modeling part or all of the regression coefficients are penalized. Ridge regression, the Lasso, and the ElasticNet will be considered in this work as examples of achieving model prediction accuracy, interpretability, or both in linear regression models.
Regularization Using Ridge Penalty (L2-Penalty)
To accept some bias in order to reduce the variance of OLS estimators, the penalized estimators are used. Ridge regression, RR, (Hoerl and Kennard (1970a,b) ), shrinks the OLS estimators using the L2 norm of the coefficients. The loss function of RR method can be shown as:
where
is the L2-norm quadratic loss function, β
j is the L2-norm penalty on β andλ 2 is the ridge penalty parameter which controls the amount of shrinkage of the coefficients towards zero. The larger is the value of λ 2 , the greater is the amount of shrinkage. Equation (4) can be written as a restricted version of (2) as follows:β
(5) subject to: β 2 ≤ t 2 , where t2 is a tuning parameter. Equation (4) gives the constrained coefficient of RR estimator as:
The RR estimator shrinks the coefficient of correlated predictors equally towards zero, but cannot select the most relevant subset of predictors.
Regularization Using Lasso Penalty (L1-Penalty)
Tibshirani (1996) introduced Lasso as a penalized method using the L1 penalty rather than L2 penalty in RR as follows:
is is the L1-norm penalty on β, and λ 1 ≥ 0 is the Lasso penalty parameter which penalizes the sum of the absolute values of the regression coefficients. λ 1 controls the strength of the penalty and work like ridge parameter, that is OLS estimator is obtained when λ 1 = 0 and zero estimator is obtained when λ 1 = ∞.
When λ 1 increases, more coefficients are set to zero (less variables are selected) and more shrinkage is employed. Equation (7) can be written in a constrained form as:
subject to:
where t 1 is a tuning parameter. Minimization of (7) is more complicated; there is no closed form of lasso estimator as ridge estimator (Tibshirani (1996) ). Van Der Kooij (2007) showed that the Lasso estimator can be estimated by minimizing (7) as follows:β
The lasso estimator reduces the variability of the estimates by shrinking some coefficients, and produces interpretable models by shrinking some other coefficients to exactly zero. These properties make the Lasso a highly popular method in variable selection. Thus the Lasso combines the two features of RR and subset selection. However, Lasso has the following shortcomings:
(a) It is unstable with high dimensional data.
(b) It cannot select more variable than the sample size when p > n.
These shortcomings mean that Lasso outperforms RR and subset selection with a small to moderate number of moderated correlations, subset selection outperforms Lasso for a small number of large correlations, and RR is the best estimator in the case of a large number of small correlations. (Tibshirani (1996) ;
Regularization Using Elastic-Net Penalty
To circumvent the instability of the Lasso estimator when predictors are highly correlated, the Elastic-Net was proposed. Zou and Hastie (2005) proposed the ElasticNet as a regularized estimator by combining the L1 (Lasso) and L2 (RR) penalties which can be obtained by the following optimization problem:
The optimization problem in (10) can be presented as a penalized least squares method as follows:β
Subject to:
where the function
1 is the Elastic-net penalty. When α = 0, the elastic-net becomes simple ridge regression, and when α=1, Lasso estimator is obtained. The Elastic-Net penalty is a convex combination of both lasso and ridge penalty. The penalty is convex when α=0, and strictly convex when α > 0. The used values of α in Elastic-Net is α ∈ [0, 1]. This form of penalty is useful when there are many correlated predictors in the model. (Friedman et al. (2010) ). Minimization of Equation (10) gives the Elastic-Net estimator. Van Der Kooij (2007) showed that the Elastic-Net explicitly estimator can be estimated as:
The Elastic-Net estimator selects variables like Lasso, and shrinking the coefficients of correlated predictors like RR. It is found that this estimator is an extension of the Lasso and is robust to extreme correlations among the predictors. (Friedman et al. (2010)). The Elastic-Net estimator unlike the Lasso when p > n, the The Elastic-Net estimator can select more than n variables. (Zou and Hastie (2005) ).
Theorem 1. Given,q ≥ 1, λ> 0, r = 1, 2, and
where,
and let:
If the function C is continuously differentiable with respect to β, and the Jacobian ∂C ∂β is positive semi-definite (p.s.d.) , then :
(1) The equations in (14) have a unique solutionβ (λ, q) which is continuous in (λ, q).
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The proof of Theorem (1) is in Appendix (A-1).
Measuring the effective number of parameters
The degrees of freedom of an estimator describes it effective number of parameters. Generally, the effective number of parameters is measured using the degrees of freedom of the estimator. One of the usage of the degrees of freedom is to put two different estimators on an equal footing. The estimators can be compared with different tuning parameters using degrees of freedom of the estimator .Precisely, given the data y ∈ R n from the model (1) and suppose that y is estimated byŷ. The degrees of freedom (df) of the estimateŷ is defined as:
The higher the correlation between the i th fitted value and the i th data point, the higher its degrees of freedom. The degrees of freedom can be measured for the fitted model using the previously three regularized estimators as indicated in the following Lemma. (See Meyer, and Woodroofe (2000); Zou et al. (2007) ; and Kato (2009) (Stein's Lemma, Stein (1981) 
,
Therefore, an unbiased estimator of the degrees of freedom is given by: df (ŷ) = divŷ.
The degrees of freedom of a fitting procedure describe the effective number of parameters used by this procedure as follows:
(1) For the linear regression,
(2) For the ridge regression,
where γ j is the j th eigenvalue of the matrix (x x ), λ 2 is the ridge parameter (penalized parameter), and q is the number of nonzero coefficients.
The proof of Lemma (1) is in Appendix (A-2).
The Proposed Regularized Regression Estimator
Large efforts have done to develop the penalized regression methods to get higher prediction accuracy in linear regression models. In this paper new estimators of RR, Lasso, and elastic net are proposed, which are based on penalizing each coefficient with different penalty factor in the penalty term in of the loss function. The proposed estimators for RR, Lasso, and elastic net are obtained by minimizing the loss functions, as follows:
where ω j is the jth penalty factor of the jth coefficient, the default is one for each coefficient. Equation(16) can be written in matrix form as follows:
where, λ is the penalized parameter, w = diag(ω j , j = 1, 2, · · · ), and
, whereβ j is jth OLS estimator of the parameter vector β,
The larger values of ω j 's corresponds to more penalty on the coefficients. Lasso estimator is obtained when α = 1, RR estimator is obtained when α = 0, and Elastic-Net estimator is obtained when α ∈ [0, 1].
Different contributions have been proposed to select the penalized parameter, λ.
In this work, a 10-fold cross validation method is used to estimate the parameter Λ. (See Stone (1974) , Picard and Cook (1984) , Yi and Yang (2013) ). Practically, It is found that the new proposed penalized estimators, in (16), or in (17), enjoy good properties, which lead to near optimal estimators.
The Numerical Studies
A simulation study is conducted to evaluate the new penalty for the three estimation methods: RR, Lasso, and Elastic-net. The average mean square error (AMSE) criterion is used to compare between these methods, with the OLS estimator, and with the old versions of these methods. Also, data examples are used to illustrate the effect of the new penalty on the performance of the estimators using multicollinear real data. The results are obtained using the glmnet package in R. (Friedman et al. (2010) ).
A Simulation Study
The model used to generate data in this study is based on the true linear regression model in (1). Three scenarios of simulated data are used, and in each one the data are split into two sets, train (0.66 * n) and test (0.34 * n) sets. The design matrix X in all examples is generated from a multivariate normal distribution with mean equal zero and variance equal one. The pairwise correlation between any two predictors(xi,xj) =0.5 |i−j| is used in each scenario. The computed results are based on 200 replications. The penalizing parameter λ is estimated using 10-fold cross validation method.
Scenario 1:
Contains 20 observations and 5 predictors with β = (1, 1, 1, 0, 0). Table 1 and Figure  1 present the performance of the three estimators RR, Lasso, and Elastic-Net before and after applying the new penalty factor on each coefficient. Best results are obtained in the form of less AMSE after applying the new penalty factor. The Elastic-Net gave less AMSE before and after when α = 0.1. Table 1 . MSE for different values of α before and after applying the penalty factor ω j using generated data containing 20 observations and 5 predictors with β = (1, 1, 1, 0, 0 Contains 50 observations and 10 predictors with β= (1,...1, 0,..., 0), i.e, components 1:5 of beta are ones, components 6:10 of beta are zeros. Table 2 and Figure 2 present the performance of the three estimators RR, Lasso, and Elastic-Net before and after applying the new penalty factor on each coefficient. Best results are obtained in the form of less AMSE after applying the new penalty factor. The Elastic-Net gave less AMSE before when α = 0.7 and after when α = 0.6.
Scenario 3:
Contains 100 observations and 20 predictors with β= (1,...1, 0,..., 0), i.e, components 1:5 of beta are ones, components 6:20 of beta are zeros. Table 3 . MSE for different values of α before and after applying the penalty factor ω j using generated data containing 100 observations and 10 predictors β = (1, · · · , 1, 0, · · · , 0), i. 3 present the performance of the three estimators RR, Lasso, and Elastic-Net before and after applying the new penalty factor on each coefficient. Best results are obtained in the form of less AMSE after applying the new penalty factor. The Lasso and Elastic-Net gave less AMSE before when α = 1.0 (Lasso)and after when α = 0.2 (Elastic-Net). Figure 4 shows the cross-validation curve (the dotted line), and upper and lower standard deviation curves along the lambda sequence (error bars). The two dotted vertical lines indicate two selected λ s in which give minimum mean cross-validated error. It is clear that the cross-validated errors (error bars) are less after applying the new penalty factor compared with before applying this factor. The value of λ which gives minimum mean cross-validated error is λ = 0.1021699, 0.2415797, and0.1696465 for Lasso, RR, and Elastic-Net, respectively. Table 3 : MSE for different values of alpha before and after applying the penalty factor ω j using generated data containing 100 observations and 10 predictors with β = (1, ... 
Numerical Example ( Prostate data)
. For the prostate data, the interest is in the level of prostate-specific antigen (lpsa) in men who have prostate cancer. The sample size n=97 men with prostate cancer, and predictors p=8 clinical measures defined as follows: Age: in years Gleason:a numeric vector Lbph: log of the amount of bengin prostatic hyperplasia Lcavol: log cancer volume The three regularized regression methods, RR, Lasso, and Elastic-Net are applied to these data before and after applying the new penalty factor. The prostate data are divided into two parts, the first part is a training set contains 65 observations and the second part is a test set contains 32 observations. The three estimation methods are compared using the average prediction error (APE) applied on the test data. Figure 5 presents the correlations between the predictors and the response. The correlation coefficient is between 0 and 0.8.
Fig. 5. Correlations of Prostate Data
Table 4 and Figure 6 shows the average prediction error (APE) of the prostate data before and after applying the new penalty factor. Best results are obtained in the form of less values of APE after applying the new penalty factor. Elastic-Net (RR) gave less APE compared to Lasso and Ridge. Figure 7 presents the prediction error when using subset regression, the graph indicates that the best subset contains 7 predictors with less PE. Figure 8 shows the ridge coefficient paths for all the 8 predictors, since RR shrink the estimators but cannot select variables. Figure 9 and Figure 10 present the Lasso and ElasticNet coefficient paths for the selected 7 predictors, respectively. 
Conclusion
This paper proposes a new penalty term for the regularized regression methods used in shrinkage and variable selection. A Regularization method is based on adding a penalized term to the residual sum of squares to improve the OLS esti- mator. Two penalties are introduced in the literature L2 for ridge regression (shrinkage), and L1 for Lasso regression (shrinkage and selection of variables). Hybrid of both L2 and L1 is presented through the Elastic-Net . The proposed penalty is based on adding a new factor to the penalized term. This factor uses the ratio of the variance of each OLS estimator to the total variances, such that large penalty is devoted to the estimator with large variance and vice versa. Simulations and data examples are used in this work to evaluate the proposed procedure. Best re- sults are obtained in the form of less AMSE and APE of the proposed penalty for RR, Lasso, and Elastic-Net. The results support the Elastic-Net penalty, and more work is needed to improve this penalty and using it in statistical modeling.
Appendix (A).
(A-1) Proof of Theorem (1) . If the Jacobian ∂RSS ∂β is p.s.d, then S j (β, x, y) + d (β j , λ, q) is also p.s.d where β j = 0∀j = 1, 2,..., p.
By mathematical induction, it can be proved that there exists a unique solution of equations (14). Therefore, there exists a unique solutionβ (λ, q) of equations (2.11) andβ (λ, q) is continuous in (λ, q).
Proof of the second part: The existence of the limit ofβ (λ, q) when q = 1, 2 can be proved also by mathematical induction as follows :
(a) p = 1 : If there is an intersection of the continuous functions C(β, x, y) and d(β, λ, 1), then by continuity of these functions, the limit ofβ (λ, q) asq → 1 exist, and equal to the coordinate of the intersection. But, if there is no intersection between the two functions C(β, x, y) and d(β, λ, 1), then the limit ofβ (λ, q) asq → 1 will equal to zero. These results can also hold for q = 2 and q = {1, 2}. Therefore, the results are true when p=1.
(b) For p 1: Assume that the result is true for all dimensions 1, 2, · · · , p − 1, then it can be proved that is also hold for dimension p as follows: The limit of the unique solution β 1 (β p , λ, q) , ...,β p−1 (β p , λ, q) exists when q → 1, q → 2, andq → {1, 2} for any fixed β p . By plugging this solution into the last equation of equations (14), the following result will be obtained:
Equation (A.1) can be proved that it has a unique solution and its limit exists when q → 1, q → 2, andq → {1, 2} as follows:
Denote the first term of the left hand side function of (A.1) by L (β p , λ, q), then by chain rule it can be proved that 
2) implies the existence of the unique solution ofβ p (λ, q), when q ≥ 1. Also, the degrees of freedom For linear regression,ŷ = xβ RR can be obtained directly as:
cov (ŷ i , y i ) = where q is the number of nonzero elements inβ Lasso and (.)
− is the generalized inverse.
