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G-quadruplex (G4) DNA structures are extremely
stable four-stranded secondary structures held
together by noncanonical G-G base pairs. Genome-
wide chromatin immunoprecipitation was used to
determine the in vivo binding sites of the multifunc-
tional Saccharomyces cerevisiae Pif1 DNA helicase,
a potent unwinder of G4 structures in vitro. G4 motifs
were a significant subset of the high-confidence Pif1-
binding sites. Replication slowed in the vicinity of
these motifs, and they were prone to breakage in
Pif1-deficient cells, whereas non-G4 Pif1-binding
sites did not show this behavior. Introducing many
copies of G4 motifs caused slow growth in replica-
tion-stressed Pif1-deficient cells, which was relieved
by spontaneous mutations that eliminated their
ability to form G4 structures, bind Pif1, slow DNA
replication, and stimulate DNA breakage. These
data suggest that G4 structures form in vivo and
that they are resolved by Pif1 to prevent replication
fork stalling and DNA breakage.
INTRODUCTION
G-quadruplex (G4) structures are four-stranded structures held
together by noncanonical Hoogsteen G-G base pairs (Lipps
and Rhodes, 2009). A stretch of single-stranded DNA can form
an intra-molecular G4 structure if it contains four tracts of two
or more guanines (G-tracts) separated by random sequence
segments of variable length. Computational approaches have
identified genomic regions with the ability to form G4 structures
(called G4 motifs) (Huppert, 2008). There are more than 500 G4
motifs in the S. cerevisiae nuclear genome, a number that
excludes the large number of G4motifs in the repetitive telomeric
and rDNAs (Capra et al., 2010; Hershman et al., 2008). Using
both gel mobility shifts and circular dichroism, five of five tested
nontelomeric S. cerevisiae G4 motifs readily formed G4 struc-
tures in vitro (Capra et al., 2010), demonstrating that the
algorithm does indeed identify motifs that are able to form G4
structures. Of course, the ability of a G4 motif to form a G4678 Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc.secondary structure in vitro does not mean that it forms this
structure in vivo. Throughout this paper, we use G4motif to refer
to a sequence that has the potential to form a G4 structure.
Computational analyses suggest that G4 motifs have impor-
tant functions. They are several times more abundant in human
and S. cerevisiae than expected from the GC content of these
genomes (Huppert, 2010) (J.A.C., unpublished data). In both
organisms, G4 motifs are evolutionarily conserved. Moreover,
in human and S. cerevisiae, the pattern of conservation suggests
that the ability to form G4 structures is under evolutionary
constraints (Capra et al., 2010; Nakken et al., 2009). In both yeast
and mammals, G4 motifs are enriched in telomeric and rDNA, as
well as at transcriptional regulatory sites and at preferred
mitotic and meiotic double-strand break (DSB) sites (Huppert,
2010). G4 structures also form in RNA, where their presence
can affect RNA stability or translation (Huppert, 2008). Together,
these data suggest that G4 structures regulate telomere metab-
olism, genomic transcription, meiotic DSB formation/process-
ing, and/or mRNA transactions. However, if G4 structures do
form in vivo, as these genome-wide analyses suggest, due to
their high thermal stability, their presence is predicted to cause
problems for replication (Lipps and Rhodes, 2009).
The S. cerevisiae helicase Pif1 is a member of a highly
conserved 50-30 DNA helicase family found in nearly all eukary-
otes (Bochman et al., 2010). Pif1 was first identified due to its
positive role in maintenance of mitochondrial DNA (Foury and
Dyck, 1985). However, there are two Pif1 isoforms, one targeted
to mitochondria and one to nuclei (Schulz and Zakian, 1994;
Zhou et al., 2000). Nuclear Pif1 is a multifunctional protein. Its
best-studied role is its negative regulation of telomerase where
it removes telomerase from DNA ends (Boule et al., 2005; Myung
et al., 2001; Schulz and Zakian, 1994; Zhou et al., 2000). Pif1 also
acts in a locus specific manner within the ribosomal DNA (rDNA)
where it helps maintain the replication fork barrier (Ivessa et al.,
2000). In addition, Pif1 has more global functions in chromo-
somal DNA replication as it cooperates with DNA polymerase
and Dna2 in Okazaki fragment maturation. Finally, Pif1 has repair
functions as it localizes to DNA damage foci and suppresses
accumulation of toxic recombination intermediates that are
generated by the Sgs1 helicase in top3 cells (Bochman et al.,
2010).
Both human (Sanders, 2010) and S. cerevisiae (Ribeyre et al.,
2009) Pif1 helicases bind and unwind G4 structures in vitro.
Although several other DNA helicases are also able to unwind G4
structures, including some whose mutation leads to inherited
human diseases (WRN, BLM, and FANC-J) (Paeschke et al.,
2010), the S. cerevisiae Pif1 DNA helicase is a particularly potent
unwinder of G4 structures, as it unwinds G4 structures even
under single cycle conditions. In side-by-side comparison, Pif1
is 70 times more active on G4 structures than WRN, a human
RecQ helicase (K.P. and V.A.Z., unpublished data). Genetic
evidence suggests that helicase mediated unwinding of G4
structures is important as mutations in the human FANC-J heli-
case or its Caenorhabditis elegans homolog Dog-1 result in
instability of G-rich DNA (Cheung et al., 2002; London et al.,
2008). Likewise a sequence from the human genome that can
form G4 structures in vitro is prone to deletion when inserted
into the genome of pif1 mutant yeast cells (Ribeyre et al., 2009).
Although eukaryotic genomes are replete with G4motifs, there
is virtually no mechanistic data on their impact on replication
and integrity of eukaryotic chromosomes. Here, we provide
insight into these questions by exploring the consequences of
the absence of S. cerevisiae Pif1 on G4 motifs in vivo. Using
genome-wide approaches, we find that G4 motifs overlap
a subset of the high-confidence Pif1-binding sites. In the
absence of Pif1, replication forks paused and breakage was
more frequent near G4 motifs that bound Pif1 but not at non-
G4 Pif1-binding sites. When G4 motifs were present in high
copy numbers in replication stressed pif1 mutant cells, they
caused slow growth, which was relieved by mutations that
eliminated their ability to form G4 structures. Moreover, these
naturally generated mutant G4 motifs no longer bound Pif1, no
longer slowed DNA replication and no longer stimulated DNA
breakage in pif1D cells. Based on these findings, we propose
that G4 structures form in vivo, and their presence can impede
replication and cause chromosome breakage when they are
not resolved by Pif1.
RESULTS
SystemandMethodsUsed to Identify Pif1 Sites of Action
To determine sites of Pif1 function, we carried out chromatin
immunoprecipitation (ChIP) using a strain expressing epitope
tagged Pif1. In previous experiments, Pif1 gave relatively low
ChIP signals at telomeres and rDNA (Ivessa et al., 2000; Zhou
et al., 2000). To improve the Pif1 ChIP signal, we tagged Pif1-
K264A, a mutant version of Pif1 in which the invariant lysine in
the Walker A box is mutated to alanine. Although Pif1-K264A is
a null mutant in vivo and has no ATPase/helicase activity in vitro,
it binds single-stranded DNA as well as wild-type (WT) Pif1
(Boule et al., 2005; Zhou et al., 2000). Because Pif1-K264A
cannot unwind DNA, we reasoned that it would be trapped at
its sites of binding and allow more accurate identification of
Pif1-binding sites.
Asynchronously growing log phase cultures expressing Myc-
tagged Pif1-K264A or WT Pif1 were processed for ChIP and
DNA labeling and then hybridized to Agilent whole genome
arrays. In all of the genome-wide ChIP experiments, we excluded
rDNA and telomeres from the analysis as these multicopy
sequences are difficult to analyze with the same methods used
for single copy DNA.Pif1-K264A-Binding Sites Include G4 Motifs
We identified 1123 regions in chromosomal DNA that were Pif1-
K264A associated in asynchronous cells (see Table S1 available
online for complete list of Pif1-K264A-binding sites; Figures
1A–1D for the pattern of Pif1-K264A binding within four 10 kb
regions). Pif1-K264A showed a general preference for G-rich
sequences. We define G-rich as a sequence with a GC content
greater than the average GC-content of the S. cerevisiae
genome (i.e., >38% GC). The Pif1-K264A-binding sites had an
average GC-content of 42.3%, which is significantly higher
than expected (p < 0.001).
When considering whether Pif1-K264A binding (or later, high
DNA Pol2 occupancy) overlapped a G4 site, we considered
a site positive if it was within 500 bp of the peak of Pif1-K264A
(or DNA Pol2) binding. This window was used due to the
500 bp average size of DNA fragments in the immunoprecipitate
and the small size of G4 motifs, which span an average of only
54 bps. Using this metric, Pif1-K264A-binding sites were signif-
icantly associated with G4motifs (q < 0.001) with 128 of the 1123
peaks (11%) overlapping a G4 motif. Thus, 25% (138 of 558) of
the G4 motifs were Pif1-K264A associated (Figures 1A and
1B). The number of G4 motifs and overlapping binding sites
are not equal, because several binding sites overlapped more
than one G4 motif. If no window was used, G4 motifs were
still significantly Pif1-K264A associated (72 overlapping motifs,
q < 0.001).
Other genomic features that were significantly Pif1-K264A
associated included highly transcribed genes (8.5% of binding
sites, 31% of highly transcribed genes), mitotic DSB sites
(45% of binding sites, 40% of mitotic DSB sites), and meiotic
DSB sites (38% of binding sites, 18% of meiotic DSBs). Many
of these binding sites fall into more than one category. For
example, 54% (q < 0.001) of the Pif1-K264A-associated G4
motifs overlapped with preferred mitotic DSB sites. Although
these binding sites are also of interest, we focus here on the
functional significance of Pif1 binding to G4 motifs.
To confirm the associations of Pif1-K264A sites identified by
the arrays, we performed standard ChIP followed by quantitative
real-time PCR (ChIP/qPCR) on 16 sites that showed high Pif1-
K264A binding in the arrays (Figure 1E). Six of these sites were
G4 motifs (Figure 1E, black). (Table S2 has sequences of G4
motifs analyzed here.) Five were G-rich non-G4 sites (GR, white)
and five were not G-rich (i.e., < 38% GC; NG, white). We also
verified negative sites by using ChIP/qPCR on seven sites that
did not bind Pif1-K264A in the array studies (nP, gray) and exam-
ined two sites that were expected to have high Pif1-K264A
binding but were not analyzed on arrays, the right telomere of
chromosome VI-R (Tel) and rDNA (rD) (controls; Figure 1E,
striped). Each of the 16 sites that showed high Pif1-K264A
binding in the arrays had robust Pif1-K264A binding by qPCR
with enrichments ranging from 4.3 to 7.3 (six G4 motifs) and
2.5 to 4.8 (ten GR and NG sites). As anticipated, binding to all
non-Pif1-binding regions was low (from 0.5- to 1.6-fold),
whereas binding to the VI-R telomere and rDNA was particularly
high (7.2 and 11.7, respectively; these high values are not due to
the repetitive nature of the two sequences as signals were
normalized to input DNA). Thus, results from qPCR analysis sup-
ported the genome-wide ChIP data.Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc. 679
Figure 1. Pif1 Binds G4 Motifs In Vivo
(A–D) Here and in subsequent figures, roman numerals indicate the chromosome on which the region is located. Log2 values of Pif1-K264A (solid dark lines) and
WTPif1 (gray lines) binding compared to the no tag control (dotted line) within four 10 kb regions, two containing a Pif1 bindingG4motif (XIIIG4, A; XVG4, B) and two
G-rich but non-G4 regions, one with no significant Pif1 binding (XIVnP, C) and one with strong Pif1 binding (XVGR, D). Here and in subsequent figures, asterisks
mark locations of G4 motifs; arrows indicate protein-binding sites; annotations corresponding to the coordinates are shown below the plot (related to Table S1).
(E) qPCR analysis of Pif1-K264A association at G4motifs (black), non-G4 Pif1-K264A-binding sites (both NG, not G-rich andGR, non-G4G-rich) (white), non-Pif1-
binding regions (nP, gray) and controls (VI-R telomere, Tel and rDNA, rD; striped). Here and in all subsequent Pif1 ChIP analysis, values were normalized to both
input and the amount of ARO1 DNA in the immunoprecipitate.
Error bars are ± SD.We also carried out ChIP-microarray studies using WT Pif1
and identified 1584 binding sites (Table S1). As expected for
a catalytically active helicase that can move away from its
binding sites, Pif1 binding was more delocalized than for
Pif1-K264A (Figures 1A–1D, WT Pif1 binding in gray). Nonethe-
less, the spots identified with the two proteins overlapped
significantly (565 WT Pif1 sites overlapped Pif1-K264A-binding680 Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc.sites; q < 0.001) and had similar associations with genomic
features and G4 motifs (data not shown).
Pif1 Associates with G4 Motifs in Late S Phase
Next, we determined the timing of Pif1 binding to G4 motifs. We
synchronized cells expressing both Myc-tagged Pif1 and HA-
tagged DNA Pol2, the catalytic subunit of the leading strand
Figure 2. Pif1 Binds G4 Motifs after Semiconservative Replication of the Motif
(A–D) Cells expressing HA tagged DNA Pol2 (Pol2) and MYC tagged Pif1 (Pif1) were synchronized, and samples taken for ChIP at the indicated times. DNA in the
immunoprecipitate (IP) was quantitated by qPCR. Here and in all subsequent DNAPol2 ChIPs, the amount of DNA in the IPwas normalized to input DNA (IP/input).
Log2 values for DNA Pol2 (A and C) or Pif1 enrichment (B and D) at various Pif1-binding sites. Loci examinedwere G4motifs (A and B, black), non-G4 regions with
no Pif1 binding (6 kb to the left and 4 kb to the right of Chr XIIIG4; A and B, gray) and non-G4 regions with strong Pif1 binding (IXNG, non-G-rich, XVGR G-rich), and
a highly transcribed gene (PGK1NG) (C and D) (related to Figure S1).
(E) DNAPol2 binding to the Chr XIIIG4motif and its flanking regions was determined in asynchronous cells growing with or without HU in pif1-m2 andWT cells. The
G4 motifs is 10 kb from ARS1309.
Error bars are ± SD.DNA polymerase and analyzed samples throughout the synchro-
nous S phase for both DNA Pol2 (Figures 2A and 2C) and Pif1
binding (Figures 2B and 2D). A similar experiment was done
using a strain expressing Myc-tagged Pif1-K264A with compa-
rable results (Figure S1A). At each time point, we monitored
Pif1 and DNA Pol2 binding to eight strong Pif1-binding sites:
five at G4 motifs (Figures 2A and 2B) and three at non-G4 sites
(Figures 2C and 2D). We also tested two sites with low Pif1
binding in the arrays that were 6 kb to the left and 4 kb to the right
of Chr XIIIG4 (Figures 2A and 2B).
For all sites, the time point with the highest DNA Pol2 binding
was considered the time of semiconservative replication for thatsite. By this criterion, four of the G4 motifs replicated in mid
S phase (75 min after release from G1 arrest), and Chr IVG4
replicated earlier in S phase (55 min) (Figure 2A). The sites 6 kb
to the left and 4 kb to the right of the Chr XIIIG4 site replicated
at 55 and 75–85 min, consistent with the replication fork moving
left to right through the 10 kb region containing the Chr XIIIG4
motif (Figure 2A). The three non-G4 Pif1-binding sites replicated
at 50 (IXNG) and 55 min (XVGR and PGK1NG) (Figure 2C).
The simplest prediction for a model in which Pif1 promotes
fork progression by unwinding G4 structures is that Pif1 binding
to G4 motifs occurs before or at about the same time as DNA
replication of the motif. Yet, at all of the G4 sites, maximal Pif1Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc. 681
binding occurred at 85 min, after DNA replication of the site (Fig-
ure 2B). Pif1 association with the G4 motifs in late S phase was
high, 7- (Chr IXG4 and XIG4) to over 14-fold (Chr XIIIG4) enrich-
ment. However, Pif1 binding to G4 motifs was also significant
earlier in the cell cycle. For example, Pif1 binding at each of
the five G4 motifs was significantly higher than its binding to
both of the negative control sites (sites 6 and 4 kb to either
side of XIIIG4; p < 0.01) at all time points except for the G4 motif
on chromosome IV at 70 min (the difference was significant only
when compared to the 6 kb control site). The level of enrichment
varied from time point to time point and among the different G4
motifs but was never higher than three, except at the 85min time
point. Patterns of Pif1 binding to non-G4-binding sites was
similar to that seen at G4 motifs except that the difference in
the levels of binding between the 85 min time point and early
time points was not as dramatic (Figure 2D). Thus, at both G4
and non-G4 sites, Pif1 binding occurred throughout the cell cycle
but was highest after semiconservative replication of the site.
DNA Pol2 Levels Are Higher at G4 Motifs in the Absence
of Pif1
Given the stability of G4 structures, we anticipated that if these
structures form in vivo, they would slow DNA replication. High
occupancy by DNA Pol2 has been used to identify sites where
replication forks move more slowly than elsewhere in the
genome (Azvolinsky et al., 2009). In order to test whether Pif1
activity at specific sites affects their replication, we epitope
tagged DNA Pol2 and determined if reduced Pif1 affects DNA
Pol2 association genome-wide. We used the partial loss of func-
tion pif1-m2 allele (rather than pif1D) because respiratory
competent pif1-m2 cells have a near WT growth rate (Schulz
and Zakian, 1994). We reasoned that sites that have higher
DNA Pol2 binding in pif1-m2 compared with WT cells would be
sites where replication is Pif1-dependent. As another control,
we determined replication timing of Pol2-binding sites, including
several G4 motifs, in synchronized pif1-m2 cells and found that
replication timing was not changed in the absence of Pif1
(compare Figure S1B to data for WT cells in Figure 2A).
DNA Pol2-associated DNA was prepared from WT and pif1-
m2 asynchronous cells and hybridized to genome-wide microar-
rays. Using the same criteria as for Pif1-K264A, we found 1484
(WT) and 1398 (pif1-m2) sites with high DNA Pol2 occupancy
(Table S3; Figures 3A–3D for patterns of DNA Pol2 binding in
pif1-m2 (black) and WT (gray) cells through four 10 kb regions).
There was significant overlap between the high DNA Pol2
genome wide association data in WT and pif1-m2 cells with
833 sites overlapping in the two strains (q < 0.001). That is,
most replication pause sites were seen in both strains.
Despite this overall similarity, high DNA Pol2 binding was not
associated with G4 motifs in WT cells (q = 0.97), whereas in
pif1-m2 cells, there was a strong overlap of G4 motifs with
high DNA Pol2 binding (q < 0.001). Of the 1398 high DNA Pol2
occupancy sites in pif1-m2 cells, 149 (11%) overlapped one or
more G4 motifs. Thus, 158 of the 558 (28%) G4 motifs had
high DNA Pol2 occupancy in pif1-m2 cells. Moreover, those
G4 motifs identified as having high DNA Pol2 binding in pif1-
m2 cells were significantly more likely than other G4 sites to
have high Pif1-K264A binding. Of the 158 G4 motifs with high682 Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc.DNA Pol2 association in pif1-m2 cells, 77 overlapped regions
of strong Pif1-K264A binding (49%; q < 0.001). In contrast,
most of the G4 motifs that did not have high DNA Pol2 associa-
tion in pif1-m2 cells also did not overlap a high Pif1-K264A site
(15% or 61 of 394 such sites; q = 0.47) (Table S3). The chromo-
somal positions of G4 motifs with high Pif1-K264A binding, high
DNA Pol2 occupancy in pif1-m2 cells, and the overlap of these
two classes is summarized in Figure 7A.
In marked contrast to G4 motifs, DNA Pol2 occupancy at
non-G4 Pif1-binding sites was not sensitive to Pif1 as non-G4
Pif1-binding sites were similarly likely to have high DNA Pol2
occupancy in WT (0.546) and pif1-m2 (0.527) cells. That is, using
high DNA Pol2 occupancy as a monitor of replication fork
pausing, Pif1-K264A was often associated with sites of pausing,
but pausing at most of these sites was not increased in the
absence of Pif1, unless the site was also a G4 motif.
To validate the microarray data, we examined DNA Pol2
binding by ChIP/qPCR in both WT and pif1-m2 cells at 16 high
Pif1-binding sites (six G4 motifs, ten non-G4 sites, of which
five were G-rich and five were not) as well as at seven regions
that did not bind Pif1 (Figure 3E). DNA Pol2 occupancy was
about twice as high at each of the six G4motifs in pif1-m2 (black)
comparedwithWT (gray) cells, and these differences were highly
significant (p < 0.001) (Figure 3E, fold enrichments above
columns). Similarly, about 2-fold higher DNA Pol2 binding was
seen at G4 motifs in synchronous pif1-m2 versus synchronous
WT cultures (Figure S1B). At the 17 non-G4 sites, DNA Pol2
binding was not affected by the absence of Pif1, regardless of
their GC content or their Pif1 binding status (Figure 3E). These
data argue that by the criterion of DNAPol2 occupancy, absence
of Pif1 result in replication fork slowing specifically near those G4
motifs to which Pif1 normally binds.
Replication Fork Progression Is Slowed at G4 Motifs
in HU Grown pif1-m2 Cells
To confirm that replication slows at G4 motifs in the absence of
Pif1we used 2D gels (Brewer and Fangman, 1987). We examined
replication through three G4 motifs that had high Pif1-K264A
binding and high DNA Pol2 occupancy in pif1-m2 cells (Figures
4A–4C) and five non-G4 sites (Figures 4D and 4E). In experi-
ments described later in the paper, we found that hydroxyurea
(HU) affects growth of pif1-m2 cells. Therefore, we examined
replication in asynchronous WT and pif1-m2 cells growing with
or without low levels of HU. For the non-G4 sites, only the HU
data are shown, as the results were identical in both growth
conditions.
InWT cells, therewas no evidence for fork slowing at any of the
G4 (Figures 4A–4C) or non-G4 (Figure 4E) sites, even when cells
were grown in HU. Likewise, fork slowing was not seen at non-
G4 sites with or without HU in pif1-m2 cells. Fork slowing was
only evident in fragments with G4 motifs in HU grown pif1-m2
cells (Figures 4A–4C). For each of the three fragments with
a G4 motif, there was a 3- to 4-fold increase in the signal for
forked replication intermediates in HU grown pif1-m2 compared
with HU grownWTcells (Figures 4A–4C). The increased numbers
of replication intermediates were only seen for fragmentswith G4
motifs when the DNA had been crosslinked in vivo with psoralen,
suggesting that these intermediates contained nicks and/or
Figure 3. G4 Motifs Have Increased DNA Pol2 Occupancy in pif1-m2 versus WT Cells
Asynchronous WT and pif1-m2 cells expressing DNA Pol2-MYC were analyzed by ChIP-microarray experiments (Figures 1A–1D). Log2 values of DNA Pol2
binding in pif1-m2 (solid dark lines) and WT cells (gray lines) compared to the no tag control (dotted line) within four 10 kb regions.
(A–D) Two regions have G4 motifs (XIIIG4, A; XVG4, B) and two are G-rich regions, one that did not (XIVnP, C) and one that did bind Pif1 (XVGR, D) (related to
Table S3).
(E) qPCR analysis of DNA Pol2-MYC association inWT (gray) and pif1-m2 (black) cells at G4motifs, non-G4 Pif1-K264A-binding sites (NG, not G-rich; GR, G-rich
non-G4), non-Pif1-binding regions and the VI-R telomere (Tel). The numbers above the column indicate the fold DNA Pol2 enrichment in pif1-m2 over WT cells at
each locus.
Error bars are ± SD.single-stranded gaps. Quite unexpectedly, the increase in repli-
cation intermediates was not limited to the site of the G4 motif
but occurred throughout the arc of forked replication intermedi-
ates. At all three G4 loci, molecules similar to converging replica-
tion forks were seen in HU grown pif1-m2 cells (indicated by
arrows).
Regional, rather than site specific, replication fork slowing was
also seen near the Chr XIIIG4 motif by the criterion of high DNAPol2 occupancy (Figure 2E). Consistent with the genome-wide
analysis (Figure 3A), DNA Pol2 levels were higher at the Chr XIIIG4
motif in pif1-m2 versus WT cells even in the absence of HU (Fig-
ure 2E, solid gray line), but the increase wasmore dramatic in HU
grown cells (Figure 2E). This high DNA Pol2 association
extended for %1.5 kb to one side and R4 kb to the other side
of the G4 motif. Consistent with the 2D gels, there was no
increase in DNA Pol2 occupancy specifically near the Chr XIIIG4Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc. 683
Figure 4. Two-Dimensional Gel Analysis Detects Replication Fork Slowing in the Vicinity of G4 Motifs in HU Grown pif1-m2 Cells
DNAwas prepared from asynchronousWT or pif1-m2 cells grown with or without 30mMHU for 3 hr, digested with restriction enzymes, and analyzed by 2D gels.
Restriction enzymes were chosen so that the G4 motif is positioned 75% of the way through the arc of forked replication intermediates.
(A–C) Replication through three G4 motifs.
(D and E) Replication through five non-G4 loci. (Only DNA from HU grown cells are shown for samples in D and E.) Cartoon at the bottom of each panel indicates
genomic location, distance to the nearest ARS, digestion site, and position of G4 motif. Media and strain conditions are indicated at top of figure. Arrows point to
converging forks. The fraction of DNA in forked intermediates (FI) and in the 1N spot was determined using ImageQuant. The average ratio of three independent
experiments ± SD of FI/1N pif1-m2 divided by FI/1NWT (no HU) was 1.0 ± 0.4 (Chr IXG4), 1.3 ± 0.4 (Chr XIIIG4), and 1.1 ± 0.5 (Chr XVG4); in HU grown cells, values
were 3.1 ± 0.4 (IXG4), 4.2 ± 0.7 (XIIIG4) and 3.2 ± 0.7 (XVG4). D/E) 2D gel analysis of five control regions from genomic DNA from WT (E) and pif1-m2 (D) cells in
30 mMHU: Chr IGR (strong Pif1 binding region), Chr XIVnP (G-rich region, no Pif1 binding), Chr IXNG (non-G-rich Pif1-binding site), Chr XIIING (10 kb upstream of
Chr XIIIG4; up Chr XIIIG4, no Pif1 binding), and the highly transcribed TEF1 gene (no Pif1 binding).motif inWT cells with or without HU (Figure 2E, dotted lines; even
in WT cells, the level of DNA Pol2 binding was higher for all DNA
sequences in HU grown cells due to the negative effects of HU
on fork progression). As a control, we established that HU did684 Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc.not change the time of Pif1 binding to its target sites (Figures
S1C and S1D). Thus, by two different methods, we see regional
slowing of forks in the vicinity of G4 motifs in pif1-m2 but not WT
cells, and this pausing is exacerbated by growth in HU.
G4 Motifs Increase Recombination between Direct
Repeats in Pif1-Deficient Cells
G4 motifs are significantly associated with sites of spontaneous
mitotic DSBs (Capra et al., 2010). Here, we show that replication
forks slowed in the vicinity of G4motifs in pif1-m2 cells (Figures 3
and 4). Breakage of forks paused near G4 motifs could explain
this association between G4 sites and DSB sites. To test this
possibility, we monitored the effects of G4 motifs on recombina-
tion by inserting G4 motifs between two repeats. It is well docu-
mented that DSBs between repeats increase the rate of recom-
bination between them in a manner that deletes the intervening
DNA. We constructed a strain with a partial duplication of
ADE2 (Figure 5A). The region between the repeats contained
the URA3 gene and a site for inserting a sequence to determine
its effects on recombination, which produces Ade+ Ura- cells.
We inserted seven strong Pif1-binding sites, four G4 motifs
(Chr IG4, Chr IXG4, Chr XG4, Chr XIIIG4), and three non-G4 Pif1-
binding sites (Chr VIING, IGR, XVGR) as well as a G-rich site with
no Pif1 binding (Chr XIVnP) into the recombination substrate (Fig-
ure 5A). Each sequence was inserted in both orientations relative
to the direction of replication through the repeats (le, G-rich
strand is template for leading strand synthesis; lg, G-rich strand
is template for lagging strand synthesis). Recombination rates
were measured in WT and pif1D cells using fluctuation analysis
(Lea and Coulson, 1949; Figures 5B and 5C).
In both WT and pif1D cells, the four non-G4 inserts, regardless
of orientation, yielded recombination rates similar to those in
similar assays (0.7–3.4e-6 events per cell division; Freudenreich
et al., 1998). Thus, recombination with any one of the four non-
G4 inserts was not Pif1 sensitive, even if the site was G-rich or
a strong Pif1-binding site. In WT cells, inserts with G4 motifs
had recombination rates in the same range as the control inserts
(0.6–2.6 e-6; Figure 5C). However, the recombination rate for
each of the three G4 substrates was 8- to 144-fold higher in
pif1D versus WT cells (Figure 5C, last column). Recombination
rates were not markedly orientation dependent. In support of
the interpretation that recombination in this assay was initiated
by DSBs, phosphorylated H2A, a regional marker for DSBs
(Downs et al., 2000), was high near the G4 motifs that stimulated
recombination (but not at other sites) in pif1D (but not inWT) cells
(Figure 5D). These data make a strong argument that Pif1 sup-
presses DNA breakage specifically at those G4 motifs to which
it binds, but not at non-G4 Pif1-binding sites. Being G-rich or
a non-G4 Pif1-binding site was not sufficient to confer Pif1-
dependent fragility.
When pif1 Cells Contain Many Copies of G4 Motifs,
the Motifs Are Often Mutated in a Manner
that Prevents Formation of G4 Structures
To determine if pif1 cells are hypersensitive to G4 motifs, we
cloned three G4 motifs in both orientations in the conditional
high copy number plasmid FAT10 (FAT10-G4) (Figure 6A;
Chr IXG4, XG4, IVG4). As in the recombination assay, in the leading
orientation, the G-rich strand is the template for leading
strand replication and in the lagging orientation it is the template
for lagging strand replication. FAT10 carries a promoter defec-
tive version of LEU2 (Runge and Zakian, 1989; Figure 6A).
When cells are grown without leucine, FAT10 is present at200–400 copies/cell. Empty vector (data not shown) and vector
with an insert that did not bind Pif1-K264A in either the array or
ChIP/qPCR analyses (Chr XIVnP; FAT10 control) were used as
controls. Each of the FAT10 plasmids was introduced into WT,
pif1-m2, pif1D, and sgs1D cells and examined for their effects
on growth in minus leucine medium with or without HU (Figures
6B and 6C, and data not shown). Sgs1 is the sole yeast RecQ
family helicase (sgs1D cells were not tested on HU because
they are HU sensitive; Yamagata et al., 1998).
Regardless of the orientation of the insert or the strain, cells
carrying the FAT10-G4 plasmids grew as well on minus leucine
medium as cells with control plasmids (Figures 6B and 6C left;
data not shown). However, when pif1-m2 or pif1D cells were
grown with HU, each of the FAT10-G4 plasmids, regardless of
insert orientation, caused slow growth (Figures 6B and 6C right).
In contrast, FAT10-G4 plasmids had no detectable effects on
growth of HU grown WT cells. Since replication forks paused
in the vicinity of G4 motifs in pif1D cells (Figures 3 and 4), and
HU alone causes replication fork stalling, we speculate that
a large excess of G4 motifs in Pif1-deficient cells lowers the
amount of HU that results in irreversible cell cycle arrest.
The slow growing pif1-m2 or pif1D cells from the HU minus
leucine plates were streaked twice on plates without HU and
then tested again for growth on HUminus leucine. After restreak-
ing, cells with FAT10-G4 grew as well on HU medium as cells
with control plasmids. To understand this change, plasmid
DNA was isolated from individual colonies and sequenced. We
also isolated plasmids fromWT andmutant cells that were never
grown in HU (Figure 6D).
All of the G4 inserts from plasmids recovered from WT cells
grown with or without HU were unchanged (0 of 420, %0.02%
mutation frequency; Figure 6D). Inserts in plasmids from sgs1D
cells also had no mutations (0/210, %0.04% mutation
frequency). In contrast, many of the inserts in plasmids isolated
from pif1-m2 and pif1D cells were mutated (Figures 6D and 6E).
Mutations were even seen in inserts from Pif1-deficient cells
grown without HU (No HU: pif1-m2, 7/210, 3.5%; pif1D, 23/210,
11% mutation frequency; Figure 6D). However, mutations were
more frequent in HU-grown cells (HU: pif1-m2; 27/210, 13%;
pif1D, 45/210, 21.4% mutation frequency; Figure 6E). The
mutation frequency was higher in the complete absence of Pif1
(pif1-m2: 34/420, 8.1%; pif1D cells: 78/420, 18.5%). A higher
fraction of the inserts were mutated when they were present
on the lagging strand template (leading: 36/210, 17%; lagging:
66/210, 31%; data from pif1-m2 and pif1D cells were combined).
This assay was the only one in this paper where the orientation
of the G4 motif affected the magnitude of the effect. The high
frequency of insert mutations was not due to a mutator pheno-
type in pif1 cells as there were no mutations in control inserts
from HU grown pif1-m2 (30 inserts) or pif1D (30 inserts) cells
and pif1 cells did not have higher mutation rates for structural
genes like CAN1 (K.P. and V.A.Z., unpublished data).
Most of the mutated inserts arose independently as the
sequences of 78/102 (76%) were unique (Figure 6F). Each
mutated insert had multiple base pair changes per insert with
an average of 5.4 (8%) nucleotide changes per insert (see Fig-
ure 6F for representative mutations in Chr IXG4). Most mutations
(78%) were located within the G4 motif. Moreover, 20% ofCell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc. 685
Figure 5. G4 Motifs Enhance Direct Repeat Recombination and Are Fragile Sites in Pif1-Deficient Cells
G4 and non-G4 Pif1-binding sites were integrated into a recombination cassette on Chromosome VI.
(A) Schematic diagram of recombination assay. Star indicates cloning region.
(B) Recombination rates forWT (gray) and pif1D (dark) cells. pif1-m2 cells were not used because for unknown reasons, the direct repeat recombination substrate
could not be recovered in this background. The inserts were 90–150 bps. All inserts were tested in both leading (le) and lagging (lg) strand orientation relative to the
nearest ARS.
(C) Average recombination rates from four independent experiments. Enrichment values are pif1D/WT for a given insert and orientation.
(D) Binding of phosphorylated H2A was measured by ChIP/qPCR at different recombination substrates in WT (gray) and pif1D (dark) cells. Phosphorylated H2A
levels were determined at two G4 motifs IXG4, XG4, two mutated G4 motifs IXG4mut and XG4mut as well as two non-G4 Pif1-binding sites (IGR, VIING). Levels of
phosphorylated H2A at IGR and VIING in WT and pif1D ranged between 0.4 and 1.3. All phosphorylated H2A values were normalized to input (IP/input).
(E) DNA Pol2 was tagged in recombination substrates and analyzed by ChIP/qPCR in WT (gray) and pif1D (dark) cells. DNA Pol2 occupancy was analyzed at two
different G4 motifs (IXG4 and XG4) and two mutated G4 motifs IXG4mut and XG4mut.
Error bars are ± SD.
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Figure 6. G4 Motifs Are Mutated in the Absence of Pif1
(A) Map of FAT10 plasmid used to introduce extra copies of G4 motifs.
(B and C) 1:10 dilutions of WT and pif1-m2 (m2) cells carrying control plasmid (control) or plasmid with: Chr IXG4 (B) or Chr XG4 (C) on the leading (le) or lagging (lg)
strand. Cells were plated on YC-LEU (left) and YC-LEU+100 mM HU (right).
(D and E) Fraction of mutated inserts in various strains after plating on YC-LEU (D) or YC-LEU+HU (E).
(F) Examples of mutations recovered from Chr IXG4; mutated bases are underlined. Gray shaded area indicates G4 motif. Alternative G4 islands are indicated by
a dashed box.
(G) ChIP/qPCR analysis of Pif1-K264A to indicated inserts in FAT10. Association was examined at the control insert (light gray) IVG4, IXG4, XG4 (dark bar) as well as
at IVG4mut, IXG4mut, XG4mut (gray bar).
(H) Recombination rates for WT (gray) and pif1D (dark) cells at two G4 motifs (IXG4, XG4) and the same motifs mutated (IXG4mut, XG4mut).
Error bars are ± SD.
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the Gs within G-tracts were mutated, a higher mutation fre-
quency than for any other nucleotide, including Gs that were
not in G-tracts (4% of these Gs were mutated). Even more
dramatically, almost all mutated inserts (98/102) were no longer
able to form G4 structures by the computational method used to
identify the motifs (Capra et al., 2010).
These results can be explained if the addition of many G4
motifs in cells already under HU-induced replication stress
provides selection for cells in which some of the inserts are
mutated in a way that prevents their forming G4 structures. If
Pif1 is acting at G4 structures, the mutated G4 inserts should
no longer bind Pif1. If G4 structures are responsible for the
replication defects and fragility, the mutated inserts should
not affect replication nor cause chromosome breakage in pif1
cells. The first prediction was tested using ChIP/qPCR on
cells expressing Pif1-K264A-Myc and carrying FAT10 plasmids
with the control insert (Figure 6G, gray bar), G4 inserts (black
bars) or mutant G4 inserts (striped bar) (Figure 6G). Whereas
the original IVG4, IXG4, and XG4 inserts bound Pif1-K264A
strongly (dark bars), the mutated inserts did not (gray bars)
(light gray bar). The same mutated versions of IXG4, and XG4
inserts were inserted into the direct repeat assay. In pif1D cells,
the mutated inserts no longer slowed replication by the crite-
rion of high DNA Pol2 binding (Figure 5E), no longer stimulated
direct repeat recombination (Figure 6H), and were no longer
prone to breakage by the criterion of H2A phosphorylation
(Figure 5D).
DISCUSSION
The evidence for conservation and possible functions of G4
structures combined with the discovery of DNA helicases that
unwind them has generated renewed interest in these nonca-
nonical DNA secondary structures. Mutation of two FANC-J
family helicases results in instability of endogenous G-rich
sequences (Cheung et al., 2002; London et al., 2008). However,
helicases function in RNA transcription, processing and transla-
tion, not just DNA mechanics, and the FANC-J studies do not
allow the conclusion that these helicases act directly on G-rich
or G4 structures. To our knowledge, this is the first demonstra-
tion of a DNA helicase having a direct role at G4 motifs in vivo.
We also provide evidence for a mechanistic basis for instability
of G4 motifs in the absence of a G4-resolving helicase.
G4 motifs were among the high-confidence Pif1-binding sites
(Figure 1; q < 0.001), providing evidence that Pif1 acts directly on
G4 motifs. However, consistent with its being a multifunctional
helicase, G4 motifs were only a subset of Pif1-binding sites. In
addition, only 25% of the G4 motifs were Pif1 associated. This
measurement is an underestimate both because we used strin-
gent criteria to identify binding sites and because we excluded
the 140 G4 motifs in telomeric DNA and the 900 G4 motifs
in rDNA, even though Pif1 bound extremely well to both (Fig-
ure 1E). It is also possible that not all G4 motifs form G4 struc-
tures or that their formation is limited to a time (e.g., meiosis)
that was not monitored in our experiments or that different heli-
cases act on different sets of G4 motifs. The demonstration that
those G4 motifs that were Pif1 associated were more likely than
other G4 motifs or other non-G4 Pif1-binding sites to impede688 Cell 145, 678–691, May 27, 2011 ª2011 Elsevier Inc.replication (Figure 3) and to stimulate DNA breakage (Figure 5)
in pif1 cells makes a strong argument that their binding to Pif1
is biologically, as well as statistically, significant.
Unexpectedly, peak Pif1 binding to G4 motifs occurred after
replication of the regions containing the motifs, although there
was also significant binding to the motifs at earlier times in the
cell cycle (Figure 2). This binding pattern is consistent with the
cell cycle regulated abundance of nuclear Pif1, which is present
throughout the cell cycle but is maximally expressed in late S/G2
phase (Vega et al., 2007). Perhaps Pif1 unwinds G4 motifs
throughout the cell cycle but binds and unwinds G4 motifs again
after replication as a sort of failsafe mechanism that makes sure
that the genome is free of G4 structures prior to chromosome
condensation. Alternatively, other yeast helicases that actmainly
earlier in the cell cycle could contribute to resolution of G4 struc-
tures. Another possibility is that G4 structures do not need to be
resolved for forks to move past them (see below), but they must
be resolved prior to mitosis.
By two criteria, DNA Pol2 occupancy (Figure 2E) and 2D gels
(Figure 4), replication forks slowed in the vicinity of G4 motifs in
pif1-m2 cells. The genome-wide studies are particularly compel-
ling as those G4 motifs that bound Pif1 were much more likely
than non-Pif1-binding G4 motifs to have high DNA Pol2 occu-
pancy in pif1-m2 cells (q < 0.001 versus q = 0.47). Likewise,
four of four testedG4motifs that were Pif1 associated inWT cells
stimulated recombination in the direct repeat assay in pif1D
cells, whereas three of three non-G4 Pif1-binding sites did
not (Figure 5). Even more dramatically, when two G4 motifs
were mutated so they no longer are predicted to form G4 struc-
tures but retained the same high GC content they had prior
to mutation, neither of the mutated motifs bound Pif1 (Figure 6G)
or increased DNA Pol2 occupancy (Figure 5E), DNA breakage
(Figure 5D), or recombination in the absence of Pif1 (Fig-
ure 6H). Thus, being Pif1 associated or being G-rich was not
sufficient to affect replication or chromosome fragility in pif1
mutant cells.
The second unanticipated result from this study is that the
replication fork slowing near G4 motifs in pif1-m2 cells was
regional rather than site specific. This characteristic was evident
from both 2D gels (Figure 4) and DNA Pol2 levels (Figure 2E).
In contrast, stable protein complexes slow fork progression in
a site-limited manner (Deshpande and Newlon, 1996; Green-
feder and Newlon, 1992; Ivessa et al., 2003). It was harder to
detect fork slowing by 2D gels than by ChIP, perhaps because
the latter is more sensitive. Alternatively, and we think more
likely, replication intermediates in the vicinity of a G4 motif
were difficult to isolate intact, as required for 2D gels but not
for ChIP, as their recovery required in vivo psoralen crosslinking.
This requirement suggests that, whereas forks can ultimately
bypass G4 structures, the DNA in the vicinity of the bypassed
motifs is often damaged, containing nicks or gaps. Together
these data indicate that forks slow in both their approach and
movement away from a G4 motif, a behavior that suggests that
unresolved G4 structures affect DNA topology/chromatin struc-
ture or generate torsional stress that acts over several kb.
In addition, Pif1-deficient, but not WT or sgs1D, cells were
sensitive to large numbers of G4 motifs under conditions where
replication was impaired by HU (Figure 6). The slow growth of
Figure 7. Model of Pif1 Function at G4 Structures
(A) Distribution of G4 motifs that bound Pif1-K264A
(yellow) had high DNA Pol2 binding in pif1-m2 cells (blue),
or both (red) among the 16 yeast chromosomes (related to
Table S2). Filled circles mark centromeres (B and C)
Working model for Pif1 action at G4 structures on Okazaki
fragments (B) and after replication of a region with a G4
structure (C). The figure shows structure formation on the
leading strand template, but our data suggest that G4
structures form on both leading and lagging strand
templates. Repair synthesis is denoted by thick line. See
Discussion for details.Pif1-deficient cells in HU was eliminated by spontaneous muta-
tions in the G4 motifs (Figure 6). The majority of these mutations
were located in the G residues of the G-tracts, and, in virtually all
cases, these mutations eliminated the predicted ability of the
insert to form a G4 structure. Three of three tested spontaneous
mutations lost Pif1 binding and their negative effects on chromo-
some integrity concomitant with losing the ability to form a G4
structure. The frequent mutations in G residues within G4 motifs
must confer a selective advantage that makes it easier to main-
tain high plasmid copy number.
It seems unlikely that all of Pif1’s effects are due to its
unwinding G4 structures, especially as many of its binding sites
were not G4 motifs. For example, 8% of its binding sites were at
highly transcribed genes, most of which lack a G4 motif.
Because Pif1 has the unusual property of being more active at
displacing RNA than DNA from a DNA substrate (Boule and
Zakian, 2007), it might act at these genes by removing RNA
from highly transcribed regions. However, other Pif1 functions
might be related to unwinding G4 structures. For example,
Pif1’s role in generating long flap Okazaki fragments might occur
when a G4 structure forms in an extruded flap, and its resolution
by Pif1 generates a longer than average length flap that requires
Dna2 for processing (Figure 7B). Pif1’s critical but poorly
understood role in mitochondrial DNA might also involve G4
structures, as remarkably, the very AT-rich yeast mitochondrialCell 145genome has a nearly 10-fold higher density
of G4 motifs than nuclear DNA (Capra et al.,
2010).
We end with a speculative model to explain
our data (Figures 7B and 7C). We propose that
growth in HU or reduced Pif1 increases the
probability of G4 structure formation and/or
persistence. If a G4 structure is present when
the region containing it is replicating, forks
slow as they approach (and move away from)
the structure but are usually able to bypass the
G4 structure, just as they bypass other DNA
lesions, leaving nicks or gaps behind. More
rarely, forks arrest at G4 structures in pif1-m2
cells (see converged forks; Figure 4, arrows). If
G4 structures are present at the end of S phase,
Pif1 binds to and resolves them, and doing
so suppresses breakage at these sites as chro-
mosomes condense in preparation for mitosis.This model may be relevant to the function of human PIF, which
also unwinds G4 structures in vitro (Sanders, 2010) since like
yeast Pif1 (Vega et al., 2007), human PIF is cell cycle regulated
with peak abundance in late S/G2 phase (Mateyak and Zakian,
2006).
EXPERIMENTAL PROCEDURES
All experiments were done in YPH background (Sikorski and Hieter, 1989).
Yeast strains and primers are listed (Table S4 and Table S5). ChIP was per-
formed as described (Azvolinsky et al., 2006). Immunoprecipitated DNA was
analyzed by either genome-wide microarray analysis or qPCR. For genome-
wide analysis, immunoprecipitated DNA was amplified and labeled with minor
modifications of instructions in the Agilent Yeast ChIP on chip protocol v9.2
(http://www.chem.agilent.com). For all genome-wide ChIP experiments, the
signal in each spot was normalized to the hybridization signal obtained for
the same spot using input DNA. Binding sites were identified from the median
standardized array values using ChIPOTle 2.0 and a significance cutoff of 0.05
after the Benjamini-Hochberg multiple hypothesis correction (Buck et al.,
2005). When testing multiple association hypotheses, we controlled the false
discovery rate and report q-values for each test (Benjamini and Hochberg,
1995; Storey, 2003). G4 motifs were identified as described (Capra et al.,
2010). The association of two sets of genome features was evaluated by
comparing the observed overlap to the amount of overlap found when the
query regions were randomly placed 1000 times across the genome (Capra
et al., 2010). The genome annotations come from a variety of sources
(Extended Experimental Procedures; Capra et al., 2010). For 2D gels, DNA
was crosslinked with psoralen (Gasser et al., 1996), and electrophoresis, 678–691, May 27, 2011 ª2011 Elsevier Inc. 689
performed as in (Brewer and Fangman, 1987). Each 2D gel was carried out a
minimum of three times on independent DNA preparations. The strain used
for the direct repeat recombination experiments (YPH499 derivative called
yBL3100) and the vectors for modifying it were generated by B. Lenzmeier.
Test sequences from yeast DNA were cloned into two vectors, A2DRIV-A
and A2DRIV-B, for integration on Chr VI between ORF yFR020W and
yFR021W. They differ from each other only by the orientation ofADE2, allowing
the test sequence to be integrated in either orientation into the yeast genome.
pif1D was created prior to each experiment. Recombination rates were deter-
mined by fluctuation analysis using the method of the median (Lea and Coul-
son, 1949). For FAT10 assays, fragments with G4 motifs or control sequence
were PCR amplified from the natural chromosomal region and cloned into
FAT10. For each experiment FAT10 was freshly transformed into otherwise
isogenic WT, pif1-m2, pif1D, and sgs1D cells. Plasmid DNA was recovered
from yeast cells, transformed into bacteria, and G4 inserts plus flanking DNA
from the isolated plasmids were sequenced. Mutations in G4 motifs for
FAT10_ChIP and recombination assay were created using PCR site directed
mutagenesis (Agilent).SUPPLEMENTAL INFORMATION
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