In this work a vectorized and parallel version of the Finite-Difference Time-Domain method (FDTD) is applied to Volume Holographic Gratings (VHG) and Thin-Film Filters (TFF). In particular, in this work gratings with a grating period vector forming an arbitrary angle with the perpendicular to the plane of incidence are analyzed. Angular and wavelength selectivity are obtained by means of the normalized diffraction efficiency. These parameters are positively compared with experimental values and also with analytical closed expressions, thus validating our method. Furthermore, analysis of the performance of the parallel method is shown obtaining a severe improvement with respect to the classical version of the FDTD method. This improvement of the algorithm provides a feasible and accurate scheme for simulating a wide range of optical devices.
INTRODUCTION
The importance of designing and manufacturing of diffractive optical elements has produced a growth of researches in this field since the nineteenth century. For instance, the most significant development, from the thin-film point of view, was the Fabry-Perot interferometer 1 described in 1899, which has become one of the basic structures for Thin-Film Filters 2 (TFF). The most significant application related with the holography can be found later and almost simultaneously by several groups, and it was related with holographic interferometry [3] [4] [5] .
The developments in diffractive optics in the last years have been the basis of a wide spectrum of devices used in many applications such as broadband communications 6 or data storage 7 .
Therefore, it is necessary a robust and efficient method for simulating and obtaining specific information related with the electromagnetic field. For that matter, a great number of numerical methods have been developed in order to solve the Maxwell's curl equations. These methods can be easily classified into three families: Finite Element Methods (FEM), Boundary Element Method (BEM) and Finite Difference methods (FD). Regarding the first two methods, it must be said that have been widely used for modal analysis in electromagnetics and other fields. Concerning FD, it has been used for transient analysis (FD Time-Domain) and in many areas such as electromagnetism, acoustics and vibrations. Due to the fact that the time costs of the FD method were unaffordable for several applications, it was relegated to specific applications. Nevertheless, with actual multi-core processors available in the market the time costs for this method have been reduced dramatically.
In this work a vectorial and parallel version of the FDTD in two dimensions has been implemented in order to take advantage of the multi-cores available in modern Central Processor Units (CPU), and also a vectorization of the instructions related with the method has been done for using the Streaming SIMD Extensions (SSE). Therefore, using these extensions four basic arithmetic operations can be evaluated in a single CPU clock cycle 8 .
The improved FDTD method has been applied to several optical devices such as VHG and TFF. Regarding VHGs, volume reflection gratings have been analyzed by the FDTD method and the reflectance has been obtained as a function Multilayer of the angle of incidence of the grating. The volume holograms are a system of layers corresponding to a periodic variation of refractive index, and the diffracted amplitude reaches its higher value only when the Bragg condition is satisfied 11 . The refractive index n is assumed to vary sinusoidally by the relation
where in this case n 0 is the average refractive index, n 1 is the modulation parameter, K is the modulus of the grating vector defined as 2π/Λ, with Λ being the grating period and φ the angle of the fringe planes. The grating vector makes an angle of 0º with the y axis for non-slanted reflection gratings as can be seen in Fig. 1a , whereas for pure transmission gratings the grating vector makes an angle of 90º with the y axis (Fig 1b) . These devices have a great number of applications such as data storage 7 and fiber optics coupling 12 .
Concerning TFFs, a set of High-Reflection Coatings (HRCs) have been analyzed with both FDTD and the Characteristic Matrix Method (CMM). HRC is a basic type of TFF and is composed by a stack of alternate high-and low-index dielectric films, all one quarter wavelength thick as it has been illustrated in Fig. 2 . Figure 2 . High-reflectance coating scheme [2] .
Light reflected within the high-index layers do not suffer any phase shift while a change of 180º in the low-index layers is produced. It is straightforward to see that the light produced by reflection at successive boundaries throughout the assembly reappears at the front surface all in phase so that they recombine constructively. To ensure this behavior the optical thickness of the film should be made one quarter wavelength. The optical thickness of a thin film is directly related with the refractive index, the wavelength and the angle of incidence. HRCs have many applications such as photovoltaic cells 9 and Microelectromechanical Systems 10 .
The good agreement between the results obtained from the FDTD method and the Characteristic Matrix Method (CMM) validates the numerical implementation and gives the possibility of simulating a wide spectrum of optical devices based on dielectric structures.
In the Section 2 we will give a brief review of the theory used in this work. In Section 3 the results obtained from the analysis of VHG and TFF by means of the FDTD and their comparison with exact curves is given. Finally, in Section 4 the conclusions derived from the results are summarized.
THEORY
A brief review of the Finite-Difference Time-Domain method and the CMM is given. The strategies followed for reducing the time costs of the FDTD method are also detailed. These strategies are based on the use of the Single Instruction Multiple Data (SIMD) registers available in modern microprocessors and the shared memory approach defined by OpenMP directives.
Finite-Difference Time-Domain method
Light propagation is described by means of Maxwell's time-dependent curl equations:
where ε 0 is the electrical permittivity in farads per meter, ε r is the medium relative complex permittivity constant, that has been assumed real, μ 0 is the magnetic permeability in henrys per meter. The flux density is denoted by D % and both, D % and E % are normalized with respects to the vacuum impedance:
The FDTD algorithm used here is based on the Yee 13 lattice. The electrical field components E and the magnetical field components H are centered in a bidimensional cell so that every E component is surrounded by four circulating H components, and every H component is surrounded by four circulating E components [12] [13] [14] .
As a result, the Maxwell's curl equations can be discretized and solved by using the central-difference expressions, for both the time and space derivatives. So, the Eq. (2) can be reformulated as follows:
where Δx and Δy are the spatial and time resolution respectively.
In order to simulate unbounded free space, it must be included a formalism in order to avoid the interferences produced by outgoing waves reaching the grid simulation limits. For this reason a simplified version of the Perfectly Matched Layers (PML) developed by Berenger 14, 15 has been implemented in this work 16, 17 . The PMLs are a good technique for the absorption of electromagnetic waves by means of a nonphysical absorbing medium adjacent to the outer FDTD mesh boundary. The basic idea of this formalism is to create a medium that is lossy and minimize the amount of reflection between vacuum and the PML region.
Related with the illumination method, note that the incidence is assumed to be from air to medium. In connection with the propagation in the FDTD region, it must be said that the source is introduced along the connecting boundary by using a Total Field/Scattered Field (TF/SF) algorithm [18] [19] [20] , where the linearity of Maxwells's equations and their decomposition of the electromagnetic field are assumed: (E;H) Total = (E;H) inc +(E;H) scat . Where (E;H) inc are the values of the incident field, which are assumed to be known at all space points in the FDTD grid and also at all time steps. (E;H) scat are the values of the scattered wave fields, which are unknown and produced by the optical device in our particular case. A simple approach to calculate the incident field values for arbitrary wave angles of incidence is based upon a look-up table procedure 18 . This method avoids the computation of the incident wave in the whole bidimensional grid and only two one-dimensional arrays are needed. In Fig. 3 the electric field E z for a specific time step of a HVG simulation is shown. Also the diffraction grating, the TF/SF area and the PML region can be easily identified. Although, note that in this work, the truncation of the TF/SF is done in order to reduce the artifacts produced by the superposition of the grating and the connecting conditions. A similar approach is detailed in 19, 20 . This truncation needed because of evaluating the connecting conditions in the interface overlapped with the grating produce a set of undesired artifacts travelling a long the grating. Therefore, the Total Field region is limited to the input plane of the grating and the incident plane wave is not suppressed at the output plane of the grating.
Paralelization and vectorization of the FDTD method
The use of The Single Instruction Multiple Data (SIMD) instructions in general purpose processors was promoted by Intel in 1999 due to the increasing PC volume market. This is the most cost-effective way of accelerating floating-point performance in general purpose processors, and it permits a theoretical full x4 performance gain (full 4-wide SIMD operation can also be done every clock cycle) for single precision data, although 2x is the typical gain on real applications due to other factors such as memory access and other tasks 8 . In order to be effective during the computation, the pointers in memory of the array to be used by SIMD instructions must be aligned. For that reason, the allocation of the memory for a matrix with r rows and m columns has been done in a single aligned column vector. The matrix that stores the displacement vector in z direction can be defined as follows:
with T denoting the hermitian transpose matrix. On the other hand, the time is going to be suppressed from the formulation due to the fact that in the software only one matrix related with the values of each component field is stored. The next values are computed from the previous values stored in the same matrix and it is not necessary to store the previous values in auxiliary structures.
This vectorial scheme permits to exploit the SSE registers in the CPU and also to improve the performance of the method. The Eq. (4) can be redefined taking into account the storage scheme detailed before and the Eq. (5):
where i = 0, 1, …, r-1 and is evaluated in blocks of four and j = 1, 2, …, m-1. The coefficient array C d contain values related with also spatial-time resolution and physical media as can be easily identified in Eq. (4) . Note that the classical implementation of the Eq. (4) requires a pair of loops for updating the field component in each cell. With this rearrangement, it is suppressed one loop and the field is computed in groups of four in the same time that one cell is solved in the sequential implementation. Furthermore, the Eq. (6) can be evaluated in parallel due to the fact that this equation only modifies the values of the displacement vector. Therefore, a shared memory approach based on OpenMP 21 has been used in order to parallelize the main loops of the method. This parallelization is possible due to the fact that the FDTD method solves D z field using the inner D z , the H x and H y data previously stored in the computer memory. Applying OpenMP directives, the loop that is in charge of computing each field can be completed by several threads distributing the total number of iterations between the cores available in the microprocessor. These threads are free of dependences. Therefore, each field update can be parallelized since the dependent parameters are shared in memory.
Characteristic Matrix Method
The Fig. 4 illustrates the arrangement, in which the CMM method is based on. The CMM links the tangential components of E and H at the incident surface with the tangential components of E and H which are transmitted through this interface. This is accomplished by means of a 2x2 matrix denoted as the characteristic matrix of the thin film. 
with η 1 as the optical admittance defined as the difference between H and E, δ is the phase of the layer and is defined as follows:
with d and n 1 being the physical thickness and the refractive index of the film respectively and also detailed in Fig. 4 . If θ 0 is the angle of incidence, the value of θ 1 can be calculated from Snell's Law,
This result can be immediately extended to the general case of an assembly of q layers, when the characteristic matrix is simply the product of the individual matrices taken in correct order, i.e. Therefore, the application of Eq. (10) to a stack of thin dielectric layers is straightforward. In the same manner, a VHG with a sinusoidal variation of its refractive index can be approximated by a large number of lamellar layers, and it can be regarded as a stack of homogeneous thin films.
Analysis of reflection gratings by means of the Mathieu matrix approach
One of the most popular theories to calculate the efficiency of the orders that propagate inside a diffraction grating is the Kogelnik's Coupled Wave Theory 22 and the Rigorous Coupled Wave Theory developed by Moharam and Gaylord [23] [24] [25] [26] . The Kogelnik's CWT provides analytical expressions for the zero and first order for volume phase gratings and it is widely used by researchers because of it can provide exact predictions under several conditions. The RCWT does not disregard second derivatives and also allows considers higher orders, therefore their results are more accurate and it can be applied to a wider range of applications. Nevertheless, the RCWT is not valid for non-slanted reflection gratings. In this case, the modulation is no longer infinitely periodic since it has only a finite number of cycles. Thatcauses the grating not to be strictly periodic and the Floquet Theorem, which is the basis for the modal and the coupled-wave analysis, can not be applied.
Recently a matrix-method approach has been used to evaluate the electromagnetic wave transmission for reflection gratings with arbitrary angle of incidence 27 . Basically, the idea is to define a matrix which characterize the medium, linking the electromagnetic field components and their derivatives at an interface between two adjoining layers.
The periodic medium extends from y = y 1 to y = y 2 , and the electric field inside it verifies the following second order differential equation:
( 1 2 ) This equation can be solved by means of two linearly independent solutions E c1 and E c2 , 
where the layer matrix M can be built linking the fields and their derivatives at two different values of y as is detailed in Lekner's discussion 28 .
On the other hand, one should notice that the Eq. (12) can be transformed into the Mathieu equation: ( 1 7 ) Where the efficiency of the reflected order DE -1 can be obtained as |R| 2 and the efficiency of the transmitted one as the real part of ( )
RESULTS AND DISCUSSION
In this section the results related with the computational optimization and the analysis of different diffractive optical elements are shown. First, the degree of improvement in terms of time simulation costs of the FDTD method is detailed. Second, different reflection holographic diffraction gratings are analyzed varying the substrate at the output plane of the gratings and also the spatial resolution of both numerical methods: FDTD and CMM. Third, transmission diffraction gratings are studied as a function of the angles of the reconstruction beam and the fringes planes. These cases are analyzed by means of two videos that show the behavior of the electromagnetic field as a function of these parameters. Finally, the reflectance of a set of High-reflection coatings is shown. The reflectance is computed by the FDTD method and it is compared with the analytical curves obtained with the CMM. Table 1 shows time simulation for the sequential and the optimized version of the FDTD implemented, also the SpeedUp is given, which is defined as the ratio between the sequential and parallel time costs. The computational results shown in Table 1 can be summarized in a SpeedUp that tends to four as the simulation size becomes greater. The grid in all cases has been defined as a square array of Yee cells.
Computational optimization results
It must be said that the sequential time costs of the FDTD method implemented is smaller compared with classical implementations of the method. Because of the fact that a correct usage of pointers and memory alignment was considered in the sequential version, modern compilers introduce successfully auto-vectorization rules that reduce the time costs of the sequential version in great manner. Therefore, the SpeedUp obtained can be considered greater (x2) if it is compared with classical implementation of the method. Although, in this work, the sequential version considered is the auto-vectorized version that it is considered as the maximum performance that can be obtained by a sequential implementation of the numerical method. These results are obtained by means of a CPU Intel i7-950 and 6 GB of DDR3-1333. 
Reflection holographic gratings
Regarding VHG, here is presented the diffraction efficiency of the diffracted order of a reflection grating with the same scheme detailed in Fig. 1a . Fig. 5 shows the good agreement achieved between both numerical methods. Although, there exists slight difference between the two curves, produced by the finite transversal dimensions of the VHG when using the FDTD method compared with the infinite plane of incidence assumed in the CMM. Therefore, an analysis of the precision of the FDTD method has been performed. Both, the CMM and also the FDTD require a discretization of the medium by means of a dielectric homogeneous layer or the Yee cell, respectively. For that reason, an analysis of the same reflection diffraction grating with different samples per grating period is shown in Fig. 6 . Specifically, Fig. 6 shows the diffraction efficiency of a grating surrounded by air. This implies that the output substrate shown in Fig. 1a is substituted by air. For this scheme, the CMM and FDTD methods are compared with the Coupled Wave Theory developed by Kogelnik 22 and also with a recent method based on the Mathieu functions 27 . Results obtained with the Mathieu functions can be considered as the reference results since they considered the continuous non-sampled set of fringes composing the VHG. It also considers an infinitely plane of incidence for the transversal dimension of the grating, such as Kogelnik's CWT and the CMM. Fig. 6a shows the diffraction efficiency obtained by the FDTD and the CMM methods with four samples per grating period, whereas in Fig. 6b the same curves are obtained with eight samples per period. As the number of samples is greater, the differences between the numerical and analytical curves far from the Bragg angles are reduced. Although, as can be seen in Fig. 6 all methods provide good results near from the Bragg angle. It is interesting to identify how the CW theory developed by Kogelnik is inefficient when modeling this specific set of reflection gratings. 
Transmission holographic gratings
For showing the performance of the method for slanted gratings it has been performed an animation based on a set of simulations varying the angle of the fringe planes (Fig. 1c) . This sequence permits to identify how the diffracted order becomes greater when the angle of the interference pattern is 90º degrees (pure transmission grating scheme illustrated in Fig. 1b . In order to analyze superior orders, the interference pattern inside the grating has been modified respect to the Eq. (1). Taking into account the relation between the refractive index parameter and the relative electrical permittivity of a medium (n=ε r 1/2 ):
where ε 1 and ε 2 are the modulation parameters. The physical parameters of the transmission VHG analyzed in this section have been summarized in Table 2 . Moreover, the output of the transmission diffraction grating has been analyzed as a function of the angle of incidence of the reconstruction beam (θ 0 ). The k-space permits to easily identify the different plane waves present in a specific region.
Varying the angle of incidence, the different orders and their position is modified also in amplitude and in position a long the circle of radius n 0 k 0 . This circle is known as the Ewald's circle and it is directly related with the Floquet's expansion inside the periodic media. The comparison between numerical and experimental values is shown in Fig. 7 . The first diffracted order and the second diffracted order obtained by means of the FDTD method and measurements are represented. As can be seen a good approach between numerical and experimental values is achieved, thus validating our implementation. 
High-reflecting coating analysis
On the other hand, Fig. 8 shows reflectance of four different HRCs as a function of the normalized wavelength. More specifically, it has been simulated a set of stacks that alternate λ 0 /4 layers of high-and low-index. Note that in each graph an illustration of each stack is detailed, in which by means of a gray scale is illustrated the different layers and their position in the HRC. In all cases, the device ends with a transparent substrate. .. 
CONCLUSIONS
An improved version of the FDTD method based on SSE and OpenMP has been developed. This parallel-vectorial version achieves an improvement with respect to sequential version being till four times faster. In addition, the FDTD method has been successfully applied to simulating diffractive optical elements such as Volume Holographic Gratings and High-Reflectance Coatings. In both cases the FDTD method has been compared with a method based on the Characteristic Matrix of a layer. The VHG have been analyzed in reflection, transmission and also for slanted schemes. Specifically, for reflection gratings, the finite spatial resolution and its effect in the analysis of the reflectance as a function of the angle of incidence has been studied, identifying that for smaller spatial resolutions in both FDTD and CMM methods, the discrepancies between analytical curves becomes grater. Nevertheless, the numerical curves near the Bragg angle are quite close to theoretical curves. Furthermore, for this case of gratings, it has been demonstrated that modifying the output substrate can compromise the performance of classical formalisms such as the Coupled Wave theory developed by Kogelnik. The diffraction efficiency for transmission VHG has been also obtained by means of the FDTD method. In this case, it has been studied the influence of the slanting angle of the fringe planes and also the effect of the angle of incidence in the output plane. Therefore, a wider analysis of the k-space at the output plane has been performed obtaining the first and the second Bragg diffracted orders. These curves have been compared with experimental measurements of real gratings with similar characteristics, achieving good results. Finally, a set of HighReflection coatings have been analyzed as a function of the wavelength by the FDTD method and the CMM. In all cases the numerical results are close to the theoretical values, thus demonstrating the potential of the numerical method and its capabilities on modeling a wide range of diffractive optical devices. The reduction of the time costs of the simulations also permits to simulate bigger areas and therefore to analyze more exhaustively the characteristics of this type of media and devices.
