Abstract-Data aggregation is am important feature in Wireless Sensor Networks, used primarily to reduce energy use. This paper extends our previous results, which showed that data aggregation can improve the reliability of data delivery rather than degrading it as previously assumed. These previous results were based on the use of scaleable aggregation functions, such as SUM, COUNT, MIN, MAX which work independently of the network size. In this paper we extend these results to consider the reliability and energy efficiency of lossless data delivery with the semi-scaleable aggregation function APPEND, and determine the boundary conditions under which the data reliability can be maintained without an increase in the energy cost. These new results show that lossless aggregation using the APPEND aggregation function can provide improved reliability with reduced energy usage in certain conditions.
I. INTRODUCTION
In-network data aggregation is used in Wireless Sensor Networks (WSNs) to reduce the volume of data traffic: this is a key issue in WSNs where both energy and bandwidth are constrained [1] [2] [3] [4] . The aggregation is done by executing aggregation functions at aggregation points on the path from the sensing nodes to the gateway [5] . Aggregation typically results in a reduced data set: either by removing redundancy (for example similar readings from nearby nodes), or by producing a summary of the data (e.g. min and max values) [6] . More advanced techniques may use more sophisticated techniques to minimise the data loss during aggregation: for example compression [7] , outlier detection [8] , or network coding [9] . Many sensor network protocols support aggregation, for example: TAG, Directed Diffusion, PEGASIS, DB-MAC, LEACH, Cougar; see [5] for a comprehensive overview and comparison of these.
As shown in a previous study by the author, aggregation can be used to increase the reliability of data delivery from the sensing nodes to the gateway [10] . This results from using the energy saved by the traffic reduction to increase the retransmit limit (and thus the reliability) of the packets sent containing aggregated data. As shown through analysis and simulation, the reliability can be increased with no increase in energy This publication has emanated from research supported in part by a research grant from Science Foundation Ireland (SFI) and is co-funded under the European Regional Development Fund under Grant Number 13/RC/2077 (compared to the non-aggregated case). And in most cases, both an decrease in energy and an increase in reliability can be achieved.
Data distribution and collection tasks can be performed optimally on tree networks [11] . In [12] the minimum Steiner tree is compared with the shortest path tree, and found to be optimal. Other approaches use clustering (e.g. LEACH [13] ), multi-path forwarding (e.g. Synopsis Diffusion [14] ), or hybrid schemes [15] . Much recent work focuses on security issues in data aggregation [16] [17] [18] . Retransmissions can be used to improve reliability: as shown for PSFQ in [19] , hop-by-hop error recovery is significantly more effective than end-to-end recovery in a wireless environment.
Recent work on data aggregation functions in Wireless Sensor Networks addressed the use of different approaches to aggregation. These include Karnaugh Arrays [20] , Set Similarity Functions [21] , and Fitting Functions [22] . These all address different approaches to optimising data size reduction during aggregation. In many cases all the data is required to be delivered, rather than a summary of the data (as provided by most aggregation functions such as MIN, MAX, etc.). The results presented here address this situation, and evaluate the fundamental implications and limitations of not reducing data size during aggregation.
The standard equation (Eqn. 1) for determining the optimal packet size [23] , provides the motivation for considering increasing the packet size during aggregation in order to increase the efficiency of the protocol (i.e. the completeness of the data collected for a given amount of energy expended).
In this paper we extend our previous results, which applied to lossy [5] or scaleable aggregation functions, to consider non-lossy or non-scaleable aggregation functions. These functions are non-scaleable in that they are limited in the numbr of nodes that can be supported. In this analysis, we consider aggregation functions where the limit is provided by the maximum packet size (and the per-node data element size). This extension allows us to consider the case where the aggregation function merely extends a list of data to be sent to the gateway, and explore the boundaries of the reqgion where the increased packet loss rate (determined by the Bit Error Rate or BER) due to the increased packet length in more than compensated for by the reduced packet count (due to aggregation). Our results show that, in some cases with limited network size, this form of aggregation can outperform an unaggregated approach, and even provide higher delivery reliability.
II. METHODOLOGY
We model data transfer from all the nodes to a root node (assumed to be a gateway), over a spanning tree, by evaluting the probabilities of data reception with retransmissions. As a first-order approximation, all acknowledgements are assumed to be successful, and take no time. The analysis does not include the generation and maintenance of the spanning tree, or the mechanism for triggering the data transfers (which could be, for example, timer-driven or polled). Each packet is acknowledged locally, and retransmitted (up to the retransmit limit) if the acknowledgement times out. A sample configuration is shown in figure 1 including a 2-way spanning tree of depth 2 hops. In (a) the data is not aggregated, and each packet sent from a leaf node is then re-sent by the intermediate node to the root node. In (b) the data is aggregated, represented by the increased arrow width, and the data sent by the leaf nodes is aggregated in the intermediate nodes, and the aggregated data is sent in a single packet to the root. We consider the case where the aggregation function is APPEND, and all data is sent in a single packet: therefore the depth of the network is limited by the maximum packet size in this analysis.
The aggregated packets require more re-transmissions to maintain the required delivery reliability, given the increased Packet Error Rate (PER) due to the increased packet size. However, the important factor, is that this increase is less than the overall reduction in the number of packets sent. This is shown in Table I . As the degree of aggregation increases, represented by the value of N, the number of retransmissions (t) required to maintain the reliability (here set at 99.9%) increases at a lower rate. The efficiency of this is shown in the 't/N' column: the number of transmissions required per byte decreases as the packet length increases. For example, with 16 data bytes the PER has more than doubled, but the The equations used are shown in section II-A. Table II shows the calculations for a much higher bit error rate (BER) of 0.006 (or 6000ppm), providing a PER of 51.4% for a single packet transmission. This represents a weak wireless link, where the SNR is significantly decreased due to either distance or noise, and less than half of the packets are successfully transferred. Note that this shows several significant issues:
• The infeasibility, in general, of providing high reliability under these conditions • Note the very large number (on average) of transmissions required for a 127-byte packet. This ensures that all 127 bytes are transferred witha reliability of 99.9%. To ensure that 127 individual packets were transferred with an overall reliability of 99.9% would require that each packet was transferred with a reliability of 99.9992% which would require 16.93 transmissions on average, resulting in a total of 127*16.93=2150 transmissions. This shows that at very high error rates, and with relatively large packet sizes, aggregation is more effective at maintaining high reliabilities. The tradeoff point for 127 data bytes is a BER of 0.00495 which corresponds to a singletransmission PER of 44.87%. If the link reliability is lower than 55% then it is more effective to use either lossy aggregation or transmit each packet individually (for a single hop). In practice, the transmit counts are so large as to render this level of reliability essentially unachievable with this level of bit errors.
A. Variables and Equations
• T: total nodes in the wireless sensor network • D: data bytes in a packet • H: packet overhead size in bytes (MAC overhead plus a 1-byte discriminator) • ARF: the aggregation re-transmission factor: this is an aggregation parameter The standard equations for PER, ATX are:
Note that this equation for ATX is a first-order estimate, as it assumes infinite retransmissions.
The probability that a node receives a packet, with retransmissions, is given by:
The probability that node i receives data from all C i children is given by:
As shown in [10] , packets containing multiple, aggregated data values require an increased retransmission limit in order to provide high reliability (i.e. high percentage of data delivery). The value (value i ) of a packet sent by node i is measured by the count of aggregated data values contained. Thus a nonaggregated packet has a value 1, and a packet containing 64 aggregated values has a value 64. Using this, and the ARF, the transmit limit (Tx lim (i) for aggregated packets transmitted by node i is calculated as follows:
B. Metrics
The different scanarios are compared using the total energy required for 99% success (i.e. that 99% of the data arrives at the root node). The parameters (Tx lim and ARF) are calculated to provide the closest value to 99% in each case.
• Energy cost: as a first-order estimate, this is calculated as being proprtional to the number of packets sent (as this represents the length of time that a transmitter must be active and the corresponding received must be active, given an ideal scheduling algorithm).
C. Aggregation functions 1) Expanded Scaleable Functions: In-network aggregation functions such as COUNT, SUM, MIN, and MAX [25] are scaleable in that the size of the data does not increase as the number of data sources increases. The functions MEAN and STANDARD-DEVIATION, frequently regarded as In-server aggregation functions [25] , can be added to the range of scaleable functions, by including auxiliary variables required to perform incremental evaluation of the function [26] . This requires a slight increase in the fixed data length, over the size of the actual data values themselves, but this is a fixed overhead, and does not significantly decrease the efficiency of the aggregation (as shown in II-D below).
The probability that the root receives all the data (Success) is calculated by the product of the probabilities that each child successful sends it (aggregated) data to its parent (assuming node 1 is the root node):
where Tx lim (i) is calculated for each node using Eqn 7.
2) Semi-Scaleable Functions: The APPEND aggregation function results in the data size growing in direct proportion to the number of data entries: new data is appended to the existing list. This is not fully scaleable in two ways: firstly, once the packet size is exceeded, different algorithms may be required to handle multi-packet data. And secondly, from a reliability viewpoint, the number of required retransmissions grows in proportion to the number of data entries. This factor limits the reliability, but in section II-D below the limits of the applicability of this function are explored, and it is shown that in certain circumstances the APPEND function can be used without decreasing reliability (or increasing the costs of reliability) compared to the non-aggregated case. We are treating this as a semi-scaleable function, by limiting the number of nodes in the analysis, so that the data can fit within a single packet. This is not an unreasonable approach for many wireless sensor networks. It is future work to consider the impact when multiple packets are required.
The probability that the root receives all the data (Success) is calculated by the product of the probabilities that each child successful sends it data to the root node via all the intervening parents (assuming node 1 is the root node, and that node i is at a depth of d i ):
Note that Tx lim is constant in this case.
D. Aggregation model
The aggregation model is based on a spanning tree, where each leaf reports its raw data to its parent. The parent then applies its aggregation function (if defined), and reports it's aggregated data to its parent in turn. This is continued until the root node (gateway) receives all the aggregated data. The algorithms for scheduling and retransmissions are not included in the model: they are assumed to be optimal, providing a bestcase analysis.
E. Scenarios considered
Four different scenarios are considered, each containing approximately 64 nodes, as shown in Fig. 2 (where w is the fan-out at each node, d is the depth in hops, and n is the total number of nodes):
• NARROW(a): A deep tree, of depth 63 hops, and each parent having 1 child (giving 64 nodes).
• MEDIUM-2(b): A medium-breadth tree, of depth 6 hops, and each parent having 2 children (giving 63 nodes).
• MEDIUM-4(c): A medium-breadth tree, of depth 3 hops, and each parent having 4 children (giving 81 nodes).
• BROAD(d): A broad tree, of depth 2 hops, and each parent having 8 children (giving 73 nodes). In each case the energy required to provide 99% successful delivery of data to the root node is calculated. For the nonaggregagated cases, the number of transmission required at each hop for every data packet is calculated to provide the required overall probability of a packet reaching the root node. For the aggregated cases, the number of tranmissions required at each hop for the aggregated data is calculated, such that the probability of the eachh data byte in the final aggregated packet delivered to the root is equal to the required reliability. In both cases, this ensures that each byte of data is received with the required reliability.
III. RESULTS

A. Numerical Results
In all cases the BER used is 0.0001, providing for a PER of 1% (and a data reliability of 99%) for a packet with 1 data byte. The maximum number of transmits is set to an integer value that enables the non-aggregated case to meet the required reliability of delivery of all the data to the root node (of 99%). The maximum transmissions is increased by a factor consisting of the number of data elements*the policy factor for aggregated data (to reflect the increased value of the data) as shown in [10] . In each case, the data delivered by the sensing nodes is 1 Byte long, and a packet overhead of 14-Bytes is used (to represent the non-payload contents of a typical 802.15.4 PDU).
For the NARROW scenario (see Table III ), the results show the large number of packets required for every data packet to be delivered separately up the tree in the non-aggregated case. The APPEND aggregation results in a significantly lower energy usage for the same level of reliability.
For the MEDIUM-2 scenario (see Table IV ), a lower re-transmit limit (Max Transmits) is required, as the nonaggregaged packets only require 4 hops rather than 63 to reach the root. The results show the ratio of packets required for the non-aggregated case is still significantly larger. As for the NARROW scenario, the APPEND aggregation results in a significantly lower energy usage for the same level of reliability.
For the MEDIUM-4 scenario(see Table V ), a lower re- transmit limit (Max Transmits) is again required, as the nonaggregaged packets require fewer hops to reach the root. The results show the ratio of packets required for the nonaggregated case is still significantly larger. As for the previous scenarios, the APPEND aggregation results in a significantly lower energy usage for the same level of reliability. For the BROAD scenario(see Table VI ), the same retransmit limit (Max Transmits) is required, due to selecting an integer value. The results show the ratio of packets required for the non-aggregated case is twice the level requiored for the aggregated case. As for the previous scenarios, the APPEND aggregation results in a significantly lower energy usage for the same level of reliability.
In all cases, the size of the network is limited by the size of the data (here, 1 Byte has been used) and the maximum number of nodes on any branch of the tree (from 63 for the NARROW scenario, to 16 in the MEDIUM-4 scenario) and the maximum PDU size.
B. Initial Real-World Results
These initial results were gained using Atmel STK600-Atmega128RFA1 devices, and a transmit power of -16.5 dBm (the receiver sensitity is specified to be -100 dBm at 250 kbps). Three cases were selected to send 100 bytes of data upstream representing data aggregated and sent from a child node to its parent in the tree: one 100-byte packet, ten 10-byte packets, and one 100-byte packet. Application-level acknowledgements and unlimited re-transmits were used to deliver the data. IEEE 802.15.4 channel 18 was used (to minimise interference from Wi-Fi APs on IEEE802.11 channels 1 and 13).
In each case, multiple experiments were run-note that the varying number of retransmits caused each experiment to take different lengths of time (as shown on the x-axis in Fig. 3) . The different signal-strength conditions were achieved by moving the receiver until it reported the required behaviour. A channel analyser was used to determine the background noise levels: on this channel they were mainly below -100dBm, with very occasional spikes at -90dBm.
The resulting patterns of transmission are shown in Fig. 3 . For each experiment, the number of transmissions required to deliver 100 bytes is shown. The Strong Signal results show the expected case where one hundred 1-byte packets, ten 10-byte packerts, and one 100-byte packet are usually needed. The Varying Signal results show a situation (experiments 9-16) where over six hundred 1-byte packets were needed to deliver the data. Table VII shows a summary of the results: the Avg. Tx Time is an indication of the relative energy required in each case (the best-case time required on air to transmit 100 bytes of data). In general, the 100-byte packet size produces the greatest effeciency (for 100% data delivery): but note that the Varying configuration shows a case where 100 bytes is above the optimum packet size. Compare to the patterns shown in figure 3 , it can be seen that the devices were effectively out of range, and approximnately 200 re-transmissions were required to deliver the 100-byte packet. This motivates the need for realtime monitoring of the packet error rate (PER) in determining the maximum packet length to use for semi-scaleable functions (such as APPEND) during data aggregation.
IV. CONCLUSION
These results show that under certain conditions reliable delivery of aggregated data can be achieved with a wider range of aggregation functions than previous considered. In paticular, the APPEND function, which aggregates without data loss or data size reduction, can perform well compared to the non-aggregated case. In applications where all data must be delivered, to a high level of reliability, in sizeconstrained networks (where all the data from a particular branch of the tree can fit in a single packet), this provides significant improvements in energy efficiency. Alternatively, the energy savings from the improved efficiency can be used to provide a higher level of reliability. Or these two factors can be balanced, providing improved reliability with reduced energy usage. By monitoring the packet error rate (PER), and applying Eqn. 1, a protocol can determine dynamically when the APPEND function can be effectively utilized to provide enhanced efficiency.
The reader should note that these constraints may limit the application of the APPEND aggregation function in the general case, but many sensor networks are of limited size, with limited data being delivered, and in these situations this aggregation function can be used to significantly improve the reliability of the network while also increasing its lifetime by reducing the energy requirement. It is possible that a hybrid aggregation function might be used, that delivers loss-free extended data, perhaps including geo-location and additional environmental readings, for critical values (such as the MIN and MAX), while summarising the non-critical values (using MIN, MAX, MEAN, and other lossy aggregation functions).
A future extension is to consider the fundamental impact of allowing multiple packets to be used for the aggregated data, removing the restrictions on the network size and depth. Also, the impact of security concerns, which is a recent focus for aggregation in wireless sensor networks, has not been addressed in this analysis, and it will be interesting to include these into the analysis and see whether the benefits still exist in these cases. Additional future work will address a more detailed energy model considering the impact of lost acknowledgements, simulations to evaluate a broader range of scenarios and gather a broader set of data relating to the need for large numbers of retransmissions, and the implementation of real-world experiments using our existing, 256-node testbed. These experiments will also explore how well existing routing algorithms (to generate the spanning tree), and scheduling algorithms (to control the reporting timing of the nodes) work with the APPEND aggregation function.
