The use of higher-order local autocorrelations as features for pattern recognition has been acknowledged since many years, but their applicability was restricted to relatively low orders (2 or 3) and small local neighborhoods, due to combinatorial increase in computational costs. In this paper a new method for using these features is presented, which allows the use of autocorrelations of any order and of larger neighborhoods. The method is closely related to the classifier used, a Support Vector Machine (SVM), and exploits the special form of the inner products of autocorrelations and the properties of some kernel functions used by SVMs. Using SVM, linear and non-linear classification functions can be learned, extending the previous works on higher-order autocorrelations which were based on linear classifiers.
INTRODUCTION
In most pattern recognition problems, each pattern can be described as a scalar function of time or spatial coordinates. In many cases, a translation or a scale change has no effect on class membership. Regarding each pattern as a point in a vector space, we wish to map all points corresponding to translated (or scaled) versions of one pattern in a single point. In addition, patterns which differ in other ways should map into distinct points, and in some sense, patterns which are similar should map into points that are close together.
The higher-order measures possess the uniqueness property for even orders [ 13 and they are shift-invariant. Higherorder autocorrelations have been previously used as features describing patterns [ 2 ] , [3] , [4] , [5] , but their applicability has been limited to second or third orders and a small local neighborhood, due to high computational costs. As noted in In this paper we propose a new method for combining higher-order autocorrelation functions and non-linear classifiers which is no longer limited to the second or third order and which can be applied on larger neighborhoods. This method relies on exploiting some properties of the inner products of autocorrelation functions which, in turn, allow us to avoid explicitly computing the autocorrelations. The paper is organized as follows: in section 2 we describe the autocorrelation functions and their inner product, section 3 describes briefly the classifier and finally, some experimental result and conclusions are presented in last sections. 
FEATURE EXTRACTION BY LOCAL HIGH-ORDER STATISTICS
Combining autocorrelation of different orders in order to obtain a more descriptive feature vector can be done as follows. Let I = {il, . . . , i,7L} be a set of indices and let RL1) be the vector obtained by concatenating the autocorrelations rik), where IC = il , . . . , i,,,, then it is obvious that
meaning that computing the inner product of two compound feature vectors can be done by simply summing the inner products of the components. Another consequence of this observation is the fact that the autocorrelations may be computed over any local neighborhood: one may consider a partition of the image formed by smaller regions and then use the local autocorrelation coefficients as discriminant features, still one can use (3) to compute the inner products.
SUPPORT VECTORMACHINES FOR PATTERN CLASSIFICATION
Below we will briefly present the Support Vector Machines (SVMs) and we will point out their advatages in the case of high-order autocorrelations. For a more comprehensive description, the reader is referred to [6] , [7] . The task of learning from examples, for a two-class pattern recognition problem, can be formulated as follows: given a set of functions and a set of examples {(x.i,y.i)};zl c Et7t x {-l,+l}, each one generated according to an unknown probability distribution function P(x, y), we want to find a function fa* which minimizes the risk of misclassification of the new patterns randomly drawn from P , given by the risk functional:
For any q E [0,1], the following inequality holds with probability 1 -q:
providing anupper bound on the risk functional, where R e,,lp ( a ) is the empirical risk and h is the Vapnik-Chervonenkis (VC) dimension. The second term on the right hand side of (4) is called the VC confidence. The goal is to minimize the risk functional by minimizing its upper bound. There are two strategies: keep the VC confidence fixed and minimize the empirical risk, or fix the empirical risk to a small value and minimize the VC confidence. The SVMs are taking the second approach and we will briefly describe the method below.
In the linear separable case we are looking for an optimal hyperplane (w, x) + 6 = 0 which minimizes the VC confidence while providing the best generalization capabilities. The decision function can be written as where by (., .) we denote the inner product of two vectors.
Geornetrically, the problem to be solved resides in finding the hyperplane that maximizes the sum of distances to the closest positive and negative training examples. This distance is called margin and the optimal hyperplane is obtained by minimizing llw112 subject to a set of constraints. By relaxing the constraints, the non-separable case can also be handled and the optimization problem can be stated as minimize I subject to the following constraints where C is a user-defined constant and E',,, is the upper bound on the number of misclassifications on the training set. Introducing the Lagrange multipliers cy ; 2 0 and using Kuhn-Tucker theorem, the solution can be expressed as where the sum is taken over all support vectors. One thing must be noted here: the only way data appears in above equations ( (9)- ( 11)) is in the form of inner products. The problem of non-linear decision boundaries is solved by mapping the training set into a high-dimensional (possible infinite-dimensional) feature space where the training will be carried out as in the linear case. This mapping is done by means of kemelfinctions -functions that define an inner product in the feature space. Let K ( x i , xj) be such a kernel function. All the above considerations can be extended to the case of kernel functions and in the equations (9)-( 1 1) the inner products of the form (x i , xj) will be replaced by K(xi, xj).
This means that if there would exist a kernel function that could be expressed as a function of inner products of data, we could use (2) and (3) for computing the kernel values in the case of autocorrelation features, avoiding the extremely expansive task of explicitly computing the autocorrelations.
This kind of kernel exists and some common examples of non-linear ones are the polynomial, the sigmoidal and the radial basis function kernel (RBF) kernels which could be written as:
Ks(xi, xj) = tanh (&(xi, xj) -6) and Considering xi as compound autocomelation-feature vectors, we obtain the corresponding kernels which allow nonlinear classifiers to be trained.
EXPEREVENTS
In this section some experiments and preliminary results are presented. The goal of the experiments was to prove the possibility of using higher order autocorrelation functions for pattern classification.
The patterns used for trainingksting the classifiers were human faces and the kernel used was a second degree polynomial kernel (12). The training data set was the XM2VTSDB database ([8] ) from which 206 images were used for training and 30 for testing. The negative examples (263 for training and 40 for testing) were randomly generated from images containing no human faces. As we were interested in studying the influence of using the higher orders of autocorrelations, we did not tune the training parameters (polynomial degree, the constant C) and the training has been done in a single step.
Using these severe constraints, the system was trained to classify human faces. The following table summarizes the preliminary results:
As can be noted from the results (see Figure I ), for the given image size (the images have been downsampled to 20 by 20 pixels), an increase in the neighborhood size had an adverse effect, while considering higher orders of the autocorrelations have increased the correct classification rate.
It must be noted that the images have not been preprocessed -an increase in detection rates is expected in the case of applying some specific preprocessing (histogram equalization, removing the background by applying a mask). Also, the training has to be extended by using bootstrapping techniques for generating more significant negative examples.
CONCLUSIONS AND FUTURE WORK
In this paper we have presented a new method for using higher order autocorrelations for pattern classification which is able to deal with any autocorrelation order and with significantly larger neighborhoods. Also, both linear and nonlinear classifiers can be trained by means of different ker- 
