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A Hermitian metric, g, on a complex manifold, M, together with a smooth
probability measure, m, on M determine minimal and maximal Dirichlet forms, QD
and Qmax, given by Q(f)=>M g(grad f(z), grad f¯(z)) dm(z). QD is the form
closure of Q on C.c (M) and Qmax is the form closure of Q on C
1
b(M). The corre-
sponding operators, AD and Amax, generate semigroups having standard hypercon-
tractivity properties in the scale of Lp spaces, p > 1, when the corresponding form,
Q, satisfies a logarithmic Sobolev inequality. It was shown by the author (1999,
Acta Math. 182, 159–206) that the semigroup e−tAD has even stronger hypercontrac-
tivity properties when restricted to certain holomorphic subspaces of Lp. These
results are extended here to Amax. When (M, g) is not complete it is necessary that
the elliptic differential operator Amax degenerate on the boundary of M. A second
proof of these strong hypercontractive inequalities for both AD and Amax is given,
which depends on an extension of the submean value property of subharmonic
functions. The Riemann surface for z1/n and the weighted Bergman spaces in the
unit disc are given as examples. © 2002 Elsevier Science (USA)
1. INTRODUCTION AND NOTATION
This work is concerned with a special class of Dirichlet forms over a
complex manifold. Denote by M a complex manifold of complex dimen-
sion m and by g a Hermitian metric on M. Denote also by m a probability
measure on M with a smooth, strictly positive density with respect to
Riemann–Lebesgue measure. Write h for the dual Hermitian metric on the
complex dual spaces TgC(M), and d for the exterior derivative. The
Dirichlet form associated to the triple (M, g, m) is the sesquilinear form
Q0(f, j)=F
M
h(df(z), dj¯(z)) dm(z), f ¥ C.(M), j ¥ C.c (M).
(1.1)
The second order differential operator dgd on C.(M) associated to Q0 is
defined by
F
M
(dg df)(z) j(z) dm(z)=F
M
h(df(z), dj¯(z)) dm for all j ¥ C.c (M),
(1.2)
for f ¥ C.(M). Later we will choose a self-adjoint version, A, of dgd acting
in L2(M, m). It was shown in [G3] that the semigroup, e−tA, generated by
A, has some surprising contraction properties when acting in certain
holomorphic function subspaces of Lp(m), for 0 < p <.. The main goal of
the present paper is to show how some of these new hypercontractivity
properties of e−tA in holomorphic function spaces can be deduced from
standard hypercontractivity by a method that extends the classical
submean value property of subharmonic functions.
At a heuristic level the idea may be understood in the simple case of Rn as
follows. Let D be the standard Laplacian on Rn and let X be a smooth vector
field on Rn such that the flow exp(−tX) exists for all t \ 0. Suppose that k is
a smooth subharmonic function on Rn, i.e., Dk \ 0, and that k has not too
rapid growth near .. The submean value property of subharmonic functions
asserts that k(y) is no larger than its mean value over spheres of arbitrary
radius centered at y. Since e tDk is given by convolution by a spherically
symmetric probability measure, the submean value property of k gives
(e tDk)(y) \ k(y).(1.3)
We will actually be interested in the elliptic operator L=D−X and the
semigroup e tL generated by it. The semigroup e tL does not have this mean
value property. For the cases of interest to us, it will be shown instead that
the following inequality holds, which is a submean value inequality relative
to the flow of X,
(e tLk)(y) \ k(exp(−tX) y).(1.4)
That is to say, (e tLk)(y) does not dominate k(y) but dominates k at the
point that y flows to under the flow of X. Aside from technical conditions
on k, such as reasonable growth near infinity, the key property that k and
X must possess in order for (1.4) to hold is that for each t \ 0 the function
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yQ k(exp(−tX) y) must be subharmonic for D. This is a very strong con-
dition on X in the context of this example because it requires the diffeo-
morphisms e−tX to be conformal. In the circumstance of interest to us,
however, k will have the form k(z)=|f(z)|p, where 0 < p <., and
f: MQ C is a holomorphic function. The flow exp(−tX) will preserve
holomorphicity of f, being a holomorphic flow. It will be shown in
Section 4 that |f(z)|p is subharmonic in the appropriate sense and that
subharmonicity is therefore preserved by the flow. An inequality analogous
to (1.4) will be proven in this holomorphic context. See Remark 4.15 for
further heuristic discussion.
The present paper is a sequel to [G3]. The introduction to [G3] traces
the historical background of the current work, starting from the original
hypercontractivity theorem of Nelson, Glimm and Segal, [Gli, N1, N2,
S2], its connection to logarithmic Sobolev inequalities, [G1, G2], and the
strong hypercontractivity theorem of Janson [J1, J2], Carlen [C1], and
Zhou [Z]. The three main theorems of [G3] and the present paper assert
the following kinds of properties of certain self-adjoint versions, A, of the
differential operator dgd.
For 0 < p <. there are natural holomorphic function spacesHp, which
are subspaces of Lp(M, m), such that
(a) (contractivity) e−(t+is) A is a contraction onHp for all t \ 0 and all
real s.
(b) (strong hypercontractivity) If A satisfies a logarithmic Sobolev
inequality then e−(t+is) A is bounded from Hp to Hq for all real s if
t \ (1/2) log(q/p), 0 < p [ q <..
(c) (spectral algebra) If A satisfies a logarithmic Sobolev inequality
and Ha is the spectral subspace of A |H2 for the interval [0, a], then
1a > 0 Ha is an algebra under pointwise multiplication.
The method of relative subharmonicity, as embodied in inequalities such
as (1.4), will be used to give a different proof of the strong hypercontracti-
vity theorem, (b). This proof extends Janson’s original method, [J1], which
he developed for Gauss measure on Cm and two other cases. The method of
proof is interesting in itself, relying, as it does, on the notion of relative
subharmonicity.
WhenM is not complete the domain of A must be specified by imposing
some kind of boundary conditions. In [G3] Dirichlet boundary conditions
were used exclusively. But Dirichlet boundary conditions are not adequate
to encompass the important case of the weighted Bergman spaces in the
unit disc. (cf. Section 5.) To this end we will extend the results of [G3]
from Dirichlet to non-Dirichlet boundary conditions. The Dirichlet and
non-Dirichlet versions of dgd are defined as follows.
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Definition 1.1 (Minimum and Maximum Quadratic Forms). For any
function f whose weak first (local) derivatives are functions, define
Qˆ(f)=F
M
h(df, df¯) dm,(1.5)
which may be infinite. Let QD be the form closure of Qˆ | C
.
c (M). Denote
by C1b(M) the set of bounded functions in C
1(M) such that h(dj(z), dj¯(z))
is also bounded. Since m is a probability measure, Qˆ(f) <. if f ¥ C1b(M).
Let Qmax be the form closure of Qˆ | C
1
b(M). To each of these two closed
quadratic forms there is naturally associated a non-negative self-adjoint
operator in L2(M, m) in a standard way [BH, Da, Fu, MR, RS]. Denoting
them respectively by AD and Amax, one has
QD(f)=||A
1/2
D f||
2, f ¥D(QD)(1.6)
and
Qmax(f)=||A
1/2
maxf||
2, f ¥D(Qmax).(1.7)
If M is complete then QD=Qmax and AD=Amax (cf. Section 2.) If M is
not complete then AD is customarily said to be the self-adjoint version of
the differential operator dgd with Dirichlet boundary conditions. Very
often Amax corresponds to Neumann boundary conditions. But in the case
of interest to us, the weighted Bergman spaces over the unit disc, the
second order coefficients of the elliptic operator dgd degenerate very badly
at the boundary. It results that the domain of Amax imposes no boundary
conditions at all. This will be made precise in the next section. Indeed it is
vital to the theory of Amax in holomorphic function spaces that Amax
imposes no boundary conditions: holomorphic functions in the unit disc,
for example, obey neither Dirichlet nor Neumann boundary conditions.
The relation between the degeneracy we meet in the weighted Bergman
spaces and the Keldysh–Fichera theory of degenerate elliptic operators will
be sketched in Remark 5.13.
Section 6 is devoted to an example of a manifold M (the n-sheeted
surface for z1/n) in which the natural subspace H2 is not all of H 5 L2.
Here H denotes the set of holomorphic functions on M. In fact H2 has
codimension n−1 in H 5 L2. This is to be contrasted with the circum-
stance when (M, g) is complete. In this case one always has H2=
H 5 L2(m) [G3, Theorem 2.14].
Section 7 is devoted to a counterexample to a reasonable conjecture:
whereas all of our theorems depend, in their proof, on the fundamental
assumption that dg df is holomorphic whenever f is holomorphic,
nevertheless most of these theorems can be formulated without this
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assumption. In Section 7 it will be shown that even the simplest of these
theorems is false without this fundamental assumption.
I. E. Segal and collaborators [BSZ, S1, S2, S3, Pa, Pe] have shown that
when m is Gaussian these holomorphic function spaces provide a useful
tool for investigating the structure of quantum fields. Some of the motiva-
tion for the present work and for the work [G3] lies in the hope that these
holomorphic function spaces, with non-Gaussian measure m, will prove
useful for understanding more genuinely nonlinear quantum fields.
2. STATEMENT OF RESULTS
We consider throughout this paper a complex manifold M with a Her-
mitian metric g and a probability measure m on M with strictly positive
density in every local coordinate system. Such a triple, (M, g, m), gives rise
to a second order differential operator, dgd on C.(M), defined by
Eq. (1.2). Only the Riemannian structure of (M, g) and the measure m are
needed to define the operator dgd. The complex structure of M plays no
role. But the complex structure gives rise, in addition, to a unique complex
vector field, Z, of type (1, 0), which is defined by the identity
dg df=Zf,(2.1)
valid in any open set on which f is holomorphic. One can understand
immediately why the second order differential operator dgd degenerates to
the first order differential operator Z on holomorphic functions by con-
sidering the form that the integration by parts equation, (1.2), takes when
expressed in a local holomorphic coordinate system, z1, ..., zm. The second
order derivatives of f that occur are all zero by the Cauchy–Riemann
equations. The reader may refer to [G3] for this computation or to the
more explicit version in the proof of Lemma 4.6 in this paper. The basic
properties of the vector field Z, obtained in [G3], will be summarized
below.
Definition 2.1. We will say that dgd is holomorphic, or equivalently
that (M, g, m) is holomorphic, if, for any function f ¥ C.(M), dg df is
holomorphic in any open set in which f is holomorphic.
All of our theorems depend on the assumption that dgd is holomorphic.
In the absence of such holomorphicity even the simplest of our results can
fail. An example of such failure will be given in Section 7.
Any complex vector field, Z, onM can be written in the form
Z=(1/2)(X−iY)(2.2)
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for some unique real vector fields X and Y. The assumption of holo-
morphicity of dgd carries some implications for X, Y and Z. Here is a
summary of the properties of these vector fields which were established in
[G3].
The vector field Z of type (1, 0), defined by (2.1), is holomorphic if and
only if dgd is holomorphic. A coordinate independent expression of Z is
given in [G3, Theorem 2.6]. We will assume here, as in [G3], that the
vector field Y is complete, i.e., that the flow of Y exists for all time. In all of
our examples the flow exp(−tX) exists for all t \ 0. We will say in this case
that X is one sided complete. Denote by exp(sY) the diffeomorphism group
generated by Y. With Z defined by (2.1) and Y defined by (2.2) it happens
that exp(sY) preserves the measure m (even if Z is not holomorphic) [G3,
Theorem 2.9]. Moreover if, (M, g) is Kähler and Z is holomorphic then
exp(sY) also preserves the metric g [G3, Theorem 2.10]. But even if g is not
Kähler the Y flow preserves the metric in all the examples that I have (when
Z is holomorphic.) It will be assumed throughout, as in [G3], that the Y
flow preserves the metric g, i.e., that Y is Killing. The one parameter unitary
group in L2(m): fQ f p exp(sY) plays an important technical role in [G3]
by providing a means to ‘‘regularize’’ holomorphic functions in L2(m) so as
to produce functions in the domain of AD. We will see below that this
technique also applies to Amax.
Let us turn now to the functional analytic theorems concerning the
operators AD and Amax, which were defined in the Introduction.
Notation 2.2. Write H=H(M) for the space of holomorphic func-
tions on M. For 0 < p < 1, >M |f(x)|p dm(x) is a metric on Lp(M, m). Con-
vergence in this space will refer to convergence in this metric [Ru1,
Sect. 1.47]. For any nonnegative closed quadratic form Q on L2(M, m)
define
H2=L2 closure ofH 5D(Q)(2.3)
Hp=H2 5 Lp for 2 < p <.(2.4)
and
Hp=closure ofH2 in Lp for 0 < p < 2.(2.5)
We will only be interested in the two quadratic forms QD and Qmax,
defined in the Introduction. The corresponding holomorphic sub-
spaces, defined as in Notation 2.2 for Q=QD and Q=Qmax, will
be denoted HpD and H
p
max respectively. We always have D(QD) …D(Qmax)
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because C.c (M) … C1b(M). Consequently, recalling thatH 5 L2 is always a
closed subspace of L2, we have
H2D …H2max …H 5 L2(M, m).(2.6)
Similar containments follow for the spacesHp.
All of the theorems in this paper are concerned with the action of opera-
tors in the spaces Hp. It will be illuminating to understand the relations
between these various holomorphic subspaces.
Remark 2.3. If (M, g) is complete then QD=Qmax. To see this one
need only use the fact that there exists a uniformly bounded sequence
jn ¥ C.c (M) with uniformly bounded gradients such that jn converges to 1
on M. For then, if f ¥ C1b(M), jnf converges to f in energy norm. But
each function jnf is in D(QD) because the compactly supported function
jnf can be approximated in energy norm by functions in C
.
c (M). (Cover
the support of jnf by a finite number of coordinate charts and use a C.
partition of unity.) It follows that C1b(M) …D(QD) and therefore
D(Qmax)=D(QD).
The equality D(Qmax)=D(QD) implies, of course, that AD=Amax. So
when (M, g) is complete all the results of [G3], although stated for AD,
apply equally to Amax. In particular, when dgd is holomorphic and M is
complete then
Hpmax=H
p
D=H 5 Lp(M, m), 2 [ p <..(2.7)
The first equality follows for p=2 from (2.3), because QD=Qmax, and then
for all p > 0 by (2.4) and (2.5). The second equality was proved in [G3,
Theorem 2.14] for p \ 2. The second equality is also known to hold for
0 < p < 2 in some special cases. Cf. [G3, Sect. 5].
When M is not complete the equalities in (2.7) can fail in several ways.
Examples will be given in Sections 5 and 6 and in Example 2.4 below. This
failure, along with some of the other interesting pathology of this subject
matter, arises simply from the fact that the operation of intersection of
subspaces does not commute with the operation of closure.
Specifically, suppose that A is a nonnegative self-adjoint operator on
L2(M, m) with associated quadratic form Q(f)=||A1/2f||. One always has
D(A) … D(Q) … L2(M) and each set is dense in the next in L2 norm. If one
intersects withH one continues to have the inclusions
H 5D(A) …H 5D(Q) …H 5 L2(M, m).(2.8)
But the density of one in the next may fail. It is essential for our proofs of
the behavior of e−tA in the spaces Hp that H 5D(A) be dense in
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H 5D(Q). It was shown in [G3, Theorem 2.11(e)] that for A=AD the
first inclusion in (2.8) is indeed dense. Unfortunately the middle term in
(2.8) can turn out to be trivial for AD. This is the case in the particularly
interesting examples of the weighted Bergman spaces (for l < 0), which will
be developed in Section 5. For A=Amax, however, the middle set is dense
in the third set in these examples and it also turns out (in these examples)
that the first set is dense in the second. So the operator Amax is a satisfac-
tory version of dgd in these Bergman spaces, while AD is not.
In order to ensure, for an incomplete manifold, M, that the first inclu-
sion in (2.8) is dense for A=Amax, it is necessary to impose a boundary
degeneracy condition on Amax (cf. Definition 2.5 below.) It will be shown
that the required boundary condition degeneracy holds for the weighted
Bergman spaces. It is the example of the weighted Bergman spaces which
motivates the extension of the theory, developed in [G3] for Dirichlet
boundary conditions, to the non-Dirichlet, maximal quadratic form Qmax.
The next example shows how easily the density of the inclusions (2.8) can
fail.
Example 2.4. Let M={z ¥ C : |z| < 1}. Let g :=dx2+dy2 be the stan-
dard metric and denote by m normalized Lebesgue measure, p−1 dx dy.
Then dg df=Df for all f ¥ C.(M). In particular, if f ¥H(M) then
dg df=0. So Z=0. Thus Z and dgd are holomorphic and Y=0. There-
fore Y is complete and Killing. So all of the hypotheses discussed so far
hold. But D(QD) contains only functions which vanish (in a generalized
sense) on “M. This includes no non-zero holomorphic functions. Thus
H 5D(QD)=(0). So
H2D=(0).(2.9)
On the other hand H 5D(Qmax) clearly includes all holomorphic poly-
nomials because these are in C1b(M). In particular the L
2 closure of
[H 5D(Qmax)]=H 5 L2(M, m). So
H2max=H 5 L2.(2.10)
The self-adjoint operator, Amax, associated to the quadratic form Qmax is
(minus) the Neumann Laplacian. In spite of (2.10), Amax is still pathological
from the point of view of the holomorphic theory because H 5D(Amax)
consists only of holomorphic functions whose normal derivative is zero on
“D. That is,
H 5D(Amax)={constants},(2.11)
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which is not dense in H 5D(Qmax). Thus the first inclusion in (2.8) is not
dense for Amax. So in the holomorphic category neither AD nor Amax is
interesting because the middle term in (2.8) is trivial for AD and the first
inclusion is not dense for Amax.
The following definition, which is of interest only when M is not
complete, gives a condition on Amax which ensures that H 5D(Amax) is
dense in H 5D(Qmax). Of course this rules out Example 2.4. In effect it
forces the coefficients of the elliptic differential operator dgd to degenerate
at the boundary of M. It will be shown in Section 5 that this condition is
satisfied for the weighted Bergman spaces in the unit disc. Its connection
with the Keldysh–Fichera theory of degenerate elliptic operators will also
be discussed there.
Definition 2.5. Define Z as in (2.1). We say Z controls Amax if, for
any function f ¥H 5D(Qmax), the condition Zf ¥ L2 implies that f ¥
D(Amax).
In Example 2.4 we see that Z does not control Amax because Z=0
and H 5D(Amax) ]H 5D(Qmax). The next four results (through
Corollary 2.12) were already proved in [G3] for the operator A=AD. The
hypothesis that Z controls Amax was not necessary for AD because it is
automatic that Z controls AD (cf. [G3, Theorem 2.11(e)].) The proofs of
these results for Amax are nearly the same as for AD, provided one includes
the hypothesis that Z controls Amax. The minor differences in proof will be
discussed in Section 3.
Theorem 2.6. Assume that dgd is holomorphic and that Y is complete
and Killing. Assume that Z controls Amax. Then, writing Amax=A and
H2max=H
2, one has
(a) H 5D(A) …H2 and is dense in H2. Moreover Af ¥H2 if
f ¥H 5D(A).
(b) Af=Zf for f ¥H 5D(A).
(c) e−zAH2 …H2 for Re z \ 0.
(d) e itAf=f p exp tY for f ¥H2 and for all real t.
This theorem relates the unitary group e isA |H2 to the Y flow by part (d).
The next corollary relates the semigroup e−tA |H2 to the (typically one-
sided) flow of X. A relevant example of a one sided flow (in the unit disc) is
given in Section 5. There the flow exp(−tX) exists for t \ 0 but not for
t < 0.
Corollary 2.7. In addition to the hypotheses and notation of
Theorem 2.6, assume that the flow exp(−tX) exists globally for t \ 0. Then,
for all z ¥M,
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(e−(t+is) A) f(z)=f(exp(−tX) exp(−sY) z)(2.12)
=f(exp(−sY) exp(−tX) z)
for f ¥H2, t \ 0, s ¥ R.
If, moreover, the diffeomorphism semigroup rQ exp(−r(aX+bY)) exists
globally for all r \ 0, all a \ 0 and all b ¥ R then
e−(t+is) Af=f p exp(−tX−sY) for f ¥H2, t \ 0, s ¥ R.
(2.13)
Theorem 2.8 (Contractivity in Hp). Suppose that dgd is holomorphic
and that Y is complete and Killing. Assume that Z controls Amax. Let
Re z \ 0. Then, writing Amax=A and Hpmax=Hp, the restriction of e−zA to
H2 has a unique continuous extension to an operator on Hp for 0 < p < 2.
For 2 [ p <. the restriction of e−zA toHp takesHp into itself. For all p in
(0,.), e−zA is a contraction onHp and e−zAHp is dense inHp. Furthermore,
for 0 < p <., the map R ¦ sQ e isA is a strongly continuous one parameter
group of isometries on Hp. In particular, when 1 [ p <., Hp 5D(Ap) is
dense inHp, where Ap is the infinitesimal generator of e−tA in Lp. Finally, the
Eqs. (2.12) and (2.13) hold for all f in Hp for 0 < p <. for the extended
(or restricted) operators e−zA, under the same hypotheses as in Corollary 2.7.
Next, assume that there exist constants c > 0 and b \ 0 such that the
following logarithmic Sobolev inequality holds.
F
M
|f(z)|2 log |f(z)| dm(z)(2.14)
[ cQmax(f)+b ||f||2L2+||f||2L2 log ||f||L2, f ¥D(Qmax).
Theorem 2.9 (The Spectral Algebra). Assume that dgd is holomorphic,
that Y is Killing and that the logarithmic Sobolev inequality (2.14) holds.
Assume that Z controls Amax. Write Amax=A andH
p
max=H
p. Let Ha be the
spectral subspace for the interval [0, a] for the self-adjoint operator A |H2.
Let R=1a <. Ha. Then, for 0 < q <., R …Hq and R is dense in Hq. In
particular 4p <.Hp is dense in Hq and each Hp is also dense in Hq for
0 < q [ p <.. Assume further that H2=H 5 L2. Then R is an algebra
under pointwise multiplication and is dense in H 5 Lp for 2 [ p <.. We
have also
Ha ·Hb …Ha+b.(2.15)
RELATIVE SUBHARMONICITY 47
Let
H.= 3
2 [ p <.
3
.
n=1
D((Ap |Hp)n).
Then H. is also an algebra under pointwise multiplication and is dense in
H 5 Lp for all p in [2,.).
Remark 2.10. If the hypothesis that the logarithmic Sobolev inequality
(2.14) holds is omitted in Theorem 2.9 then all of the conclusions can fail.
An example of this was given in [G3, Sect. 5, (cf. Example 5.1, Finite
dimensional case)]. In that example the spaces Hp are finite dimensional,
with occasional jumps in dimension as p decreases. Although that example
was worked out forHpD, it applies also to the spacesH
p
max because (M, g)
happens to be complete, so that (2.7) holds. In Section 6 of the present
paper an example will be given in which R is an algebra even though
H2 ]H 5 L2. I don’t know whether the hypothesis that H2=H 5 L2 is
really required to obtain (2.15).
The main theorem of this paper is the following.
Theorem 2.11 (Strong Hypercontractivity). Assume that dgd is holo-
morphic, that Y is complete and Killing and that the logarithmic Sobolev
inequality (2.14) holds. Assume further that Z controls Amax. Let 0 < q [
p <.. Define
tJ=tJ(p, q)=(c/2) log(p/q)(2.16)
and
M(p, q)=exp[2b(q−1−p−1)].(2.17)
Then
||e−tAmaxf||p [M(p, q) ||f||q if t \ tJ and f ¥Hqmax.(2.18)
Corollary 2.12. Suppose that 0 < q [ p <.. Under the hypothesis of
Theorem 2.11 one has
||e−zAmax||Hqmax QHpmax [M(p, q) if |e
−z| [ (q/p)c/2.(2.19)
Next it will be shown how strong hypercontractivity, (2.18), for both AD
and Amax, can be derived directly from standard hypercontractivity by use
of a notion akin to subharmonicity. S. Janson’s first proof of strong
hypercontractivity for Gauss measure over Cm [J1, Theorem 11], is based
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on use of the fact that for a holomorphic function f on Cm, |f(z)|p is
subharmonic. His proof makes use of the special form of the Mehler kernel
for the semigroup e−tA. However, we will show that the key technique in his
proof can be implemented over a general complex manifold.
Theorem 2.13 (Relative Subharmonicity for AD). Assume that dgd is
holomorphic, that Y is complete and Killing, and that X is one sided
complete. Then, for 0 < p <.,
e−tAD |f|p \ |e−tADf|p a.e. for f ¥HpD.(2.20)
A similar inequality holds for non-Dirichlet boundary conditions, i.e.,
for Amax. This is a statement of substance only when a boundary is actually
present, i.e., when (M, g) is not complete, because otherwise Amax=AD, as
already noted in Remark 2.3. In order to prove relative subharmonicity for
Amax it will be necessary to extend the notion of degeneracy of boundary
conditions, implicit in Definition 2.5, outside the holomorphic subspace.
Definition 2.14. Qmax will be said to have completely degenerate
boundary conditions if the integration by parts identity,
F
M
(dg dk)(x) f(z) dm(z)=Qmax(k, f) for all f ¥ C1b(M)(2.21)
holds whenever (a) k ¥ C.(M) 5D(Qmax), (b) Xk ¥ L2(M, m), and
(c) dg dk ¥ L1(M, m).
Remark 2.15. If (M, g) is complete then Qmax=QD by Remark 2.3 and
then Qmax has completely degenerate boundary conditions in the sense of
the preceding definition. (Cf. the proof of Theorem 5.2.) So Definition 2.14
has content only when M is not complete. In Lemma 4.10 it will be shown
that if Qmax has completely degenerate boundary conditions then Z controls
Amax. Further, it will be shown in Section 5 that Qmax has completely
degenerate boundary conditions for the weighted Bergman spaces over the
unit disc.
Theorem 2.16 (Relative Subharmonicity for Amax). In addition to the
assumptions of Theorem 2.13, assume that Qmax has completely degenerate
boundary conditions. Then, for 0 < p <.,
e−tAmax |f|p \ |e−tAmaxf|p a.e. for f ¥Hpmax.(2.22)
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This will be proved in Section 4. The relative subharmonic inequalities
(2.20) and (2.22) will be used in Section 4 to give another proof of the
strong hypercontractivity inequality, (2.18), for both Amax and AD.
Remark 2.17. In view of Corollary 2.7 the inequalities (2.20) and (2.22)
may be written in the form
e−tA |f|p \ |f p exp(−tX)|p, (2.23)
which is a relative subharmonic inequality in the spirit of Eq. (1.4), for the
function k=|f|p. The function |f|p is indeed (Hermitian) subharmonic for
all p > 0 (cf. Remark 4.8). But the inequalities (2.20) and (2.22) have been
written here without use of the flow exp(−tX) in order to yield quickly a
proof of Theorem 2.11 which is different from the proof in [G3] (cf.
Section 4). As written, these inequalities are immediate consequences, when
p \ 1, of Minkowski’s inequality and the positivity preserving character of
the operators e−tA. f need not even be holomorphic in this case. However,
our application will require p < 1.
3. EXTENSION OF PREVIOUS RESULTS TO QMAX
The proofs of the results of Section 2, from Theorem 2.6 through
Corollary 2.12, for Amax, are similar to the proofs of the corresponding
theorems in [G3] for AD, which was denoted there simply as A. There are
only three places in [G3] where the exact nature of the domain of Q enters.
The minor changes that must be made in the proofs to encompass the
change from AD to Amax will be described in this section.
In [G3, Lemma 3.2] the identity used in [G3, Eq. (3.11)], namely,
hx(d(f p exp tY0), d(f¯ p exp tY0))=h(exp tY0)(x)(df, df¯),
which reflects the fact that Y is Killing, shows that the flow exp tY0 pre-
serves C1b(M). In the rest of the proof one need only replace C
.
c (M) by
C1b(M) everywhere.
Now [G3, Lemma 3.3] follows from [G3, Lemma 3.2] exactly as
before.
Now the assertion in [G3, Lemma 3.4(b)], that the two conditions
f ¥H 5D(Q) and Zf ¥ L2 together imply that f ¥ D(A), is false when
Q=Qmax, as we have seen in Example 2.4. Instead we are now taking this
assertion as part of the hypotheses of Theorem 2.6 through Corollary 2.12.
The key step in [G3, Lemma 3.4] is therefore the proof of part (c), from
which the remaining five parts follow. The proof of part (c) depends on the
fact that Z controls Amax, which was automatic for AD but is now a part of
50 LEONARD GROSS
the hypothesis for Amax. Thus all the statements of [G3, Lemma 3.4] hold
for Qmax, although half of part (b) is now a hypothesis.
The proofs of Theorem 2.11 in [G3] and Corollary 2.12 in [G3] depend
only on the conclusions of Lemmas 3.2, 3.3, and 3.4 in [G3]. There is no
further dependence on these conclusions in Section 3 of [G3].
In Section 4 of [G3] the only proof that depends explicitly on D(Q) is
that of Lemma 4.5. The proof of this lemma for Q=Qmax goes through
with no change.
4. RELATIVE SUBHARMONICITY
The inequalities (2.20) and (2.22) will be proved by differentiating with
respect to t and then using properties of the differential operator A (=AD
or Amax, respectively.) The function |f(z)|p is too singular near f(z)=0 for
small p and too rapidly growing for large p to apply the operator A. It will
be necessary, therefore, to derive first a similar inequality for a function of
the form
k(z)=u(|f(z)|2),(4.1)
which approximates |f(z)|p and is everywhere smooth and of reasonable
growth. To this end we will need the following conditions on the function
u.
Definition 4.1. A function u: [0,.)Q R is strongly subharmonizing if
(a) u ¥ C.([0,.))
(b) u(0)=0
(c) |uŒ(s)| [ Cs−1/2 for all s \ 0 and some constant C.
(d) (d/ds)(suŒ(s)) \0 for all s \ 0
(e) (d/ds)(suŒ(s)) [ CŒ for all s \ 0 and some constant CŒ.
Remark 4.2. If u is subharmonizing then uŒ(s) \ 0 and u(s) \ 0 for all
s ¥ [0,.). The first assertion follows from (a) and (d) because suŒ(s)=0 at
s=0 and is increasing. Therefore u(s) \ 0 for all s \ 0 by (b). In addition,
(b) and (c) show that
u(s) [ 2Cs1/2 for all s \ 0.(4.2)
The following lemma is part of the basis for the utility of these functions in
approximating |f(z)|p. The proof of the lemma actually shows that the
functions u in the approximating sequence can be chosen to satisfy the
bound
(cŒ) u(s) [ Cs−1 for large s,
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in addition to (c). This in turn shows that in addition to (4.2) u will satisfy
the bound
u(s) [ C1 log s for large s.(4.2Œ)
But we will not need this improvement in this paper.
Lemma 4.3. Let a > 0. There exists a sequence un of strongly subharmo-
nizing functions such that
un(s) ‘ sa for all s \ 0.(4.3)
Proof. Suppose that v is a nonnegative function in C.([0,.)) with
compact support in (0,.). Then the function tQ > t0 v(s) ds is bounded
and in C.([0,.)) and is zero in a neighborhood of t=0. The function
tQ t−1 > t0 v(s) ds, interpreted to be zero at t=0, is also in C.([0,.)) and
is O(t−1) as tQ.. Let
u(s)=F s
0
1 t−1 F t
0
v(s) ds2 dt, s \ 0.(4.4)
Then u satisfies (a) and (b) of Definition 4.1. Since uŒ(s)=s−1 > s0 v(s) ds,
condition (c) is also satisfied. Moreover (d/ds)(suŒ(s))=v(s). So (d) and
(e) are also satisfied.
Now choose a sequence of functions kn ¥ C.([0,.)) with compact
support in (0,.), which are nonnegative and increase to one on (0,.).
Let vn(s)=kn(s) a2sa−1. Then the corresponding functions, un, defined by
(4.4), with v replaced by vn, are strongly subharmonizing. Since vn increases
to a2sa−1 on (0,.) the monotone convergence theorem shows that un(s)
increases to > s0 (t−1 > t0 a2sa−1 ds) dt=> s0 ata−1 dt=sa. Q.E.D.
Remark 4.4. For 0 < a [ 1/2 the functions un(s)=(s+(1/n))a−(1/n)a
also satisfy the requirements of Lemma 4.3, by a straight forward compu-
tation.
Theorem 4.5. Assume that dgd is holomorphic, that Y is complete and
Killing, that X is one sided complete and that u is strongly subharmonizing.
Then, for all t \ 0,
e−tAD(u p |f|2) \ u p |e−tADf|2 a.e. for f ¥H2D.(4.5)
If, in addition, Qmas has completely degenerate boundary conditions then
e−tAmax(u p |f|2) \ u p |e−tAmaxf|2 a.e. for f ¥H2max.(4.6)
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Lemma 4.6. Suppose that u satisfies conditions (a) and (d) of
Definition 4.1. Let f ¥H and define k by (4.1). Then
(X−dgd) k(z) \ 0 for all z ¥M.(4.7)
Proof. In a local complex coordinate system, zj=xj+iyj, j=1, ..., m,
let hrs=h(dzr, dz¯s), “r=“/“zr and “s¯=“/“z¯s. Further, write dx=
dx1 · · · dym. Denote by mˆ(z) the density of m with respect to dx. Then, for
any function F ¥ C.(M) and any function f ¥ C.c (M) with support in the
coordinate patch we have
Q0(F, f)=F h(dF, df¯) dm
=F [h(“F, “f)+h(“bF, “f¯)] dm
=F C
r, s
[hrs(“rF) “s¯f¯+hsr(“r¯F) “sf¯] mˆ(z) dx
=−F mˆ−1 C
r, s
[“s¯{mˆhrs “rF}+“s{mˆhsr “r¯F}] f¯mˆ dx.
Hence
−dg dF=C
r, s
hrs “s¯ “rF+C
r, s
hsr “s “r¯F
+C
r, s
mˆ−1{“s¯(mˆhrs)} “rF+C
r, s
mˆ−1{“s(mˆhsr)} “r¯F.
The second sum is equal to the first sum, as one sees by interchanging r
and s. The third sum is −ZF by [G3, Eq. 3.3]. The fourth sum is −Z¯F
because hsr=h¯rs and mˆ is real. Since X=Z+Z¯ we therefore have
(X−dgd) F=2C
r, s
hrs “s¯ “rF, F ¥ C.(M).(4.8)
Now u, f, and f¯ are all infinitely differentiable and therefore so is k.
Replacing F by k in (4.8) and observing that “r f¯=0, one has
“s¯ “rk=“s¯(uŒ(|f|2) “r |f|2)
=“s¯(uŒ(|f|2)(“rf) f¯)
=uœ(|f|2) f(“sf)(“rf) f¯+uŒ(|f|2)(“rf)(“sf).
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Hence
(X−dgd) k=2[uœ(|f|2) |f|2+uŒ(|f|2)] C
r, s
hrs(“rf)(“sf).
That is,
(X−dgd) k=2[uœ(|f|2) |f|2+uŒ(|f|2)] h(“f, “f).(4.9)
But uœ(s) s+uŒ(s)=(d/ds)(suŒ(s)) \ 0 by (d). Hence (X−dgd) k \ 0.
Q.E.D.
Remark 4.7. If f ¥H and f(z0) ] 0 then
(X−dgd) |f(z0)|p \ 0, 0 < p <..(4.10)
One need only take u(s)=sp/2 for s > 0 in (4.9) and observe that
(d/ds)(suŒ(s))=(p/2)2 sp/2−1 \ 0. Since the proof of Lemma 4.6 is local
and f(z) ] 0 in a neighborhood of z0, it does not matter that sp/2 has a
singularity at s=0. However, in order to operate globally in L2(M, m) it
will be necessary to approximate sp/2 by a smooth function u which has no
singularity at s=0 and at the same time has slow growth for large s.
Lemma 4.3 will be used for this purpose with a=p/2.
Remark 4.8. Jost and Yau [JY] have used the operator on the right
side of (4.8) as the basis for a study of what they called ‘‘Hermitian har-
monic’’ maps from a compact Hermitian manifold M into a Riemannian
manifold N. If N is just the real line, then their non-linear equation reduces
to ; r, s hrs “s¯ “rF=0. As they point out, the operator applied here to F is
the Laplace–Beltrami operator if and only if (M, g) is Kähler. Notice that
(4.8) shows that X−dgd is independent of the measure m. In particular, if m
is the Riemann–Lebesgue measure ofM then dgd is the Laplacian and X is
a naturally defined vector field which is zero if and only if (M, g) is Kähler.
It should be noted that the Hermitian structure ofM is needed to define X.
In keeping with the terminology ‘‘Hermitian harmonic’’ introduced in [JY]
it is appropriate to call a function k which satisfies (4.7) Hermitian
subharmonic. This definition reduces to subharmonic when (M, g) is
Kähler. Lemma 4.6 shows that u(|f|2) is Hermitian subharmonic whether
(M, g) is Kähler or not. Similarly, (4.10) shows that |f(z)|p is Hermitian
subharmonic off the zero set of f. Besides the powers, it may be of interest
to note that log |f(z)| is Hermitian subharmonic (in fact Hermitian har-
monic) off the zero set of the holomorphic function f. One need only
observe that the function u(s)=(1/2) log s satisfies (d/ds)(suŒ(s))=0 and
apply (4.9). It is the property of being Hermitian subharmonic, rather than
subharmonic, which will underlie the usefulness of the functions |f(z)|p.
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Lemma 4.9. Let f ¥ C.(M) and assume that u satisfies conditions (a),
(b), (c), and (e) of Definition 4.1. Define k by Eq. (4.1). Then
(i) k ¥ C.(M).
(ii) If f ¥ L2(M, m) then k ¥ L2(M, m).
(iii) If Qˆ(f) <. then Qˆ(k) <..
(iv) If f ¥D(QD) then k ¥D(QD).
(v) If f ¥D(Qmax) then k ¥D(Qmax).
(vi) If Xf ¥ L2 then Xk ¥ L2.
(vii) If f ¥H(M) and Xf ¥ L1 and Qˆ(f) <. then dg dk ¥
L1(M, m).
Proof. Part (i) is clear. For (ii) note that (b) and (c) imply that (4.2)
holds. Hence |k(z)| [ 2C |f(z)|, from which (ii) follows.
Let y(z)=u(|z|2) for z ¥ C. As a function from R2 to R the differential of
y is yŒ(z)=(“y/“x) dx+(“y/“y) dy=uŒ(|z|2)(2x dx+2y dy). So |yŒ(z)|2=
(“y/“x)2+(“y/“y)2=4{uŒ(|z|2) |z|}2 [ 4C2 by (c). Thus |yŒ(z)| [ 2C. Now
k(z)=y(f(z)). It will be convenient to regard f as a function into R2. As
such, the linear functional df(z) from the real tangent space Tz(M) into R2
has norm squared |df(z)|2=h(df, df¯). Therefore the real linear functional
dk(z) on Tz(M) has norm squared
|dk(z)|2=|yŒ(f(z)) df(z)|2 [ (2C)2 |df(z)|2.(4.11)
Hence
Qˆ(k) [ 4C2Qˆ(f).(4.12)
Item (iii) now follows. To prove (iv) suppose that f ¥D(QD). Then there is
a sequence fn ¥ C.c (M) such that ||f−fn ||2L2+Qˆ(f−fn)Q 0. Let kn(z)=
u(|jn(z)|2)=y(fn(z)). Then kn ¥ C.c (M) by conditions (a) and (b). Since
|yŒ(z)| [ 2C we have |y(z1)−y(z2)| [ 2C |z1−z2 | for any z1 and z2 in C. In
particular, since k(z)=y(f(z)) and kn(z)=y(fn(z)), one has |k(z)−kn(z)| [
2C |f(z)−fn(z)|. Hence kn Q k in L2(m). We may assume that fn Q f
pointwise a.e. Now, regarding df(z) as a real linear functional on the real
tangent space Tz(M) into R2 — C, we may write dk(z)−dkn(z)=yŒ(f(z))×
df(z)− yŒ(fn(z)) dfn(z)=[yŒ(f(z))− yŒ(fn(z))] df(z)+yŒ(fn(z))(df(z)−
dfn(z)). Since yŒ(f(z))−yŒ(fn(z)) goes to zero pointwise a.e. and boun-
dedly on M and df(z)−dfn(z)Q 0 in L2(M, m) it follows that Qˆ(k−kn)
Q 0. This proves (iv). The proof of (v) is the same if one but starts with a
sequence fn ¥ C1b(M) which converges in energy norm to f. One need only
observe that then each kn is in C
1
b(M) by (a) and (4.11).
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To prove (vi) observe that Xk=uŒ(|f|2) X |f|2=uŒ(|f|2)[f¯Xf+fXf¯].
So |Xk| [ |uŒ(|f|2) |2 |f| | Xf| [ 2C |Xf| by property (c), which proves (vi).
To prove (vii) write L=X−dgd. Since |Xk| [ 2C |Xf| it follows that
Xk ¥ L1. So to show that dg dk ¥ L1 it suffices to show that Lk ¥ L1. But by
(4.9) we have
Lk=2[uœ(|f|2) |f|2+uŒ(|f|2)] h(“f, “f).
By (e) the coefficient of h(“f, “f) is bounded. So |Lk| [ 2CŒh(“f, “f).
Hence ||Lk||L1(m) [ 2CŒQˆ(f) <.. Q.E.D.
Lemma 4.10. If Qmax has completely degenerate boundary conditions then
Z controls Amax.
Proof. Suppose that f ¥H 5D(Qmax) and Zf ¥ L2. Then Xf=
Zf ¥ L2 also. Furthermore, dg df=Zf ¥ L2 … L1. Hence, if Qmax has
completely degenerate boundary conditions then, by (2.21), we have
Qmax(f, f)=F
M
(dg df)(z) f(z) dm(z)
=F (Zf)(z) f(z) dm(z)
for all f ¥ C1b(M). Therefore Qmax(f, f) is a continuous function of f in L2
norm. Since C1b is a form core for Qmax it follows that f ¥D(Amax). Q.E.D.
Notation 4.11. D(A)+ will denote the set of non-negative functions in
D(A). Note that e−tAD(A)+…D(A)+ for all t > 0 for A=AD or Amax.
Similarly, D(Q)+ will denote the set of non-negative functions in D(Q).
Lemma 4.12. Let A=AD or Amax. Assume that dgd is holomorphic, that
Y is complete and Killing, and that X is one sided complete. Assume further
that u is strongly subharmonizing. For the case A=Amax assume also that
Qmax has completely degenerate boundary conditions. Suppose that
(Xk, f)−(k, Af) \ 0(4.13)
for all f ¥H 5D(A) and all f ¥D(A)+, where k(z)=u(|f(z)|2). Then
e−tAk \ k p exp(−tX) a.e. for all f ¥H 5D(A) and all t \ 0.
(4.14)
Proof. Let T > 0 and let f ¥H 5D(A). Define ft(z)=f(exp((t−
T) X) z) for 0 [ t [ T. Then by [G3, Theorem 2.11(a) and Corollary 2.12]
we have ft=e(t−T) Af in case A=AD. The same equality holds in case
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A=Amax by Lemma 4.10, Theorem 2.6(a) and Corollary 2.7. In either case
ft is again in H 5D(A). Therefore the function tQ ft is a continuously
differentiable function into H 5 L2(m) for 0 [ t [ T and the function
tQ ft(z) is a continuously differentiable function into C for each z ¥M.
Let y(z)=u(|z|2). SinceX(y p ft)(z)=yŒ(ft(z))(Xft)(z)=yŒ(ft(z))(Aft)(z)
and yŒ(z) is bounded and continuous, (cf. proof of Lemma 4.9, part (iii)), it
follows that y p ft is a continuously differentiable function of t into L2(m).
We may apply (4.13) to k=y p ft. For f ¥D(A)+ we have
(d/dt)(e−tA(y p ft), f)=(d/dt)(y p ft, e−tAf)(4.15)
=(X(y p ft), e−tAf)−(y p ft, Ae−tAf)
\ 0
because e−tAf ¥D(A)+. It follows that (e−tA(y p ft), f)|t=0 [ (e−tAy p ft,
f)|t=T. That is,
(y p f p exp(−TX), f) [ (e−TA(y p f), f).(4.16)
Since any non-negative function f in C.c (M) is in D(A)
+, (4.14) follows
from (4.16). Q.E.D.
Proof of Theorem 4.5. We will verify the hypothesis (4.13) of
Lemma 4.12 in both the Dirichlet and non-Dirichlet cases.
Dirichlet case. Let f ¥H 5D(AD). Then Xf=Zf=ADf ¥ L2.
With k defined by (4.1), Lemma 4.9 shows that k ¥D(QD), Xk ¥ L2 and
dg dk ¥ L1. Moreover the pointwise inequality (4.7) holds. Let f ¥ C.c (M).
By the definition of dgd we have
(Xk, f)−Qˆ(k, f)=F
M
[Xk(z)−dg dk(z)] f(z) dm(z).(4.17)
In particular, if E > 0 and f \ −E then by (4.7)
(Xk, f)−Qˆ(k, f) \ −E ||Xk−dg dk||L1(m).(4.18)
Now suppose that f ¥D(QD)+. There exists a sequence fn ¥ C.c (M) which
converges to f in energy norm. For any E > 0 we may assume that all
fn \ −E. To see this, choose k ¥ C.(R) such that k(x)=x for x \ 0,
k(x) \ −E for all x and |kŒ(x)| [ 1 for all x. If fn is any sequence in
C.c (M) which converges to f in energy norm then k p fn also converges to
k p f=f in energy norm, by an argument similar to that used in the proof
of Lemma 4.9(iv). So we may replace fn by k p fn, which is bounded below
by −E. Returning now to (4.18), we have, for f ¥D(QD)+,
(Xk, f)−Qˆ(k, f)=lim[(Xk, fn)−Qˆ(k, fn)] \ −E ||Xk−dg dk||L1.
RELATIVE SUBHARMONICITY 57
Since E is arbitrary we have
(Xk, f)−Qˆ(k, f) \ 0 for all f ¥D(QD)+.(4.19)
Now restrict (4.19) to f ¥D(AD)+. For such f we have Qˆ(k, f)=(k, ADf).
Therefore (4.13) holds for A=AD.
For the non-Dirichlet case let f ¥H 5D(Amax). Lemma 4.9 is again
applicable and in particular the left side of (4.7) is in L1. If f ¥ C1b(M) then
the integration by parts identity (4.17) holds because Qmax has completely
degenerate boundary conditions. The remainder of the argument is the
same as in the Dirichlet case. So we may replace QD by Qmax in (4.19).
Therefore (4.13) holds for A=Amax also.
We may now apply Lemma 4.12 in both cases to conclude that, for all
t \ 0
e−tAu p |f|2 \ u p |e−tAf|2 a.e. for all f ¥H 5D(A),(4.20)
where A=AD or Amax, because e−tAf=f p exp(−tX). But, by [G3,
Theorem 2.11(a)] and Theorem 2.6(a) of the present paper, H 5D(A) is
dense in H2 in both the Dirichlet and non Dirichlet cases. So if f ¥H2
there exists a sequence fn ¥H 5D(A) which converges to f in L2. The
proof of Lemma 4.9 part (iv) shows that u p |fn |2 converges to u p |f|2 in
L2. Since e−tA is bounded on L2 the inequality (4.20) persists in the limit for
f ¥H2. This completes the proof of Theorem 4.5. Q.E.D.
Corollary 4.13. Let A=AD or Amax and Hp=H
p
D or H
p
max, respec-
tively. Assume the same hypotheses as in Theorem 4.5. Let p > 0 and assume
further that u(s) [ Cœsp/2 for some constant Cœ and all s \ 0. Then
e−tA(u p |f|2) \ u p |e−tAf|2 a.e. for f ¥Hp.(4.21)
Proof. For p \ 2 the corollary is just a special case of Theorem 4.5
because Hp …H2. The hypothesis u(s) [ Cœsp/2 is not needed. Let
0 < p < 2 and let f ¥Hp. By definition there is a sequence fn inH2 which
converges to f in Lp. Fix t > 0. By Theorem 4.5 we have
e−tA(u p |fn |2) \ u p |e−tAfn |2 a.e.(4.22)
By definition (cf. Theorem 2.8), e−tAf is the Lp limit of e−tAfn. Dropping to
a subsequence, we may assume that the convergence takes place a.e. Since u
is continuous we have u(|e−tAf(z)|2)=lim u(|e−tAfn(z)|2) a.e. The corollary
will therefore follow from (4.22) once it is shown that the left side of (4.22)
also converges a.e. To this end it suffices to prove that the left side con-
verges in L1, since we may pass again to a subsequence. But e−tA is a con-
traction in L1 because A is a Dirichlet form operator [BH, Da, Fu. MR,
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RS]. It suffices, therefore, to show that u p |fn |2 converges to u p |f|2 in L1.
Let E > 0 and let En={z ¥M: |fn(z)−f(z)| > E}. Then m(En)Q 0 by
Chebyshev’s inequality. Let k(z)=u(|f(z)|2) and kn(z)=u(|fn(z)|2). It was
shown in the proof of Part (iv) of Lemma 4.9 that |kn(z)−k(z)| [
2C |fn(z)−f(z)|. On the other hand we also have k(z) [ Cœ |f(z)|p by the
hypothesis on u. Hence
F
M
|kn(z)−k(z)| dm=F
En
|kn−k| dm+F
M−En
|kn−k| dm(4.23)
[ Cœ F
En
(|fn(z)|p+|f(z)|p) dm+2CE.
For 0 < p [ 1 the last integral is at most >En |fn(z)−f(z)|p dm+>En 2
|f(z)|p dm. Both of these integrals converge to zero. So lim sup ||kn−k||1
[ 2CE. Since E is arbitrary the corollary follows. For 1 < p < 2 the argu-
ment showing that the last integral in (4.23) goes to zero is standard and
similar, but uses the Lp norm. Q.E.D.
Proof of Theorems 2.13 and 2.16. The proof for AD and Amax is the
same. Write A for AD or Amax and Hp for H
p
D or H
p
max, respectively. Let
p > 0. By Lemma 4.3, with a=p/2, there is a sequence, un, of subharmo-
nizing functions such that
un(z) ‘ sp/2, 0 [ s <..(4.24)
Let f ¥H2. We have
un(|f(z)|2) ‘ |f(z)|p for all z ¥M.(4.25)
Since |f(z)|p is in L1, the convergence in (4.25) is also convergence in L1
norm. For any t \ 0, e−tA is a contraction on L1. Hence e−tA |f|p is the L1
limit of e−tA(un |f|2) and we may suppose that the convergence is pointwise
a.e. On the other hand un(|(e−tAf)(z)|2) increases to |(e−tAf)(z)|p by (4.24)
for all z ¥M. By Corollary 4.13 we have
e−tA(un p |f|2) \ un(|(e−tAf)(·)|2) a.e.
Taking limnQ. gives Theorems 2.13 and 2.16. Q.E.D.
Second Proof of Theorem 2.11
The method of this proof is based on the relative subharmonicity
inequality
e−tA |f| r \ |e−tAf| r a.e. f ¥H r, r > 0(4.26)
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which was proved for A=AD in Theorem 2.13 and for A=Amax in
Theorem 2.16. The inequality (4.26) was proved by S. Janson [J1,
Theorem 11] in three particular holomorphic function spaces. Except for a
slight generalization of the conclusion of Theorem 2.11, in which we allow
M(p, q) in (2.19) to be different from one, the rest of the proof of
Theorem 2.11, given (4.26), is essentially that of S. Janson.
Define M(p, q) as in (2.17) and note that M(np, nq)n=M(p, q) for any
integer n \ 1. We are going to deduce strong hypercontractivity, (2.18), from
the following standard hypercontractivity in the scale of full Lp spaces.
Define tN(p, q)=(c/2) log((p−1)/(q−1)) for 1 < q [ p <.. Then
||e−tAv||p [M(p, q) ||v||q, v ¥ Lq(m), t \ tN(p, q), 1 < q [ p <..
(4.27)
This is a consequence of the standard relation between the logarithmic
Sobolev inequality (2.14) and hypercontractivity. This can be deduced from
[G1, Theorem 1] and the method of [G1, Theorem 6] or the reader can
refer to [DS, Theorem 6.1.14]. In applying [DS, Theorem 6.1.14] it
should be noted that the constants a and b in that theorem are twice the
constants c and b, respectively, appearing in (2.14). Moreover the factor 4
that appears in the exponent of their Eq. (6.1.15) should be deleted because
of its inappropriate appearance in the fifth line from the bottom on page
243 of their book.
Now suppose that 0 < q < p <., that f ¥Hq and that t > tJ(p, q).
Choose an integer n \ 1 such that nq > 1 and t > tN(np, nq). Then we may
apply (4.27) with nq and np instead of q and p and with v(z)=|f(z)|1/n.
Since 1/n < q we see that f ¥H1/n. By (4.26) we therefore have
|e−tAf|1/n [ e−tA |f|1/n a.e. Hence
||e−tAf||p=|||e−tAf|1/n||
n
np(4.28)
[ ||e−tA |f|1/n||nnp
[M(np, nq)n || |f|1/n||nnq
=M(p, q) ||f||q.
This proves (2.18) for t > tJ and f ¥Hq. If t=tJ(p, q) then, choosing E > 0
so small that p− E > q, we see that t > tJ(p− E, q). So (2.18) holds with p
replaced by p− E. Keeping t, q and f fixed, we may now let E a 0. Since
||e−tAf||p− E Q ||e−tAf||p (by monotone and dominated convergence theorems)
and, sinceM(p− E, q) converges toM(p, q), it follows that (2.18) holds for
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0 < q < p <.. The case p=q is just ordinary contraction of e−tA in Hp,
proved in Theorem 2.8. Q.E.D.
Remark 4.14. The contraction inequality ||e−tA||HpQHp [ 1 can also be
proved for all p > 0 by use of the inequalities in (4.28). One need only take
q=p, np \ 1 and use the fact that e−tA is a contraction in Lnp. Although
this proof appears short, one should keep in mind that it depends on the
inequality (4.26), whose proof uses most of the steps in the proof of
Theorem 2.8.
Remark 4.15. This section has been concerned with the proof of the
relative subharmonic inequality
e−tAk \ k p exp(−tX),(4.29)
where A is a self-adjoint version of the Dirichlet form operator dgd and k is
subharmonic for the ‘‘Hermitian Laplacian’’ D :=X−dgd. There are two
distinct theories for inequalities such as (4.29) which one could pursue
more systematically than has been done here. In the subharmonic theory
one could prove (4.29) for all subharmonic functions k (with growth
restrictions) over a (not necessarily complex) Riemannian manifold, while
in the holomorphic theory one could prove (4.29) only for Hermitian
subharmonic functions k of the form k(z)=u(|f(z)|2), where f is a holo-
morphic function (with growth restrictions) on a Hermitian manifold. It is
the latter theory which is useful for hypercontractivity over complex mani-
folds. I have focused only on proofs for that case in this paper. Since the
flows of interest for this purpose are holomorphic, the transformed func-
tion f p exp(−tX) is again holomorphic and so k p exp(−tX) is again
Hermitian subharmonic. It is necessary for the flow exp(−tX) to preserve
the relevant subharmonicity in order for our proof of (4.29) to work. If, in
this Hermitian context, one only assumes that k is (Hermitian) subharmo-
nic then the flow must be greatly restricted to preserve subharmonicity. For
example, if M=Cn with its standard metric then exp(−tX) must be con-
formal. Holomorphic maps which are also conformal are relatively rare in
higher dimensions. See, for example, the discussion in [MRi].
Here is the heuristic basis for the validity of (4.29) in the subharmonic
category. The following informal derivation of (4.29) is the essence of the
method used to prove Lemma 4.12. Suppose that D is the Laplacian on
some Riemannian manifoldM and that X is a vector field onM such that,
for all t > 0, k p exp(−tX) is subharmonic whenever k is subharmonic. Let
−A=L=D−X and assume that k is subharmonic and of not too rapid
growth. Then, for 0 [ t [ T, we have (d/dt) e tL[k p exp((t−T) X)]=
e tL(L+X)[k p exp((t−T) X)]=e tLD[k p exp((t−T) X)] \ 0 because e tL
is positivity preserving. So e tL[k p exp((t−T) X)]|T0 \ 0. That is, eTLk \
k p exp(−TX), which is (4.29).
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IfM=Rn with its standard metric then the flow exp(−tX) must be con-
formal in order to preserve subharmonicity. Thus exp(−tX) must be a
Euclidean motion times a dilation. For a pure dilation, given say by
exp(−tX) y=e−ty, the operator A=−(D−X) is the harmonic oscillator
hamiltonian in its ground state representation. e−tA is given by the Mehler
kernel, Kt(x, y), which is spherically symmetric in y around e−tx. This fact
yields (4.29) directly and is the case used by Janson [J1, Theorem 11].
5. THE WEIGHTED BERGMAN SPACES
LetM={z ¥ C : |z| < 1}. The metric onM defined by
g=(1− |z|2)−1 (dx é dx+dyé dy)(5.1)
is not the usual hyperbolic metric. M is not complete in this metric. The
dual metric satisfies
h(dz, dz¯)=2(1− |z|2).
Let −1 < l <. and define
dml(z)=al(1− |z|2)l dx dy, l > −1.(5.2)
ml is a finite measure on M and al should be chosen to normalize ml. To
compute the Dirichlet form operator dgd on holomorphic functions let
f ¥H(M) and let j ¥ C.c (M). Writing fŒ=“f/“z we have
F
M
(dg df)(x) j(z) dml(z)=F
M
h(“f, “bj¯) dml(z)
=F
M
fŒ(z)(“j¯/“z¯) h(dz, dz¯) dml(z)
=2al F
M
fŒ(z)(“j¯(z)/“z¯)(1− |z|2)l+1 dx dy
=2(l+1) al F zfŒ(z) j¯(z)(1− |z|2)l dx dy
=2(l+1) F zfŒ(z) j¯(z) dml(z).
Therefore
(dg df)(z)=2(l+1) zfŒ(z) for f ¥H(M), l+1 > 0.(5.3)
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So dgd is holomorphic. The associated vector fields Z, X, and Y are there-
fore given by (cf. (2.1) and (2.2))
Z=2(l+1) z“/“z, X=2(l+1)(x“/“x+y“/“y),(5.4)
Y=2(l+1) “/“h.
The associated flows are
exp(−tX) z=e−2(l+1) tz, exp(sY) z=e2(l+1) isz.(5.5)
The Y flow is complete and consists of rotation about z=0. However, the
X flow is only complete in one direction: for t < 0, e−2(l+1) tz reaches the
boundary ofM in a finite (negative) time if z ] 0.
Notation 5.1. The closed quadratic forms QD, Qmax, and Qˆ, defined in
the introduction, depend in this example on the parameter l. The depen-
dence on l will not be made explicit. The self-adjoint positive operators
corresponding to the first two forms will be denoted AD and Amax respec-
tively, as in preceding sections. Of course they also depend on l, as do the
holomorphic Hilbert spacesH2D andH
2
max.
One can expect in general that when M is not complete but has a
reasonably regular ‘‘boundary,’’ then Qˆ=Qmax. This is the case in these
examples for all l, as will be shown.
The main goal of this section is to understand, for each l > −1, the rela-
tion between QD and Qmax and between the holomorphic subspaces H
2
D,
H2max and H 5 L2(ml). One should contrast the conclusions with those of
Example 2.4. It will also be shown that all the hypotheses of Theorems 2.6,
2.8, 2.9, 2.11, and 2.16 hold for Qmax, except possibly the validity of a
logarithmic Sobolev inequality. For the latter see Remark 5.14.
We will write M¯={z ¥ C : |z| [ 1}.
One always has, as already noted in Section 2,
D(QD) …D(Qmax) …D(Qˆ) for all l > −1.(5.6)
Theorem 5.2. Let l \ 0. Then
(a) QD=Qmax=Qˆ.
(b) H2D=H
2
max=H 5 L2(M, ml).
(c) AD=Amax.
(d) Qmax has completely degenerate boundary conditions.
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Theorem 5.3. Let −1 < l < 0. Then
(a) QD ] Qmax=Qˆ.
(b) H2max=H 5 L2(M, ml).
(c) H2D=(0).
(d) Qmax has completely degenerate boundary conditions.
Corollary 5.4. Z controls Amax for all l > −1. Moreover
Hpmax=H 5 Lp(ml) for all l > −1 and p > 0.(5.7)
For t \ 0 and all real s,
(e−(t+is) Amaxf)(z)=f(e−2(l+1)(t+is)z)(5.8)
for all f ¥H 5 Lp(ml), l > −1 and p > 0.
It will be shown in the following lemma that
(dg df)(z)=−(1− |z|2) Df(z)+2(l+1)(xfx+yfy), f ¥ C2(M).
(5.9)
It will be useful to express this in polar coordinates, z=re ih. Writing fr and
fh for the r and h derivatives, we have
(dg df)(re ih)=−(1−r2)(r−1 “r(rfr)+r−2fh, h)+2(l+1) rfr.(5.10)
Lemma 5.5 (Integration by Parts, All l). Let l > −1. Let f ¥ C2(M¯)
and f ¥ C1b(M), or let f ¥ C2(M) and f ¥ C.c (M). Then
Qˆ(f, f)=(dg df, f)L2(ml),(5.11)
where dgd is given by (5.9).
Proof. The integration by parts computation will be done in polar
coordinates in order to show that the boundary terms are zero. In case
f ¥ C2(M¯) and f ¥ C1b(M), h(df, df¯) and h(df, df¯) are both bounded and
f ¥ C1(r [ c) for any c < 1. So
Qˆ(f, f)=al lim
c ‘ 1
F 2p
0
dh F c
0
{frf¯r+r−2fhf¯h}(1−r2)l+1 r dr
(5.12)
=−al lim
c ‘ 1
F 2p
0
F c
0
f¯{“r[(1−r2)l+1 rfr]+r−2fh, h(1−r2)l+1 r} dr
+al lim
c ‘ 1
F 2p
0
dh[f¯(1−r2)l+1 rfr]
c
r=0.
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Now rfr=xfx+yfy is 0 at r=0 and the other boundary term, at r=c,
goes to zero as c ‘ 1 because l+1 > 0 and f¯ is bounded. Hence
Qˆ(f, f)=−al F
2p
0
dh 5F 1
0
f¯{r−1 “r(rfr)+r−2fh, h}(1−r2)l+1 r dr
+F 1
0
f¯{−2(l+1) rfr}(1−r2)l r dr6
=(dgdf, f)L2(ml),
where dgd is given by (5.10). Of course if f ¥ C.c (M) then the boundary
term in (5.12) is zero even if f has no prescribed boundary behaviour.
So the same computation applies here as well. The fact that Df=
r−1 “r(rfr)+r−2fh, h may be seen from the same computation without the
factor (1− |z|2)l+1 and with f ¥ C.c (M). Q.E.D.
Lemma 5.6. For 0 < s < 1 define wl(s)=2/|l| if −1 < l < 0, define
wl(s)=2 log(1−s2)−1 if l=0 and define wl(s)=(2/l)(1−s2)−l if l > 0
Then
4 F s
a
(1−r2)−l+1 r dr [ wl(s), −1 < l <., 0 < a < s < 1.(5.13)
Moreover
F 1
1/2
wl(r)(1−r2)l r dr <., −1 < l <..(5.14)
Proof. Substitute t=r2 in the integral to find, for l ] 0, 2 > s2a2
(1−t)−(l+1) dt=(2/l)(1−t)−l| s
2
a2 [ wl(s), which one must check separately
for l < 0 and for l > 0. A similar computation works for l=0 to show
(5.13). The proof of (5.14) is similarly straightforward for each of the three
cases, −1 < l < 0, l=0, or l > 0. Q.E.D.
Lemma 5.7 (QD Boundary Conditions for l < 0). Let −1 < l < 0. If
f ¥ C1(M¯) 5D(QD) then f=0 on “M.
Proof. Let f be a radial function in C.c (M) such that f(z)=1 for
|z| [ 1/2 and f(z)=0 for |z| \ 3/4. Since the densities (1− |z|2)l and
(1− |z|2)l+1 are bounded and bounded away from zero on the disc
|z| [ 3/4, a standard convolution argument in L2(M, dx dy) shows that ff
is in D(Ql, D) for any function f ¥D(Qˆl) for any l > −1.
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Now suppose that f ¥ C1(M¯) 5D(QD) and −1 < l < 0. Choose f as in
the first paragraph. Then ff is clearly in D(QD) and so (1−f) f ¥D(QD)
also. Furthermore, if kn is a sequence in C
.
c (M) which converges in energy
norm, (Qˆ+|| ||2L2(ml))
1/2, to f then (1−f) kn converges to (1−f) f in energy
norm also, because the derivative term > |(−Nf)(f−kn)|2 (1− |z|2)l+1×
dx dy in Qˆ is dominated by a constant times > |f−kn |2 (1− |z|2)l dx dy,
which goes to zero by hypothesis. But (1−f(z)) f(z)=f(z) for z ¥ “M
and both (1−f(z)) f(z) and (1−f(z)) kn(z) are zero in the disc |z| [ 1/2.
So, replacing f by (1−f) f, it suffices to prove the lemma under the addi-
tional hypothesis that f(z)=0 for |z| [ 1/2 and we may also assume that
there is a sequence fn ¥ C.c (M) which are all supported in the annulus
1/2 [ |z| < 1 and which converge to f in energy norm.
Let u ¥ C1(M¯). Then for 1/2 [ a < s [ 1 we have
|u(se ih)−u(ae ih)|=:F s
a
“u(re ih)/“r dr :
[ 2 F s
a
|“u/“r| (1−r2) (l+1)/2 (1−r2)−(l+1)/2 r dr
since 2r \ 1 on the interval [a, s]. So
|u(se ih)−u(ae ih)|2 [ 4 F s
a
|“u/“r|2 (1−r2)l+1 r dr F s
a
(1−r2)−(l+1) r dr.
(5.15)
Integrating with respect to h and using |“u/“r| [ |Nu(z)| we find
F 2p
0
|u(se ih)−u(ae ih)|2 dh [ wl(s) F
a [ |z| [ s
|Nu(z)|2 (1− |z|2)l+1 dx dy
by Lemma 5.6, where wl(s)=2/|l|. Now insert u(z)=f(z)−fn(z) in
(5.15) and take a=1/2 and s=1. Then u(ae ih)=0 for all h while
u(e ih)=f(e ih). We get then
F 2p
0
|f(e ih)|2 dh [ (2/|l|) F
1/2 [ |z| [ 1
|N(f−fn)|2 (1− |z|2)l+1 dx dy.
By assumption the right side goes to zero as nQ.. Hence >2p0 |f(e ih)|2 dh
=0. Q.E.D.
The next lemma contrasts with Lemma 5.7 in that it shows that for l \ 0
QD imposes no boundary conditions.
Lemma 5.8 (QD Boundary Conditions for l \ 0). Let l \ 0. Then
C1(M¯) …D(QD).
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Proof. First observe that for 0 < E < 1/2 there is a nonnegative func-
tion k ¥ C.([0, 1]) such that
(i) k(r)=1 for 0 [ r [ 1− E.
(ii) k(r)=0 for r in a neighborhood of 1, say 1−d [ r [ 1.
(iii) |kŒ(r)| [ 3E−1 for all r ¥ [0, 1].
For example on the middle third of the interval (1− E, 1) one may take
kŒ(r)=−3/E, to give a decline from 1 down to 0 and modify it on the
edges of this middle third and define it on the remaining two intervals so as
to get a function satisfying (i), (ii), and (iii).
Suppose that f ¥ C1(M¯). If f ¥ C.c (M) then ff ¥D(QD), as already
noted in the proof of Lemma 5.7. Moreover
Qˆ(f−ff) [ 2al F
M
{|Nf|2 |1−f|2+|f|2 |Nf|2}(1− |z|2)l+1 dx dy
[ Cl F
M
{|1−f|2+|Nf|2}(1− |z|2)l+1 dx dy,
where Cl=al supz ¥M(|Nf(z)|2+|f(z)|2). It suffices therefore to find a
sequence fn ¥ C.c (M), which we will take to be nonnegative radial func-
tions, say fn(z)=un(|z|), such that
F 1
0
{(1−un(r))2+|u
−
n(r)|
2}(1−r2)l+1 r drQ 0(5.16)
as nQ..
For l > 0 we may simply take un to be the function k satisfying (i),
(ii), and (iii) with E=1/n. Making the substitution s=r2, the integral in
(5.16) is then at most >11− E {1+(3n)}2 (1−r2)l+1 r dr={1+(3n)}2 (1/2)×
>1(1− E)2 (1−s)l+1 ds={1+(3n)}2 (1/2)(l+2)−1 (1−(1− E)2)l+2=O((3n)2×
(1/n)l+2). So if l > 0 this goes to zero as nQ. and the lemma is proved.
If l=0 the integrals in (5.16) remain bounded but do not go to zero.
But in the Hilbert space of all real functions on [0, 1] with norm
>10 [u(r)2+uŒ(r)2](1−r2) r dr the sequence un, which is uniformly bounded
in this norm, is easily seen to converge weakly to 1. It follows from [Ru1,
p. 65] that there is a sequence of convex combinations, vj(r)=
;Njn=1 cj, nun(r) where cj, n \ 0, ;Njn=1 cj, n=1 and Nj <., which converges
strongly to 1. The functions vj are clearly in C
.
c ([0, 1)). This completes the
proof of the lemma for l=0. Q.E.D.
Remark 5.9. The next two propositions will be proved with the use of
elementary Fourier series arguments rather than the Sobolev embedding
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techniques that have been developed for singular densities such as ml. The
first of these propositions and the associated Lemmas 5.7 and 5.8 are close
in spirit to the weighted Sobolev imbedding theorems of [ERa, K, ORa,
V] and to the theory of degenerate elliptic operators [OR]. See
Remark 5.13 for further discussion.
Proposition 5.10 (Core, All l). C.(M¯) is a core for Qˆ for all l > −1.
Proof. In polar coordinates we have
||f||2L2(ml)=al F
1
0
F 2p
0
dh |f(r, h)|2 (1−r2)l r dr, f ¥ L2(M, ml).
Thus, by Fubini’s theorem, for almost all r ¥ (0, 1) f(r, ·) is in L2(S1). We
may write
f(r, h)=C
.
−.
ck(r) e ikh for a.e. r ¥ (0, 1).(5.17)
The series converges in L2(ml) because the terms are mutually orthogonal
in this space. So
||f||2L2(ml)=2pal F
1
0
C
.
−.
|ck(r)|2 (1−r2)l r dr.(5.18)
Since the radial and angular components of the gradient of f, fr and r−1fh,
are also Fourier series of a similar form, the expansion (5.17) is an
orthogonal expansion in energy norm also. One has
Qˆ(f)=2pal F
1
0
5C.
−.
|c −k(r)|
2+(1/r2) C
.
−.
k2 |ck(r)|26 (1−r2)l+1 r dr.
(5.19)
It is clear from these expressions that the sequence ;nk=−n ck(r) e ikh con-
verges to f in energy norm. It suffices to show, therefore, that each term
ck(r) e ikh can be approximated in energy norm by a function in C.(M¯). Fix
k and write c(r) instead of ck(r). By the same argument used in the first
paragraph of the proof of Lemma 5.7 we may assume that c(r)=0 for
0 [ r [ 1/2.
Let vn be a sequence in C
.
c ([0, 1)) such that vn(r)=0 for 0 [ r [ 1/2
and which converges to cŒ(r) in L2([1/2, 1), (1−r2)l+1 r dr). Let un(r)=
> r0 vn(s) ds. Then un(1/2)=0. Applying (5.15) to the h independent func-
tion c(r)=un(r) with a=1/2 shows that
|c(s)−un(s)|2 [ wl(s) F
1
1/2
|cŒ(r)−u −n(r)|2 (1−r2)l+1 r dr(5.20)
[ wl(s) Bn, s ¥ [1/2, 1), l > −1,
68 LEONARD GROSS
where Bn Q 0 as nQ.. Let fn(r, h)=un(r) e ikh. Then fn ¥ C.(M¯). It will
be shown that fn Q c(r) e ikh in energy norm. The functions vn have already
been selected so that the derivative term, >11/2 |cŒ(r)−u −n(r)|2 (1−r2)l+1 r dr,
appearing in (5.19), (k is fixed) goes to zero. It remains to show that the
second term, >11/2 r−2k2 |c(r)−un(r)|2 (1−r2)l+1 r dr, goes to zero and that
the radial part of the L2 norm, >11/2 |c(r)−un(r)|2 (1−r2)l r dr goes to zero.
But r−2k2(1−r2)l+1 [ const.(1−r2)l on [1/2, 1]. So it suffices to show that
||fn−c(r) e ikh||
2
L2(ml) goes to zero. But (5.20) gives
F 1
1/2
|c(r)−un(r)|2 (1−r2)l r dr [ Bn F
1
1/2
wl(r)(1−r2)l r dr.
By Lemma 5.6 the coefficient of Bn is finite for all l. This concludes the
proof. Q.E.D.
Proposition 5.11 (Joint Core, l < 0). Let −1 < l < 0. Assume that
(a) f ¥ C.(M) 5 L2(ml)
(b) Qˆ(f) <.
(c) Xf ¥ L2(ml)
(d) ||dg df||L1(ml) <..
Then there exists a sequence fn ¥ C.(M¯) satisfying (a), (b), (c), (d) and such
that
(aŒ) ||f−fn ||L2(ml) Q 0
(bŒ) Qˆ(f−fn)Q 0
(cŒ) ||X(f−fn)||L2(ml) Q 0
(dŒ) ||dgd(f−fn)||L2(ml)
Lemma 5.12 (Radial Joint Core, l < 0). Let −1 < l < 0 and let k be an
integer. Suppose that f(r, h)=u(r) e ikh where u ¥ C.([0, 1)) and u(r)=0
for 0 [ r [ 1/2. Assume that f satisfies conditions (a), (b), (c), (d) of
Proposition 5.11. Then there exists a sequence un ¥ C.([0, 1]) such that
un(r)=0 for 0 [ r [ 1/2 and such that the functions fn(r, h)=un(r) e ikh
satisfy the conclusions of Proposition 5.11.
Proof. Choose e in (0, 1/2) and pick a function k as defined in items
(i), (ii), (iii) of the proof of Lemma 5.8. Define
v(r)=F r
0
F s
0
uœ(t) k(t) dt, 0 [ r [ 1.(5.21)
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Since uœ ¥ C.([0, 1)) and k is zero in a neighborhood of one, v is in
C.([0, 1]). Moreover
vŒ(r)=F r
0
uœ(t) k(t) dt, 0 [ r [ 1(5.22)
and vŒ(r) is constant for r \ 1−d. Since uœ=0 on [0, 1/2], we also have
v(r)=0 for 0 [ r [ 1/2. Of course vœ(r)=uœ(r) k(r) for 0 [ r < 1. We will
make some estimates with e fixed and then take un to be v for e=1/n.
An integration by parts in (5.22) gives vŒ(r)=uŒ(t) k(t)| r0− > r0 uŒ(t)×
kŒ(t) dt. Hence
vŒ(r)−uŒ(r)=uŒ(r)(k(r)−1)−F r
0
uŒ(t) kŒ(t) dt, 0 [ r < 1.(5.23)
If r [ 1− e then both terms on the right are zero. We have
F 1
0
|uŒ(r)(k(r)−1)|2 (1−r2)l r dr [ F 1
1− e
|uŒ(r)|2 (1−r2)l r dr
which goes to zero as e a 0 because |uŒ(r)| [ 2 |ruŒ(r) e ikh|=|[2(l+1)]−1×
Xf|, which is in L2(ml). To see that the second term in (5.23) also goes to
zero in L2([0, 1], (1−r2)l r dr), note that for r > 1− e we have
:F r
0
uŒ(t) kŒ(t) dt :=:F r
1− e
uŒ(t) kŒ(t) dt :
[ 3e−1 F r
1− e
|uŒ(t)| (1−t2)l/2 (1−t2)−l/2 dt
[ 3e−1(1−(1− e)2)−l/2 F 1
1− e
|uŒ(t)| (1−t2)l/2 dt
[ 3e−1(2e− e2)−l/2 1F 1
1− e
|uŒ(t)|2 (1−t2)l dt21/2 e1/2.
Hence
:F r
0
uŒ(t) kŒ(t) dt :2 [ 32e−1(2e− e2)−l 1F 1
1− e
|uŒ(t)|2 (1−t2)l dt2 .
Therefore, since the left side is zero for r [ 1− e, we have
F 1
0
:F r
0
uŒ(t) kŒ(t) dt :2 (1−r2)l r dr
[ 32e−1(2e− e2)−l F 1
1− e
|uŒ(t)|2 (1−t2)l dt F 1
1− e
(1−r2)l r dr.
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One sees, by substituting s=r2, that the last integral is (2(l+1))−1×
[2e− e2]l+1. Hence
F 1
0
:F r
0
uŒ(t) kŒ(t) dt :2 (1−r2)l r dr [ const. F 1
1− e
|uŒ(t)|2 (1−t2)l dt
which goes to zero as e a 0.
It follows that
F 1
0
|vŒ(r)−uŒ(r)|2 (1−r2)l r drQ 0(5.24)
as e a 0. In particular X(ve ikh)QX(ue ikh) in L2(ml) as e a 0.
Now
|v(r)−u(r)|=:F r
0
(vŒ(s)−uŒ(s)) ds : [ F 1
0
|vŒ(s)−uŒ(s)|ds.(5.25)
Since l < 0 and vŒ(s)−uŒ(s)=0 for s [ 1/2, (5.24) implies that v converges
to u uniformly in [0, 1]. Hence
||ve ikh−ue ikh||L2(ml) Q 0.(5.26)
Using (5.24) and (5.26) we see that the energy
Qˆ(ve ikh−ue ikh)=2pal F
1
0
|vŒ(r)−uŒ(r)|2 (1−r2)l+1 r dr
+2palk2 F
1
0
r−2 |v(r)−u(r)|2 (1−r2)l+1 r dr
also goes to zero as e a 0, if one keeps in mind that the last integrand is
zero for r < 1/2.
Finally, by (5.10) we have
dgd(v(r) e ikh−u(r) e ikh)=−(1−r2)[(vœ(r)−uœ(r))+r−1(vŒ(r)−uŒ(r))
−k2r−2(v(r)−u(r))] e ikh+X(ve ikh−ue ikh).
We have already seen that the last term goes to zero in L2(ml) and there-
fore in L1(ml). Since v−u and its first derivative goes to zero in
L2([0, 1], (1−r2)l r dr) and is zero for 0 [ r [ 1/2, the second and third
differences go to zero in L2(ml) also as e a 0. Furthermore |(1−r2)×
(vœ(r)−uœ(r)) e ikh|=|(1−r2) uœ(r)(k(r)−1) e ikh| [ (1−r2) |uœ(r) e ikh| which
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by assumption is in L1(ml). Since vœQ uœ for all r ¥ [0, 1), dominated con-
vergence yields the conclusion (dŒ) of Proposition 5.11, concluding the
proof of Lemma 5.12. Q.E.D.
Proof of Proposition 5.11. The map zQ e isz preserves the measures ml
and the metric, g. Let (Vsf)(z)=f(e isz) for any function f on M. For all
l > −1 it is clear that Vs preserves the Lp(ml) norm for all p \ 1 and also
preserves Qˆ(f). Now if f ¥ L2(ml) and f(re ih)=;.k=−. uk(r) e ikh as in
(5.17) then (Vsf)(re ih)=;.k=−. uk(r) e ikhe iks. So
1 (2p)−1 F 2p
0
e−ims(Vsf) ds2 (re ih)=um(r) e imh,(5.27)
where one should interpret the integrand as a continuous function of s into
L2(M, ml).
Suppose that f satisfies the four conditions (a), (b), (c), (d), of Proposi-
tion 5.11. If j is a radial function in C.c (M) satisfying j(z)=1 for
|z| [ 1/2 then j(z) f(z) is in C.c (M) and is the restriction to M of a func-
tion in C.(M¯). It therefore suffices to prove Proposition 5.11 for
(1−j(z)) f(z), which is zero on the disc |z| [ 1/2. Thus it suffices to prove
the proposition under the additional condition that f(z)=0 when
|z| [ 1/2. In this case the function zQ (Vsf)(z) also satisfies all five condi-
tions because Vs commutes with X and with dgd and preserves Lp(ml)
norms and energy. (5.27) shows that ||dg dum e imh||L2(ml) [ ||d
g df||L1(ml) and
||Xume imh||L2(ml) [ ||Xf||L2(ml) for all m. So the Fourier component uk(r) e
ikh
satisfies the hypotheses of Lemma 5.12. By Lemma 5.12 any finite linear
combination ;Nk=−N ckuk(r) e ikh of such Fourier components can be
approximated in the sense of all four norms occurring in Proposition 5.11,
(a), (b), (c), (d) by functions in C.(M¯). Since the norm in (d) is an L1 norm
we cannot make use of the orthogonality of the expansion (5.17). Instead,
let Fk(h)=k−1;k−1j=0 (2p)−1;jm=−j eimh=(2kp)−1 sin2(kh/2)/sin2(h/2) denote
Fejer’s kernel [T, p. 243]. Then Fk is periodic with period 2p, non-nega-
tive, has integral equal to one on [−p, p] and >p−p Fk(h) j(h) dhQ j(0) for
any continuous function j on [−p, p]. Thus
>dgd 1f−Fp
−p
Fn(s) Vsf ds2>
L2
=>dg df−Fp
−p
Fn(s) Vs(dg df) ds>
L1
=>Fp
−p
Fn(s)(dg df−Vsdg df) ds>
L1
[ Fp
−p
Fk(s) ||dg df−Vsdg df||L1 ds
Q 0 as nQ.
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because Vs is strongly continuous in L1(ml). Similar arguments show that
with fn=>p−p Fn(s) Vsf ds all four of the limit relations (aŒ), (bŒ), (cŒ), (dŒ)
of Proposition 5.11 hold. But fn is a finite linear combination of the func-
tions uk(r) e ikh by (5.27) and the definition of Fejer’s kernel. Thus, as noted,
Lemma 5.12 shows that each such fn can be approximated in the
(aŒ), ..., (dŒ) sense by functions in C.(M¯). Q.E.D.
Proof of Theorem 5.2. Let l \ 0. Suppose that Qˆ(f) <.. By Proposi-
tion 5.10 there is a sequence fn in C.(M¯) which converges to f in energy
norm, (Qˆ(f)+||f||L2(ml))
1/2. Since C.(M¯) … C1b(M), it follows that
f ¥D(Qmax). But also, by Lemma 5.8, each fn ¥D(QD). Therefore
f ¥D(QD). This proves Part (a). Now suppose that f(z)=;.k=0 ckzk is in
H 5 L2(ml). The functions zk=rke ikh are mutually orthogonal in L2(ml)
and the series converges to f in L2(ml). But each term, zk, is in D(QD) by
Lemma 5.8. Therefore f ¥H2D. Part (b) now follows from (2.6). Part (c)
follows from Part (a). In order to prove Part (d) assume that k(·) satisfies
the conditions imposed in Definition 2.14. The equation (2.21) holds for all
j ¥ C.c (M) by the definition of dgd. But, since Qmax=QD, C.c (M) is a core
for Qmax. Given a function j ¥ C1b(M), we may therefore find a sequence
jn ¥ C.c (M) which converges to j in energy norm and which is uniformly
bounded (e.g., by composing with a smooth bounded truncation of zQ z.)
Since (2.21) holds for each jn and dg dk ¥ L1, (2.21) holds in the limit
for j. Q.E.D.
Proof of Theorem 5.3. Let −1 < l < 0. The equality Qmax=Qˆ has the
same proof as in Theorem 5.2 Part (a). Now any function f ¥ C1(M¯) is in
D(Qmax). (E.g., f=1.) But, by Lemma 5.7, f is not in D(QD) if it is not
zero on “M. Therefore D(QD) ]D(Qmax). The proof of Part (b) is the same
as that of Part (b) of Theorem 5.2 because each power zk is in
C.(M¯) …D(Qmax). To prove Part (c) suppose that f(z)=;.k=0 ckzk is in
H 5D(QD). Then the function (Vsf)(z)=f(e isz) is also in H 5D(QD).
Moreover Vs is a strongly continuous unitary group in the holomor-
phic finite energy Hilbert space H 5D(QD) in the energy norm. There-
fore cnzn=(2p)−1 >2p0 (Vsf)(z) e−ins ds is also in H 5D(QD). Hence, by
Lemma 5.7, we must have cn=0 for all n. Therefore f=0. So
H 5D(QD)=(0). Therefore H2D=(0). To prove Part (d), suppose that k
satisfies the conditions imposed in Definition 2.14. By Proposition 5.11
there exists a sequence kn ¥ C.(M¯) satisfying the same conditions and
converging to k in the sense (aŒ), ..., (dŒ) of Proposition 5.11. Now if
j ¥ C1b(M) then
F (dg dkn)(z) j¯(z) dml(z)=Qˆ(kn, j)
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by Lemma 5.5. By (bŒ) and (dŒ) of Proposition 5.11 we may pass to the
limit on both sides of this equality to get (2.21) because j is bounded and
in D(Qmax). Q.E.D.
Proof of Corollary 5.4. Lemma 4.10 and Theorems 5.2(d) and 5.3(d)
show that Z controls Amax. Now once (5.7) is proven then (5.8) follows
from Corollary 2.7. But (5.7) holds for p=2 by Theorems 5.2(b) and
5.3(b). Equation (2.4) now shows that (5.7) holds for all p \ 2. It remains
only to prove (5.7) for 0 < p < 2. Let f ¥H 5 Lp(ml). For 0 < a < 1 define
fa(z)=f(az). Then fa ¥ C.(M¯) 5H, which is contained inH2max. In view
of the definition ofHpmax given in Eq. (2.5), it suffices to show that fa Q f
in Lp(ml) as a ‘ 1. Let
||fr ||Lp(S1)=1 (1/2p) F 2p
0
|f(re ih)|p dh2 (1/p).(5.28)
By [Ru2, Remark 17.8], ||fr ||Lp(S1) is an increasing function of r for
0 [ r < 1. Therefore, if p \ 1 then ||far−fr ||Lp(S1) [ ||far ||Lp(S1)+||fr ||Lp(S1) [
2 ||fr ||Lp(S1). If 0 < p < 1 one has ||far−fr ||
p
Lp(S1) [ 2 ||fr ||pLp(S1). In either case,
since ||far−fr ||
p
Lp(S1) goes to zero as a ‘ 1 for each r < 1, the norm identity
||f||pLp(ml)=F
1
0
||fr ||
p
Lp(S1) 2pal(1−r
2)l r dr,(5.29)
together with the dominated convergence theorem, shows that ||fa−f||Lp(ml)
Q 0 as a ‘ 1. Q.E.D.
Remark 5.13 (Keldysh–Fichera). Neither AD nor Amax is useful to us in
the holomorphic theory in the unit disc when g is the standard Euclidean
metric and m is Lebesgue measure. This has already been pointed out in
Example 2.4. The reason for this is that AD imposes Dirichlet boundary
conditions on the functions in its domain and Amax imposes Neumann
boundary conditions. Neither of these conditions is satisfied by holo-
morphic functions (except constants in the Neumann case). But the metric
g in (5.1) is singular at the boundary of M and the measures ml (l ] 0) of
(5.2) are also singular at the boundary. As a result, the elliptic operator dgd
degenerates on “M, as can be seen from (5.9). It is known that when such
degeneracy occurs the first order terms in dgd have a controlling effect on
the nature of the permissible boundary conditions [OR]. Theorem 5.2
shows that for l \ 0, AD and Amax coincide and, moreover, Lemmas 5.5 and
5.8 show that C2(M¯) is contained in their domain. In other words, neither
AD nor Amax impose any boundary conditions on the functions in their
common domain. For −1 < l < 0, Lemma 5.5 by itself shows that Amax
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once again imposes no boundary conditions. On the other hand Lemma 5.7
shows that, for −1 < l < 0, AD imposes Dirichlet boundary conditions on
the functions in its domain. (Note that the last equation in the proof of
Lemma 5.7 actually shows that any function f in D(QD) is zero on the
boundary ofM in the customary mean sense.)
Some of these domain relations can also be deduced from the Keldysh–
Fichera theory of degenerate elliptic operators. It may be illuminating, for
some readers, to make a comparison of the results of this section with the
predictions of that theory in the case of Dirichlet boundary conditions.
We refer the reader to the first three pages of [OR] for the meaning
of the following notation. The Fichera function, b(·) on “M may be easily
computed from the expression of dgd given in (5.9). One finds that it is
constant on “M with b(z)=2l for |z|=1. The general Keldysh–Fichera
theory shows that the Dirichlet problem, dg du=f in M, u=g on S2, is
‘‘naturally posed’’ provided S2 is taken to be that portion of “M where
b(z) < 0. In our example we see that S2=“M if l < 0 and S2 is empty if
l \ 0. Thus it is only for l < 0 that the Dirichlet problem on “M is
naturally posed. This reflects the dichotomy between Theorems 5.2 and 5.3.
More specifically, it reflects our observation above that a function in
C2(M¯) 5D(AD) is zero on “M if l < 0 and is unrestricted if l \ 0.
Remark 5.14. As to the question of whether or not the forms QD or
Qmax satisfy the logarithmic Sobolev inequality (2.14), one has affirmative
information only in case l=−1/2. S. Janson [J1, Theorems 10 and 11]
has shown that hypercontractivity holds in this case. (In effect it holds for
Qmax) In view of Janson’s discussion and the subsequent work of Mueller
and Weissler [MW] on the interval (−1, 1) it seems reasonable to conjec-
ture that logarithmic Sobolev inequalities hold for all of the measures ml
for Qmax and that both semigroups, e−tAD and e−tAmax, are in fact supercon-
tractive. See [GR] for a discussion of this concept.
Remark 5.15 (Connection with Hardy Spaces). Recall that the Hardy
space Hp consists of those functions f ¥H(M) such that, in the nota-
tion (5.28), ||f||Hp :=limr ‘ 1 ||fr ||Lp(S1) <.. For any probability density
w(r) on [0, 1), one therefore has >10 ||fr ||pLp(S1)w(r) dr [ ||f||pHp for f ¥Hp. In
particular
||f||Lp(ml) [ ||f||Hp, f ¥H
p, 0 < p <..(5.30)
Furthermore, as l a −1 the measures ml on M¯ converge weakly to dh/2p
on “M. A simple argument then establishes the well known relation
lim
l a −1
||f||Lp(ml)=||f||Hp for f ¥H
p.(5.31)
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In fact the convergence in (5.31) is monotone increasing. Note next that for
0 < a < 1 one has ||far ||
p
Lp(S1) [ ||fr ||pLp(S1) for all r ¥ [0, 1). So the flow
zQ e−tz is contractive in the spaces Hp. Integrating the last inequality with
respect to the radial density for ml shows that the flow zQ e−tz is also con-
tractive in the spaces H 5 Lp(ml). Now S. Janson has shown [J1,
Theorem 11] that the flow zQ e−tz is strongly hypercontractive in the
spaces Hp. But the preceding method of deriving contractivity in
H 5 Lp(ml) from contractivity in Hp does not seem to extend to hyper-
contractivity. Thus, except for l=−1/2, strong hypercontractivity in the
scale of spacesH 5 Lp(ml) is not at present known.
Remark 5.16 (Higher Dimensions). Some of the previous discussion
extends with little change to the unit ball of Cm. Let Bm={z ¥ Cm : |z|2 < 1}.
Define g=(1− |z|2)−1;mj=1 (dxj é dxj+dyj é dyj) where zj=xj+iyj. The
dual metric is h(dzj, dz¯k)=2djk(1− |z|2). Define measures dml(z)=
bl(1− |z|2)l<mj=1 dxj dyj for l > −1. These are finite measures which
should be normalized by suitable choice of bl. A computation similar to
the one dimensional case gives dg df=Zf for f ¥H(Bn) where Z=
2(l+1);mj=1 zj“/“zj. Then Y=2(l+1);mj=1 “/“hj. It follows that
(exp sY)(z)=e2(l+1) isz. Similarly exp(−tX) z=e−2(l+1) tz. Clearly dgd is
holomorphic. For m \ 2 a logarithmic Sobolev inequality is not known for
any l. It seems likely however that logarithmic Sobolev inequalities hold
for all m and l > −1. I have not investigated the m-dimensional analogs of
Theorems 5.2 and 5.3.
6. A HOLOMORPHIC DIRICHLET FORM OVER THE RIEMANN
SURFACE FOR z1/n
Let n be an integer \ 2. Denote by Mn the n sheeted Riemann surface
associated to z1/n and write Cg=C−{0}.Mn is a covering space of Cg with
n leaves. Let a : Mn Q Cg be the natural projection. In small, connected,
simply connected coordinate charts on each sheet we can use the coordi-
nates x, y induced by a and also the metric induced on Mn by a from the
Euclidean metric on Cg. Writing “x=“/“x and “y=“/“y, we have
g(“x, “x)=g(“y, “y)=1 and g(“x, “y)=0. Then Mn is an incomplete
Riemannian manifold and g is a Hermitian metric with respect to the
complex structure inherited by pullback from Cg. Let c > 0 and define
pc(z)=(2pc)−1 e−|z|
2/2c, z ¥ Cg.
Let mn be the measure on Mn whose local density with respect to the
Riemannian volume element, d Vol=dx dy is
dmn/d Vol(z)=(1/n) pc(a(z)), z ¥Mn.(6.1)
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Since >C* pc(z) dx dy=1 we see that mn is a probability measure on Mn.
Otherwise said, the probability density pc on Cg is divided equally among
the n sheets.
This example is especially interesting because, as we will show, the
Dirichlet form is holomorphic, a logarithmic Sobolev inequality holds, and
yet H2 ]H 5 L2(mn). Moreover, in this example it happens that
Qmax=QD. This will be shown in Remark 6.7. The equality of these forms
could reasonably be interpreted to mean that the ‘‘boundary’’ of M, which
is the missing point in Mn lying above the origin in C, is not well captured
by these Dirichlet forms. But the inequality H2D ]H 5 L2(mn), for n \ 2,
shows that the missing branch point does reflect itself in the holomorphic
L2 theory.
Since it will be technically simpler to use the definition of QD rather than
Qmax, there will be no further reference to Qmax until Remark 6.7. We will
write simply Q instead of QD, A instead of AD and Hp instead of H
p
D
henceforth.
Theorem 6.1. dgd is holomorphic,
Z=c−1z“/“z(6.2)
Y=c−1(x“y−y“x)=c−1“/“h(6.3)
X=c−1(x“x+y“y),(6.4)
where z=re ih, r > 0, defines local polar coordinates on each sheet. Y is
complete and Killing. Its flow is given by
(exp tY)(re ih)=re i(h+c
−1t)(6.5)
and is therefore periodic with period 2pcn.
Theorem 6.2. H2 is of codimension n−1 in H 5 L2. The orthogonal
complement of H2 in H 5 L2 is spanned by {z−k/n : k=1, ..., n−1}. The
polynomials in z1/n are dense inHp for 1 [ p <.. The spectrum of A inH2
is (cn)−1 {0, 1, 2, ...} with Azk/n=c−1(k/n) zk/n. The functions {z−k/n}n−1k=1 are
eigenfunctions of dgd with negative eigenvalues. They are not in D(A).
Theorem 6.3. (Mn, g, mn) satisfies the defective logarithmic Sobolev
inequality
F
Mn
|f(z)|2 log |f(z)| dmn(z)(6.6)
[ cQ(f)+cn ||f||2L2(mn)+||f||
2
L2 log ||f||L2, f ¥D(Q)
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where
cn=˛1 if n=2
(n/2)(n−2)−1 log(n−1) if n > 2.
(6.7)
Proof of Theorem 6.1. Any Hermitian metric on a Riemann surface is
Kähler. So we may use formulas [G3, (2.15), (2.22) and (2.23)] for Z, X
and Y. In local coordinates on Mn we have n=n−1pc(z). Therefore log n=
−(log(2pcn))− |z|2/(2c). Hence −“b log n=(2c)−1 z dz¯. By [G3, (2.15)]
we have Zf=h(“f, −“b log n)=(2c)−1 z(“f/“z) h(dz, dz¯)=c−1z “f/“z
which is (6.2). So Z is holomorphic. Similarly, since −d log n=
c−1(x“x+y“y) (6.4) follows from [G3, (2.22)]. Also (−i)(“b−“) log n=
(i)(2c)−1 (z dz¯− z¯ dz)=c−1(x dy−y dx). Therefore Yf=h(df, c−1(x dy−
y dx))=c−1(x“y−y“x) f=c−1 “f/“h. The flow of Y is therefore (exp tY)×
(r, h)=(r, h+c−1t) which is (6.5). So (exp tY)(r, h) returns to its starting
point when c−1t=2pn, after the flow traverses the n sheets. The Y flow is
clearly complete and preserves the Euclidean metric. Q.E.D.
Proof of Theorem 6.2. It will be convenient to identify Mn with Cg via
the holomorphic diffeomorphism k : Cg QMn given by z=k(z)=zn. Write
z=s+iy. Since dz=nzn−1 dz we have dzNdz¯=n2 |z|2(n−1) dzNdz¯. So
dxNdy=n2 |z|2(n−1) dsNdy.(6.8)
The density of mn pulls back to n−1pc(k(z)). Hence k−1 maps the measure
mn to the measure mˆn given by
mˆ=(k−1)g mn=n(2pc)−1 e−|z|
2n/2c |z|2(n−1) ds dy.(6.9)
Of course f p k is in H(Cg) if and only if f ¥H(Mn). The Hermitian
metric dz é dz¯ on Mn pulls back to n2 |z|2(n−1) dz é dz¯ on Cg. Its dual
metric on TgC(C
g) is therefore determined by
h(dz, dz¯)=2n−2 |z|−2(n−1).(6.10)
Suppose that f ¥H 5 L2(Cg, mˆn). In view of the form (6.9) of mˆn near z=0
it follows that f(z) zn−1 is square integrable with respect to ds dy in a
deleted neighborhood of z=0. Hence f(z) zn−1 has a removable singularity
at z=0 as is well known. (E.g., the powers zk, k ¥ Z are mutually orthog-
onal on the annulus 0 < a < |z| < b. So ||;.k=−. akzk||2L2=;.k=−. |ak |2×
Ck(a, b), with Ck(a, b)Q. for k < 0 as a a 0.) The Laurent expansion of f
is therefore of the form
f(z)=C
n−1
k=1
bkz−k+u(z),(6.11)
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where u is an entire function on C. (That is, u has a removable singularity
at z=0.) Each of the summands bkz−k is clearly in L2(Cn, mˆn). Hence
u ¥ L2(mˆn) also. We are going to prove that u ¥H2 and that the elements of
H2 are precisely those functions f in H 5 L2 for which the coefficients bk
in (6.11) are zero. Since the functions {z−k}n−1k=1 are linearly independent (in
fact mutually orthogonal) the first two assertions of Theorem 6.2 will then
follow from the following lemma.
Lemma 6.4. Let f ¥H 5 L2(Cg, mˆn). Then f is in H2 if and only if f
has a removable singularity at zero. Furthermore H2 is the orthogonal
complement inH 5 L2 of the set {z−k}n−1k=1.
Proof. For any function f ¥ C.(Cg) we have
Q(f)=F
C*
h(df, df¯) mˆn(dz)(6.12)
=F
C
3 :“f
“z
:2+: “f
“z¯
:24 h(dz, dz¯) mˆn(dz)
=F
C*
3 :“f
“z
:2+: “f
“z¯
:24 (pnc)−1 e−|z|2n/2c ds dy.
In particular if f ¥H 5D(Q) then “f/“z is square integrable with respect
to ds dy in a deleted neighborhood of z=0. Hence “f/“z has a removable
singularity at z=0. So f has a removable singularity at z=0 also. Thus if
f ¥H 5D(Q) then f is (essentially) an entire function.
Conversely, if f is an entire function in L2(Cg, mˆn) and Q(f) <. then
f ¥D(Q). To prove this, choose a function j ¥ C.c (R) such that j(s)=1 if
|s| [ 1 and j(s)=0 if |s| \ 2. Define jk(z)=j(k−1 log |z|2). If C=
sup |jŒ(s)| then “jk(z)/“z=k−1z−1jŒ(k−1 log |z|2). So |“jk(z)/“z| [
Ck−1 |z|−1. Moreover jk is supported on {z :−2 [ k−1 log |z|2 [ 2} which is
{z : e−k [ |z| [ ek}. The same bound and support set holds for |“jk/“z¯|.
Since jk(z) f(z) ¥ C.c (Cg) it suffices to show that Q(f−jkf)Q 0 as
kQ.. Now by (6.12)
Q(f−jkf)1/2=1F
C*
|(1−jk) df−f djk |2 (pnc)−1 e−|z|
2n/2c ds dy21/2(6.13)
[ 1F (1−jk)2 |df|2 (pnc)−1 e−|z|2n/2c ds dy21/2
+1F
C*
|f(z)|2 |djk |2 (pnc)−1 e−|z|
2n/2c ds dy21/2,
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where |df|2 and |djk |2 refer to the ordinary Euclidean norm on Cg, as in
the last line of (6.12). The first term in the last line of (6.13) goes to zero by
dominated convergence because (1−jk(z))2Q 0 everywhere on Cg and
boundedly. We will divide the second term into two parts, an integral over
|z| [ 1 and an integral over |z| > 1. Since f is entire, B — sup{|f(z)| :
|z| [ 1} <.. In view of the support of djk we therefore have
F
|z| [ 1
|f(z)|2 |djk |2 (pnc)−1 e−|z|
2n/2c ds dy
[ B2 F
e−k [ |z| [ 1
(2Ck−1 |z|−1)2 (pnc)−1 ds dy
=B2(pnc)−1 (2C)2 k−22p F 1
e−k
r−2r dr.
Since k−2 >1e−k r−1 dr=k−1 the contribution to the last term of (6.13) from
{z : 0 < |z| [ 1} goes to zero. Finally
F
|z| > 1
|f(z)|2 |djk |2 (pnc)−1 e−|z|
2n/2c ds dy
[ (2C/k)2 F
|z| > 1
|f(z)|2 (pnc)−1 e−|z|
2n/2c ds dy
which also goes to zero because f is square integrable with respect to the
more slowly decaying density (6.9). This completes the proof that
f ¥H 5D(Q).
Now since any polynomial p(z)=;Nj=0 ajz j satisfies Q(p) <. the pre-
ceding paragraph shows that p ¥H 5D(Q). Suppose then that f is an
entire function in L2(mˆn). We may write f(z)=;.j=0 ajz j. The series not
only converges uniformly on bounded sets but also converges in the
L2(Cg, mˆn) sense because the functions z j are mutually orthogonal with
respect to the rotation invariant measure mˆn. (There is a minor technical
point here in converting uniform convergence on {z : |z| [ a} to global L2
convergence. See the argument in Lemma 2.7 of [GM].) Since the holo-
morphic polynomials are inH 5D(Q) it now follows that f ¥H2. So any
entire function in L2(mˆn) is in H2. Note that since all powers {z j}j \ −(n−1)
are mutually orthogonal, f is orthogonal to the negative powers z−k,
k=1, ..., n−1.
Conversely, if f ¥H2 then there is a sequence of functions fk ¥H 5
D(Q) which converges to f in L2(Cg, mˆn). But we have seen that each
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function fk has a removable singularity at z=0 and therefore a power
series expansion ;.j=0 aj, kz j. Since the set of powers {z j}j \ 0 forms an
orthogonal set in L2(mˆn) the space of L2(mˆn) convergent power series
;.j=0 cjz j is closed in L2. Hence f has such an expansion, convergent to f
in the L2(mˆn) sense. However, any function f ¥H 5 L2 has a Laurent
expansion given by (6.11). Since the negative powers {z−1}n−1k=0 are orthog-
onal to all terms of the L2 convergent power series ;.j=0 cjz j it follows that
they are orthogonal to our particular function f ¥H2 and that f is repre-
sentable in the form (6.11) with all bk=0. Therefore f has a removable
singularity at zero. This completes the proof of Lemma 6.4. Q.E.D.
The proof that the polynomials in z1/n are dense in Hp differs only
slightly from the proof of [G3, Lemma 5.4]. As already noted in Lem-
ma 6.4, the functions {zk}.k=0 form an orthogonal basis of H
2(Cg). So
polynomials in z are dense inH2. For 0 < p < 2,H2 is dense inHp in the
(weaker) Lp topology. Therefore polynomials are dense in Hp for
0 < p [ 2. For p > 2 we need to show that an entire function in Lp(Cg, mˆn)
can be approximated by polynomials in z in Lp norm. Define (Vsf)(z)=
f(e isz) for z ¥ Cg and for any measurable function f. Then Vs is periodic of
period 2p and is given by the Y flow transferred to Cg by k : Vsf=
f p exp(cnsY). The same technique of proof used in [G3, Lemma 5.4] is
now applicable here, for p > 2: Vs |Hp is a strongly continuous one
parameter group of isometries in Hp by [G3, Lemma 3.3]. If Fk(s) again
denotes the Fejer kernel then, for f ¥Hp, >p−p Fk(s) Vsf ds is a polynomial
inHp and converges inHp to f. Transferring this statement to Mn shows
that the polynomials in z1/n are dense inHp for 1 [ p <..
To complete the proof of Theorem 6.2 note that the functions {zk/n}.k=0
spanH2 by what has already been proved. They form an orthogonal basis
ofH2. Using (6.2) one sees that Zzk/n=c−1(k/n) zk/n,. This gives the spec-
trum of A in H2. Similarly dg dz−k/n=Zz−k/n=−c−1(k/n) z−k/n. Thus
these functions have negative eigenvalues for dgd. Since H 5D(A) …H2
they are not in D(A). This completes the proof of Theorem 6.2. Q.E.D.
Proof of Theorem 6.3. For any set B consisting of n points and any
function v: BQ C let us write
E(v)=(1/n) C
b ¥ B
v(b).(6.14)
For each point z ¥ Cg let Bz=a−1(z). Then Bz is an n-point set. For any
function f in Cc(Mn) denote by fz the restriction of f to the fiber over z,
i.e., to Bz, Then the definition (6.1) of mn is equivalent to the identity
F
Mn
f dmn=F
C*
E(fz) pc(z) dx dy, f ¥ Cc(Mn).(6.15)
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It is a trivial but important observation that E(fz) is a well defined func-
tion of z even though Mn=1z ¥ C* Bz is not a product, Cg×{1, ..., n}, in a
continuous way. But locally Mn is such a product and we will make use of
this in estimating derivatives. Let f ¥ C.c (Mn). Let u(z)=(E(|fz |2))1/2. In a
small neighborhood U of a point z0 ¥ Cg we may label the leaves over U so
that if z (1), ..., z (n) are the points on the leaves over z then each z (k) varies
continuously with z ¥ U. Thus u(z)=((1/n);nk=1 |f(z(k))|2)1/2 for z ¥ U.
Therefore
|u(z)−u(z0)| [ 1 (1/n) Cn
k=1
|f(z(k))−f(z(k)0 )|
221/2.
Take z=z0+e in this inequality, divide by e and take limeQ 0 to find that
|“u/“x|z0 [ E(|(“f/“x)z0 |2)1/2(6.16)
provided “u/“x exists at z0. Even if “u/“x doesn’t exist at some points (this
can only happen at some points where fz0=0) the derivation shows that
u(x+iy) is locally Lip 1 in the x variable and the weak derivative “u/“x
therefore exists almost everywhere and satisfies (6.16). The same argument
in the y variable then gives an estimate on the gradient:
|du(z)|2 [ E(|(“f/“x)z |2+|(“f/“y)z |2).
Combining this with (6.15) we find
F
C*
|du(z)|2 pc(z) dx dy [ F
C*
E(|(“f/“x)z |2+|(“f/“y)z |2) pc(z) dx dy
(6.17)
=F
Mn
|df|2 dmn.
We are going to use the known, [G1], logarithmic Sobolev inequality
F
C*
|u(z)|2 log |u(z)| pc(z) dx dy(6.18)
[ c F
C*
|du(z)|2 pc(z) dx dy+||u||
2
L2(pc) log ||u||L2(pc)
which holds whenever u has its weak gradient in L2(C, pc dx dy). Although
Mn is not a product, Cg×{1, ..., n}, the identity (6.15) and inequality (6.17)
allows one to use the product method described in [G1, Remark 3.3].
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One needs a logarithmic Sobolev inequality for the other ‘‘factor’’ E
on {1, ..., n}, which is given in the following inequality of Diaconis and
Saloff–Coste.
E(|v|2 log |v|) [ cn{E(|v|2)− |E(v)|2}+E(|v|2) log E(|v|2)1/2(6.19)
for all functions v: {1, ..., n}Q C. The constant cn is given by (6.7). The
case n=2 was first proven in [G1, Theorem 3]. The general case was first
proven in [DSc, Theorem A.1].
Choose f ¥ C.c (Mn) and let u(z)=E(|fz |2)1/2. Combining (6.15), (6.18),
and (6.19) we find
F
Mn
|f(z)|2 log |f(z)| dmn(z)
=F
C*
E(|fz |2 log |fz |) pc(z) dx dy
[ F
C*
[cn{E(|fz |2)− |E(fz)|2}+u(z)2 log u(z)] pc(z) dx dy
[ cn F
C*
E(|fz |2) pc(z) dx dy+c F
C*
|du(z)|2 pc(z) dx dy
+||u||2L2(pc) log ||u||L2(pc).
Using (6.15) on the first and last term and (6.17) on the middle term we see
that > |f|2 log |f| dmn is majorized by
cn F
Mn
|f|2 dmn+cQ(f)+||f||
2
L2(mn) log ||f||L2(mn).
This proves (6.6) on a form core for Q and therefore completes the proof of
Theorem 6.3. Q.E.D.
Remark 6.5. Although Theorem 6.3 was stated and proved for the
particular covering space Mn of interest in this section, the method applies
without change to any finite covering space M of a Riemannian manifold
N. Thus if one starts with a probability measure n on N, satisfying a loga-
rithmic Sobolev inequality whose energy coefficient is c and whose defect
term is b ||u||2L2(n), and if m is the probability measure on M given by
m(V)=(1/n) n (projectionMQN V) for those sets V which project to N in a
one-to-one way, then m also satisfies a logarithmic Sobolev inequality with
the same principal coefficient c and with defect equal to b+cn. Here n is
the common cardinality of all the fibers of M and cn is given by (6.7). The
Riemannian metric onM is assumed, of course, to be the pull back of that
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on N. If the vector field, ZN, on N associated to n is holomorphic then the
vector field, ZM, associated to m on M will also be holomorphic because
this is a local property. However, the completeness of the Y flow must be
verified in each case in order for the results of this paper to be applicable.
For example the Riemann surface,M, for [z(z−1)]1/2 covers the manifold
N=C−{0, 1} twice. Choosing the density pc(z), z ¥N as in this section,
the formulas (6.2), (6.3), and (6.4) for Z, Y, and X all hold in M, as does
also the logarithmic Sobolev inequality (6.6) (with n=2). But the Y flow
will eventually rotate any point on M lying over the unit circle in C to the
nonexistent point lying over z=1. Therefore the Y flow is not complete in
M. It is a pleasure to thank E. B. Davies for discussions leading to this
example.
Remark 6.6. In addition to the two equivalent descriptions of this
example given above (Mn and Cg), there is a third description which makes
a mild link with representations of compact groups. Suppose that
p : KQ End(V) is an irreducible unitary representation of a compact Lie
group K and that dp : Te(K)Q End(V) is one to one. Denote again by p the
holomorphic extension of p to the complexification G of K. The function
G ¦ zQ j(z)=trace(p(z)g p(z)) is then a Kähler potential on G, as is easy
to verify. Denote by g the induced Kähler metric on G and by m the prob-
ability measure on G whose density with respect to the induced Rieman-
nian volume measure on G is const. e−j(z)/(2c) Measures on complex mani-
folds constructed from Kähler potentials in this way have been investigated
from many different viewpoints. For some recent work and a sampling in
mathematical physics see [Ali, Be, En, Ha] and their bibliographies. On
the one hand the metric and measure constructed on SL(2, C) in this way
for the self representation of SU(2) does not seem to give a holomorphic
Dirichlet form, as computations show. On the other hand, if K=S1 and
G=Cg then the resultant metric and measure is exactly the example
analyzed in this section. Here are the transformations necessary to establish
the equivalence. Let n \ 1 and define p : S1Q End C by p(e ih)=e inh. The
complexification of S1 may be identified with the cylinder R×S1 with local
coordinates u, h and with complex structure given by w=u+ih. The map
wQ z=ew then identifies R×S1 with Cg with its standard complex struc-
ture. The holomorphic extension of p to R×S1 is p(w)=enw, which is a
well defined holomorphic function on R×S1. As a function on Cg, p is
given by p(z)=zn. Here, as in the following equations, R×S1 and Cg will
be identified freely with the consistent use of the labels w and z to avoid
confusion. The Kähler potential is j(w)=enw¯enw=|z|2n. The Kähler form is
w=(i/2) “ “bj=(i/2) n2en(w¯+w) dwNdw¯=n2e2nu duNdh which can also be
written in z coordinates as w=(i/2) n2 |z|2n−2 dzNdz¯ and which is exactly
(6.8). The measure associated to the Kähler potential j has density
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const. e−|z|
2n/(2c) which is exactly the density for mˆn (cf. (6.9)). On R×S1 the
measure is const. exp[−(2c)−1 e2nu] e2nu du dh, which is not a perspicuous
form from which to deduce the logarithmic Sobolev inequality of
Theorem 6.3. Note that in case n=1 the measure mˆn of (6.9) just reduces to
Gauss measure on Cg, which does not illustrate the phenomenon
H2 ]H 5 L2.
Remark 6.7. QD=Qmax in the example of this section. This can be
easily proved by use of the method of Lemma 6.4. Suppose that
v ¥ C1b(Mn). It suffices to construct a sequence in C1c(Mn) which converges
to v in energy norm. As in Lemma 6.4, it is convenient to transfer the
approximation problem to the covering space, Cg, of Mn. If one defines
f(z)=v(zn) then f is bounded and “f/“z=(“v/“z) nzn−1 while “f/“z¯=
(“v/“z¯) nz¯n−1. Since the derivatives of f are bounded near z=0 and square
integrable with respect to e−|z|
2n/(2c) ds dy, the proof of Lemma 6.4 shows
that the sequence fk(z) f(z) converges to f in energy norm.
7. COUNTEREXAMPLE TO STRONG HYPERCONTRACTIVITY
FOR A NON-HOLOMORPHIC DIRICHLET FORM
Suppose that (M, g) is a complex manifold with Hermitian metric and
that m is a probability measure on M with smooth positive density as in
Section 2. Assume, for simplicity, that (M, g) is complete. Since there is
then no distinction between QD and Qmax we will simply write Q instead of
QD and will similarly write just A and H2. We may restrict the closed
Dirichlet form Q to the Hilbert space H2 and thereby obtain a closed
densely defined quadratic form inH2. There exists, therefore, a unique self-
adjoint, nonnegative operator B inH2 such that ||B1/2f||2L2=Q(f) for f in
the holomorphic domain of Q, i.e., in H 5D(Q). Of course e−tB, which is
only defined in H2, takes H2 into itself. One need not assume that dgd is
holomorphic to obtain the operator B inH2 in this way. B is the Dirichlet
form operator inH2 naturally associated to Q |H2. In seeking the optimal
extension of the strong hypercontractivity theorem of Janson, Carlen and
Zhou (cf. [G3, Theorem 1.3]) from Cm to a complex manifold, the semi-
group e−tB is a natural candidate for smoothing semigroup. Indeed if dgd is
holomorphic then A and B coincide in H2 and Theorem 2.11 shows that
the strong ’’smoothing’’ in the holomorphic category discovered by Janson
is quite precisely extended to complex manifolds by the structures described
in this paper. But if dgd is not holomorphic, virtually all of the proofs of
the theorems leading to Theorem 2.11 break down, as well as the proofs of
the low p contractivity theorem, Theorem 2.8. The problem, in part, is that
e−tA need not leaveH2 invariant. It is compelling to ask, therefore, whether
strong hypercontractivity for the natural semigroup e−tB
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holds anyway, even if dgd is not holomorphic. It is the purpose of this
section to show that strong hypercontractivity of e−tB can fail when dgd is
not holomorphic. The example presented here also shows that even the
contractivity theorem, ||e−tB||HpQHp [ 1, (Theorem 2.8) fails when p is
sufficiently small.
The relation between B and dgd is easy to understand. Let P be the
orthogonal projection of L2 onto H2 Then, for f ¥D(B) and j ¥H 5
D(Q), we have (Bf, j)=>M h(df, dj¯) dm=> (dg df) j¯ dm=(Pdg df, j).
The integration by parts for the second equality requires some technical
justification, which will be easily done for dense sets of f and j in the
example below, but need not concern us right now in this informal discus-
sion. SinceH 5D(Q) is dense inH2 we see that
Bf=Pdg df(7.1)
for f in D(B) (or hopefully at least for f in some core for B). The presence
of the projection P corrects for the fact that dg df may not be holomorphic
even when f is. These assertions will be verified in the following example.
We take M=R×S1 and adopt the complex structure determined by the
local complex coordinate system w=u+ih, with u ¥ R and with h parame-
trizing S1 locally. In contrast with the ‘‘successful’’ example of Section 6
(cf. Remark 6.6) we take for g the standard metric. Thus “/“u and “/“h
are orthonormal at each point. Let p(u)=(2p)−1/2 e−u
2/2. Define dm(w)=
p(u) du(dh/2p). Then m is a smooth probability measure onM with strictly
positive density. Moreover both factors p(u) du and dh/(2p) satisfy the
logarithmic Sobolev inequality (2.14) with b=0 and c=1. This was estab-
lished for the Gaussian factor in [G1] and for the dh/(2p) factor on S1 in
[W2]. In both cases the constant c=1 is best possible. The product
measure therefore also satisfies (2.14). That is,
F
M
|f|2 log |f| dm [ F
M
{|“f/“u|2+|“f/“h|2} dm+||f||22 log ||f||2(7.2)
for all f with finite right side.
Let f be in H(M). Then its restriction to the circle u=0 is a smooth
function with a rapidly convergent Fourier series expansion f(0+ih)=
;.n=−. ane inh. f is therefore given onM by
f(w)= C
.
n=−.
anenw(7.3)
and the series converges uniformly on each compact cylinder {|u| [ a} (an
annulus in the variable z=ew). Now the functions {enw}.n=−. form an
orthogonal set in H 5 L2(M, m) because they are orthogonal with respect
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to dh/(2p) on each circle u=constant. If f is given by (7.3) and is
in L2(M, m) then the series converges in L2(M, m). (Use ||f||2L2 \
> |u| [ a |f(w)|2 dm(w)=;.n=−. |an |2 > |u| [ a |enw|2 dm(w) and take limit as
aQ..) Now each function enw is easily seen to be a Q norm limit of func-
tions in C.c (M) because of the rapid decay of the density p(u). Therefore
the functions given by (7.3) with only finitely many terms are in
H 5D(Q). Let us refer to such finite sums as Laurent polynomials. Since
these are dense inH 5 L2 we see that
H2=H 5 L2(7.4)
in this example. (Note that [G3, Theorem 2.14], as stated there, is not
applicable to this example even though M is complete because, as we will
see, dgd is not holomorphic.) The integration by parts used to establish
(7.1) is easily justified when f and j are Laurent polynomials. Thus (7.1)
holds when f is a Laurent polynomial.
Next we will compute dgd and show that it is not holomorphic. Suppose
that f is a Laurent polynomial and j ¥ C.c (M). Note that
(“/“w¯) p(u)=(“/“w¯)(2p)−1/2 e−(w+w¯)2/8
=−2((w+w¯)/8) p(u)=−(u/2) p(u).
Since “2f/“w¯ “w=0 an integration by parts gives
(dg df, j)L2(m)=F
M
h(df, dj¯) dm
=F
M
h(“f, “bj¯) dm
=2 F
M
(“f/“w)(“j¯/“w¯) p(u) du dh/(2p)
=F
M
(u “f/“w) j¯p(u) du dh/(2p)
=(ufŒ, j)L2(m).
Hence
(dg df)(w)=ufŒ(w), f=Laurent polynomial,(7.5)
where u=(w+w¯)/2. Therefore dgd is not holomorphic. The vector field Z,
defined in (2.1), is given by Z=u“/“w.
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In order to compute Bf we need to compute the projection of ufŒ into
H 5 L2.
Lemma 7.1. If f is a Laurent polynomial then
(Puf)(w)=2fŒ(w).(7.6)
Proof. (uenw, ekw)L2(m)=0 if n ] k because the h integral in this inner
product is zero for each u. It follows that Puenw is a multiple of the basis
element enw ofH5 L2. If Puenw=a(n) enw then a(n)(enw, enw)=(Puenw, enw)=
(uenw, enw). It is a straightforward Gaussian computation to compute that
(enw, enw)=e2n
2
while (uenw, enw)=2ne2n
2
. Thus a(n)=2n. This proves (7.6).
Q.E.D.
Combining (7.1), (7.5), and (7.6) it now follows that
Bf=2fœ, f a Laurent polynomial.(7.7)
Thus B is a second order differential operator in contrast with dgd |H
which is first order (in appearance).
The purpose of the present example is to show that even though the
logarithmic Sobolev inequality (7.2) holds, the conclusion of Theorem 2.11
fails. But in addition, the simple contractivity of e−tB in Hp will also be
shown to fail for small p. The failure of contractivity for small p implies
failure of the hypercontractivity theorem for M(q, p)=1 (i.e., for b=0).
But both failures come out of the same method.
Theorem 7.2. Let 0 < p < 2e−2. Then the inequality
||e−tBf||p [ ||f||p, f ¥H2(7.8)
fails for all t > 0. In particular if 0 < q < 2e−2 then the hypercontractive
inequality ||e−tBf||2 [ ||f||q, f ¥H2, fails for all t > 0.
Remark 7.3. Negative results of this sort usually proceed by showing
failure of (7.8) for f close to the constant function equal to one. (See, e.g,
[N2, Theorem 4; G1, Theorem 3 and Remark 3.4; W2].)
The following lemma formalizes the key step in such proofs. It will be
stated and proved for the low p region of interest to us.
Lemma 7.4. Let 0 < p [ 2 and let f ¥ L6(M, m). Suppose that
>M f dm=0. Then
lim
a a 0
a−2{||1+af||p−1}=(1/2){||f||
2
2+(p−2) ||Re f||
2
2}.(7.9)
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Proof. Let ja=a{2 Re f+a |f|2}. Define Ea={z ¥M: ja(z) \ −1/2}.
If |f(z)| [ (4a)−1 then ja(z) \ −2a |f(z)| \ −1/2. Writing Eca for the
complement of Ea we therefore find m(E
c
a) [ m(|f| > (4a)−1) [ (4a)6 ||f||66
by Chebychev’s inequality. Hence, for some constant C1,
a−2 F
Eca
|1+af|p dm [ a−2m(Eca)2/3 || |1+af|p||3 [ C1a−2 · a4Q 0 as a a 0.
To compute lima a 0 a−2(||1+af||
p
p−1) we may therefore focus on the
integral only over Ea. Let r=p/2. Then 0 < r [ 1. Let u(x)=(1+x)r. For
x \ −1/2 we have u(x)=1+rx+(1/2) r(r−1) x2+(1/6) u −−−(h) x3 for
some number h between 0 and x. Since u −−−(x) is non increasing on
[−1/2,.) it takes its maximum value at −1/2 on this interval. So, for
some constant C2,
|(1+x)r−1−rx−(1/2) r(r−1) x2| [ C2 |x|3, −1/2 [ x <..
(7.10)
Since >Ea |1+af|p=>Ea (1+ja) r and ja \ −1/2 on Ea we may apply this
expansion of (1+x)r with x=ja. Concerning the error term note that
|ja | [ aC3(1+|f|2). Hence a−2 >Ea C2 |ja |3 [ C4a−2a3(1+||f||66) which goes
to zero as a a 0. For the remaining three terms in the expansion (7.10) we
have first
a−2 31F
Ea
12−14=a−2m(Eca)=O(a4)Q 0, as a a 0.
Second,
a−2 F
Ea
rja=r 3a−1 F
Ea
2 Re f+F
Ea
|f|24 .
But
:a−1 F
Ea
2 Re f :=: −a−1 F
Eca
2 Re f :
[ (2/a) m(Ea)1/2 ||f||2 [ (2/a) a3C5 Q 0.
Hence
a−2 F
Ea
rja Q r ||f||
2
2 as a a 0.
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Third,
a−2 F
Ea
(1/2) r(r−1) j2a=a
2(1/2) r(r−1) F
Ea
a2[2 Re f+a |f|2]2
which converges to 2r(r−1) ||Re f||22. Combining these limits gives
a−2(||1+af||pp−1)Q r ||f||
2
2+2r(r−1) ||Re f||
2
2.
Denote this limit by D and write y(a)=||1+af||pp. Then y(a)=O(a
2) and
a−2(||1+af||p −1)=a−2((1+y(a))1/p−1)=a−2[(1/p) y(a)+O(y(a)2)]Q
(1/p) D as a a 0, which proves the lemma. Q.E.D.
Proof of Theorem 7.2. Let f(w)=(2i)−1 (ew−e−w)=cosh u sin h−i×
sinh u cos h. Then fœ(w)=f(w). So Bf=2f. Hence e−tBf=e−2tf.
Moreover the constant functions are also in the domain of B and are
annihilated by B. Let a > 0. Then e−tB(1+af)=1+ae−2tf. Assume that
(7.8) holds on H2 for some p and q in (0, 2] and t > 0. Since 1+af is in
H2 we have
||1+ae−2tf||p [ ||1+af||q, a > 0.
Subtract one from both sides, divide by a2 and take the limit as a a 0. Since
(1, f)L2=0 we may apply Lemma 7.4 to find
||e−2tf||22+(p−2) ||Re e
−2tf||22 [ ||f||22+(q−2) ||Re f||22.
Thus e−4t{||f||22+(p−2) ||Re f||
2
2} [ ||f||22+(q−2) ||Re f||22. All of these
norms are easily computable for the given function f because they are just
Gaussian integrals with exponential integrands. One finds ||Re f||22=
||cosh u sin h||22=(e
2+1)/4, ||sinh u cos h||22=(e
2−1)/4 and therefore
||f||22=e
2/2. Substituting these values gives e−4t{2e2+(p−2)(e2+1)} [
{2e2+(q−2)(e2+1)}. That is.,
e−4t{−2+pe2} [ {−2+qe2}(7.11)
If 0 < p=q < 2e−2 then both terms in braces are equal and strictly nega-
tive. So the inequality cannot hold for any t > 0. So (7.8) must fail. If
0 < q < 2e−2 and 2e−2 [ p [ 2 (e.g., p=2) then the right side of (7.11) is
strictly negative while the left side is non negative. So hypercontractivity
(with M(q, p)=1) fails in these intervals also (as already follows from the
previous failure because ||f||p \ ||f||q if p \ q > 0).
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Remark 7.5. This counterexample does not rule out the possibility that
standard hypercontractivity, (4.27), holds for the operator B in H 5 L2
when p and q are both greater than one.
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