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Abstract—Tackling complex team problems requires under-
standing each team member’s skills in order to devise a task as-
signment maximizing the team performance. This paper proposes
a novel quantitative model describing the decentralized process
by which individuals in a team learn who has what abilities,
while concurrently assigning tasks to each of the team members.
In the model, the appraisal network represents team member’s
evaluations of one another and each team member chooses their
own workload. The appraisals and workload assignment change
simultaneously: each member builds their own local appraisal
of neighboring members based on the performance exhibited on
previous tasks, while the workload is redistributed based on the
current appraisal estimates. We show that the appraisal states can
be reduced to a lower dimension due to the presence of conserved
quantities associated to the cycles of the appraisal network.
Building on this, we provide rigorous results characterizing the
ability, or inability, of the team to learn each other’s skill and thus
converge to an allocation maximizing the team performance. We
complement our analysis with extensive numerical experiments.
Index Terms—Appraisal networks, transactive memory sys-
tems, coevolutionary networks, evolutionary games.
I. INTRODUCTION
Research, technology, and innovation is increasingly reliant
on teams of individuals with various specializations and in-
terdisciplinary skill sets. In its simplest form, a group of
individuals completing routine tasks is a resource allocation
problem. However, tackling complex problems such as sci-
entific research [15], software development [20], or problem
solving [13] requires consideration of the team structure,
cognitive affects, and interdependencies between team mem-
bers [9]. In these complex scenarios, it is fundamental to
discover what skills each member is endowed with, so as
to devise a task assignment that maximizes the resulting
collective team performance.
A. Problem description
In this paper, we focus on a quantitative model describing
the process by which individuals in a team evaluate one
another while concurrently assigning work to each of the
team members, in order to maximize the collective team
performance (see Figure 1). More specifically, we assume
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Fig. 1: Architectural overview on the assign and appraise model
studied in this manuscript. Given a complex task to complete, team
members get assigned and execute an initial workload (right and
bottom blocks). Each team member revises their appraisal of neigh-
boring members based on each neighbor’s individual performance
(left), which in turn is used to reassign the workload. The objective
is for the team to learn who has what skill, so as to assign tasks in
a way that maximizes the collective team performance.
each team member is endowed with a skill level (a-priori
unknown), and that the team needs to divide a complex task
among its members. We let each team member build their own
local appraisal of neighboring team members’ based on the
performance exhibited on previous tasks. Upcoming tasks are
then distributed according to the current appraisal estimates.
Finally, the performance of each member is newly observed
by neighboring members, who, in turn, update their appraisal.
Any model satisfying these assumptions is composed of two
building blocks: i) an appraisal component modeling how team
members update their appraisals (left block in Figure 1), and
ii) a work assignment component describing how the task is
divided within the team (right block in Figure 1).
We model the appraisal process i) through the lens of
transactive memory systems, a conceptual model introduced
by Wegner [23], which assumes that a team is capable of
developing collective knowledge regarding who has what in-
formation and capabilities. Our choice of dynamics describing
the evolution of the interpersonal appraisals is inspired from
replicator dynamics, whereby each team member i updates
their appraisal of a neighboring member j proportionally to the
difference between member j performance and the (appraisal-
weighted) average performance of the team.
We model the work assignment process ii) as a com-
partmental system [14], and utilize two natural dynamics
to describe how the task is divided based on the current
appraisals. These dynamics correspond to utilizing different
centrality measures to subdivide a complex task. It is crucial
to observe that the coupling between the appraisal revision
and the work assignment process results in a coevolutionary
network problem.
This paper follows a trend initiated recently, whereby many
traditionally qualitative fields such as social psychology and
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2organizational sciences are developing quantitative models.
In this regard, our aim is to quantify the development of
transactive memory within a team and study what conditions
cause a team to fail or succeed at allocating a task optimally
among members. To do so, we leverage control theoretical
tools as well as ideas from evolutionary game theory, and
notions from graph theory.
B. Contributions
Our main contributions are as follows.
(i) We formulate a quantitative model to capture the coevo-
lution of the workload division and appraisal network, where
the optimal workload assignment maximizing the collective
team performance is an equilibrium of the model. While we
let the appraisal network evolve according to a replicator-like
dynamics, we consider two different mechanisms for workload
division and show well-posedness of the model.
(ii) Regardless of the mechanism used for workload divi-
sion, we derive conserved quantities associated to the cycles
of the appraisal network. Leveraging this result, for a team
of n individuals, we significantly reduce the dimension of the
system from n2 + n to a 2n dimensional submanifold.
(iii) We provide rigorous positive and negative results that
characterize the asymptotic behavior for either of the work-
load division mechanisms. When adopting the first workload
division mechanism, we show that under a mild assump-
tion, strongly connected teams are always able to learn each
member’s correct skill level, and thus determine the optimal
workload division. In the second model variation, strong
connectivity is insufficient to guarantee that the team learns
the optimal workload, but more specific assumptions allow
the team to converge to the optimal workload.
(iv) Finally, we enrich our analysis by means of numerical
experiments that provide further insight into the limiting
behavior.
C. Related works
Quantitative models of transactive memory systems: Weg-
ner’s transactive memory systems (TMS) model [23] describes
how cognitive states affect the collective performance of a
team performing complex tasks. This widely established model
captures both learning on the individual and collective level,
as well as the evolution of the interaction between individuals
within a team.
There are very few quantitative models attempting to de-
scribe TMS and most of these models rely on numerical
analysis to study the evolution of team knowledge [10], or
what events are disruptive to learning and productivity in
groups [1]. However, numerical analysis alone has natural
limitations, whereas a mathematical perspective to TMS can
establish the emergence of learning behaviors for entire classes
of models. Moreover, while our proposed model is agent-based
with collective knowledge represented as a weighted digraph,
[1, 10] are not agent-based models and use a scalar value to
encode the team’s collective knowledge.
The collective learning model introduced by Mei et al. [16]
was the first to quantify TMS with appraisal networks and
provide convergence analysis. In particular, for the assign/ap-
praise model in [16], the appraisal update protocol is akin
to one originally introduced in [7] and assumes each team
member only updates their own appraisal based on perfor-
mance comparisons. Additionally, the workload assignment is
a centralized process determined by the eigenvector centrality
of the network [3]. Our model significantly differs from [16]
in that team members update their own and neighboring team
members’ appraisals. Additionally, the workload assignment
is a distributed and dynamic process.
Distributed optimization: Our model has direct ties with
the field of distributed optimization. Under suitable conditions
discussed later, in fact, the team will be able to learn each
other’s skill levels, and thus agree on a work assignment
maximizing the collective performance in a distributed fashion.
Additionally, any change in the problem dimension, due to the
addition or subtraction of agents, only requires local adaptions.
In light of this observation, one could reinterpret the assign
and appraisal model studied here as a distributed optimization
algorithm, where the objective is that of maximizing the team
performance through local communication. In comparison to
our work, existing distributed optimization algorithms often
require more complex dynamics. For example, [17] requires
that the optimal solution estimates are projected back into
the constrained set, while Newton-like methods [24] require
higher order information.
Perhaps closest to this perspective on our problem is the
work of Barreiro-Gomez et al. [2], where evolutionary game
theory is used to design distributed optimization algorithms.
Nevertheless, we observe that the objective we pursue here is
that of quantifying if and to what extent team members learn
how to share a task optimally. In this respect, the dynamics
we consider do not arise as the result of a design choice (as
it is in [2]), but they are rather defining the problem itself.
Adaptive coevolutionary networks: Our model is an exam-
ple of appraisal network coevolving with a resource allocation
process. Research regarding adaptive networks has gained
traction in recent decades, appearing in biological systems
and game theoretical applications [11]. Wang et al. [22], for
example, review coupled disease-behavior dynamics, while
Ogura et al. [19] propose an epidemic model where aware-
ness causes individuals to distance themselves from infected
neighbors. Finally, we note that coevolutionary game theory
considers dynamics on the population strategies and dynamics
of the environment, where the payoff matrix evolves with the
environment state [8, 26].
D. Paper organization
Section II contains the problem framework, model defini-
tion, the model’s well-posedness, and equilibrium correspond-
ing to the optimal workload. Section III contains the properties
of the appraisal dynamics and reduced order dynamics. Sec-
tion IV and V present the convergence results for the model
with both workload division mechanisms. Section VI contains
numerical studies illustrating the various cases of asymptotic
behavior.
3E. Notation
Let 1n (0n resp.) denote the n-dimensional column vector
with all ones (zero resp.). Let In represent the n× n identity
matrix. For a matrix or vector B ∈ Rn×m, let B ≥ 0
and B > 0 denote component-wise inequalities. Given x =
[x1, . . . , xn]
> ∈ Rn, let diag(x) denote the n × n diagonal
matrix such that the ith entry on the diagonal equals xi.
Let  ( resp.) denote Hadamard entrywise multiplication
(division resp.) between two matrices of the same dimensions.
For x, y ∈ Rn and B ∈ Rn×n, we shall use the property
xy> B = diag(x)B diag(y). (1)
Define the n-dimensional simplex as ∆n = {x ∈ Rn | 1>n x =
1, x ≥ 0} and the relative interior of the simplex as int(∆n) =
{x ∈ Rn | 1>n x = 1, x > 0}.
A nonnegative matrix B ≥ 0 is row-stochastic if B1n = 1n.
For a nonnegative matrix B, G(B) is the weighted digraph
associated to B, with node set {1, . . . , n} and directed edge
(i, j) from node i to j if and only if bij > 0. A nonnegative
matrix B is irreducible if its associated digraph is strongly
connected. The Laplacian matrix of a nonnegative matrix B
is defined as L(B) = diag(B1n)−B. For B irreducible and
row-stochastic, vleft(B) denotes the left dominant eigenvector
of B, i.e., the entry-wise positive left eigenvector normalized
to have unit sum and associated with the dominant eigenvalue
of B [6, Perron Frobenius theorem].
II. PROBLEM FRAMEWORK AND ASAP MODEL
In this section, we first propose the Assignment and Ap-
praisal (ASAP) model and establish that it is well-posed for
finite time. The proposed ASAP model can be considered a
socio-inspired, distributed, and online algorithm for optimal
resource allocation problems. Our model captures two fun-
damental processes within teams: workload distribution and
transactive memory. We consider two distributed, dynamic
models for the workload division: a compartmental system
model and a linear model that uses average-appraisal as
the input for adjusting workload. The transactive memory is
quantified by the appraisal network and reflects individualized
peer evaluation in the team. The development of the trans-
active memory system allows the team to estimate the work
assignment that maximizes the collective team performance.
A. Workload assignment, performance observation, and ap-
praisal network
Workload assignment: We consider a team of n individuals
performing a sequence of tasks. Let w = [w1, . . . , wn]> ∈
int(∆n) denote the vector of workload assignments for a given
task, where wi is the work assignment of individual i.
Individual performance: Let p(w) : int(∆n) → Rn>0
represent the vector of individual performances that change
as a function of the work assignment, where p(w) =
[p1(w1), . . . , pn(wn)]
> ∈ and pi(wi) is the performance of
individual i. In general, individuals will perform better if
they have less workload; we formalize this notion with the
following two assumptions.
Assumption 1. (Smooth and strictly decreasing performance
functions) Assume function pi : (0, 1]→ [0,∞) is C1, strictly
decreasing, convex, integrable, and limx→0+ pi(x) = +∞.
Assumption 2. (Power law performance functions) Assume
function pi : (0, 1] → [0,∞) is of the form pi(x) = six−γ
where si > 0 and γ ∈ (0, 1).
The first assumption is quite general and can be further
weakened at the cost of additional notation. The second
assumption is more restrictive than Assumption 1, but is well-
motivated by the power law for individual learning [18]. Note
that functions obeying Assumption 2 also satisfy Assump-
tion 1.
Appraisal network: Let A = {aij}i,j∈{1,...,n} denote the
n × n nonnegative, row-stochastic appraisal matrix, where
aij is individual i’s appraisal of individual j. The appraisal
matrix represents the team’s network structure and transactive
memory system.
B. Model description and problem statement
In this work, we design a model where the workload assign-
ment coevolves with the appraisals: the workload assignment
changes as a function of the appraisals and the appraisals
update based on perceived performance disparities for the
assigned workload. Suppose at each time t, the team has a
workload assignment w(t), individual performances p(w(t)),
and appraisal matrix A(t). Since we are studying teams, it is
reasonable to assume the appraisal network is strongly con-
nected and each individual appraises themself. This translates
to an irreducible initial appraisal matrix A(0) with strictly
positive self-appraisals aii(0) > 0 for all i ∈ {1, . . . , n}. All
members also start with strictly positive workload w(0) ∈
int(∆n). For shorthand throughout the rest of the paper, we
use A0 = A(0) and w0 = w(0).
Before introducing the model, first we define the work
flow function F = [F1(A,w), . . . , Fn(A,w)]>, where Fi :
[0, 1]n×n × ∆n → ∆n describes how individual i adjusts
their own work assignment. Then our coevolving assignment
and appraisal process is quantified by the following dynamical
system.
Definition 3 (ASAP (assignment and appraisal) model). Con-
sider n performance functions pi satisfying Assumption 1 or 2.
The coevolution of the appraisal network A(t) and workload
assignment w(t) obey the following coupled dynamics,
a˙ij = aij
(
pj(wj)−
n∑
k=1
aikpk(wk)
)
,
w˙i = Fi(A,w),
(2)
which reads in matrix form
A˙ = A
(
1np(w)
> −Ap(w)1>n
)
,
w˙ = F (A,w).
(3)
4The work flow function F obeys one of the following work
flow models:
Donor-controlled: Fi(A,w) = −wi +
n∑
k=1
akiwk, (4)
Average-appraisal: Fi(A,w) = −wi + 1
n
n∑
k=1
aki. (5)
The matrix forms of the donor-controlled (4) and average-
appraisal (5) work flows are F (A,w) = −w + A>w and
F (A,w) = −w + 1nA>1n, respectively.
The appraisal weights of the ASAP model (2) update based
on performance feedback between neighboring individuals.
For neighboring team members i and j, i will increase
their appraisal of j if j’s performance is larger than the
weighted average performance observed by i, i.e. pj(wj) >∑n
k=1 aikpk(wk). Individual i also updates their self-appraisal
with the same mechanism. The irreducibility and strictly
positive self-appraisal assumptions on the appraisal network
means that every individual’s performance is evaluated by
themself and at least one other individual within the team.
The donor-controlled work flow (4) models a team where
individuals exchange portions of their workload assignment
with their neighbors, and the amount of work exchanged
depends on their current work assignments and the appraisal
values. The work individual j gives to individual i has flow
rate aji and is proportional to wj . The average-appraisal work
flow (5) assumes that each individual collects feedback from
neighboring team members through appraisal evaluations.
Each individual uses this feedback to calculate their average-
appraisal 1n
∑n
k=1 aki, which is then used to adjust their
own workload assignment. The average-appraisal is equivalent
to the degree centrality of the appraisal network. Note that
while the donor-controlled work flow is decentralized and
distributed, the average-appraisal work flow is only distributed
since it requires individuals to know the total number of team
members.
In the following lemma, we show that the ASAP model
is well-posed and the appraisal network maintains the same
network topology for finite time.
Lemma 4 (Finite-time properties for the ASAP model).
Consider the ASAP model 2 with donor controlled (4) or
average appraisal (5) work flow. Assume A0 is row-stochastic,
irreducible, with strictly positive diagonal and w0 ∈ int(∆n).
Then for any finite ∆t > 0, the following statements hold:
(i) w(t) ∈ int(∆n) for t ∈ [0,∆t];
(ii) A(t) remains row-stochastic with the same zero/positive
pattern for t ∈ [0,∆t].
Proof. Before proving statement (i), we give some properties
of the appraisal dynamics. If aij(t) = 0, then a˙ij(t) = 0,
which implies aij(t) ≥ 0. By using the Hadamard product
property (1), the matrix form of the appraisal dynamics can
also be written as A˙ = Adiag(p(w))−diag(Ap(w))A. Then
for A01n = 1n, A˙1n = 0n, so A(t) remains row-stochastic
for t ≥ 0.
Next, we use A(t) row-stochastic to prove w(t) ∈ int(∆n)
for donor-controlled work flow and t ∈ [0,∆t]. Left multiply-
ing the w(t) dynamics by 1>n , we have 1
>
n w˙ = 1
>
n (−w +
A>w) = 0n. Next, let wi(t) = mink{wk(t)}. For w0 ∈
int(∆n), wi(t) = mink{wk(t)} = 0, and A(t) ≥ 0, then
w˙i(t) =
∑n
k=1 aki(t)wk(t) ≥ 0. Therefore w(t) ∈ ∆n.
Lastly, we apply the Gro¨nwall-Bellman Comparison Lemma to
also show that w(t) lives in the relative interior of the simplex.
For wi(0) > 0 and w˙i(t) = −wi(t) +
∑n
k=1 aki(t)wk(t) ≥
−wi(t), then wi(t) ≥ wi(0)e−t > 0 for t ∈ [0,∆t]. Therefore,
if w0 ∈ int(∆n), then w(t) ∈ int(∆n) for t ∈ [0,∆t].
The proof for statement (i) can be extended to the average-
appraisal work flow (5) following the same process, since
w˙i(t) = −wi(t) + 1n
∑n
k=1 aki(t) ≥ −wi(t).
For statement (ii), to prove that A(t) maintains the same
zero/positive pattern for t ∈ [0,∆t], consider any i, j such
that aij(0) > 0. Since w(t) ∈ int(∆n), then p(w(t)) >
0 by the performance function assumptions and pj(wj) −∑n
k=1 aikpk(wk) is finite for any i, j and t ∈ [0,∆t]. Let
pmax(w(t)) = maxk∈{1,...,n}{pk(wk)}. Then the convex
combination of individual performances is upper bounded
by
∑n
k=1 aikpk(wk) ≤ pmax(w(t)). Now we can write the
following lower bound for the time derivative of aij(t),
a˙ij(t) ≥ aij(t)
(
pj(wj(t))−
∑n
k=1
aik(t)pk(wk(t))
)
≥ −aij(t)pmax(w(t)).
Using the Gro¨nwall-Bellman Comparison Lemma again, for
t ∈ [0,∆t], then
aij(t) ≥ aij(0) exp
(
−
∫ t
0
pmax(w(τ))dτ
)
> 0.
Therefore, A(t) remains row-stochastic and maintains the
same zero/positive pattern as A0 for finite time.
C. Team performance and optimal workload as model equi-
libria
We are interested in the collective team performance and
while no single collective team performance function is widely
accepted in the social sciences, we consider three such func-
tions. Under minor technical assumptions, the optimal work-
load for all three is characterized by equal performance levels
by the individuals and is an equilibrium point of the ASAP
model. If pi(wi) represents the marginal utility of individual
i, then the collective team performance can be measured by
the total utility,
Htot(w) =
n∑
i=1
∫ wi
0
pi(x)dx.
The team performance can alternatively be measured by the
“weakest link” or minimum performer,
Hmin(w) = min
i∈{1,...,n}
{pi(wi)}.
Another metric often used is the weighted average individual
performance:
Havg(w) =
n∑
i=1
wipi(wi).
5The next theorem clarifies when the workload maximizing
either Htot, Hmin, or Havg is an equilibrium of the ASAP
model.
Theorem 5 (Optimal performance as equilibria of dynamics).
Consider performance functions pi satisfying Assumption 1 for
all i ∈ {1, . . . , n}. Then
(i) there exists a unique pair (p∗,wopt) such that p∗ > 0,
wopt ∈ int(∆n), and p(wopt) = p∗1n.
Additionally, let H denote Htot, Hmin, or Havg. Let Assump-
tion 2 hold when H = Havg. Then
(ii) wopt is the unique solution to
wopt = arg max
w∈∆n
{H(w)}.
Finally, consider the ASAP model (2) with donor-controlled
work flow (4) and let A0 be row-stochastic, irreducible, with
strictly positive diagonal and w0 ∈ int(∆n). Then
(iii) there exists at least one matrix A∗ with the same zero/-
positive pattern as A0 that satisfies wopt = vleft(A∗);
and
(iv) every pair (A∗,wopt), such that A∗ has the same ze-
ro/positive pattern as A0 and wopt = vleft(A∗), is an
equilibrium.
For average-appraisal work flow (5), statements (iii)-(iv)
may not hold forwopt = 1n (A
∗)>1n, since there may not exist
an A∗ with the same zero/positive pattern as A0. Section V
elaborates on these results.
Proof. Regarding statement (i), recall that pi is C1 and strictly
decreasing by Assumption 1 or 2. Now we show that given
our assumptions, there exists wopt ∈ int(∆n) such that
p(wopt) = p∗1n holds. Let p−1i denote the inverse of pi and
let ◦ denote the composition of functions where f(g(x)) =
(f ◦ g)(x). Given p1(w1) = pi(wi), then wi = (p−1i ◦p1)(w1)
for all i 6= 1. Then taking into account wopt ∈ int(∆n),
w1 +
∑n
i=1
(p−1i ◦ p1)(w1) = 1.
pi strictly decreasing implies p−1i (p
−1
i ◦ p1 resp.) is strictly
decreasing (strictly increasing resp.). Therefore the left hand
side of the above equation is strictly increasing, so there is
a unique wopt1 ∈ (0, 1) solving the equation. Therefore there
is a unique (p∗,wopt) that satisfies p(wopt) = p∗1n, where
p∗ = p1(w
opt
1 ) > 0.
Regarding statement (ii), pi is strictly decreasing, C1, and
convex by Assumption 1-2. Then Htot, Hmin, and Havg are
all strictly concave. Since we are maximizing over a compact
set, and H(w) is finite for w ∈ ∆n, there exists a unique
optimal solution wopt ∈ ∆n. Next we show that wopt must
satisfy p(wopt) = p∗1n where p∗ > 0 for each collective team
performance measure and wopt ∈ int(∆n).
First, consider H = Htot. Let µ ∈ Rn and λ ∈ R. Then
the KKT conditions are given by: p(wopt) + µ− λ1n = 0n,
µwopt = 0n, and µ  0n. If λ→∞, then wopt = 0n for
the first KKT condition to hold, but we require wopt ∈ ∆n.
Similarly, wopti = 0 for any i would satisfy the second KKT
condition, but violate the first KKT condition. As a result,
λ <∞ and µ = 0n. This implies that pi(wopti ) = λ for all i.
Therefore wopt ∈ int(∆n) and there exists p∗ = λ ∈ (0,∞)
such that p(wopt) = p∗1n.
Second, consider H = Hmin. Define the set
arg min(p(w)) = {i ∈ {1, . . . , n} | pi(wi) =
mink{pk(wk)}} and let | arg min(p(w))| denote the number
of elements in arg min(p(w)). We prove the claim by
contradiction. Assume wopt is the optimal solution such that
there exists at least one j 6= i such that pi(wopti ) < pj(woptj )
for i ∈ arg min(p(w)). Then there exists a sufficiently small
 > 0 and w∗ ∈ int(∆n) such that Hmin(wopt) < Hmin(w∗),
where w∗i = w
opt
i −  and w∗j = woptj + | arg min(p(w))|.
This contradicts the fact that wopt is the optimal solution.
Additionally, we can prove that wopt ∈ int(∆n) by
assuming there exists at least one i such that wi = 0 and
following the same proof by contradiction process. Therefore
wopt ∈ int(∆n) and p(wopt) = p∗1n .
Third, considerH = Havg. Let µ ∈ Rn and λ ∈ R. Then the
KKT conditions are given by: (1−γ)p(w∗) +µ−λ1n = 0n,
µw∗ = 0n, and µ  0n. The rest of the proof follows from
the same argument as used for H = Htot.
Regarding statements (iii) and (iv), let ad =
[a11, . . . , ann]
> ∈ [0, 1]n and A(ad, A0) = diag(ad) +
(In − diag(ad))A0. We prove that there exists some
a∗d > 0 such that w
opt = vleft
(
A∗(a∗d, A0)
)
. From the
assumptions on A0, then there exists w¯ = vleft(A0) such
that σw¯ = (In − diag(a∗d))wopt for σ ∈ R. Then solving
for a∗d, we have a
∗
d = 1n − σ(w¯  wopt). Next, we choose
σ = /maxi{w¯i/wi} for  ∈ (0, 1), which gives the
following bounds on aii for all i,
aii ∈ [1− , 1− min
i
{w¯i/wi}(max
i
{w¯i/wi})−1] ⊆ (0, 1).
With a∗d > 0n, then A
∗(a∗d, A0) has the same zero/positive
pattern as A(0). This shows that, given wopt, there always
exists a matrix A∗ with left dominant eigenvector wopt and
with the same pattern as A(0).
Next, we prove that any such pair (A∗,wopt) is an equi-
librium. Our assumptions on A∗ and the Perron-Frobenius
theorem together imply that the rank(In−(A∗)>) = n−1. For
the ASAP model (2) with donor-controlled work flow (4), the
equilibrium conditions on the self-appraisal states and work
assignment read:
0n = diag
(
ad(A
∗)
)
(In −A∗)p(w∗), (6)
0n = (A
∗ − In)>w∗. (7)
Equation (6) is satisfied because we know from statement (ii)
that p(wopt) = p∗1n. Equation (7) is satisfied because
we know vleft(A∗) = wopt. This concludes the proof of
statements (iii) and (iv).
The equilibria described in the above lemma also resemble
an evolutionarily stable set [12], which is defined as the
set of strategies with the same payoff. Our proof illustrates
that at least one A∗ always exists, but in general, there are
multiple A∗ matrices that satisfy a particular zero/positive
irreducible matrix pattern with wopt = vleft(A∗) with the same
collective team performance. We will later show that, under
mild conditions, this optimal solution is an equilibrium of our
6dynamics with various attractivity properties (see Section IV
and V).
III. PROPERTIES OF APPRAISAL DYNAMICS: CONSERVED
QUANTITIES AND REDUCED ORDER DYNAMICS
In this section, we show that every cycle in the appraisal
network is associated to a conserved quantity. Leveraging these
conserved quantities, we reduce the appraisal dynamics to an
n−1 dimensional submanifold. Before doing so, we introduce
the notion of cycles, cycle path vectors, the cycle set, and the
cycle space. For a given initial appraisal matrix A0 with strictly
positive diagonal, let m denote the total number of strictly
positive interpersonal appraisals in the edge set E(A0). Recall
that if aij(0) = 0 for any i, j, then a˙ij = 0, which implies
aij(t) = 0 for all t ≥ 0. Therefore we can consider the total
number of appraisal states to be the number of edges in A0,
which gives a total of n+m appraisal states.
Definition 6 (Cycles, cycle path vectors, and cycle set).
Consider the digraph G(A) associated to matrix A ∈ Rn×n≥0 .
A cycle is an ordered sequence of nodes r =
{r1, . . . , rk, r1} with no node appearing more than once, that
starts and ends at the same node, has at least two distinct
nodes, and each sequential pair of nodes in the cycle denotes
an edge (ri, ri+1) ∈ E(A). We do not consider self-loops, i.e.
self-appraisal edges, to be part of any cycles.
Let Cr ∈ {0, 1}m denote the cycle path vector associated
to cycle r. Let each off-diagonal edge of the appraisal matrix
(i, j) ∈ E(A) be assigned to a number in the ordered
set {1, . . . ,m}. For every edge e ∈ {1, . . . ,m}, the eth
component of Cr is defined as
(Cr)e =
{
+1, if edge e is positively traversed by Cr,
0, otherwise.
Let Φ(A) denote the cycle set, i.e. the set of all cycles, in
digraph G(A).
To refer to a particular cycle, we will use the cycle’s
associated cycle path vector, which then allows us to define
the cycle space.
Definition 7 (Cycle space). A cycle space is a subspace of
Rm spanned by cycle path vectors. By [4, pg. 29, Theorem
9], the cycle space of a strongly connected digraph G(A) is
spanned by a basis of µ = m− n+ 1 cycle path vectors.
Let CB ∈ {0, 1}m×µ denote a matrix where the columns
are a basis of the cycle space.
The following theorem (i) rigorously defines the conserved
quantities associated to cycles in the appraisal network;
(ii) shows that the appraisal states can be reduced from
dimension n+m to n−1 using the conserved quantities; and
(iii) uses both the previous properties to introduce reduced
order dynamics that have a one-to-one correspondence with
the appraisal trajectories.
Theorem 8 (Conserved cycle constants give reduced or-
der dynamics). Consider the ASAP model (3) with donor-
controlled (4) or average-appraisal (5) work flow. Given initial
conditions A0 row-stochastic, irreducible, with strictly positive
diagonal and w0 ∈ int(∆n), let (A(t),w(t)) be the resulting
trajectory. Then
(i) for any cycle r, the quantity
cr =
∏
(i,j)∈r
aii(t)
aij(t)
, (8)
is constant; we refer to cr ∈ (0,∞) as the cycle constant
associated to cycle r ∈ Φ(A0);
(ii) the appraisal matrix A(t) takes value in a submanifold
of dimension n− 1;
(iii) given a solution (v(t), w¯(t)) ∈ Rn>0 × int(∆n) with
initial condition (v0, w¯0) = (1n,w0) of the dynamics
v˙ = diag
(
p(w¯)− w¯>A(v)p(w¯)1n
)
v,
˙¯w = F (A(v), w¯), (9)
where A : Rn → Rn×n is defined by
A(v) = diag(A0v)−1A0 diag(v), (10)
then A(t) = A(v(t)) and w(t) = w¯(t);
(iv) for every equilibrium (v∗,wopt) of (9), (A∗,wopt) is an
equilibrium of (3) with A∗ = A(v∗);
(v) if additionally A0 > 0, then the positive matrix A(t)A0
is rank 1 for all time t.
Proof. Regarding statement (i), we show that cr is constant for
any r ∈ Φ(A0) by taking the natural logarithm of both sides
of (8) and showing that the derivative vanishes. By Lemma 4,
ln(cr) is well-defined since aii(t), aij(t) > 0 for any aij ∈ r
and finite time t <∞.
d
dt
ln(cr) =
∑
(i,j)∈r
( a˙ii
aii
− a˙ij
aij
)
=
∑
(i,j)∈r
((
pi(wi)− p¯i(w)
)− (pj(wj)− p¯i(w))) = 0.
Therefore, cr is constant for all r ∈ Φ(A0).
Regarding statement (ii), first, we will introduce a change
of variables from A(t) to B(t) = {bij(t)}i,j∈{1,...,n} ∈ Rn×n≥0 ,
that comes from the appraisal dynamics property that allows
for row-stochasticity to be preserved. This allows the n + m
states of A(t) to be reduced to m states of B(t). Second,
we show that there exists µ = m − n + 1 independent cycle
constants, define constraint equations associated to the cycle
constants, and apply the implicit function theorem to show
that the m states of B(t) further reduce to n− 1 states.
Let bij(t) =
aij(t)
aii(t)
for all i, j. This is well-defined in finite-
time by Theorem 4 and the assumption that A0 has strictly pos-
itive diagonal. Since the diagonal entries of B(t) remain con-
stant and zero-valued edges remain zero, then we can consider
the total states of B(t) to be the m off-diagonal edges of B(t).
Next, we introduce the cycle constant constraint functions and
use the implicit function theorem to show that the m states can
be further reduced to n−1 using the cycle constants. For edge
e = (i, j), let bij(t) = be(t). Let z = [x>, y>]> ∈ Rm>0 where
x = [b1, . . . , bm−µ]> ∈ Rm−µ>0 and y = [bm−µ+1, . . . , bm]> ∈
Rµ>0. Consider the cycle constant constraint function g(x, y) =
[g1(x, y), . . . , gµ(x, y)]
> : Rm−µ>0 × Rµ>0 → Rµ, where
7gr(x, y) = ln(cr) −
∑
(i,j)∈r ln(
aii
aij
) = 0 is associated
to cycle path vector Cr for all r ∈ {1, . . . , µ} and the
selected cycles form a basis for the cycle subspace such that
CB = [C1, . . . , Cµ]. In matrix form, g(x, y) reads as
g(x, y) =
ln(c1)...
ln(cµ)
+ C>B
 ln(b1)...
ln(bm)
 = 0µ.
We partition CB into block matrices, CB = [C¯>B , Cˆ
>
B ]
> where
C¯B ∈ {0, 1}m−µ×µ and CˆB ∈ {0, 1}µ×µ. Then taking the
partial derivative of g(x, y) with respect to y,
∂g(x, y)
∂y
= C>B
[
0m−µ×µ
(diag(y))−1
]
= Cˆ>B (diag(y))
−1.
The ordering of the rows of CB is determined by the ordering
of the edges e ∈ {1, . . . ,m}. Since CB is full column rank
by definition, then there exists an edge ordering such that
rank(CˆB) = µ. For this ordering with rank(CˆB) = µ,
then rank(∂g(x,y)∂y ) = µ. By the implicit function theorem,
y ∈ Rµ>0 is a continuous function of x ∈ Rm−µ>0 = Rn−1.
Equivalently, B can then be reduced from m states to m−µ =
m − (m − n + 1) = n − 1. Therefore if A(t) is irreducible
with strictly positive diagonal, then A(t) can be reduced to an
n− 1 dimensional submanifold.
Regarding statement (iii), we show that, if v(t) satisfies
the dynamics of (9), then A(v(t)) defined by equation (10)
satisfies the original ASAP dynamics (3). For shorthand, let
p˜(v,w) = w>A(v)p(w). We compute:
a˙ij =
aij(0)v˙j∑n
k=1 aik(0)vk
− aij(0)vj
∑n
k=1 aik(0)v˙k(∑n
k=1 aik(0)vk
)2
=
aij(0)vj∑n
k=1 aik(0)vk
(
pj(wj)− p˜(v,w)
−
n∑
k=1
aik(0)vk
(
pk(wk)− p˜(v,w)
)∑n
h=1 aih(0)vh
)
= aij
(
pj(wj)−
∑n
k=1
aikpk(wk)
)
.
We also note that
A0 = A(v(0)).
Our claim follows from the uniqueness of solutions to ordinary
differential equations.
Statement (iv) follows trivially from verifying that
(v∗,wopt) and (A∗,wopt) are equilibrium points of the cor-
responding dynamics with A∗ = A(v∗) > 0.
Regarding statement (v), we first show that the posi-
tive matrix A(t)  A0 is rank 1 for all time t. First
we multiply A(t)  A0 by the diagonal matrix D =
diag([a11(0)/a11, . . . , an1(0)/an1]). Then we show that
D(A(t)  A0) is rank 1, which implies that A(t)  A0 is
also rank 1.
D(AA0) =

1 a11(0)a11
a12
a12(0)
· · · a11(0)a1na11a1n(0)
...
...
. . .
...
1 an1(0)an2an1an2(0) · · ·
an1(0)ann
an1ann(0)

0
1
1
0 0
1
Fig. 2: Trajectories of the ASAP (2) with donor-controlled work
flow (4) for various initial conditions. The markers designate the
initial values. All trajectories starting on a particular colored surface,
remain on that colored surface, where the surfaces are associated to
the conserved cycle constants. For n = 2, the dynamics reduce to
the system (12) with cycle constant c given by (11). The color blue
corresponds to c < 1, red to c = 1, and green and black to c > 1.
By assumption A0 > 0, G(A) is a complete graph
for finite t. Then the cycle constants (8), and any nodes
i 6= j 6= k, we have akkajjaiiakjaikaji =
akk(0)ajj(0)aii(0)
akj(0)aij(0)ajk(0)
and
akkajj
akjajk
=
akk(0)ajj(0)
akj(0)ajk(0)
. Rearranging these two equations gives
aii
aii(0)
aij(0)
aij
= akiaki(0)
akj(0)
akj
. This shows that every row of
D(AA0) is equivalent and rank(D(AA0)) = rank(A
A0) = 1.
Case study for team of two
In order to illustrate the role of the cycle constants (8),
we consider an example of a two-person team with perfor-
mance functions p1(w1) = ( 0.45w1 )
0.9 and p2(w2) = ( 0.55w2 )
0.8.
Figure 2 shows the evolution of the trajectories for various
initial conditions of the ASAP model with donor-controlled
work flow. The trajectories illustrate the conserved quantities
associated to the cycles in the appraisal network, which is
c =
a11(0)a22(0)
(1− a11(0))(1− a22(0)) (11)
for the two-node case. Then the cycle constant c with Theo-
rem 8(ii) allows us to write the dynamics for n = 2 as
a˙11 = a11(1− a11)
(
p1(w1)− p2(1− w1)
)
,
w˙1 = −w1 +
(
a11(1− a11)(1− c)w1 + a11
c+ a11(1− c)
)
.
(12)
The cycle constants can be thought of as a parameter that
measures the level of deviation between individual’s initial
perception of each other’s skills. When cr = 1 for some r ∈
Φ(A), then all individuals along cycle r are in agreement over
the appraisals for every other individual.
8IV. STABILITY ANALYSIS FOR THE ASAP MODEL WITH
DONOR-CONTROLLED WORK FLOW
In this section, we study the asymptotic behavior of the
ASAP model with donor-controlled work flow. Our analysis
is based on a Lyapunov argument. Utilizing this approach,
we identify initial appraisal network conditions for teams
with complete graphs where the optimal workload is learned
without any other additional assumptions. Under a technical
assumption, we also rigorously prove that for any strongly
connected team, the dynamics will converge to the optimal
workload.
The next lemma defines the performance-entropy function,
which we show to be a Lyapunov function for the ASAP model
under certain structural assumptions on the appraisal network.
Lemma 9 (Performance-entropy function). Consider the
ASAP model (3) with donor-controlled work flow (4). Assume
A0 row-stochastic, w0 ∈ int(∆n), and there exists some
A∗ with the same zero/positive pattern as A0 such that
wopt = vleft(A
∗). Define the performance-entropy function
V : {aij}(i,j)∈E(A0) × int(∆n)→ R by
V (A,w) = −
n∑
i=1
(∫ wi
wopti
pi(x)dx
+ wopti
∑
k s.t.
(i,k)∈E(A0)
a∗ik ln
(aik
a∗ik
))
.
(13)
Then
(i) V (A,w) > 0 for A 6= A∗ or w 6= wopt, and
(ii) the Lie derivative of V is
V˙ (A,w) = p(w)>(In −A>)(w −wopt). (14)
The first term of the function is the rescaled total utility,
Htot(wopt) − Htot(w) = −
∑n
i=1
∫ wi
wopti
pi(x)dx. The second
term, wopti
∑
k s.t.
(i,k)∈E(A0)
a∗ik ln
aik
a∗ik
, is the Kullback-Liebler rel-
ative entropy measure [25].
Proof. By Assumption 1, −∑ni=1 ∫ wiwopti pi(x)dx is convex
with minimum value if and only if wi = w
opt
i . Therefore
this term is positive definite for w 6= wopt. Since the
function − ln(·) is strictly convex and ∑nk=1 a∗ik = 1, Jensen’s
inequality can be used to give the following lower bound,
−
∑
k s.t.
(i,k)∈E(A0)
a∗ik ln
(aik
a∗ik
)
≥ 0,
where the inequality holds strictly if and only if A 6= A∗.
For the last statement of the lemma and with the assumption
wopt = vleft(A
∗), the Lie derivative of V is
V˙ (A,w) = −p(w)>w˙ − (wopt)>(A∗  (A˙A))1n
= −p(w)>w˙−(wopt)>(A∗(1np(w)>−Ap(w)1>n ))1n.
Then using Hadamard product property (1) and wopt =
vleft(A
∗), V˙ (A,w) further simplifies to
V˙ (A,w) = −p(w)>w˙
− (wopt)>(A∗ diag(p(w))− diag(Ap(w))A∗)1n
= −p(w)>w˙ − (wopt)>(A∗p(w)−Ap(w))
= p(w)>(In −A>)(w −wopt).
The next theorem states the convergence results to the
optimal workload for various cases on the connectivity of
the initial appraisal matrix. For donor-controlled work flow,
the optimal workload is equal to the eigenvector centrality
of the network [5], which is a measure of the individual’s
importance as a function of the network structure and appraisal
values. Therefore the equilibrium workload value quantifies
each team member’s contribution to the team and learning the
optimal workload reflects the development of TMS within the
team. Note that statement (iii) relies on the assumption that
conjecture given in the statement holds. This conjecture is
discussed further at the end of the section, where we provide
extensive simulations to illustrate its high likelihood.
Theorem 10 (Convergence to optimal workload for strongly
connected teams). Consider the ASAP model (2) with donor-
controlled work flow (4). Given initial conditions A0 row-
stochastic, irreducible, with strictly positive diagonal and
w0 ∈ int(∆n). The following statements hold:
(i) if n = 2 and A0 > 0, then limt→∞ (A(t),w(t)) =
(A∗,wopt) such that A∗ > 0 is row-stochastic and
wopt = vleft(A
∗);
(ii) if there exists ad(0) = [a11(0), . . . ann(0)]> ∈ int(∆n)
such that A0 = 1nad(0)> is also rank 1, then
limt→∞(A(t),w(t)) = (1n(wopt)>,wopt).
Moreover, define v(t) ∈ Rn>0 as in Theorem 8(iii).
(iii) If v(t) is uniformly bounded for all (A0,w0) and t ≥ 0,
then limt→∞(A(t),w(t)) = (A∗,wopt) such that A∗ is
row-stochastic, has the same zero/positive pattern as A0,
and wopt = vleft(A∗).
Proof. Statement (i) follows directly from the fact that the
function defined by (13) is a Lyapunov function for the system.
For brevity, we omit the proof of Statement (i), since it follows
a similar proof to statement (ii).
Regarding statement (ii), if A0 is the rank 1 form given by
the theorem assumptions, then cr = 1 for all cycles r ∈ Φ(A0)
by Theorem 8(i). This implies that aij = akj for any j, all
i 6= k, and t ≥ 0. For the storage function V (A,w) as defined
by (13), the Lie derivative (14) simplifies to,
V˙ = p(w)>(In − ad1>n )w − p(w)>(In − ad1>n )wopt
= p(w)>(w − ad −wopt + ad) = p(w)>(w −wopt).
From w,wopt ∈ ∆n, then p(w)>(w − wopt) = (p(w) −
p(wopt))>(w −wopt) = (p(w)− p∗1n)>(w −wopt). Since
pi(wi) strictly decreasing by Assumption 1 or 2, then V˙ < 0
for w 6= wopt. Then V is a Lyapunov function for the
rank 1 initial appraisal case and limt→∞(A(t),w(t)) =
(1n(wopt)>,wopt).
Regarding statement (iii), we start by considering the equiv-
alent reduced order appraisal dynamics (9) and by proving
asymptotic convergence using LaSalle’s Invariance Principle.
Define the function V¯ : Rn>0 × int(∆n) → R, which is a
modification of the storage function (13) by replacing the term
aij
a∗ij
with vi for all i, j,
V¯ (v,w) = −
n∑
i=1
(∫ wi
wopti
pi(x)dx+ w
opt
i ln(vi)
)
. (15)
9The Lie derivative of V¯ is
˙¯V = −p(w)>w˙ − (v˙  v)>wopt
= p(w)>(In −A>)w −
(
p(w)− p(w)>A>w1n
)>
wopt
= p(w)>(w −wopt) ≤ 0.
We can now define the sublevel set Ω = {v ∈ Rn>0,w ∈
int(∆n) | V¯ (v,w) ≤ V¯ (v0,w0), t ≥ 0}, which is closed and
positively invariant. Note that if there exists any i such that
limt→∞ vi = 0, then limt→∞ V¯ (·) =∞. However, ˙¯V ≤ 0 and
V¯ (v0,w0) is finite, so v(t) must be bounded away from zero
by a positive value for t ≥ 0. By our assumption, v(t) is also
upper bounded. Then there exists constants vmin, vmax > 0
such that v ∈ [vmin, vmax]n. Then by LaSalle’s Invariance
Principle, the trajectories must converge to the largest invariant
set contained in the intersection of
{v ∈ [vmin, vmax]n,w ∈ int(∆n) | ˙¯V = 0}∩Ω.
By Theorem 5, if ˙¯V = 0, then w = wopt and p(wopt) = p∗1n.
This implies v˙ = diag(v)(p(wopt)−p∗1n) = 0, so v = v∗ >
0. By Theorem 8(iv), (v∗,wopt) corresponds to equilibrium
(A∗,wopt). Therefore limt→∞(v(t),w(t)) = (v∗,wopt) is
equivalent to limt→∞(A(t),w(t)) = (A∗,wopt) such that
wopt = vleft(A
∗) and A∗ = A(v∗), where A∗ and A0 have
the same zero/positive pattern.
Theorem 10(iii) establishes asymptotic convergence from
all initial conditions of interest under the assumption that
the trajectory v(t) is uniformly bounded. Throughout our
numerical simulation studies, we have empirically observed
that this assumption has always been satisfied. We now present
a Monte Carlo analysis [21] to estimate the probability that
this uniform boundedness assumption holds.
For any randomly generated pair (A0,w0), which corre-
sponds to v0 = 1n, define the indicator function I : Rn≥0 ×
int(∆n)→ {0, 1} as
(i) I(A0,w0) = 1 if there exists vmax such that v(t) ≤
vmax1n for all t ∈ [0, 1000];
(ii) I(A0,w0) = 0, otherwise.
Let p = P[I(A0,w0) = 0]. We estimate p as follows. We
generate N ∈ N independent identically distributed random
sample pairs, (A(i)0 ,w
(i)
0 ) for i ∈ {1, . . . , N}, where A(i)0 ∈
[0, 1]n×n is row-stochastic, irreducible, with strictly positive
diagonal and w(i)0 ∈ int(∆n).
Finally, we define the empirical probability as
pˆN =
1
N
N∑
i=1
I(A
(i)
0 ,w
(i)
0 ).
For any accuracy 1 −  ∈ (0, 1) and confidence level 1 −
ξ ∈ (0, 1), then by the Chernoff Bound [21, Equation 9.14],
|pˆ−p| <  with probability greater than confidence level 1−ξ
if
N ≥ 1
22
log
2
ξ
. (16)
For  = ξ = 0.01, the Chernoff bound (16) is satisfied by
N = 27 000.
Our simulation setup is as follows. We run 27 000 in-
dependent MATLAB simulations for the ASAP model (2)
with donor-controlled work flow (5). We consider n = 6,
irreducible with strictly positive diagonal A0 generated using
the Erdo¨s-Renyi random graph model with edge connectiv-
ity probability 0.3, and performance functions of the form
pi(wi) = (
si
wi
)γi for γi ∈ (0, 1) and [s1, . . . , sn] ∈ int(∆n).
We find that pˆN = 1. Therefore, we can make the following
statement.
Consider (i) n = 6; (ii) A0 irreducible with strictly posi-
tive diagonal generated by the Erdo¨s-Renyi random graph
model with edge connectivity probability 0.3, and randomly
generated edge weights normalized to be row-stochastic; and
(iii) w0 ∈ int(∆n). Then with 99% confidence level, there
is at least 0.99% probability that ‖v(t)‖ is uniformly upper
bounded for t ∈ [0, 1000].
V. STABILITY ANALYSIS FOR THE ASAP MODEL WITH
AVERAGE-APPRAISAL WORK FLOW
This section investigates the asymptotic behavior of the
ASAP model (2) with average-appraisal work flow (5). In
contrast with the eigenvector centrality model, we observe that
strongly connected teams obeying this work flow model are
not always able to learn their optimal work assignment. First
we give a necessary condition on the initial appraisal matrix
and optimal work assignment for convergence to the optimal
team performance. Second, we prove that learning the optimal
work assignment can be guaranteed if the team has a complete
network topology or if the collective team performance is
optimized by an equally distributed workload. Note that the
results in Sections II-III also hold for average-appraisal work
flow, only if the equilibrium satisfies wopt = 1n (A
∗)>1n.
Let dxe denote the ceiling function which rounds up all
elements of x to the nearest integer. The following lemma
gives a condition that guarantees when the team is unable to
learn the optimal workload assignment.
Lemma 11 (Condition for failure to learn optimal work
assignment for the degree centrality model). Consider the
ASAP model (2) with average-appraisal work flow (5).
Assume A0 row-stochastic and w0 ∈ int(∆n). If there
exists at least one i ∈ {1, . . . , n} such that wopti >
max{ 1n
∑n
k=1daki(0)e, wi(0)}. Then w(t) 6= wopt for any
t ≥ 0.
Proof. By the Gro¨nwall-Bellman Comparison Lemma, w˙i ≤
−wi + 1n
∑n
k=1daki(0)e implies that
wi(t) ≤ −wi(0)e−t + 1
n
∑n
k=1
daki(0)e(e−t − 1)
≤ max
{ 1
n
∑n
k=1
daki(0)e, wi(0)
}
.
Therefore if there exists at least one i such that wopti >
max{ 1n
∑n
k=1daki(0)e, wi(0)}, then wi(t) 6= wopti .
This sufficient condition for failure to learn the optimal
workload can also be stated as a necessary condition for learn-
ing the optimal workload. In other words, if limt→∞w(t) =
wopt, then wopti ≤ max{ 1n
∑n
k=1daki(0)e, wi(0)} for all i.
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While the average-appraisal work flow does not converge
to the optimal equilibrium for strongly connected teams and
general initial conditions, the following lemma describes two
cases that do guarantee learning of the optimal workload.
Lemma 12 (Convergence to optimal workload for aver-
age-appraisal work flow). Consider the ASAP model (2) with
average-appraisal work flow (5). The following statements
hold.
(i) If A0 is row-stochastic, irreducible, with strictly positive
diagonal, w(0) ∈ int(∆n), and wopt = 1n1n, then
limt→∞(A(t),w(t)) = (A∗, 1n1n) where A
∗ has the
same zero/positive pattern as A0 and is doubly-stochastic
with 1n (A
∗)>1n = 1n1n;
(ii) if A0 > 0 is row-stochastic and w(0) ∈ int(∆n), then
limt→∞(A(t),w(t)) = (A∗,wopt) where A∗ > 0 and
wopt = 1n (A
∗)>1n.
Proof. Regarding statement (i), the storage function from (13)
is a Lyapunov function for the given dynamics with assump-
tion wopt = 1n1n =
1
n (A
∗)>1n. The Lie derivative V˙ is
V˙ (A,w) = −p(w)>w˙ − (wopt)>(A∗ −A)p(w).
= p(w)>
(
w − 1
n
A>1n − 1
n
(A∗)>1n +
1
n
A>1n
)
= p(w)>(w −wopt) ≤ 0.
By Lemma 9, V = 0 if and only if w = wopt = 1n1n
and A = A∗ such that 1n (A
∗)>1n = 1n1n. Therefore
limt→∞(A(t),w(t)) = (A∗, 1n1n) where A0 and A
∗ have
the same zero/positive pattern.
Regarding statement (ii), consider the reduced order dynam-
ics (9), with p˜(v,w) = w>A(v)p(w) for shorthand. Define
the function V¯ : Rn>0 × int(∆n)→ R as where
V¯ (v,w) =
n∑
i=1
(
−
∫ wi
wopti
pi(x)dx
− wopti ln(vi) +
1
n
ln
(∑n
k=1
aik(0)vk
))
.
First, we show that V¯ is lower bounded. Second, we illustrate
that V¯ is monotonically decreasing for w 6= wopt. Then this
allows us to show convergence to an optimal equilibrium.
Let amin = mini,j{aij(0)}. From the proof of Lemma 9,
− ∫ wi
wopti
pi(x)dx ≥ 0 for all i. Then V¯ is lower bounded by
V¯ ≥ −
n∑
i=1
(
wopti ln(vi) +
1
n
ln
( 1
amin ‖v‖1
))
≥ ln(amin)−
n∑
i=1
wopti ln
( vi
‖v‖1
)
≥ ln(amin).
Now we show that ˙¯V ≤ 0. Define the function u : Rn>0 →
Rn>0, where u(v) = diag(A0v)−1, which reads element-wise
as ui(v) =
∑n
k=1 aik(0)vk. Using A(t) = A(v(t)) as in (10),
then the rate of change of u is given by
u˙ = −diag(u)2A0v˙ = −diag(u)
(
Ap(w)−p˜(v,w)1n
)
.
Plugging u into V¯ , the Lie derivative of V¯ is
˙¯V (v,w) = −p(w)>w˙ − (v˙  v)>wopt − 1
n
(u˙ u)>1n
= −p(w)>(−w + 1
n
A>1n)− (p(w)− p˜(v,w)1n)>wopt
− 1
n
(−Ap(w) + p˜(v,w)1n)>1n
= p(w)>
(
w −wopt)+ p˜(v,w)(1>nwopt − 1n1>n 1n)
= p(w)>(w −wopt) ≤ 0.
Since ˙¯V ≤ 0, implies that V¯ (v,w) ≤ V¯ (v0,w0) < ∞, we
can conclude that there exists some strictly positive constant
vmin > 0 such that v ≥ vmin1n.
Note that ˙¯V = 0 if and only if w = wopt by Lemma 9.
Because V¯ has a finite lower bound and is monotonically
decreasing for w 6= wopt, then as t → ∞, V¯ will decrease
to the level set where w = wopt. Then w = wopt implies
w˙ = 0 and v˙ = 0. Therefore limt→∞(v,w) = (v∗,wopt)
such that wopt = 1nA(v∗)>1n = 1n (A∗)>1n.
VI. NUMERICAL SIMULATIONS
In this section, we utilize numerical simulations to investi-
gate various cases of the ASAP model to illustrate when teams
succeed and fail at optimizing their collective performance.
For all the simulations in this section, we consider perfor-
mance functions of the form pi(wi) = ( siwi )
γ for γ ∈ (0, 1)
and all i, which satisfy Assumptions 1-2. Then the same
optimal workload maximizes any choice of collective team
performance we have introduced.
First, we provide an example of a team with a strongly
connected appraisal network and strictly positive self-appraisal
weights, i.e. satisfying the assumptions of Theorem 10(iii),
to illustrate a case where the team learns the optimal work
assignment. Figure 3 illustrates the evolution of the appraisal
network and work assignment of the ASAP model (2) with
donor-controlled work flow (4).
wopt
w(t)
A(t)
Fig. 3: Visualization of the evolution of w(t) and A(t) obeying
the ASAP Model (2) with donor-controlled work flow (4). For the
work assignment vector, the darker the entry, the higher value it
has. For the appraisal matrix, the thicker the edge is, the higher
the appraisal edge weight is. The team’s initial appraisal network
is strongly connected with strictly positive self-appraisals, and is an
example of a team that successfully learns the work assignment that
maximizes the collective team performance. The plots pictured are
at times t = {0, 1, 10, 1000}, from left to right.
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A. Distributed optimization illustrated with switching team
members
Next we consider another example of the ASAP model (2)
with donor-controlled work flow (4), where individuals are
switching in and out of the team. Under the behavior governed
by the ASAP model, only affected neighboring individuals
need to be aware of an addition or subtraction of a team
member, since the model is both distributed and decentralized.
In this example, when individual j is added to the team as a
neighbor of individual i, i allocates a portion of their work
assignment to the new individual j. Similarly, if individual j
is removed, then j’s neighbors will absorb j’s workload. Let
k = 1, k = 2, and k = 3 denote the subteams from time
intervals t ∈ [0, 5), t ∈ [5, 15), and t ∈ [15,∞), respectively.
Then let H(k)tot denote the collective performance for the kth
subteam. Figure 4 illustrates the appraisal network topologies
of each subteam and the evolution of the workload w(t) and
normalized collective team performance H(k)tot .
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Fig. 4: Evolution of the ASAP model (2) with donor-controlled work
flow (4) where individuals are being added and removed from the
team. From top to bottom, the digraphs depict the topology of the
team for t ∈ [0, 5), t ∈ [5, 15) and t ∈ [15,∞). At t = 10, individual
4 (in red diamond) is added to the team and individual 3 gives a
portion of their work to individual 4. At t = 20, individual 1 (in
black triangle) is removed from the team, and 1’s work assignment
is given to individual 2.
B. Failure to learn
Partial observation of performance feedback does not guar-
antee learning optimal work assignment: Partial observation
occurs when the appraisal network does not have the desired
strongly connected property, resulting in team members having
insufficient feedback to determine their optimal work assign-
ment. We consider an example of the ASAP model (2) with
donor-controlled work flow (4) and reducible initial appraisal
network A0. Figure 5a illustrates how some appraisal weights
between neighboring individuals approach zero asymptotically,
resulting in the team not being capable of learning the work
distribution that maximizes the collective team performance.
wopt
w(t)
A(t)
(a) Visualization of the evolution of w(t) and A(t) obeying the
ASAP model (2) with donor-controlled work flow (4) and A0 weakly
connected.
wopt
w(t)
A(t)
(b) Visualization of the evolution of w(t) and A(t) obeying the
ASAP model (2) with average-appraisal work flow (5). A0 is strongly
connected and wopt, w0, and A0 satisfy the sufficient condition for
failure to learn the optimal workload given by Lemma 11.
Fig. 5: Various examples of cases where the team is unable to learn
the work assignment that maximizes the collective team performance.
For the work assignment vector, the darker the entry, the higher value
it has. For the appraisal matrix, the thicker the edge is, the higher
the appraisal edge weight is. The plots pictured are at times t =
{0, 1, 10, 1000}, from left to right.
Average-appraisal feedback limits direct cooperation: Fig-
ure 5b is an example of a team obeying the ASAP model (2)
with average-appraisal work flow (5). Even if the team does
not satisfy the sufficient conditions for failure from Lemma 11,
when individuals adjust their work assignment with only
their average-appraisal as the input, the team may still not
succeed in learning the correct workload to maximize the team
performance.
VII. CONCLUSION
This paper proposes novel models for the evolution of
interpersonal appraisals and the assignment of workload in
a team of individuals engaged in a sequence of tasks. We
propose appraisal networks as a mathematical multi-agent
model for the applied psychological concept of TMS. For
two natural models of workload assignment, we establish
conditions under which a correct TMS develops and allows
the team to achieve optimal workload assignment and optimal
performance. Our two proposed workload assignment mech-
anisms feature different degrees of coordination among team
members. The donor-controlled work flow model requires a
higher level of coordination compared to the average-appraisal
work flow and, as a result, achieves optimal behavior under
weaker requirements on the initial appraisal matrix.
Possible future research directions include studying team’s
behavior when individuals in the team update their appraisals
and work assignments asynchronously. The updates could be
modeled using an additional contact network with switching
topology. More investigation can also be done to determine if
it is possible to predict which appraisal weights in a weakly
12
connected network approach zero asymptotically, using only
information on the initial work distribution and appraisal
values.
VIII. CODE AVAILABILITY
The source code is publicly available under https://github.
com/eyhuang66/assign-appraise-dynamics-of-teams.
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