Abstract. A large number of empirical studies have attributed Le´vy search patterns to the foraging movements of animals. Typically, this is done by fitting a power-law distribution with an exponent of 1 , l 3 to the observed step lengths. Most studies record the animal's location at equally spaced time intervals, which are sometimes significantly longer than the natural time scale of the animal's movements. The collected data thus represent a subsample of the animal's movement. In this paper, the effect of subsampling on the observed properties of both Le´vy and non-Le´vy simulated movement paths is investigated. We find that the apparent properties of the observed movement path can be sensitive to the sampling rate even though Le´vy search patterns are supposedly scale-independent. We demonstrate that, in certain contexts and dependent on the sampling rate used in observation, it is possible to misidentify a non-Le´vy movement path as being a Le´vy path. We also demonstrate that a Le´vy movement path can be misidentified as a non-Le´vy path, but this is dependent on the value of l of the original simulated path, with the greatest uncertainty for l ¼ 2. We discuss the implications of these results in the context of studies of animal movements and foraging behavior.
INTRODUCTION
Many recent studies have identified Le´vy patterns in the movement and foraging paths of a diverse range of animals such as albatrosses (Viswanathan et al. 1996) , reindeer (Ma˚rell et al. 2002) , jackals (Atkinson et al. 2002) , dinoflagellates (Bartumeus et al. 2003) , spider monkeys (Boyer et al. 2004 , 2006 , Ramos-Fernandez et al. 2004 , insects Frye 2007, Reynolds et al. 2007) , and marine predators (see Plate 1; Austin et al. 2004 , Sims et al. 2008 . Additionally, Le´vy patterns have also been reported in other contexts such as the movement of fishing boats (Bertrand et al. 2005 , Marchal et al. 2007 , and memory retrieval in the brain (Rhodes and Turvey 2007) . Various authors have shown that Le´vy walks can be optimal strategies for searching for randomly located, revisitable targets in particular environments (Viswanathan et al. 1999 , 2000 , Raposo et al. 2003 , Santos et al. 2004 ). This has led to the hypothesis that animals have evolved these ''scale-free'' searching strategies as an adaptive response to selection pressure (Bartumeus 2007 , Sims et al. 2008 . However, the assertion that the Le´vy searching model is superior to other movement processes (such as composite random walks) is being questioned, and the Le´vy hypothesis is not generally applicable across all environment types (e.g., when food sites are non-revisitable; Benhamou 2007 .
Leaving aside the question of when the Le´vy walk is an optimal searching strategy, there are still several unresolved issues relating to the interplay between the underlying movement processes and the corresponding observed movement patterns, before we can start to test whether real animals are actually ''doing the Le´vy walk'' (Benhamou 2007) . Animal foraging paths are usually observed by recording the animal's location at equally spaced time intervals (e.g., Ma˚rell et al. 2002 , Austin et al. 2004 , Ramos-Fernandez et al. 2004 . A distribution is then fitted to the observed step lengths (the distances between the animal's locations at successive sampling points), and a simple statistical test can be completed to test if the observed distribution matches that expected from a Le´vy walk (Newman 2006 , Edwards et al. 2007 . Recently, some of the earlier experimental studies attributing Le´vy patterns to observations of foraging paths (Viswanathan et al. 1996) have been overturned after a more thorough analysis of the data (Edwards et al. 2007 , Edwards 2008 , although new evidence that uses rigorous statistical techniques and seems to support the Le´vy hypothesis is still emerging (Boyer et al. 2008 , Sims et al. 2008 .
A Le´vy movement pattern is generally assumed to be ''scale-invariant,'' i.e., it has the fractal property that the sampling scale used by the observer should not affect the observed properties (Reynolds and Frye 2007 diffusive at all scales (Viswanathan et al. 2005 . This is in contrast to a correlated random walk (CRW), where the sampling rate used by the observer is known to have a significant effect on the apparent properties of the movement pattern (Bovet and Benhamou 1988 , Hill and Ha¨der 1997 , Codling and Hill 2005 . A simple CRW is not scale invariant and will only appear super-diffusive at sampling scales that are small relative to the characteristic correlation time of the movement path (Viswanathan et al. 2005 , Visser and Kiørboe 2006 , Bartumeus et al. 2008 . Real animal movements involve finite distances moved in finite times and hence cannot be truly scale invariant. Two alternative approaches to model such movements are (1) to assume that movements constitute a truncated Le´vy walk, where steps are truncated at points where food is found, so that (unrealistic) exceptionally large jumps do not occur (Viswanathan et al. 1999 (Viswanathan et al. , 2000 ; or (2) to model the movement process as a composite random walk with intermittent phases of extensive and intensive movement (Be´nichou et al. 2006 , Benhamou 2007 , Lomholt et al. 2008 , Reynolds 2009 ). An unresolved question relating to both these approaches is whether these pseudo-Le´vy paths remain invariant to the sampling scale used by the observer. Reynolds (2008) looked at the effect of subsampling a LW and analyzing the rediscretized data. However, this study only examined the difference in the value of the exponent l between the original step length distribution and the distribution fitted to the rediscretized data. No comparison was made between the power-law distribution and any other candidate distribution, nor was the dependence on the sampling rate or the exponent of the underlying LW investigated. Studies on the scaleinvariant properties, in particular the scaling of mean squared displacement with respect to time, of movement paths (Viswanathan et al. 2005 , Bartumeus et al. 2008 have compared LW to simple CRW observed over different time scales, but have not looked at intermittent (i.e., composite) CRW. Morales et al. (2004) proposed a Bayesian Markov chain Monte Carlo (MCMC) method for partitioning animal movements into different phases, based on observed step lengths and turning angles. However, this approach requires specification of Bayesian prior distributions with a relatively large number of parameters, and is only likely to be practical when very large amounts of movement data are available.
In this paper, we demonstrate how a simulated composite random walk can be misidentified as a Le´vy path even when a rigorous statistical analysis is used, and this misidentification is dependent on the sampling rate used by the observer. Similarly, we demonstrate that the observed properties of simulated Le´vy walks are dependent on the sampling rate and the value of the exponent l in the underlying walk.
METHODS
We generate movement data from two different kinds of underlying process: a composite correlated random walk (CCRW) and a Le´vy walk (LW). The CCRW is a two-phase process consisting of an intensive search phase (low speed, high sinuosity) and an extensive search phase (high speed, low sinuosity), representing an animal changing its behavior to maximize the time spent in patches of food (Benhamou 2007, Plank and . The LW is assumed to be uncorrelated (i.e., the direction of each step is independent of previous directions) and the length of each step follows a power-law distribution p(x) ; x Àl , where 1 , l 3.
Composite correlated random walks
At any given time, the walker is in one of two phases, referred to as phase 1 and phase 2. The walker switches between these two phases as a Bernoulli process: if step n is in phase j, then step n þ 1 will be in the same phase with probability 1 À p j and in the other phase with probability p j . At the start, the walker is in phase 1 with probability 1/2 and in phase 2 with probability 1/2. At step n (n ¼ 1, 2, . . .) of the random walk, the walker moves forward for a unit period of time at fixed speed v i , where i is the current phase (so that the walker moves with a different speed in each of the two phases), in a direction that makes angle h n with the positive x-axis. The turning angle at each step, u n ¼ h n À h nÀ1 , is randomly chosen such that each phase has a specified angular mean resultant length 0 c i , 1 (see Appendix A). In general we assume that v 1 v 2 and c 1 c 2 . Hence, phase 1 is an intensive phase (with low correlation such that c i ' 0 and low speed) that results in highly sinuous paths with lots of turning, similar to Brownian motion. In contrast, phase 2 is an extensive phase (with high correlation such that c i ' 1 and high speed) resulting in highly correlated straight movements with little turning (Fig. 1a) . Phase 1 can be thought of as representing the behavior of an animal while in or near a patch of food, while phase 2 can be thought of as a relocation phase, which the animal uses to move between food patches. Note that we assume that the animal switches between phases at random and we do not explicitly simulate food patches in the environment. However, this simplistic model produces qualitatively similar movement patterns to CCRW models that do include food patches (Benhamou 2007) .
Le´vy walks
At step n (n ¼ 1, 2, . . .) of the walk, the walker moves a distance x drawn from a power-law distribution with minimum step length x min , and exponent 1 , l 3. In a pure LW, the step length distribution is
with x min x, which is heavy tailed (i.e., does not have finite variance) for 1 , l 3. To enable a fair comparison over a range of values of l, and with the CCRW, it is necessary to hold the mean speed (equivalent to the step length) constant. However, in the case l 2, the distribution (Eq. 1) does not have a finite mean. We therefore discard Eq. 1 in favor of a truncated power-law distribution:
where x min x x max . The maximum step length x max is fixed and, for a given value of l (1 , l 3), x min is adjusted to keep the mean step length constant. By choosing a large value of x max , the distribution (Eq. 2) still has the characteristic power-law tail over several orders of magnitude.
The turning angle at each step, u n ¼ h n À h nÀ1 , is drawn from a uniform distribution on [Àp, p] so that the walk is uncorrelated. Fig. 1b shows an example of a simulated LW.
Simulated movement paths
For both types of walk, the walker begins at (x 0 , y 0 ) ¼ (0, 0) and with h 0 ¼ 0. A total of N steps of the random walk are generated, giving a sequence of N þ 1 locations: (x 0 , y 0 ), (x 1 , y 1 ), . . . , (x N , y N ). Each step of the walk is assumed to take a fixed period of time so that (x n , y n ) is the location at time t ¼ n. In the LW, the values of x max and/or x min are chosen such that the mean movement speed (which is equivalent to the mean step length) is the same as that of the CCRW.
Rediscretization and model fitting
For each random walk simulated, the location data are rediscretized using a range of different sampling periods, r, and the straight-line distances traveled between successive sampling points (i.e., at t ¼ 0, t ¼ r, t ¼ 2r, . . .) are recorded. For integer sampling period, r, the observed distances traveled, d j , are given by
For each sampling period r ¼ 1, 2, . . . , r max , the values of d 1 , . . . , d M are calculated, creating a rediscretized sample of M observed movement distances (note that M is fixed so that there are the same number of data points for each sampling period; larger sampling periods therefore require a greater number of steps of the underlying random walk to generate the same sample size). A power-law distribution, with probability density function (PDF) given by pðdÞ ¼ ðl À 1Þd (Viswanathan et al. 1996 , Ma˚rell et al. 2002 , Ramos-Fernandez et al. 2004 , Edwards et al. 2007 ), the fitted power-law distribution is not truncated. The distribution with the better fit is found using a standard maximum-likelihood method based on Akaike weights (Newman 2006 , Edwards et al. 2007 ), see details in Appendix B. The Akaike weight, w, is the weight of evidence that a particular model provides the best representation of the data out of the candidate models tested (Burnham and Anderson 2002) . By definition, the Akaike weights for all candidate distributions always sum to 1 so, in the case where there are two candidate distributions (the power-law and the exponential), an Akaike weight greater than 0.5 indicates that that distribution provides the better fit to the data. The closer the Akaike weight is to 1, the stronger the support is for that distribution.
The simulation and rediscretization process is repeated for 1000 different realizations of the underlying random walk, and the mean best-fit parameters and Akaike weights are calculated for each value of the sampling period, r.
RESULTS

Composite correlated random walks
In all CCRW simulations, it was assumed that the process in the intensive phase (phase 1) is simple Brownian motion (i.e., c 1 ¼ 0 and turning angles u n ¼ h n À h nÀ1 are uniformly distributed on [Àp, p] ) with fixed speed v 1 ¼ 1. (Using a turning angle distribution with c 1 . 0 did not significantly change the results as long as c 2 . c 1 .) The rediscretization process described above was carried out for a range of values of the parameters of the underlying composite CCRW process, in particular the extensive phase speed (v 2 ), the extensive phase angular mean resultant length (c 2 ) and the probability of switching from extensive to intensive phase ( p 2 ). Fig. 2 shows the Akaike weight for the power-law distribution (w pow ) against sampling period r. For values of r where w pow is greater than 0.5, a power-law distribution fits the rediscretized data better than an exponential distribution. In Fig. 2a , for values of v 2 less than approximately 15, (i.e., when the speed in the extensive phase is less than 15 times that in the intensive phase), an exponential distribution provides a better fit than a power law, regardless of the sampling period. However, for values of v 2 greater than approximately 15, the outcome of the analysis of the rediscretized data depends on the sampling period. For short sampling periods (low r) and for very long sampling periods (very high r), an exponential distribution provides a better fit, but, for intermediate sampling periods, a power law is a better fit than an exponential. Furthermore, the estimated value of l in these cases is always less than 3, indicating that the best-fit distribution is a Le´vy-type distribution (i.e., does not have finite variance). Thus it would be easy, for these intermediate values of r, to misidentify the underlying process as a Le´vy walk.
In Fig. 2b , for c 2 , 0.94 (i.e., when the extensive phase random walk is relatively weakly correlated), an exponential distribution always fits better than a power law. However, for larger values of c 2 (i.e., when the extensive phase random walk is highly correlated, resulting in long straight movements), a dependence on the sampling period is again encountered. As with the results for v 2 , for intermediate values of r, a heavy-tailed power-law distribution (l 3) fits the rediscretized data better than an exponential distribution. Fig. 2c shows that an exponential distribution always fits better when p 2 ( p 1 (i.e., when the extensive phases are much longer than the intensive phases). However, when p 2 ' p 1 (i.e., when the lengths of time spent in the extensive and intensive phases are approximately equal), there is a dependence on the sampling period, as described above. When p 2 ) p 1 (i.e., when the extensive phases are much shorter than the intensive phases), the range of values of r for which a power-law distribution FIG. 2. Mean Akaike weight for the power-law distribution, w pow , plotted against sampling period, r, for CCRW with different values of (a) extensive phase speed, v 2 ; (b) extensive phase angular mean resultant length, c 2 ; and (c) probability of switching from extensive to intensive phase, p 2 . If w pow . 0.5, a power-law distribution provides the better fit to the rediscretized data; if w pow , 0.5, an exponential distribution provides the better fit. Other parameter values: fits better becomes much larger (indicating that the observed movement patterns become more Le´vy-like). Fig. 3 shows examples of the subsampled step length distribution for two CCRW with different values of p 2 , together with best-fit exponential and power-law distributions. In Fig. 3a , with relatively long extensive phases, the exponential distribution gives the better fit, while in Fig. 3b , with relatively short extensive phases, the power-law distribution has better fit and there is a danger that this CCRW could be misidentified as a LW.
It should be noted that, for all parameter values tested, the exponential distribution is always restored as the preferred distribution if r is sufficiently large. This is a consequence of losing the necessary resolution to detect the important features of the movement pattern when the period between sampling points is too large: the intensive searching phases, and the short-term correlations in the extensive phases, are lost and the movement pattern appears as Brownian motion.
In the results described above, a rediscretized sample of fixed size M ¼ 1000 was used for all sampling periods r. If, instead, the entire generated random walk is used for each sampling period r, then small values of r will result in larger rediscretized samples than larger values of r. Appendix C includes plots showing the corresponding results of this approach. These results are slightly different quantitatively when compared to the results for constant M, but the qualitative results and overall pattern of dependence on r remains unchanged.
Le´vy walks
LW with the truncated power-law distribution (Eq. 2) were simulated with values of l ranging between 1 and 3. With perfect sampling (r ¼ 1), the underlying distribution was always recovered (i.e., w pow ' 1, indicating that the preferred distribution is a power law, and the estimated value of l is close to the true value). Unlike the CCRW, there was very little variation of the Akaike weights w pow and w exp with r when r . 1 (Fig. 4a) . However, there was an interesting dependence of the Akaike weights on the value of the underlying exponent l (Fig. 4b) . For values of l less than approximately 1.8, the power-law distribution is almost always the better fit (w pow . 0.999), whereas for values of l greater than approximately 2.4, the exponential distribution is almost always the better fit (w pow , 0.001). For 1.8 l 2.4, there is a transition of the Akaike weights between 0 and 1, indicating that a power-law distribution will be the better fit for some samples and an exponential distribution for others (with the power law being less likely to be the better fit as l increases). The results shown in Fig. 4b are for a sampling period of r ¼ 10, but the results are not significantly different for the range of sampling periods studied (1 , r 100).
DISCUSSION
Two different classes of random walk (a composite correlated random walk with two intermittent phases, and a Le´vy walk) were simulated. The resulting location data were subsampled using a range of different sampling periods, and the distances between locations at consecutive sample points calculated. These data sets were then analyzed by comparing the goodness of fit of a power-law distribution and an exponential distribution, and calculating the best fit parameters for each distribution.
Our results show that it is possible to misidentify a composite CRW as a Le´vy walk, even when an appropriate statistical fitting procedure is used (Edwards et al. 2007 , Plank and James 2007 , Edwards 2008 ). This phenomenon is dependent on the sampling period used. At sampling rates close to the resolution of the underlying process (r ' 1), the underlying distribution is recovered quite accurately. At very low sampling rates (large r), the resolution is too low to distinguish the intensive phases of the movement and the process essentially looks like Brownian motion; an exponential distribution provides a better fit than a power law FIG. 3 . Probability density function (PDF) for the subsampled step length distribution (sampling period r ¼ 100) from a CCRW, together with the best-fit exponential and power-law distributions: (a) p 2 ¼ 0.0005, the exponential distribution has higher Akaike weight; (b) p 2 ¼ 0.1, the power-law distribution has higher Akaike weight. The PDF for the simulated data was smoothed using kernel density estimation with a log-normal kernel. Other parameter values as in Fig. 2. (although is not a very accurate representation of the underlying process). Misidentification of the process as a Le´vy walk is most likely with sampling rates intermediate between these two extremes. The exact range of sampling periods for which misidentification occurs depends on the parameters of the CCRW: misidentification is more likely to occur when the extensive search phase has low sinuosity (high speed and/or high mean resultant length) and when the forager spends a higher proportion of its time in the intensive (Brownian motion) search phase. This is because the random walk typically consists of a large number of small steps (speed is low in intensive mode), interspersed by occasional long steps (speed is high in extensive mode), which is characteristic of a Le´vy-like pattern.
Subsampling a LW can result in incorrectly interpreting the data as an exponential distribution. This is more likely to happen the larger l is, and is largely independent of sampling period (which is unsurprising since increasing l makes the power-law distribution less heavy tailed). Interestingly, the value l ¼ 2, widely hypothesized to correspond to the optimal movement strategy in particular situations (Viswanathan et al. 1999 , 2000 , Reynolds 2007 , Reynolds and Frye 2007 , Sims et al. 2008 , lies almost exactly at the point of greatest uncertainty (w pow ¼ w exp ¼ 0.5), where a powerlaw distribution and an exponential distribution are equally likely to provide the better fit to a random subsample of the Le´vy walk. This contradicts the claim of Reynolds (2008) that LW are robust to subsampling. Reynolds (2008) showed that, in a subsampled LW with l ¼ 2, the fitted value of l (found by drawing a straight line through the tail of the probability density function on log-log axes) is reduced. This is consistent with the results of our study. However, Reynolds (2008) did not compare the goodness of fit of the power-law distribution to any other candidate distribution. Comparing the power-law distribution to an exponential distribution shows that the exponential has better fit (higher likelihood) in around 50% of samples.
Our results highlight the problem of confusing observed pattern with the underlying movement process (Benhamou 2007, Plank and ) and the particular problem of distinguishing between a Le´vy walk and a composite movement process with both intensive and extensive phases (such as a CCRW or other intermittent searches; Lomholt 2008 , Reynolds 2009 ). Although the qualitative patterns produced by a Le´vy walk and a CCRW are in some cases similar, the processes being used by the walker are quite different. This is particularly true in the case of animal movement and foraging, where, in contrast to our simulations, changes between intensive and extensive searching may not be random but based on environmental interactions, such as a simple memory-based ''giving-up time'' related to food encounters (Benhamou 2007 , Reynolds 2009 ). This type of process is known as an adaptive search. Evidence of power-law distributions in animal movement and the subsequent assumption that they are generated by Le´vy walks has led to the hypothesis that many animals may have evolved to use such a movement strategy as the optimal searching mechanism (Bartumeus 2007 . However, our results and similar recent findings showing that Le´vy-like movement patterns can be generated by non-Le´vy movement processes (Benhamou 2007) , demonstrate that more care is needed when analyzing animal paths. In particular, we have demonstrated that consideration needs to be given to the effect of the sampling rate used by the observer and that, even when using a rigorous statistical analysis (Edwards et al. 2007 , Edwards 2008 , it may be difficult to correctly determine FIG. 4 . Mean Akaike weight for the power-law distribution w pow (a) against sampling period, r, for LW with different values of l; (b) against Le´vy exponent l for LW rediscretized with sampling period r ¼ 10. For each value of l, the value of x min was chosen such that the mean step length was equal to that of a CCRW with parameter values as in Fig. 2 . Other parameter values: x max ¼ 1 3 10 12 , M ¼ 1000, N ¼ 1 3 10 5 . The plot shows the mean Akaike weight of 1000 simulated random walks.
