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Abstract
Cohen and Sackrowitz [Characterization of Bayes procedures for multiple endpoint problems and in-
admissibility of the step-up procedure, Ann. Statist. 33 (2005) 145–158] proved that the step-up multiple
testing procedure is inadmissible for a multivariate normal model with unknown mean vector and known
intraclass covariance matrix. The hypotheses tested are each mean is zero vs. each mean is positive. The
risk function is a 2 × 1 vector where one component is average size and the other component is one minus
average power. In this paper, we extend the inadmissibility result to several different models, to two-sided
alternatives, and to other risk functions. The models include one-parameter exponential families, indepen-
dent t-variables, independent 2-variables, t-tests arising from the analysis of variance, and t-tests arising
from testing treatments against a control. The additional risk functions are linear combinations where one
component is the false discovery rate (FDR).
© 2006 Elsevier Inc. All rights reserved.
AMS 2000 subject classiﬁcation: 62H15; 62C15
Keywords: Multiple testing procedures; False discovery rate (FDR); False acceptance rate; Classiﬁcation risk; Vector
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1. Introduction
Multiple testing has emerged as a statistical area of both practical and theoretical importance.
The problem arises, for example, in neuroimaging, genomics, and astronomy. Step-up procedures
represent an extremely popular approach to multiple testing. The version put forward by Benjamini
and Hochberg [1], expressed in terms of p-values, was designed to control the false discovery
rate (FDR). Further work on FDR and step-up procedures appear in Efron [6], Genovese and
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Wasserman [7], Sarkar [12], and Dudoit et al. [5]. The latter reference surveys other methods and
lists 18 step-wise procedures, six of which are step-up.
A class of step-up procedures was shown by Cohen and Sackrowitz (CS) [3] to be inadmissible
under certain conditions. The conditions are as follows: a random vector Z of order k × 1 was
assumed to be multivariate normal with mean vectorμ and known covariance matrix, where is
intraclass, i.e., all variances equal, all correlations equal. The hypotheses tested are Hi : i = 0 vs.
Ki : i > 0, i = 1, 2, . . . , k. The risk function considered, called VRSP, was a 2×1 vector where
the ﬁrst component is the sum of probabilities of rejecting correct null hypotheses and the second
component is the sum of probabilities of accepting false null hypotheses. Inadmissibility for this
vector risk implies inadmissibility for any risk function which is a positive linear combination of
the components of the vector risk. Thus, the result holds for the classiﬁcation risk which is the sum
of the components of the vector risk. The classiﬁcation risk is used by Lehmann [10], Genovese
and Wasserman [7], Ishwaran and Rao [8], Müller et al. [11], and Cohen and Sackrowitz [4]. Both
the vector risk and linear combination risk allows for the fact that the different types of error can
receive different weights.
In this paper, we extend the inadmissibility result in several directions. These directions include
distributional assumptions, two-sided alternatives for the individual tests, and different risk func-
tions that include consideration of the FDR. In fact, we prove inadmissibility for the following
models.
1.1. One-parameter exponential family
Let Yi(xi ), i = 1, 2, . . . , k be independent statistics arising from samples xi . The sample sizes
for each i are the same. The distribution of Yi is
f (yi, i ) = C(i ) exp iyi , (1.1)
with respect to some measure. Test Hi : i = 0 vs. Ki : i > 0 rejecting for large val-
ues of Yi(xi ). The risk is VRSP. If the distribution is discrete the result may require additional
assumptions.
1.2. Independent t-tests
Let Xij , i = 1, . . . , k; j = 1, . . . , n, be independent normal variables with means i and
variance 2i . Test Hi : i = 0 vs. Ki : i > 0. The risk is VRSP. The individual test statistics are
ti = √nX¯i/si , where X¯i = ∑nj=1 Xij /n, s2i = ∑nj=1(Xij − X¯i)2/(n − 1).
1.3. Analysis of variance model
Same model as 1.2 except the variances of Xij are 2, the test statistics are ti = √nX¯i/s,
s2 = ∑ki=1∑nj=1(Xij − X¯i)2/k(n − 1).
1.4. Treatments vs. control model
The setup is the same as in model 1.3 except now we assume that EX1j = 1j , j =
2, . . . , k. We test Hj : j − 1 = 0 vs. Kj : j − 1 > 0. We again use t-statistics deﬁned by
tj = √n/2(X¯j − X¯1)/s. The risk is VRSP.
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1.5. Noncentral chi-square with noncentrality parameter
Let Xi , i = 1, . . . , k be independent noncentral chi-square variables with noncentrality param-
eters i , each with  degrees of freedom. Test Hi : i = 0 vs. Ki : i > 0, rejecting for large
values of Yi = X1/2i . The risk is VRSP.
1.6. Two-sided alternatives
Let Z be a k×1 multivariate normal vector with mean vectorμ and known intraclass covariance
matrix . Test Hi : i = 0 vs. K∗i : i = 0. The risk is VRSP. Let |Zi | be the individual test
statistics. This model represents the two-sided alternative case.
1.7. Different risk functions
The inadmissibility results claimed for model 1.1 for one-sided alternatives will hold for the
following additional risk functions given in 1.2 and 1.3, under the speciﬁed conditions.
Let FDR be the false discovery rate. That is, FDR = E(U/D), where E is expected value, D =
number of rejections (discoveries) and U is the number of discoveries that are incorrect. If D = 0,
U/D ≡ 0. Let FNR = E(V/N), where N is the number of acceptances and V is the number of
incorrect acceptances. If N = 0, V/N ≡ 0. For an individual test let the loss be (0, 1, b) meaning
0 loss for a correct decision, 1 for rejecting a true null hypothesis and b for accepting a false null
hypothesis. Consider the risk functions for the multiple testing problem that are
FDR + bEV , b1/2, (1.2)
FDR + bFNR, b1, k = 2. (1.3)
In the next section we will give some preliminaries and describe the step-up procedure.After stating
the step-up procedure we will point out a practical shortcoming of typical step-up procedures. In
Section 3, we will state and prove the results mentioned in models 1.1–1.7. Section 4 contains a
brief discussion of this work.
2. Preliminaries and the step-up procedure
Let Y = (Y1, . . . , Yk)′ be a k-dimensional random vector whose variables are exchangeable
and whose joint distribution is denoted by fY(y, ). For all models except 1.1 and 1.6 we will be
testing Hi : i = 0 vs. Ki : i > 0. We regard this problem as a 2k ﬁnite action problem and
consider a variety of loss functions. Let i (Y) denote the probability of rejecting hypothesis Hi .
Let ai = 1 represent the action that Hi is rejected while ai = 0 indicates Hi is accepted. Let
vi(i ) = 0 if Hi is true and vi(i ) = 1 if Ki is true. One vector loss function is(
L0(a, ), L1(a, )
)
=
(
k∑
i=1
ai (1 − vi),
k∑
i=1
(1 − ai)vi
)
. (2.1)
The risk corresponding to (2.1) is called VRSP. That is, the risk is the vector(
R0(, ), R1(, )
)
, (2.2)
where R0 = ∑(1 − vi)Ei (Y) and R1 = ∑ viE(1 − i (Y)). Note R0 represents the sum of
the probabilities of type I errors, where R1 represents the sum of the probabilities of type II errors.
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Now, if m() is the number of positive i then R1/m is 1 minus the average power or it can be
called the false acceptance rate (FAR). This notion of average power is given by Benjamini and
Hochberg [1] and noted by Dudoit et al. [5]. On the other hand, R0/(k −m) is the average size or
it can be called the false rejection rate (FRR). We remark that VRSP (draws its acronym because
of its relation to size and power) could be replaced by the pair (FRR, FAR) without altering the
results of this paper that relate to it. A linear combination of the components of (2.1) is
k∑
i=1
ai(1 − vi) + b
k∑
i=1
(1 − ai)vi . (2.3)
The constant b in (2.3) allows for a loss of b for false acceptances. When b = 1, the expected
loss corresponding to (2.3) is called the classiﬁcation risk. Note that (1.2) is the expected loss
corresponding to
k∑
i=1
ai(1 − vi)
/
a′a + b
k∑
i=1
(1 − ai)vi . (2.4)
The risk (1.3) is the expected loss corresponding to∑
ai(1 − vi)/a′a + b
∑
(1 − ai)vi/(1 − a)′(1 − a). (2.5)
Should a′a or (1 − a)′(1 − a) be zero then the ratios above in (2.4) and (2.5) are deﬁned to be
zero.
The step-up procedure we study is as follows: let Y(1)Y(2) · · · Y(k) be the order statistics
derived from Y and let Cj be a strictly increasing set of positive critical values.
(i) If Y(1)C1, acceptH(1), whereH(1) is the hypothesis corresponding to Y(1). Otherwise reject
all Hj .
(ii) If H(1) is accepted, accept H(2) if Y(2)C2. Otherwise reject H(2), . . . , H(k).
(iii) In general, at stage j, if Y(j)Cj , accept H(j). Otherwise reject H(j), . . . , H(k).
Note that in the case whereYi are independent with distribution functionFwheni = 0, Benjamini
and Hochberg [1] demonstrate that the step-up procedure withCj = F−1(1−	(k−j+1)/k), j =
1, . . . , k controls the FDR at level 	. We now remark that this version of step-up as well as others
has the following practical shortcoming: for a sample point y = (C1 + 
, . . . , C1 + 
)′, with 
 > 0
but otherwise small, step-up rejects all hypotheses. For the sample point y∗ = (C1, C2, . . . , Ck)′
step-up accepts all hypotheses. Hence even though y2, . . . , yk all increase (and if k is large some
yi’s increase substantially), a small drop in y1, leads from all reject to all accept.
Under certain distributional assumptions on Y, CS [3] demonstrated that the step-up procedure
is inadmissible for VRSP given in (2.2). This was accomplished by demonstrating that the step-up
procedure did not have a property shared by all procedures in a complete class of symmetric
(permutation invariant) Bayes procedures and their limits. We brieﬂy review the relevant results
and theory of CS [3] that will be utilized in this paper.
To deal with VRSP we use a device introduced by CS [2]. Let  be a nuisance parameter which
takes on the values 0 or 1. Deﬁne the one-dimensional loss function
L∗(a, , ) = L(a, ). (2.6)
It now follows from CS [2] that the class of admissible procedures for the problem using (2.1)
as a loss function is the same as the problem using (2.6) as a loss function but treating  as a
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parameter which can be 0 or 1. Hence, we study the problem using (2.6) as the loss function. The
corresponding risk function is denoted as R∗(, (, )).
Now, a decision procedure ∗ is Bayes with respect to (w.r.t.) a prior distribution (, ) if
ER
∗(∗, (, )) = inf

ER
∗(, (, )). (2.7)
The prior distribution is written as
(, ) =
{
0() if  = 0,
1()(1 − ) if  = 1, (2.8)
where  is the probability that  = 0 and 0() is the conditional distribution of  given  = 0
and where (1 − ) is the probability that  = 1 and 1() is the conditional probability of  given
 = 1. We write the density of Y given (, ) as fY(Y|) since this density is the same regardless
of the value of . Note that the marginal density of Y is
fY(y) =
∫

fY(y|)[ d0() + (1 − ) d1()], (2.9)
where  = { : i0, i = 1, . . . , k}. (For the case where Hi : i = 0 vs. Ki : i = 0,  = Rk .)
(Exceptions for model 1.1 must be made here and in what follows.)
Now, let (i) = { :  ∈ , i = 0}. Then from CS [3] we have
Theorem 2.1. Consider the risk function R∗(, (, )). Also, consider the quantity
Q((i)|y) =
∫
(i)
fY(y|)[ d0() + (1 − ) d1()]
/
fY(y|) d1(), (2.10)
which is related to the posterior probability that i = 0. Let 0 and 1 be symmetric (i.e.,
permutation invariant functions of ). Finally consider the set of sample points
S = {y : y1y2 · · · yk with y1, . . . , yk−2, yk−1 + yk = uk ﬁxed uk/2ykuk}.
Then if Q((k)|y) is a decreasing function of yk on S, step-up is inadmissible.
Proof. The proof is based on Corollary 4.4 and Theorem 4.5 in CS [3]. The idea of the proof is as
follows: Symmetric Bayes procedures reject Hk if Q((k)|y) < 1−. Suppose symmetric Bayes
procedures are such that Q((k)|y) are decreasing functions of yk on S. It follows that symmetric
Bayes procedures and their limits must be such thatk(y) is increasing in yk onS. Now symmetric
Bayes procedures and their limits are a complete class of symmetric procedures. However, the
step-up procedure SU(y) is a symmetric procedure for which k(y) is not an increasing function
of yk on S. In such cases therefore step-up is inadmissible. 
3. Inadmissibility of step-up
In this section, we demonstrate that step-up is inadmissible for models 1.1–1.7. We offer three
theorems. The ﬁrst theorem treats models 1.1–1.5. The second theorem treats the two-sided case
and the last theorem is concerned with risk functions (1.2) and (1.3).
Theorem 3.1. Step-up is inadmissible for models 1.1–1.5.
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Proof. Although the speciﬁcs are different in each case, the plan involved in the proof in each of
the ﬁve models is similar to the proof of Theorem 4.5 of CS [3]. The process consists of two parts.
First, we study Q((k)|y), where(k) is the subset of parameter values under which Hk is true (see
(2.10)). The goal is to identify a monotonicity property (when some variables are held ﬁxed) that
every admissible procedure must possess. That is, we ﬁnd a variable (or transformed variables)
in which the test function for Hk must be monotone when all other variables (or transformed
variables) are ﬁxed. In particular, this will imply that an admissible procedure cannot go (along
a line with slope −1 in the transformed variables) from a region where it rejects both Hk−1 and
Hk to a region in which it accepts both Hk−1 and Hk . The second part is to demonstrate that the
step-up procedure does not have this property. This is accomplished by ﬁnding such regions. We
proceed to identify the variables needed to be ﬁxed and the required monotonicity property in
each of the ﬁrst ﬁve models and then consider models 1.6 and 1.7. 
Model 1.1: In this model, we ﬁnd Q((k)|y) from (2.10). To be precise, since Hk : k = 0
and Kk : k > 0, with y ∈ S,
Q((k)|y)
=
∫
(k) exp
(∑k−2
i=1 yii + (uk − yk)k−1 + yk0
)
[ d0() + (1 − ) d1()]
∫
 exp
(∑k
i=1 yii
)
d1()
.
(3.1)
Now as in CS [3], the denominator of Q is increasing in yk for ﬁxed uk , y1, . . . , yk−2 since the
denominator is a Schur convex function and the numerator is decreasing for uk/2yk < uk ,
since k−1 > 0. It follows that Q((k)|Y) is decreasing in yk , for y ∈ S and Theorem 2.1 is
applicable.
If the measure associated with (1.1) is counting measure, then the critical constants Cj in
the description of the step-up procedure have to satisfy a condition. The condition is that there
exists sample points y and y∗ with y1 · · · yk; y∗1 · · · y∗k such that y∗k > yk , yk−1 > y∗k−1,
yi = y∗i , i = 1, . . . , k−2 and such that at y step-up rejects Hk and Hk−1 and at y∗ step-up accepts
Hk and Hk−1.
Model 1.2: The joint distribution of the sufﬁcient statistics X¯, s2, where X¯ = (X¯1, . . . , X¯s)′,
s2 = (s21 , . . . , s2k )′ is
f (x¯, s2)=
k∏
i=1
(
√
n/
√
2i )e−(n/2
2
i )(x¯i−i )2 · e
−(n−1)s2i /22i ((n − 1)s2i )(n−3)/2

(
n−1
2
)
(2i )
(n−1)/2
=K()
k∏
i=1
(
(n − 1)s2i
)(n−3)/2
e−
∑
Vi/22i en
∑k
i=1 x¯ii /2i e−n
∑k
i=1 2i /22i , (3.2)
where K() is a function of , Vi = ∑nj=1 X2ij . Next, note that the t-test which rejects Hi if
ti = √nX¯i/si > C is equivalent to rejecting if t∗i =
√
nX¯i/V
1/2
i > C
∗
, where C∗ = C/(1+C).
It is convenient to transform (x¯, s2) into (t∗,V) and use (3.2) to ﬁnd
f (t∗,V) = K()H(t∗,V)e−
∑k
i=1 Vi/22i e
√
n
∑k
i=1 V
1/2
i t
∗
i i /
2
i e−n
∑k
i=1 2i /22i . (3.3)
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Next, we seek the analogue to (2.10). That is, if we let (k) = {(μ, ) ∈ Rk × Rk : 0i , i =
1, . . . , k − 1, k = 0, i > 0, i = 1, . . . , k
}
and let d(μ, ) denote the prior distribution on
 = {(μ, ) ∈ Rk × Rk : 0i , i > 0, i = 1, . . . , k}, then
Q
(
(k)|(t∗, V )) =
∫
(k) e
−∑ki=1 Vi/22e√n∑k−1i=1 V 1/2i t∗i i /2i d(μ, )∫
 e
−∑ki=1 Vi/22e√n∑k−1i=1 V 1/2i t∗i i /2i d1(μ, )
, (3.4)
where K() and e−n
∑k
i=1 2i /22i are absorbed into d(μ, ) and d1(μ, ). Fix Vi , t∗1 , . . . , t∗k−2,
and uk = t∗k + t∗k−1 and as in model 1.1, Q is a decreasing function of t∗k for uk/2 t∗k < uk .
Model 1.3: For this model, let V = ∑ki=1∑nj=1 X2ij , s2 = (V − n∑ki=1 X¯2i )/k(n − 1). Thejoint density of the sufﬁcient statistics (x¯, V ) is
f (x¯, V ) = K()H(x¯, V )e−V/22en
∑k
i=1 x¯ii /2 , (3.5)
where n
∑k
i=1 X¯2i V . The analogue of (3.4) is
Q((k)|x¯, V ) =
∫
(k) e
−V/22en
∑k
i=1 x¯ii /2d(μ, 2)∫
 e
−V/22en
∑k
i=1 x¯ii /2d1(μ, 2)
. (3.6)
FixV and ﬁx X¯i0 for i = 1, . . . , k−2, so that the step-up procedure acceptsHi , i = 1, . . . , k−2
on these sections. On these same sections it sufﬁces to show that step-up goes from rejecting both
Hk and Hk−1 as we ﬁx uk = X¯k + X¯k−1 to accepting both Hk and Hk−1. Since Q((k)|X¯, V ) is
a decreasing function of X¯k as V, X¯k, . . . , X¯k−2 and uk are ﬁxed, for uk/2X¯k < uk , this will
prove step-up is inadmissible.
We now examine the region in (X¯k, X¯k−1) space within the space of V, X¯, where V, X¯1, . . . ,
X¯k−2 are ﬁxed.
We can identify the sets on which step-up rejects both Hk,Hk−1, accepts both Hk,Hk−1, or
rejects one and accepts the other by considering the ellipses
nX¯2k (1 + C2k−1) + nC2k−1X¯2k−1 = C2k−1
⎛
⎝V − n k−2∑
j=1
X¯2j
⎞
⎠ , (3.7)
nC2k−1X¯2k + n(1 + C2k−1)X¯2k−1 = C2k−1
⎛
⎝V − n k−2∑
j=1
X¯2j
⎞
⎠ , (3.8)
nX¯2k (1 + C2k ) + nC2k X¯2k−1 = C2k
⎛
⎝V − n k−2∑
j=1
X¯2j
⎞
⎠ , (3.9)
nC2k X¯
2
k + n(1 + C2k )X¯2k−1 = C2k
⎛
⎝V − n k−2∑
j=1
X¯2j
⎞
⎠ . (3.10)
See Fig. 1 in which R stands for rejection and A stands for acceptance.
We see that step-up can go from reject both Hk and Hk−1 to accept both Hk and Hk−1 if
the derivative of X¯k−1 with respect to X¯k , in (3.8), when evaluated at X¯k = X¯k−1, is greater
than −1.
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curve given
by (3.10)
AR
RR
AA RA
curve given
by (3.9)
Xk-1
curve given
by (3.7)
curve give
by (3.8)
Xk
Fig. 1. Typical shape of a section of the set-up procedure.
Now, the derivative in question obtained from (3.8) is derived from the equation
X¯kC
2
k−1dX¯k + (1 + C2k−1)X¯k−1dX¯k−1 = 0, (3.11)
so that
dX¯k−1/dX¯k = −C2k−1/(1 + C2k−1) > −1.
Model 1.4: The setup for this model is the same as for model 1.3. Now, however, the hypotheses
are different and the t-tests are different. Also, the prior distribution we work with is assumed to
be symmetric (permutation invariant) in i , i = 2, . . . , k for each ﬁxed 1, . Of course, the set
 = {(μ, ) ∈ Rk × R : i1, i = 2, . . . , k,  > 0}. We rewrite the joint density (3.5) as
f (x¯, V ) = K()H(x¯, V )e−V/22en
∑k
i=2 x¯ii /2+n(
∑k
i=1 x¯i )1/2 , (3.12)
where i = i − 1, i = 2, . . . , k. The analogue of (3.6) is
Q((k)|x¯, V )
=
∫
(k) K()e
−V/22en
∑k−1
i=2 x¯ii /2+n(
∑k
i=1 x¯i )1/2d(2, . . . , k, |1) d(1)∫
K()e
−V/22en
∑k
i=2 x¯i /2+n(
∑k
i=1 x¯i )i /2d1(μ, 2)
.
(3.13)
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For ﬁxedV and X¯i , i = 1, . . . , k−2 and ﬁxed X¯k−1+X¯k = uk , the numerator of Q is a decreasing
function of X¯k for k/2X¯k < uk . The denominator can be written as∫
en(
∑k
i=1 x¯i )1e−V/22d1(1, 2)
∫
en
∑k
i=2 x¯ii /2d1(|1, 2). (3.14)
As such the second integral in (3.14) is a Schur convex function of (x¯2, . . . , x¯k) and hence (3.14) is
monotone increasing as a function of X¯k for ﬁxed V, X¯i , i = 1, . . . , k−2 and uk for uk/2X¯k <
uk .
Now, we proceed as in model 1.3 and ﬁnd the ellipses that determine the rejection and acceptance
regions as(
X¯k − X¯1/(1 + C2i )
)2 + (C2i /(1 + C2i ))X¯2k−1
= (C2i /n(1 + C2i ))
[
V − n
k−2∑
i=1
X¯2i
]
+ (X¯1/(1 + C2i ))2, i = k − 1, k, (3.15)(
X¯k−1 − X¯1/(1 + C2i )
)2 + (C2i /(1 + C2i ))X¯2k
= (C2i /n(1 + C2i ))
[
V − n
k−2∑
i=1
X¯2i
]
+ (X¯1/(1 + C2i ))2, i = k − 1, k. (3.16)
As in the previous model, we ﬁnd the derivative of X¯k−1 with respect to X¯k in (3.16) with i = k−1,
evaluated at X¯k = X¯k−1 = x. The derivative is(
X¯k−1 − X¯1/(1 + C2k−1)
)
dX¯k−1 + X¯kC2k−1/(1 + C2k−1) dX¯k = 0.
Thus, we have
dX¯k−1/dX¯k = −xC2k−1/[xC2k−1 + (x − X¯1)] > −1, (3.17)
as long as x > 0 and x > X¯1. We choose X¯1 values to ﬁx so that x > X¯1.
Model 1.5: The noncentral 2 density with  degrees of freedom and noncentrality parameter
 as given in Johnson and Kotz [9, p. 132] is
f (x, ) = exp
{
−1
2
(x + )
}/
2/2 ·
∞∑
j=0
x/2+j−1j /
( 
2
+ j
)
22j j !, (3.18)
for x > 0, 0, 1.
Let y = x1/2 and ﬁnd
f (y, ) = 2y−1 exp {− (y2 + )/2} · ∞∑
j=0
y2jj /j !22j+/2
( 
2
+ j
)
. (3.19)
The joint density of y1, . . . , yk in terms of 1, . . . , k is obtained as the product of terms in
(3.19). To prove inadmissibility of step-up we once again consider Q((k)|y) and must show
that its numerator is a decreasing function of yk , for (uk/2)yk < uk , given y1, . . . , yk−2 and
uk = yk + yk−1 are ﬁxed, and its denominator is increasing. Since 2y−1 exp −y2/2 cancels in
the expression for Q and∏ki=1 exp −i/2 can be absorbed into the prior distribution we need only
to consider the term involving the product of the sums in (3.19). Now, the denominator of Q is
Schur convex since the sum term is convex and increasing in yi so that the product is convex and
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permutation invariant. Also, the numerator for k = 0 is a decreasing function of yk when the
appropriate variables are ﬁxed.
Model 1.6: Two-sided alternatives. We demonstrate that step-up is inadmissible among the
class of procedures that are not only permutation invariant but also symmetric about zero for each
zi . Therefore, all priors are taken to be symmetric about zero for each i .
Referring to CS [3] for the density of Z, the proof in this case reduces to showing that Q((k)|z)
is a decreasing function of zk , for uk/2zk < uk , uk > 0, given z1, . . . , zk−2, zk−1 + zk = uk
are ﬁxed. This time however (k) = {μ ∈ Rk : −∞ < i < ∞, i = 1, . . . , k− 1, k = 0} while
 = {μ ∈ Rk}. Now, the denominator of Q is once again a Schur convex function of Z and hence
is increasing in zk over the proper interval. The numerator of Q is∫
(k)
e
∑k−2
i=1 zii e(uk−zk)k−1d(μ)
=
∫
· · ·
∫
e
∑k−2
i=1 zii
{∫ ∞
0
e(uk−zk)k−1d(k−1|1, . . . , k−2)
+
∫ 0
−∞
e(uk−zk)k−1d(k−1|1, . . . , k−2)
}
d(1, . . . , k−2). (3.20)
Since  is symmetric about zero for each i , the bracketed term in (3.20) is∫ ∞
0
(
e(uk−zk)k−1 + e−(uk−zk)k−1)d(k−1|1, . . . , k−1). (3.21)
We see now that the expression in (3.21) is a decreasing function of zk for zk in the interval
[uk/2, uk).
Model 1.7: Different risk functions. In this section, we assume Y is a k×1 vector of independent
random variables whose components Yi have distributions depending on parameters i . Test Hi :
i = 0i vs. Ki : i > 0i .
We start by proving the following lemma.
Lemma 3.2. For the risk function in (1.2), if step-up is inadmissible for k = 2, then it is inad-
missible for k > 2.
Proof. We show that on sections for which all yiC1, i = 1, . . . , k − 2 the problem reduces
to a two-dimensional problem. Since when all yiC1, i = 1, . . . , k − 2, step-up accepts Hi ,
i = 1, . . . , k − 2 we can limit the class of procedures to all those which do the same. On such
sections the loss given in (2.4) becomes
(
ak−1(1−vk−1)+ak(1−vk)
)/
(a2k−1+a2k )+b
{
k−2∑
i=1
vi+(1−ak−1)vk−1+(1−ak)vk
}
.
(3.22)
When considering the difference in risks then between step-up and competitive procedures on
these sections we recognize that the problem reduces to a two-dimensional problem. 
In the resulting two-dimensional problem, the original step-up procedure can be viewed as a
two-dimensional step-up procedure with constants Ck−1 and Ck .
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Theorem 3.3. Assume Yi , i = 1, . . . , k satisfy the assumptions of model 1.1. Then for the risk
function (1.2) step-up is inadmissible if b 12 .
Proof. In light of Lemma 3.2, we need only prove this for k = 2. Our proof again relies on showing
that no Bayes (or limit of Bayes) procedure can go from rejecting H1 and H2 (a1 = a2 = 1), to
accepting both (a1 = a2 = 0), as y2 increases from u2/2 to u2, for ﬁxed u2 = y1 + y2.
Now, for the loss function in (2.4) the posterior risk when taking action a1 = a2 = 0 is
b
(
2 − Q((1)|y) − Q((2)|y)). For a1 = a2 = 1, the posterior risk is [Q((1)|y) + Q((2)|y)].
Hence, action a1 = a2 = 1 is preferred over action a1 = a2 = 0 provided
Q((1)|y) + Q((2)|y)4b/(1 + 2b). (3.23)
Now denote the numerator of Q((j)|y), given in (3.23) as q(j) for j = 1, 2 and let D be the
denominator. Also, partition  = {(1, 2) : 10, 20} into the four sets {0}, A = {1 =
0, 2 > 0}, B = {2 = 0, 1 > 0}, and C = {1 > 0, 2 > 0}. Since Q() = 1, we can rewrite
(3.23) as
(q(1) + q(2))/D(4b/(1 + 2b))Q() (3.24)
which becomes
2{0} +
∫
A
ey22d(2) +
∫
B
ey11d(1)

(
4b/(1 + 2b)) {∫
A
ey22d(2) +
∫
B
ey11d(1)
+
∫
C
ey11+y22d(1, 2) + {0}
}
. (3.25)
Since {0} is constant, (3.25) can be rewritten as
K∗ 
(
4b/(1 + 2b)) ∫
C
ey11+y22d(1, 2)
+((2b − 1)/(1 + 2b)) {∫ ∞
0+
ey22d(2) +
∫ ∞
0+
e(u2−y2)1d(1)
}
, (3.26)
where K∗ a constant. Note that the right-hand side of (3.26) is an increasing function of y2,
for u2/2y2 < u2, u2 > 0, b 12 , since the ﬁrst term is Schur convex and after a change of
variable to 2 for 1 in the last term, the derivative with respect to y2 in the bracketed term is
positive. This means that in this region, if action a1 = a2 = 1 is preferred, it must remain so as y2
increases. 
Theorem 3.4. For the risk function (1.3) step-up is inadmissible for b1, k = 2.
Proof. The proof is similar to the proof of Theorem 3.3. 
Remark 3.5. For most of the models in this paper the combined step-up, step-down procedures
of Sarkar [12] can be shown to be inadmissible.
4. Discussion
The results of this paper beg the question, should the FDR controlling step-up procedure be
used as often as it is in practice. This paper claims that for a wide variety of models alternative
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procedures exist which make fewer type I errors and at the same time make fewer type II errors.
If we knew the procedures that actually are better in this sense, and they were easy to implement,
it would be very tempting to use them instead of step-up, even if they did not control FDR.
The FDR criterion itself is not always compelling. Some criticisms of its use are as follows:
(i) One can pad the number of correct rejections by inserting data or hypotheses known to be
true. This has the effect of deﬂating FDR.
(ii) Xu and Hsu [13] claim that in bioinformatic studies, the loss/cost of false discoveries often
correspond to the number rather than the proportion of false discoveries.
(iii) Whereas an FDR controlling step-up procedure is less conservative than a Bonferroni-based
single-step procedure, Ishwaran and Rao [8] note that it may still be overly conservative.
(iv) FDR may not be a compelling criterion when the total number of rejections is relatively
small.
In this work, we also noted a practical shortcoming of the FDR controlling step-up procedures.
More research needs to be done to ﬁnd procedures that will sometimes be preferred to step-up.
The speciﬁc application and the relative importance of type I vs. type II errors can help identify
competitive procedures. The authors are currently studying other procedures that hopefully can
be recommended, at least in some models. Whereas admissible procedures that control FDR can
be found there is no assurance that such procedures would be free of practical shortcomings and
would not be overly conservative. More research is necessary.
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