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Cholera is an acute intestinal illness caused by infection with the Vibrio cholerae bac-
teria. The dynamics of the disease transmission are governed by human-human, environment-
human, and within-human sub-dynamics. Specifically, the within-host dynamics incorporate
virus and immune cell interaction with the vibrios. One model is presented to incorporate all
three of these dynamical components. This model is extended to consider the case of a sub-
divided population interacting in a spatially heterogeneous environment. In particular, we find
that the between-host reproduction number is shaped by the collection of the disease risk fac-
tors from all the individual host groups. These multi-patch techniques are used to present a
model of the United States outbreak of COVID-19 during the summer of 2020. The existence
and uniqueness of a DFE (Disease Free Equilibrium) is discussed in light of the number R0,
when applicable, as well as the existence and uniqueness of a positive EE (Endemic Equilib-
rium). The conditions needed to achieve local and global stability in each system are reviewed,
and numerical simulations are presented to supplement these mathematical results.
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ai j, travel rate of susceptible individuals from patch i to patch j
α
−1
i , incubation period after exposure
bi j, travel rate of infected individuals from patch i to patch j
βE , exposed human to human disease transmission rate of coronavirus
βH , human to human disease transmission rate of cholera i to patch j
βI , infected human to human disease transmission rate of coronavirus
βL, envirionment to human disease transmission rate of cholera
c1, generation rate of human vibrios
c2, generation rate of human viruses
d1, killing rate of human vibrios
d2, killing rate of human viruses
δ , natural death rate of bacteria
e1, immune stimulation rate from human vibrios
e2, immune stimulation rate from human viruses
γ , rate of recovery from disease
µ , rate of death from disease
p, host immune cell removal rate
τ , removal rate of human viruses
w, natural death rate
ξ , removal rate of human vibrios




Modeling the spread of infectious diseases is a vital area of applied mathematics. Using
differential equations and dynamical systems, we are able to predict the longevity and magni-
tude of potential disease outbreaks, as well as gain insights into potentially effective control
measures. Each disease, however, has unique characteristics that effect how it is transmitted.
Additionally, the behavior of the host population will alter the transmission pathways. In this
paper, we consider two diseases: the intestinal illness cholera, and the upper respiratory infec-
tion COVID-19.
A unique characteristic of cholera is the environment-host indirect transmission path-
way. This type of transmission occurs when humans ingest a certain quantity of the Vibrio
cholerae bacteria, most often from contaminated foods or water sources [1]. Once ingested,
the environmental vibrios interacts with the virus CTXφ resulting in more toxic vibrios, while
host immune attempt to kill the virus [2]. This within-host interaction is a key component in
the infectivity and spread of cholera. Additionally, the spatial behavior of the host population
can have a significant impact on the spread of the disease.
In the year of 2020, countries all across the world were exposed to the COVID-19 virus.
The disease, first documented in Wuhan, China, has since spread to almost every continent on
the globe. COVID-19 is an upper respiratory illness contracted primarily through exposure
to respiratory droplets from an infected individual [3]. Unlike cholera, the primary transmis-
sion channel of the disease is close human-human contact instead of indirect transmission.
There have been studies that show coronaviruses, including the novel coronavirus COVID-19,
can survive for differing periods of time on inanimate surfaces and other environmental path-
ways [4, 5]. In light of these facts, and building on the model proposed in [6], we propose a
1
multi-group model for COVID-19 that incorporates indirect environment-human transmission
in addition to direct human-human transmission.
The remainder of this dissertation is organized as follows. In the second chapter, we
propose a model for cholera incorporating the within-host, between-host, and environment-
host dynamics. Portions of this chapter appeared as a Master’s Thesis for the University of
Tennessee at Chattanooga, as well as in Mathematical Biosciences and Engineering in Jan-
uary 2019 [7]. In the third chapter, we extend this model to represent a spatially heteroge-
neous population using multi-group modeling techniques. Portions of chapter three appeared
in Mathematical Biosciences and Engineering in July 2019 [8]. In the fourth chapter, the multi-
group structure employed in the previous cholera model is adapted to propose a model for 2020




MULTI-SCALE MODELING OF CHOLERA
A recent Cholera model by Xueying Wang and Jin Wang [9] takes both within-host
and between-host interactions into account. They employ a fast-slow analysis to account for
the different time scales of the respective interactions. This chapter furthers ideas presented in
[9] by expanding the within-host dynamical system from one to three compartments in order
to gain some new insight into the disease. In addition, we analyze the system first in three
separate smaller systems, each of which acts on a very different time scale. We then couple the
three smaller systems together into one final system. The first system we analyze represents the
evolution of the vibrios within the environment. This is a one dimensional system providing
a link between the between-host and within-host dynamics, and happens at a very slow time
scale. The second system, which happens at a medium time scale, consists of three equations
and is a standard SIR model depicting the between-host dynamics of the disease. The third
and final system happens at a very fast time scale, and represents the within-host dynamics
of the vibrios. This fast-scale system consists of three equations. Thus, the final system is a
seven-dimensional system. This chapter is organized as follows. In Section 1, we discuss the
model and its various components. In Section 2, we analyze the slow-scale system. In Section
3, we analyze the combined slow and intermediate-scale system. In Section 4, we analyze the
full system. Each section follows the same general framework of verifying the existence and
possibly uniqueness of a disease free equilibrium (DFE) solution, verifying the existence of
a positive Endemic Equilibrium (EE) solution, and analyzing the stability of each. We also
derive the basic reproduction number of the system using the next-generation technique, and
supplement analysis with numerical results where applicable.
3
2.1 Model Description











where S, I, and R represent the number of susceptible, infected, and recovered individuals,
respectively. B represents the concentration of the bacteria Vibrio cholerae in the contaminated
water supply. The system governing the within-host dynamics happens on a much faster time
scale, while the system governing the environmental evolution of the vibrios happens on a much
slower time scale.






=c2BV −d2MV − τV,
dM
dt
=e1MZ + e2MV − pM.
(2.2)
where Z, V, and M represent the concentrations of human vibrios, viruses, and host immune
cells, respectively. System 2.2 will be referred to as the fast-scale system.
The dynamics of the environmental evolution of the vibrios is goverened by the equation
dB
dt
= ξ (Z)I−δB. (2.3)
where ξ (Z) is the host shedding rate that depends on the human vibrios. Equation 2.3 will be
referred to as the slow-scale system. Due to the three different time scales in our model, the
variable B will be treated as constant in the intermediate-scale and fast-scale system. Similarly,
the variables Z and I will be considered at their steady states in the slow-scale system.
4
2.2 Slow-Scale System Dynamics
The environmental evolution of the vibrios is governed by the equation
dB
dt
= ξ (Z)I−δB. (2.4)
Due to the slow time scale, we consider Z and I at their steady-states, or effectively as constant.
By solving (dB)/(dt) = 0 for B, it is clear that the unique equilibrium solution is given by
B = ξ (Z)I
δ
. We can also easily check the stability of this solution by solving for B(t). By direct
calculation, we can see that
B(t) =
ξ (Z)I−ξ (Z)Ie−δ t
δ
+B(0)e−δ t . (2.5)
Clearly, B(t)→ ξ (Z)I
δ
as t→∞ regardless of the value of B(0). This implies that the solution is
globally asymptotically stable. It is worth noting that the ultimate value of the equilibrium of
2.3 is dependent on the value of Z. This should not come as a surprise, as B is the concentration
of vibrios in the environment, and ξ (Z) is the host shedding rate into the environment.
2.3 Slow and Intermediate Coupled System














2.3.1 Disease Free Equilibrium Analysis
It can be observed that the DFE of this system exists at (S, I,R,B) = (N,0,0,0). We
will now proceed with the next generation matrix analysis to compute the basic reproduction
5









= F −V , (2.7)
where compartment F represents new infections and V represents transitions from other pop-
ulation sets. The next generation matrix is FV−1 where
F = DF (X0) =
βHN βLN
0 0
 , V = DV (X0) =
 γ +µ 0
−ξ (Z) δ
 (2.8)














N(βLξ (Z)δ +βH) N (γ+µ)βLδ
0 0
 .











Once again, by van den Driessche and Watmough [10], we obtain local asymptotic stability of
the DFE when R0 < 1 and instability when R0 > 1.
It remains to show that the DFE is globally asymptotically stable (GAS). To do so, we
will follow this result proven by Castillo-Chavez et al [11].
6




dt = G(X1,X2), G(X1,0) = 0
where X1 ∈ Rm denotes (its components) the number of uninfected individuals and X2 ∈ Rn
denotes (its components) the number of infected individuals including latent, infectious, etc;
X0 = (X∗1 ,0) denotes the DFE of the system. Also assume the conditions (H1) and (H2) below:
(H1) For dX1/dt = F(X1,0), X∗ is globally asymptotically stable;
(H2) G(X1,X2) = AX2− Ĝ(X1,X2), Ĝ(X1,X2)≥ 0 for (X1,X2) ∈Ω,
where the Jacobian A = ( ∂G
∂X2
)(X∗1 ,0) is an M-matrix (off-diagonal elements of A are non-
negative) and Ω is the region where the model makes biological sense. Then the DFE X0 =
(X∗1 ,0) is globally asymptotically stable when R0 < 1.
With this lemma, we may proceed to the following result.






< 1, the DFE X0 = (N,0,0,0) is globally
asymptotically stable.
Proof. Assume R0 < 1 Let X1 = (S,R)T , X2 = (I,B)T , and X∗1 = (N,0)
T . Then the




























and the solution is given by
R(t) = R(0)e−µt , S(t) = N− (N−S(0))e−bt .
We can see that as t → ∞, R(t)→ 0 and S(t)→ N independently of R(0) and S(0).



















Note that the matrix A = ∂G
∂X2
(N,0,0,0) has non-negative off-diagonal entries. Also, Ĝ ≥ 0
since N ≥ S. This satisfies condition (H2) of Lemma (2.3.1). Thus, by Lemma (2.3.1), the DFE
is globally asymptotically stable when R0 < 1.
2.3.2 Endemic Equilibrium Analysis
By setting each of the four equations in (2.6) to zero, we are able to explicitly solve for


















Note that R0 > 1 is a necessary condition for I∗ > 0.
First, we will analyze the local stability of the system. The jacobian matrix evaluated at
the EE is given by

−βHI∗−βLB∗−µ −S∗βH 0 −S∗βL
βHI∗ βHS− γ−µ 0 βLS∗
0 γ −µ 0
0 ξ (Z) 0 −δ

Then the characteristic polynomial is given by
Det(λ I− J∗) = (λ +µ)(a0λ 3 +a1λ 2 +a2λ +a3) (2.15)
where
a0 =1
a1 =βHI∗+βLB∗+δ +2µ + γ−βS∗
a2 =µ2 +(βHI∗+βLB∗)δ +(βHI∗+βLB∗)(µ + γ)+2δ µ +δγ +µγ−δβHS∗−βLS∗ξ (Z)−βHS∗µ
a3 =δ µ2 +δ µ(βHI∗+βLB∗)+δγ((βHI∗+βLB∗)+δγµ−δβHS∗µ−βLS∗ξ (Z)µ
(2.16)
The EE is locally asymptotically stable iff all roots have a negative real part. This is clear for
λ =−µ . In order for the roots of a0λ 3+a1λ 2+a2λ +a3 to have negative real parts, the Routh-
Hurwitz stability criterion [12] requires that a0 > 0, a1 > 0, a2 > 0, a3 > 0, and a1a2 > a0a3.
We will need to make use of the following lemma.
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Lemma 2.3.3. When R0 > 1, S* satisfies the following:
µ + γ−S∗βH > 0 and δ (γ +µ) = βLξ (Z)S∗+δβHS∗.









< µ + γ
=⇒ S∗βH < µ + γ
=⇒ µ + γ−S∗βH > 0





+βH) = 1 =⇒ S∗(βLξ (Z)+βHδ ) = δ (γ +µ)
=⇒ δ (γ +µ) = βLξ (Z)S∗+δβHS∗
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Theorem 2.3.4. The polynomial a0λ 3 +a1λ 2 +a2λ +a3, with a0, a1, a2, and a3 as defined in
(4.10), satisfies the inequalities a0 > 0, a1 > 0, a2 > 0, a3 > 0, and a1a2 > a0a3.
Proof. Using Lemma 4.1, we can easily show the following inequalities:
a1 = βHI∗+βLB∗+δ +2µ + γ−βHS∗
= βHI∗+βLB∗+δ +µ +(µ + γ−βHS∗)
> 0.
a2 = µ2 +(βHI∗+βLB∗)δ +(βHI∗+βLB∗)(µ + γ)+2δ µ +δγ +µγ
ds−δβHS∗−βLS∗ξ (Z)−βHS∗µ
= (βHI∗+βLB∗)(µ + γ +δ )+δ µ +µ(µ + γ−βHS∗)+δ (γ +µ)−βLS∗ξ (Z)−δβHS∗
> 0.
a3 = δ µ2 +δ µ(βHI∗+βLB∗)+δγ((βHI∗+βLB∗)+δγµ−δβHS∗µ−βLS∗ξ (Z)µ
= µ[δ (γ +µ)−βLS∗ξ (Z)−δβHS∗]+δ (γ +µ)(βHI∗+βLB∗)
= δ (γ +µ)(βHI∗+βLB∗)
> 0.
a1a1−a0a3 > δa2−a0a3
= δ µ2 +δ (βHI∗+βLB∗)(µ + γ +δ )+µγδ +δ µ(µ + γ−βHS∗+δ 2µ
−δ (γ +µ)(βHI∗+βLB∗)
> δ (µ + γ +δ )(βHI∗+βLB∗)−δ (γ +µ)(βHI∗+βLB∗)
> 0
In order to prove the global stability of the unique NTE, we will follow the approach of
Li and Muldowney outlined in [13]. The following is the main result of [13].
11
Theorem 2.3.5. Let the map x 7→ D from an open subset D ⊂ Rn to Rn be such that each
solution x(t) to the differential equation
x′ = f (x) (2.17)
is uniquely determined by its initial value x(0)= x0, and denote this solution by x(t,x0). Assume
that
(D1) D is simply connected;
(D2) there is a compact absorbing set K ⊂ D;
























matrix-valued function. Then the unique equilibrium x̄ is globally
stable in D if q̄2 < 0.
Utilizing Theorem 2.3.5, we will now follow the approach outlined in [13] to show the
conditions under which global stability of the system may be achieved.
Theorem 2.3.6. If 2βHS∗− γ ≤ 0, then the unique EE (6.9) is globally stable.












































βHI +βLB βHS− γ−µ βLS
0 ξ (Z) −δ
 .
The second additive compound matrix is then given by
J[2] =

βH(S− I)−βLB− (γ +2µ) βLS βLS
ξ (Z) −(βHI +βLB+µ +δ ) −βHS





βH(S− I)−βLB− (γ +2µ) βL SBI βL
SB
I
ξ (Z) IB −(βHI +βLB+µ +δ ) −βHS
0 βHI +βLB βHS− (γ +µ +δ )
 .




















−(βHI +βLB+µ +δ ) −βHS
βHI +βLB βHS− (γ +µ +δ )

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Let m denote the Lozinskii measure with respect to the norm |(x1,x2,x3)|=max{|x1|, |x2|, |x3|}.
Then m(Q) = sup{g1,g2} with
g1 =m1(Q11)+ |Q12|
g2 =|Q21|+m1(Q22)
where |Q12| and |Q21| are the matrix norms induced by the L1 norm and m1 denotes the Lozin-
skii measure with respect to the L1 norm. By direct calculation, we see that
























From this, we wee that if 2βHS−γ ≤ 0, then m(t) = sup{g1,g2} ≤ I
′
I −µ . Now, for sufficiently

























for sufficiently large t. This now implies q̄2 ≤−µ2 < 0. According to theorem 2.3.5, it must be
that the EE (2.14) is globally stable.
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2.4 Full System Analysis
Now that we have analyzed each of the three separate components of the full system,


















=c2BV −d2MV − τV,
dM
dt
=e1MZ + e2MV − pM.
(2.21)
. When discussing this system, we assume that the host shedding rate is positive and nonde-
creasing, i.e. ξ (0)> 0 and ξ ′(Z)≥ 0.
2.4.1 DFE and Basic Reproduction Number
We will first calculate the DFE and basic reproduction number of the system. It is clear
to see that the unique DFE exists at (S, I,R,B,Z,V,M)T = (N,0,0,0,0,0,0)T = X0. The basic
reproduction number of the system can be calculated using the next-generation matrix tech-
nique as before. We consider the infection related components of the system only, separating























(d2M+ τ)V − c2BV

= F −V . (2.22)
15
The next generation matrix is given by FV−1 where
F =DF (X0) =

βHN βLN 0 0
0 0 0 0
0 0 0 0
0 0 0 0

V =DV (X0) =

γ +µ 0 0 0
−ξ (0) δ 0 0
0 0 ζ 0













0 0 0 0
0 0 0 0
0 0 0 0

.
The basic reproduction number R0 is the spectral radius of the next generation matrix. Thus,




δ (γ+µ) . We know by van den Driessche and Watmough [10] that the DFE
is locally asymptotically stable whenever R0 < 1, and unstable when R0 > 1.
2.4.2 Endemic Equilibria
We now seek all possible equilibrium solutions (S∗, I∗,R∗,B∗,Z∗,V ∗,M∗) in which the
infected population persists. As such, we assume I∗ 6= 0. It follows immediately that R∗ 6= 0
and S∗ 6= 0. We now have multiple cases to consider.
Case 1: Suppose R0 > 1, dXdt = 0, B
∗ 6= 0 and V ∗ = 0. Then dZdt = 0 implies Z
∗ = 0
and dMdt = 0 implies M
∗ = 0. The remaining four variables are uniquely determined by the
16

















Note that S∗, I∗, R∗, and B∗ are all positive since R0 > 1. This solution can also be reached
by changing the initial assumption V ∗ = 0 to Z∗ = 0. This first case reduces to a system that
reflects inactivity within the hosts, while environmental bacteria and the infected population
persist.
Case 2: Suppose R0 > 1, dXdt = 0, B
∗ 6= 0, Z 6= 0 and M∗ = 0. It follows that each
remaining variable must be nonzero. dVdt = 0 tells us that B
∗ = τc2 . Knowing this value for
B∗, we may use the first two equations to solve for S∗ and I∗. In doing so, the solution for I∗








b =(γ +µ)(βLτ + c2µ)− c2µβHN
c =−µτβLN.
Note that the solution with the positive root is guaranteed to be positive, since a > 0 and c < 0.
Now that we have obtained this value for I∗, the rest of the solution variables may be determined
17




























This equilibrium represents a state in which the host immune cells are depleted, but the virus
and vibrios persist within the human body.
Finally, we will establish the existence of an entirely positive EE solution. If we assume








































































































If the two above equations have exactly one intersection point Z∗0 , then this point will determine
a unique solution for the system.

























c =− τδβH ,
then Z∗0 generates a unique positive EE solution to 3.48.





























with a negative left endpoint and a
right endpoint equal to zero, the two functions f1(Z∗) and f2(Z∗) are guaranteed to have at
least one intersection point Z∗0 on the interval. We now proceed to show the uniqueness of this





. The first and second derivative of f1(Z∗) are given by
f ′1(Z



















With our assumption ξ ′′(Z∗)< 0, it is clear that h1(Z∗)< 0. Thus, since h2(Z∗)> 0, we have
f ′′1 (Z




. Since f2(Z∗) is a linear decreasing function passing









such that f1(Z∗0) = f2(Z
∗
0).
Given the existence of such a point Z∗0 , we must also consider how to achieve X
∗ > 0.
It is clear that S∗ > 0 from 2.26 since ξ (Z∗)≥ 0. From 2.26, it is clear that B∗ > 0 if and only
if






δ (γ+µ) > 1, we have
N− δ (γ+µ)
δβH+βLξ (Z∗)












Thus, B∗ > 0. By the same argument, we have that I∗ > 0 and R∗ > 0. Moving on, we want to
determine if it is possible for M∗ > 0. First, it will be helpful to solve M∗ = 0 for ξ (Z∗) where
M∗ is defined in 2.26. After substituting for B∗ from 2.26, we get a quadratic equation in ξ (Z∗)
of the form









c =− τδβH .
(2.29)
So, in order for M∗ > 0, we need the equation 2.28 to be greater than zero. First, we will













since a > 0 and c < 0. Now that we have found a value of ξ (Z∗) that gives M∗ = 0, we can
determine the values of ξ (Z∗) that M∗ positive. Specifically, note that M∗ as a function of
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We must also look to 2.26 to see that V ∗ > 0 requires Z∗ < pe1 . Hence, M













holds. Since pd2d2e1+c2e2 <
p
e1
our solution point Z∗0 determines a unique positive EE solution to











A first step towards understanding the stability of the EE of the full system is to analyze
its behavior near the bifurcation point R0 = 1. The following result was established in [14].
Lemma 2.4.2. Consider a general system of ODEs with a real parameter β :
dx
dt = f (x,β ); f : IR
n× IR→ IRn, and f ∈C2(IRn× IR). (2.31)
Assume x = X0 is an equilibrium of system 3.34 for all β . Also assume






is the linearization matrix of system 3.34 at the
equilibrium x = X0 with β evaluated at β ∗. Zero is a simple eigenvalue of A and all
other eigenvalues of A have negative real parts.
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(A2) Matrix A has a right eigenvector w and a left eigenvector v corresponding to the
zero eigenvalue.

















The local dynamics of the system 3.34 around x = X0 are totally determined by a and b.
(i) a > 0, b > 0. When β − β ∗ < 0 with |β − β ∗|  1, x = X0 is locally asymptotically
stable, and there exists a positive unstable equilibrium; when 0 < β −β ∗ 1, x = X0 is
unstable and there exists a negative and locally asymptotically stable equilibrium;
(ii) a< 0, b< 0. When β−β ∗< 0 with |β−β ∗| 1, x=X0 is unstable; when 0< β−β ∗
1, x=X0 is locally asymptotically stable, and there exists a positive unstable equilibrium;
(iii) a > 0, b < 0. When β −β ∗ < 0 with |β −β ∗|  1, x = X0 is unstable, and there exists
a locally asymptotically stable negative equilibrium; when 0 < β − β ∗  1, x = X0 is
stable, and a positive unstable equilibrium appears;
(iv) a < 0, b > 0. When β −β ∗ changes from negative to positive, x = X0 changes its stability
from stable to unstable. Correspondingly a negative unstable equilibrium becomes posi-
tive and locally asymptotically stable.
With the use of this result, we will demonstrate that a local forward bifurcation occurs
at this point.
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Theorem 2.4.3. When R0− 1 changes from negative to positive, the DFE X0 changes its sta-
bility from stable to unstable. Furthermore, the EE becomes locally asymptotically stable.










The jacobian matrix A = J(X0,β ∗H) is given by
A =

−µ −β ∗HN 0 −βLN 0 0 0
0 β ∗HN− γ−µ 0 βLN 0 0 0
0 γ −µ 0 0 0 0
0 ξ (0) 0 −δ 0 0 0
0 0 0 0 −ζ 0 0
0 0 0 0 0 −τ 0
0 0 0 0 0 0 −p

.
From columns 1, 5, 6 and 7 it can be seen that four eigenvalues of A are −µ , −ζ , −τ and −p.
The remaining three eigenvalues can be determined from the smaller matrix
B =

β ∗HN− γ−µ 0 βLN
γ −µ 0
ξ (0) 0 −δ
 .
After some simplification, we have
det(B−λ I) = λ (−µ−λ )(δ + βLξ (0)
δ
+λ ).
Thus, the remaining three eigenvalues are given by −µ , −(δ + βLξ (0)
δ
), and 0. The conditions
of (A1) are then satisfied.
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Consider again the Jacobian matrix A. Denote w = (w1,w2,w3,w4,w5,w6,w7)T , a right
eigenvector such that 
−µw1−β ∗HNw2−βLNw4






















Similarly, denote v = (v1,v2,v3,v4,v5,v6,v7), a left eigenvector such that

−µv1








Solving the system along with the addtional condition
v4
(









δ 2 +βLNξ (0)
,0,
βLNξ (0)





Now we have v ·w = 1, A ·w = 0 and v ·A = 0. From (A2) in 2.4.2, it follows that
a =
−2δ 3(γ +µ)2




δ 2 +βLNξ (0)
> 0.
Thus, based on 2.4.2, we have verified the conditions under which the result of the theorem
holds.
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Figure 2.1 Infection behavior when R0 > 1
2.4.3 Numerical Results
We will now supplement some of the previous analytical results with numerical simula-
tions. Our main goal with these simulations is to verify the stability of the various equilibrium
solutions relative to R0.
First we will consider system 2.6. When R0 > 1, the EE of the system should be globally
stable. This behavior can be seen in Figure 2.1. Figure 2.2 illustrates that when R0 < 1 the
disease does not persist, and the DFE is globally stable.
Next, we seek some information on the full system 2.21. We have shown the existence
and uniqueness of an EE under specific conditions, as well as the existence of two boundary
equilibria other than the DFE. As we expect, when R0 < 1, the DFE is globally stable. This can
be seen in Figure 2.3. When R0 > 1, the DFE becomes unstable. There are, however, additional
conditions needed for the EE to exist. When these conditions are not present, it appears that the
solutions tend toward the first boundary equilibrium (2.24) as shown in Figure 2.4. Finally, we
analytically verified the existence, uniqueness, and even local stability of the EE in Theorem
2.4.3. We were able to verify the local stability of the EE numerically. The results can be
observed in Figure 2.5.
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Figure 2.2 Infection behavior when R0 < 1
Figure 2.3 Full System when R0 < 1
28
Figure 2.4 Full System when R0 > 1 and EE does not exist
Figure 2.5 Local Stability of EE
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2.5 Discussion
In this chapter, a simple SIR model framework is extended to include both environmen-
tal and within-host dynamics. Specifically, the within-host dynamical system proposed in [9] is
expanded to include the influence of human virus and immune cell interaction with the infec-
tious vibrios. The one-dimensional slow-scale system has a single globally stable equilibrium
solution. The dynamics of the smaller of the two combined systems depends mostly on R0, as
expected. We conduct a complete equilibrium analysis for this system. We are then able to
provide sufficient conditions for the existence of a unique positive EE for the fully combined
system. Using a result from [14] we are able to conduct a localized bifurcation analysis of
the full system. Finally, numerical simulations were conducted to both verify and supplement
the analytical findings from the previous sections. Specifically, R0 > 1 is not enough for the
full system to admit a positive equilibrium. Unless some additional conditions are met, the
solutions tend toward a boundary equilibrium instead.
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CHAPTER 3
MULTI-GROUP AND MULTI-SCALE MODELING OF CHOLERA
Although traditional mathematical epidemic models are focused on disease transmis-
sion and spread at the population level, there is increasing interest in connecting the between-
host transmission dynamics and the within-host immunological dynamics [15, 16, 17]. These
studies, however, are mainly concerned with directly transmitted or vector-borne diseases, and
typically involves only a single population setting in a homogeneous environment.
In the previous chapter, we conducted multi-scale modeling for cholera incorporating
within-host, between-host, and environment-host transmission. In the present chapter we aim
to further explore the spatio-temporal dynamics of cholera, and ultimately connect them to the
within-host dynamics discussed previously. Together, these two aspects of disease transmission
provide a robust model for the disease that captures much of the nuance of its transmission.
In the first section, we propose a multi-patch model where individuals travel from one
group to another at varying rates. This simulates the effects of intermingling populations in
the midst of an outbreak. In the next section, we propose a multi-group, multi-scale model of
cholera where all direct transmission to a particular group is uniform. Finally, in case 3, we
propose an alternate model in which direct interaction between groups does not occur. Rather,
groups interact exclusively through indirect means (e.g. a shared water source). For each
section, we analyze the model in a two group setting before moving on to the general case.
Numerical simulations are conducted throughout to complement analytical results.
3.1 Multi-Patch Model
In the first section, we discuss a setting in which members of a population physically
travel between distinct groups, or patches. These rates of travel from group i to group j are de-
noted by ai j and bi j for susceptible and infected individuals, respectively. This model builds on
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previous literature analyzing multi-patch epidemic models [18], specifically by incorporating
the environment-human transmission characteristic of cholera dynamics.
3.1.1 Two Patch model
We begin our analysis with a two group model. The system of equations below de-
scribes two separate patches of hosts interacting with one another both directly and indirectly.
All parameters carry the same biological meaning as in the previous chapter, with the addition
of ai j and bi j.
S′1 = µN1−βH1S1I1−βL1S1B+a12S2−a21S1−µS1
S′2 = µN2−βH2S2I2−βL2S2B+a21S1−a12S2−µS2
I′1 = βH1S1I1 +βL1S1B+b12I2−b21I1− (γ1 +µ)I1
I′2 = βH2S2I2 +βL2S2B+b21I1−b12I2− (γ2 +µ)I2
B′ = ξ1I1 +ξ2I2−δB
(3.1)
DFE and R0
In order to determine the existence and uniqueness of a DFE for system (3.1), we set









Thus, there is a unique DFE P0 = (S01,S
0
2,0,0,0). We proceed as usual with the next-generation











−b12I2 +b21I1 +(γ1 +µ)I1





















b21 + γ1 +µ −b12 0














































Taking the determinant of FV−1−λ I and setting equal to zero yields the characteristic poly-
nomial











If we define the following parameters
β1 = βH1 +βL1
ξ1
δ





























The following lemma establishes important qualities of the above coefficients.
Lemma 3.1.1. For all positive parameter values, the following three properties hold for b and
c as defined in (3.3):
(i) b < 0
(ii) c > 0
(iii) b2−4c > 0
Proof. First, note that
D = δ ((α1α2−b21b12))
= δ (γ1 +µ)(γ2 +µ)+b21(γ2 +µ)+b12(γ1 +µ)> 0














































The basic reproduction number of the system is given by maximum absolute value of














Based on Lemma 1.1, we can arrive at a simpler representation by means of an equivalent
threshold parameter whenever 0 <−b < 2.
Theorem 3.1.2. The threshold parameter
R′0 =−(b+ c)
has the following properties whenever −2 < b < 0:
R′0 > 1 ⇐⇒ R0 > 1
R′0 < 1 ⇐⇒ R0 < 1
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2 < / > 1
⇐⇒ −b+
√
b2−4c < / > 2
⇐⇒
√
b2−4c < / > 2+b
⇐⇒ b2−4c < / > b2 +4b+4
⇐⇒ −(b+ c) < / > 1
Alternatively, when −b > 2, it is clear that R0 > 1. The sign of R′0, however, is unclear
in this case.
Endemic Equilibrium
In order to analyze the conditions for an endemic equilibrium solution, we make the
assumptions a12 = b12 and a21 = b21. That is, the travel rates between patches are uniform for
susceptible and infected individuals alike. Then the new system simplified from (1) is given by
S′1 = µN1−βH1S1I1−βL1S1B+a12S2−a21S1−µS1
S′2 = µN2−βH2S2I2−βL2S2B+a21S1−a12S2−µS2
I′1 = βH1S1I1 +βL1S1B+a12I2−a21I1− (γ1 +µ)I1
I′2 = βH2S2I2 +βL2S2B+a21I1−a12I2− (γ2 +µ)I2
B′ = ξ1I1 +ξ2I2−δB
(3.5)
Furthermore, setting
X1 =S1 + I1
X2 =S2 + I2
gives the following compressed version of the system (3.5):
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X ′1 =µN1 +a12X2− (µ +a21)X1− γ1I1
X ′2 =µN2 +a21X1− (µ +a12)X2− γ2I2
B′ =ξ1I1 +ξ2I2−δB
(3.6)
Setting the system (3.6) equal to zero and solving for X1 and X2 gives
X1 =C11I1 +C12I2 +C13




a12a21− (µ +a12)(µ +a21)
C21 =
a21γ1
a12a21− (µ +a12)(µ +a21)
C12 =
a12γ2
a12a21− (µ +a12)(µ +a21)
C22 =
γ2(µ +a21)
a12a21− (µ +a12)(µ +a21)
C13 =
−µ[a12N2 +(µ +a12)N1]
a12a21− (µ +a12)(µ +a21)
C23 =
−µ[a21N1 +(µ +a21)N2]
a12a21− (µ +a12)(µ +a21)
.
It is important to note the following:
C11 < 0 C21 < 0
C12 < 0 C12 < 0































+a21I1− (a12 + γ2 +µ)I2 = 0
Our goal is now to find a positive intersection point of the two curves described by f1 and f2.






A1 =(β1q+ τ12)(C12 +(C11−1)q)
B1 =C13(β1q+ τ12)+a12−α1q
A2 =(β2 + τ21q)(C21q+(C22−1))
B2 =C23(β2 + τ21q)+a21q−α2
















b =(β1β2 + τ12τ21)(C23(C11−1)−C13C21)+β1τ21(C12C23−C13(C22−1))+ τ21(α1(C22−1)−C21a12)
+β1(C12a21− (C11−1)α2)+ τ12(C11−1)a21+β2C21α1







A sufficient condition for the existence of a positive root of the polynomial aq3+bq2+
cq+ d is that the product ad < 0. If in fact ad < 0, the additional condition bc > 0 would
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guarantee a unique positive real root. Expanding the following terms reveals
C23(C11−1)−C13C21 < 0
C23C12−C13(C22−1)> 0.
It is clear then that ad < 0, and there must be at least one positive root q∗ of the polynomial.
Thus, we know there exists a q such that −B1/A1 = −B2/A2. What remains is to show under
what conditions −B1/A1 > 0. It is clear that both A1 < 0 and A2 < 0. We therefore need only







Additionally, we may rewrite B1 or B2 in similar terms.






Theorem 3.1.3. R′0 > 1 =⇒ min{B1,B2}> 0, and hence the existence of a positive EE.
Proof. First, we may choose q such that B1A1 =
B2
A2
. For such a q, it is clear that B1 and B2
must have the same sign, as A1 and A2 are both negative. Since an EE exists whenever B1 and
B2 are both positive, it is sufficient to show that at least one is positive. Suppose R′0 > 1. This
is equivalent to the inequality
(S01τ12 +a12)(S
0
2τ21 +a21)− (S01β1−α1)(S02β2−α2)> 0 (3.9)
Note that if the product (S01β1−α1)(S02β2−α2) < 0, we immediately have R′0 > 1 and B1 or
B2 positive. Otherwise, suppose the product (S01β1−α1)(S02β2−α2) > 0. If R′0 > 1 and both




















|} > 1. Without loss of
generality, suppose S01τ12 +a12 >−(S01β2−α2). Then
B1 > (S01β1−α1)(q−1). (3.10)














Thus, B2 > 0 if q≥ 1. Together, (3.10) and (3.11) imply that for any value of q, min{B1,B2}>
0.
Theorem (3.1.3) implies that a positive EE exists whenever R0 > 1 and −(b+ c) > 1.
The two inequalities are one in the same whenever 0 < −b < 2. When −b > 2, the above
analysis does not automatically apply. While −b > 2 =⇒ R0 > 1, we cannot conclude −(b+
c) > 1 without the additional assumption c ≤ 1. We do know, however, that −b > 2 =⇒
−(b+1)> 1. This leads to the inequality
α2(S01β1−α1)+α1(S02β2−α2)+a12(S02τ21 +a21)+a21(S01τ12 +a12)> 0. (3.12)
As in the proof of Theorem (3.1.3), if at least one of (S01β1−α1) or (S02β2−α2) is positive,
existence of a positive EE follows. Thus, the only uncertain case is when both (S01β1−α1) and
(S02β2−α2) are negative, but (3.12) still holds. This case can be divided into two sub cases.
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Case 1:
min{α2(S01β1−α1)+a21(S01τ12 +a12),α1(S02β2−α2)+a12(S02τ21 +a21)}> 0.










































Thus, for Case 1, any positive value of q will result in the existence of a positive EE.
Case 2:
min{α2(S01β1−α1)+a21(S01τ12 +a12),α1(S02β2−α2)+a12(S02τ21 +a21)}< 0
max{α2(S01β1−α1)+a21(S01τ12 +a12),α1(S02β2−α2)+a12(S02τ21 +a21)}> 0













if q > a12
α1














Thus, B1 and B2 are positive regardless of the value of q. Finally, we may conclude that there
exists a positive EE whenever R0 > 1.
3.1.2 Generalization for m groups
In general, the system of equations describing a collection of m patches interacting with



























Setting Ii = 0 for all i, we immediately have B = 0 from B′ = 0. We are left with the
linear system D0S = µN where
N = (N1,N2, ...,Nn)T
S = (S1,S2, ...,Sn)T





a j1 −a12 . . . −a1n
−a21 µ + ∑
j 6=2
a j2 . . . −a2n
...
... . . .
...




just as in [18]. It can be verified that D0 is a nonsingular M-matrix and (D0)−1 ≥ 0. Thus,
the system has a unique positive solution given by S0 = µ(D0)−1N. This result describes the
existence of a unique disease-free equilibrium P0 given by






Preceding discussion of the basic reproduction number of the system, we define the feasible re-








Ni, and ξmax =maxi(ξi). Adding the first 2m










This implies that limsupt→∞B≤
ξmax
δ
N. We then choose the feasible region of (3.13) to be
Γ =
{
(Si, I1, ...,Sn, In,B) ∈ R2m+1+
∣∣∣∣∣X = m∑i=1(Si + Ii)≤ N,B≤ ξmaxδ N
}
. (3.14)
Note that Γ is positively invariant with respect to (3.13).
Theorem 3.1.4. Suppose A = (ai j) is irreducible. Then P0 is the only equilibrium in ∂Γ.
Proof. Suppose Ii = 0 for some i. Then ∑
j 6=i
ai jI j = 0. This implies that I j = 0 if ai j = 0.
Furthermore, irreducability of A implies that the digraph associated with A is strongly con-
nected. That is, there exists a directed path between any two vertices i and j. So, for any
j = 1, ...,m, it cannot be the case that ai j = 0 for all j. Therefore, for some j, ai j > 0 which in
turn implies I j = 0. Ultimately, this leads to I j = 0 for all j = 1, ..,m. Finally, I j = 0 for all j
implies B = 0, and thus P0 is the only equilibrium in the boundary of Γ.
Following the next generation matrix technique [10], we separate the infection subsys-
tem into two parts, those containing terms related to the generation of new infections, F , and











































Then (I′,B′)T = F −V . Define F and V as the Jacobian matrices of F and V , respectively,










2 . . . 0 βL2S
0
2
... . . .
...









γ1 +µ + ∑
j 6=1
a j1 −a12 . . . −a1n 0
−a21 γ2 +µ + ∑
j 6=2
a j2 −a2n 0
... . . .
...
−an1 −an2 . . . γn +µ + ∑
j 6=n
a jn 0
−ξ1 −ξ2 . . . −ξm δ

.
If ξi ≤ (γi +µ) for all i, then V is a nonsingular M-matrix, and thus V−1 > 0 exists. The basic
reproduction number of the system is then given as the spectral radius of the matrix FV−1,
denoted
R0 = ρ(FV−1).
According to Theorem 2 of [10], we know the the DFE P0 is locally asymptotically stable
whenever R0 < 1, and unstable whenever R0 > 1.
Suppose the travel matrix A = (ai j) is irreducible, and let F,V,F , and V be given as
above. With the aim of constructing a suitable Lyapunov function, we introduce the following
function:
f (x,y) = (F−V )x−F (x,y)+V (x,y)
where x = (I1, I2, ..., Im,B)T and y = (S1,S2, ...,Sm). Note that x and y denote the infection and
non-infection compartments, respectively, so that the infection subsystem can be written as
x′ = F (x,y)−V (x,y) = (F−V )x− f (x,y)
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1− (γ1 +µ + ∑
j 6=1





2− (γ2 +µ + ∑
j 6=2













am1 am2 . . . βHm S
0
m− (γm +µ + ∑
j 6=m
a j1) βLm S
0
m

























































As previously noted, V is a non-singular M-matrix. Furthermore, A irreducible implies
V−1 > 0 irreducible, and thus V−1F is nonnegative and irreducible. Therefore by Perron-
Frobenious Theorem, V−1F has a positive left eigenvector wT >> 0 corresponding to eigen-
value ρ(V−1F) = ρ(FV−1) = R0. Finally, we have the following result:
Theorem 3.1.5. Suppose A = (ai j) is irreducible. When R0 ≤ 1, the DFE of system (3.13) is
globally asymptotically stable.
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Figure 3.1 Forward Bifurcation
Proof. To show the global stability result, we construct a Lyapunov function L=wTV−1x.
Differentiating L along the vector field of system (3.13) yields
L′ = xTV−1x’ = xTV−1(F−V )x−wTV−1 f (x,y) = (R0−1)wT x−wTV−1 f (x,y)
Clearly, when R0 < 1, we have L′ ≤ 0, and L′ = 0 if and only if x = 0. Meanwhile, it can be
verified that the DFE P0 is the only invariant subset in the boundary of Γ. (3.13).
Endemic Equilibrium
Figure 3.1 shows a clear forward bifurcation occurring in I as R0 varies with respect to
βH1. This numerical result suggests that when R0 > 1 a unique EE emerges. For the remainder
of the section, we discuss the possibility of sufficient conditions under which the endemic
equilibrium given by (Si, Ii,B) = (S∗i , I
∗
i ,B
∗) would be globally asymptotically stable. To begin,
set
Vi = Si−S∗i −S∗i ln
Si
S∗i
+ Ii− I∗i − I∗i ln
Ii
I∗i
for i = 1, ...,m










































































































































































































































































































































































































































































































































































































































































































































































































































Unfortunately, in either case, it is unclear how to proceed. There are, however, two possible
cases in which sufficient conditions for GAS may be derived.
Case 1: Isolation of groups. If we suppose that all travel terms are reduced to zero, that
is ai j = 0 for all i, j, then the system can be reduced to a special case of system (3.18) to be
discussed in the following section. As we will see, the simplified version of inequality (3.16)
can be used to show the global stability of the endemic equilibrium when R0 > 1.
Case 2: Elimination of indirect transmission. If we suppose that the indirect transmis-



































while also fully decoupling the variable B from the system. The resulting system is analogous
to that in [18], for which a global stability result is achieved.
Although we are unable to show the global stability of the general solution analytically,
numerical simulations suggest that sharp threshold dynamics apply to the general system.
Figure 3.2 shows a typical scenario in which R0 < 1. All solutions can be seen con-
verging asymptotically to the DFE over a wide range of initial conditions. Figure 3.3 shows
the initial behavior of solutions with a wide range of initial conditions when R0 > 1. Figure 3.4
shows the tail of this simulation, where we can see all solutions converging asymptotically to
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Figure 3.2 DFE convergence when R0 < 1
Figure 3.3 EE initial conditions, R0 > 1
52
Figure 3.4 EE convergence when R0 > 1
the EE. Finally, Figure 3.5 demonstrates a scenario outside of both previously outlined special
cases where global stability of the EE seems to hold. Together, the simulations suggest the
traditional forward bifurcation occurs when R0 = 1, and that the emerging EE solution is both
unique and globally asymptotically stable when R0 > 1.
53
Figure 3.5 A typical scenario of convergence to the EE when R0 > 1
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3.2 Multi-Group, Multi-Scale Model: Case 1
The multi-scale epidemic model discussed in this and the next section has been analyzed
previously in Chapter 2. There, a single isolated population is considered. Here, we extend
the problem to the multi-group setting. The following is the most general formulation of the
system, having m distinct groups.

































=e1iMiZi + e2iMiVi− piMi
(3.18)
First, we will consider the case where βHi1 = βH21 = ...= βHm1 .
3.2.1 Two Group Model










=S1(βH1I1 +βH2I2)+βL1S1B− (γ1 +µ)I1
dI2
dt












The DFE of (3.19) is clearyl given by (S1,S2, I1, I2,R1,R2,B) = (N1,N2,0,0,0,0,0). We




















γ1 +µ 0 0
0 γ2 +µ 0
−ξ1 −ξ2 δ
 . (3.21)

























































































As we have seen previously, the DFE is locally asymptotically stable whenever R0 < 1 [10].
Endemic Equilibrium
Now, we attempt to verify the existence and uniqueness of a positive endemic equilib-
































All that is necessary for the existence of a positive EE solution is a positive intersection

























































































Thus, all that is necessary for an equilibrium solution to exist is
f ′(0)< 0 and g′(0)< 0, or f ′(0)g′(0)< 1. (3.28)











































Then f ′(0)+g′(0) = B, where B is defined as in R0. Note that
f ′(0)> 1 and g′(0)> 1
=⇒ f ′(0)+g′(0) = B > 2
=⇒ B2−4C > 0
=⇒ 4−4C > 0
=⇒ 1 > C












































⇐⇒ 1 < B−C
(3.32)
where B and C are defined as in R0.
Theorem 3.2.1. R0 > 1 ⇐⇒ B−C > 1.









⇐⇒ B2−4C > 4−4B+B2
⇐⇒ 4(B−C)> 4
⇐⇒ B−C > 1
(3.33)
Case 2: B > 2
Based on definition, B > 2 =⇒ R0 > 1. Furthermore, we have already seen that B >
2 =⇒ B−C > 1.
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Local Bifurcation Analysis
In order to better understand the system, we may analyze its local behavior around the

















We will utilize the following result:
Theorem 3.2.2. Consider a general system of ODEs with a real parameter β :
dx
dt = f (x,β ); f : R
n×R→ Rn, and f ∈C2(Rn×R). (3.34)
Assume x = X0 is an equilibrium of system 3.34 for all β . Also assume






is the linearization matrix of system 3.34 at the
equilibrium x = X0 with β evaluated at β ∗. Zero is a simple eigenvalue of A and all
other eigenvalues of A have negative real parts.
(A2) Matrix A has a right eigenvector w and a left eigenvector v corresponding to the
zero eigenvalue.

















The local dynamics of the system 3.34 around x = X0 are totally determined by a and b.
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1. a > 0, b > 0. When β − β ∗ < 0 with |β − β ∗|  1, x = X0 is locally asymptotically
stable, and there exists a positive unstable equilibrium; when 0 < β −β ∗ 1, x = X0 is
unstable and there exists a negative and locally asymptotically stable equilibrium;
2. a< 0, b< 0. When β−β ∗< 0 with |β−β ∗| 1, x=X0 is unstable; when 0< β−β ∗
1, x=X0 is locally asymptotically stable, and there exists a positive unstable equilibrium;
3. a > 0, b < 0. When β −β ∗ < 0 with |β −β ∗|  1, x = X0 is unstable, and there exists
a locally asymptotically stable negative equilibrium; when 0 < β − β ∗  1, x = X0 is
stable, and a positive unstable equilibrium appears;
4. a < 0, b > 0. When β −β ∗ changes from negative to positive, x = X0 changes its stability
from stable to unstable. Correspondingly a negative unstable equilibrium becomes posi-
tive and locally asymptotically stable.
Solving the equation
R0 = 1





















The Jacobian matrix of the system evaluated at the DFE and β ∗H1 is given by
J(X0,β ∗H1) =

−µ 0 −N1β ∗H1 −N1βH2 −N1βL
0 −µ −N2β ∗H1 −N2βH2 −N2βL
0 0 N1β ∗H1− (γ1 +µ) N1βH2 N1βL
0 0 N2β ∗H1 N2β
∗
H2− (γ2 +µ) N2βL
0 0 ξ1 ξ2 −δ

Two eigenvalues of the matrix are clearly equal to −µ . The remaining eigenvalues are the
eigenvalues of the matrix
A =

N1β ∗H1− (γ1 +µ) N1βH2 N1βL
N2β ∗H1 N2β
∗
H2− (γ2 +µ) N2βL
ξ1 ξ2 −δ

Zero is a simple eigenvalue of A. The remaining two eigenvalues are the roots of the following
quadratic equation:




2(γ2 +µ)+δ (γ2 +µ)
2 +δN2βH2(γ1− γ2)+N1βLξ1(γ2 +µ)+N2βLξ2(γ1 +µ)
δ (γ2 +µ)
c =−
N2(βH2δ 2 +ξ2βLδ )(γ1− γ2)+(γ22 +µ2)N1ξ1βL +(γ2 +µ)(N2ξ2βL(µ + γ1)+δ 2)+2N1ξ1βLγ2µ
δ (γ2 +µ)
Note that if γ1 ≤ γ2, a, b, and c all have the same sign. This is a sufficient condition
to guarantee that the roots have negative real part. Likewise, solving instead for the parameter
βH2 leads to γ2 ≤ γ1 as a sufficient condition. Thus, condition (A1) of the theorem is satisfied.
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A right eigenvalue w and a left eigenvalue v corresponding to the zero eigenvalue are given by
w =

− N1δ (γ1 +µ)(γ2 +µ)
µ(N1ξ1(γ2 +µ)+N2ξ2(γ2 +µ))


















We may now directly compute the values of a and b as defined in (A2) of the theorem.
The result is
a =−2δ





Clearly, we have a < 0 and b > 0. Thus, we may conclude by Theorem 2 that a forward
bifurcation occurs at the point R0 = 1.
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3.2.2 Generalization for m groups
When extending the system to include an arbitrary number of groups, we will impose




























































































The DFE of 3.35 is given by (S,I,R,B) = (N,0,0,0) = P0 where S = (S1,S2, . . . ,Sm)






































N1βH1 N1βH2 . . . N2βHm N1βL
N2βH1 N2βH2 . . . N2βHm N2βL
...
... . . .
...
...
NmβH1 NmβH2 . . . NmβHm NmβL




γ1 +µ 0 0 . . . 0
0 γ2 +µ 0 . . . 0
... 0 . . . 0
...
0 . . . 0 γm +µ 0
























































































Note that ρ(FV−1) is equal to ρ(AB) where
A =
[







































It is known that the DFE is locally asymptotically stable when R0 < 1 [10]. To explore
the global stability of the DFE, we employ the method described in [19] to construct a Lyapunov
function. We define the following function:
f (x,y) = (F−V )x−F (x,y)+V (x,y) (3.40)
where F,V,F (x,y), and V (x,y) are defined as in the computation of R0, and
x =(I1, I2, ..., Im,B)T
y =(S1,S2, ...,Sm)T
denoting the infection related and non-infection related compartments, respectively. Let wT be
the left eigenvector of the nonnegative matrix V−1F corresponding to the eigenvalue ρ(V−1F)=
ρ(FV−1) = R0. It is straightforward to observe that F ≥ 0, V−1 ≥ 0, and V−1F is non-negative
and irreducible. Thus, we obtain wT  0 by the Perron-Frobenius theorem. We are now ready
to prove the following result.
Theorem 3.2.3. When R0 < 1, the DFE P0 is GAS.
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Proof. First, observe that
(F−V )x =

N1βH1− (γ1 +µ) N1βH2 . . . N1βHm N1βL
N2βH1 N2βH2− (γ2 +µ) . . . N2βHm N2βL
...
... . . .
...
...
NmβH1 NmβH2 . . . NmβHm− (γm +µ) NmβL











N1 ∑mi=1 βHiIi− (γ1 +µ)I1 +N1βLB
N2 ∑mi=1 βHiIi− (γ2 +µ)I2 +N2βLB
...
















When R0 < 1, we have L′ ≤ 0, and L′ = 0 if and only if x = 0 (since wT  0). Meanwhile,
it is straightforward to verify that y = y0 , (N1,N2, · · · ,Nm)T is globally asymptotically stable
in the disease-free subsystem of (3.35). Thus, the only invariant set that contains x = 0 is the















S = (S1,S2, . . . ,Sm)
I = (I1, I2, . . . , Im).





























































µ + f (I)















































must hold. Upon inspection, the above inequality is equivalent to the inequality R0 > 1, where
R0 has been defined previously. So, whenever R0 > 1, a unique endemic equilibrium exists for
the system.
We will now establish a result for the global stability of the endemic equilibrium. To
do so, we follow the graph theoretical approach to constructing Lyapunov functions outlined in
[20]. Define
Vi = Si−S∗i −S∗i ln
Si
S∗i
+ Ii− I∗i − I∗i ln
Ii
I∗i




















































































































































































































































for j = 1,2, ...,m;













































































































Now, for any 1 ≤ i ≤ m and 1 ≤ j ≤ m, we have a graph structure where the following holds










Figure 3.6 A subgraph depicting all arbitrary directed cycles
Fi j +Fji =0
Fi,m+1 +Fm+1,i =0
Fi,m+1 +Fji +Fm+1, j =0
Fj,m+1 +Fi j +Fm+1,i =0
(3.44)
We now have a weighted digraph G with m+ 1 and an associated (m+ 1)× (m+ 1)
weight matrix A = (ai j)(m+1)×(m+1) whose entry ai j equals the weight of arc ( j, i). We may
denote this weighted digraph with its associated weight matrix as (G ,A). We may note that
(G ,A) is strongly connected, and A is irreducible. Furthermore, we define ci as the cofactor of
the i-th diagonal element of the Laplacian matrix of A. Equivalently,
ci = ∑
T ∈Ti
w(T ), i = 1,2, ...,m+1 (3.45)
where Ti is the set of all spanning trees T of (G ,A) that are rooted at vertex i, w(T ) is the
weight of T , and ci > 0.
The following general result was established in [20]:





gi j(t,ui,u j), i = 1,2, · · · ,n, (3.46)
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where t > 0 and ui ∈ Di with Di being an open set in Rmi , i = 1,2, · · · ,n. Assume that:





ai jFi j(t,ui,u j)










satisfies V ′(t,u) ≤ 0 for t > 0 and u = (u1,u2, · · · ,un) ∈ D1×D2× ·· ·×Dn; namely, V is a
Lyapunov function for system (3.46).






is a Lyapunov function for the system satistyfing
V ′ ≤ 0.
It can also be easily verified that V ′ = 0 ⇐⇒ (Si, Ii,B) = (S∗i , I∗i ,B∗) for i = 1,2, ...,m+ 1.
















































= e1iMiZi + e2iMiVi− piMi
(3.48)
for 1≤ i≤ m.
DFE and R0
We will utilize the next generation technique to calculate the basic reproduction number
of the system. First, note that a disease-free equilibrium of the system is given by
X0 = (N1, ...,Nm,0, ...,0)T .
We may separate X into infection and non infection related compartments as follows:
X = x+ y
where
x =(S1, ...,Sm,M1, ...,Mm)T
y =(I1, ..., Im,B,Z1, ...,Zm,V1, ...,Vm)T .
74
Following the next generation matrix technique, we have
y′ =F (x,y)−V (x,y)
F (x,y) =(F1,F2, ...,F3m+1)








βH jI j), i = 1, ...,m
0, i = m+1
0, i = m+2, ...,2m+1
0, i = 2m+2, ...,3m+1
Vi =






ξ j(Z j)I j, i = m+1
(d1iMi +ζi)Zi− c1iBVi, i = m+2, ...,2m+1
(d2iMi + τi− c2iBi)Vi, i = 2m+2, ...,3m+1
Then
F = DF (X0) = [ fi j]
for i, j = 1, ...,3m+1, where
fi j = NiβH j , i, j = 1, ...,m
fi,m+1 = NiβL, i = 1, ...,m
0, else
and
V = DV (X0) = [vi j]
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for i, j = 1, ...,3m+1, where
vii =

(γi +µ), i = 1, ...,m
δ , i = m+1
ζi−m−1, i = m+2, ...,2m+1
τi−2m−1, i = 2m+2, ...,3m+1
vm+1, j =−ξ j(0), j = 1, ...,m
vi j =0, else
The next generation matrix is given by FV−1, the spectral radius of which is given by













Next we seek the existence and uniqueness of a positive endemic equilibrium. For any


























we can modify the EE from section 4 to include the shedding function ξ (Z∗). Then for any


























with the solutions for Si following directly from here. Note that the intermediate scale system
(S′, I′,R′) and the fast scale system (Z′,V ′,M′) are coupled through the slow scale system B′.
Utilizing the relationship between I∗k and I
∗

























If a solution exists for this system, then it also determines an equilibrium for the full system.





















determines a unique EE.
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Theorem 3.2.5. The following assumptions are sufficient to guarantee the existence of a posi-
tive endemic equilibrium when R0 > 1:













for all k. Additionally, the following assumptions guarantee the uniqueness of the positive
endemic equilibrium:


























Proof. First, we show the existence of a unique EE under assumptions (A1)-(A4). Con-
























































































∗)> 0 and q′k(B












































































































Thus, there exists at least one point of intersection between f and g. To guarantee that this
intersection is unique, we assume (A5-A7) hold. Note that
g′(B∗) =

















































































































=⇒ δ (σ −B∗σ ′)> µkβLσ
′
δ
Thus g′(B∗)> f ′(B∗) for all B∗, and the intersection is unique.
Numerical Results
When R0 < 1, we expect the DFE to be locally asymptotically stable, if not globally
asymptotically stable. Figure 1 demonstrates a scenario with initial conditions significantly
different from the DFE that converge to the DFE.
Alternatively, when R0 > 1, we expect instability of the DFE, and stability of the en-
demic equilibrium. Figure 2 demonstrates a scenario with initial conditions close to the EE that
converge to the EE, suggesting local asymptotic stability.
If we analyze the system algebraically, there are three equilibrium solutions that exist
on the boundary of the domain. Two of these are of particular interest, because the infected
populations are persistent. Furthermore, the boundary solutions demonstrate either local stabil-
ity or instability depending on the parameter values. Figure 3 demonstrates a scenario where a
boundary solution is unstable, while Figure 4 demonstrates local asymptotic stability.
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Figure 3.7 Local stability of DFE
Figure 3.8 Local stability of EE
82
Figure 3.9 Boundary equilibrium exhibiting instability
Figure 3.10 Boundary equilibrium exhibiting stability
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3.3 Multi-Group, Multi-Scale Model: Case 2
An alternative case to consider is the specific case of the general system where βi j = 0
if i 6= j. This represents a population where there is no direct interaction between groups. An
example of this would be a population with several distinct populations that share a common
water source, and thus only have indirect interaction.
3.3.1 Two Group Model
To begin our analysis of the second case, we first consider a system with only two









=βH1S1I1 +βL1S1B− (γ1 +µ)I1
dI2
dt












Not surprisingly, the DFE of the system is given by (S1,S2, I1, I2,R1,R2,B)= (N1,N2,0,0,0,0,0).





















γ1 +µ 0 0
0 γ2 +µ 0
−ξ1 −ξ2 δ
 .




















































































To investigate the existence and uniqueness of an endemic equilibrium, we will follow
a similar approach to that in Case 1. Setting all equations equal to zero, we can solve for I1 and
I2 to get the following equations:


























We will proceed to verify the following conditions, which together guarantee the exis-
tence and uniqueness of an endemic equilibrium within a specific domain.
• f ′(0)g′(0)< 1
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• f ′′(I2)> 0 for 0 < I2 <
µN2
γ2+µ
and g′′(I1)> 0 for 0 < I1 <
µN1
γ1+µ
• f (I2)→ ∞ as I2→ µN2γ2+µ
Lemma 3.3.1. f ′(0)g′(0)< 1 ⇐⇒ R0 > 1
Proof. The result is clear when b≤−2, since f ′(0)g′(0) = b+c. Suppose−2 < b < 0.
Then






⇐⇒ b2−4c > b2 +4b+4
⇐⇒ −4(b+ c)> 4
⇐⇒ −b− c >−1
⇐⇒ f ′(0)g′(0) = b+ c < 1
Theorem 3.3.2. When R0 > 1, there exists a unique endemic equilibrium in the domain
0 < I1 <
µN1
γ1+µ




Proof. We have already verified that condition (i) is satisfied whenever R0 > 1 in (3.3.1).
Without loss of generality, we will examine the behaviour of the function f (I2) to verify
(ii) and (iii).
f ′′(I2) =











Thus, f ′′(I2)> 0 on the given domain. Furthermore, note that f (I2)→ ∞ as I2→ µN2γ2+µ
from the left. The same relative conditions hold for g(I1). Therefore, all three conditions are
satisfied to guarantee the existence of a positive endemic equilibrium, which is unique on the
given domain.
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3.3.2 Generalization for m groups
When expanded to m groups and imposing the additional condition βLi = βL j , the













= βH1S1I1 +βLS1B− (γ1 +µ)I1
dI2
dt























The disease free equilibrium is given by Si = Ni, and all other variables equal to zero.
























. . . ... N2βL
δ















0 0 0 0 0

(3.55)
The basic reproduction number R0 = ρ(FV−1) cannot be analytically determined in
this case. With some simplifications, however, an explicit form can be reached. For example,










N jβL jξ j
The following theorem from [21] applies to the current system.
Theorem 3.3.3. The following results hold for system (3.54)
(i) If R0 ≤ 1, then the disease free equilibrium is globally asymptotically stable.
(ii) If R0 > 1, then the disease free equilibrium is unstable, system (3.54) is uniformly
persistent and admits at least one endemic equilibrium.
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3.3.3 Full System
As we extend the model to include m groups, we make the additional simplification






























To discuss R0, we utilize the next generation matrix technique. We have
F =

N1βH1 0 . . . 0 N1βL 0 . . . 0
0 N2βH2
. . . ... N2βL 0 . . . 0
...
... . . . 0
... 0 . . . 0
0 0 . . . NmβHm NmβL 0 . . . 0
0 0 . . . 0 0 0 . . . 0
...
... . . .
...
...
... . . .
...






0 0 . . . 0 0 . . . 0
0 1
γ2+µ
0 . . . 0 0 . . . 0
... . . . . . . 0
... 0 . . . 0
0 . . . 0 1
γm+µ









0 . . . 0
0 0 . . . 0 0 1
ζ1
. . . ...
...
... . . .
...
... . . . . . . 0


































. . . ... N2βL
δ















0 0 0 0 0

Thus, R0 = ρ(A). The same results about R0 from the previous section still apply here [21].












To analyze the endemic equilibrium solution for he system, we set all equations to zero.
This leads to the following equations.
S′i = 0 =⇒ Si =
µNi
βHiIi +βLB+µ













2 +[(γi +µ)(βLB+µ)−βHI Niµ]Ii−βLBNµ = 0





















































− Ii > 0




























By (A1), we have
µNi
γi +µ













. Thus, we have f ′i > 0 whenever B > 0. In general,
for a quotient function f = gh , we have
f ′′ =





























































To ensure the existence of a positive EE, we need to guarantee an intersection of the left and
right hand sides of equation (3). If we let
Fk(B∗) = ξk(qk(B∗))gk(B∗)
then the following conditions would guarantee the existence and uniqueness of an EE:
(i) Fk = ξk(qk)gk > 0























(iv) F ′k(0)> 1











Specifically, these conditions on ξk are assumed, while the required behavior for gk follows
directly from that of fk. The conditions on qk are shown to hold in (3.51). Thus, (i) and (ii) are
satisfied. Conditions (iii) and (iv), however, are more difficult to analyze.












and we may establish the following result:
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Theorem 3.3.4. Suppose R0 > 1 and F ′′k < 0 for all k. Then there exists a unique endemic
equilibrium for the system (3.56).
Proof. For the existence and uniqueness of an EE, conditions (i)-(iv) of (3.3.3) are
sufficient. Conditions (i) and (ii) follow directly from B > 0. If we assume (iii) to hold, all that
remains to show is (iv). Observe











































=⇒ F ′(0)> 1
Numerical Results
Similarly to the full system of the previous section, the stability of the endemic equi-
librium solution has proven difficult to determine analytically. Numerical results suggest, how-
ever, that the EE is locally asymptotically stable at least when Ro > 1.
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Figure 3.11 Local stability of DFE
Figure 3.12 Local stability of EE
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Figure 3.13 Boundary equilibrium exhibiting instability
Figure 3.14 Boundary equilibrium exhibiting stability
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3.4 Discussion
We have extended an existing modeling framework of cholera to consider the possibil-
ity of multiple groups interacting with each other. In the first of three models, this included
direct travel from one group to another. In the latter two models, this included the within-host
dynamics discussed in Chapter 1. In any case, each group has it’s own susceptible, infected,
and recovered equations linked together through direct and indirect incidence. Each group also
has its own equations governing within host dynamics when applicable, linked together through
the environmental equation. We present two distinct cases involving within-host dynamics: the
uniform mixing of groups, and the linking of groups only through indirect interaction via the
environmental vibrios. These two cases represent populations who are in regular consistent
contact, or who only interact through a shared water source, respectively. For all models, we
analyze the population dynamics for two groups before extending the discussion to include a
general number of groups.
We established results for the existence and, where possible, uniqueness of both DFE
and EE solutions. In the multi-patch model, we were able to establish conditions for the global
asymptotic stability of the DFE and EE. In the first case of the multi-group multi-scale model,
we were able to establish conditions for the global asymptotic stability of the DFE and EE
before adding the within host components. Due to the nonuniform nature of the final case, we
were not able to replicate this result there. Finally, we used numerical simulation to observe
the behavior of each model under various conditions.
Consistent with previous literature, our results seem to indicate that the most effective
method of control involves the reduction of the basic reproduction number below unity. The
involvement of multiple time scales poses great difficulty in numerical simulation, and the
inclusion of multiple groups compounds the issue even more. The application of multi-scale




MULTI-GROUP MODELING OF COVID-19
The first case of COVID-19 in the United States was recorded on January 21, 2020.
About two months later, the disease was classified as a pandemic by the World Health Orga-
nization. By mid June, the US reached over 2 million confirmed cases. Throughout the year,
there were various spikes in new confirmed infections, including 100,000 cases in a single day
on November 4 [22]. Throughout the pandemic, different regions of the country have experi-
enced waves of new infections at different times, and have handled control measures in different
ways. A recent article proposed a model for the initial COVID-19 outbreak in Wuhan, China
incorporating the environment-human transmission pathway [6]. In this chapter, we propose a
similar model, but in a multi-group setting. The remainder of the chapter will follow the pattern
established previously. After the general model formulation, we will discuss the equilibrium
solutions of the system along with stability analysis. Finally, we use confirmed US case data to
fit model parameters for a numerical simulation of the November outbreak.
4.1 General Formulation
The following model considers a heterogeneous population divided into n distinct groups.
Each group represents a subset of the population residing in a different location. Each group is
further divided into four compartments: those who are susceptible Si, those who have been ex-
posed Ei, those who are infected Ii, and those who have recovered Ri. Individuals in the exposed
compartment can be considered asymptomatic and infectious, while those in the infected com-
partment are symptomatic and infectious. The population of each group Ni is considered to be
constant such that Ni = Si +Ei + Ii +Ri. Additionally, it is assumed that all groups contribute
to the concentration of the coronavirus present in the environmental reservoir. This quantity
is represented by V . The general transmission dynamics are then described by the following










βI jI j−βViSiV −µSi








βI jI j +βViSiV − (αi +µ)Ei












for i = 1, ...,n. It is assumed that the natural birth and death rates are constant, denoted by
µ . The natural removal rate of the virus from the environmental reservoir is denoted by δ .
The following parameters are specific to group i of the population: α−1i is the incubation pe-
riod between infection and the onset of symptoms; βEi and βIi are the direct (human-human)
transmission rates between exposed and infected individuals; βVi is the indirect (environment-
human) transmission rate; γi is the rate of recovery from infection; wi is the disease induced
death rate; ξEi and ξIi are the rates of exposed and infected individuals contributing to the
amount of coronavirus in the environmental reservoir.
4.2 DFE and R0
Upon inspection of system 4.1, it is clear that the unique disease-free equilibrium (DFE)
of the system is given by
P0 = (S0,E0, I0,R0,V0) = (N,0,0,0,0).
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Once again following the next generation matrix technique [10] to find the value of R0 for the
system. The new infection and transition matrices F and V are given by the following:
F =

βE1N1 . . . βEnN1 βI1N1 . . . βInN1 βV1N1
... . . .
...
... . . .
...
...
βE1Nn . . . βEnNn βI1Nn . . . βInNn βVnNn
0 . . . 0 0 . . . 0 0
... . . .
...
... . . .
...
...
0 . . . 0 0 . . . 0 0




α1 +µ . . . 0 0 . . . 0 0
... . . .
...
... . . .
...
...
0 . . . αn +µ 0 . . . 0 0
−α1 . . . 0 w1 + γ1 +µ . . . 0 0
... . . .
...
... . . .
...
...
0 . . . −αn 0 . . . wn + γn +µ 0
−ξE1 . . . −ξEn −ξI1 . . . −ξIn δ








Note that the spectral radius of the next generation matrix ρ(FV−1) reduces to the spectral



















Therefore, R0 = ρ(FV−1) = ρ(A1). If we assume that indirect transmission is uniform (i.e.

















(wi + γi +µ)
)]
.
This result is analogous to R0 for system (3.35) in Chapter 3. As before, the DFE is locally
asymptotically stable when R0 < 1 [10]. To investigate the global stability of the DFE, we
utilize the same technique as in Consider the function

































−α1E1 +(w1 + γ1 +µ)I1
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ξI jI j +δV



























Furthermore, f (0,y) = 0. Let vT be the left eigenvector corresponding with the eigenvalue
ρ(V−1F) = ρ(FV−1) = R0. It can be easily verified that F ≥ 0, V−1 ≥ 0, and V−1F is positive
and irreducible. Thus vT  0 by the Perron-Frobenius theorem. We may now use the function
f (x,y) along with the left eigenvector vT to construct a Lyapunov function to prove the global
stability of the DFE.
Theorem 4.2.1. When R0 < 1, the DFE of the system is globally asymptotically stable.
Proof. We construct a Lyapunov function L = vTV−1x. Differentiating L along the
vector field of system (4.1) yields
L′ = vTV−1x′ = vTV−1(F−V )x− vTV−1 f (x,y) = (R0−1)vT x− vTV−1 f (x,y).
When R0 < 1, we have L′ ≤ 0, and L′ = 0 if and only if x = 0 (since vT  0). Meanwhile,
it is straightforward to verify that y = y0 , (N1,N2, · · · ,Nm)T is globally asymptotically stable
in the disease-free subsystem of (4.1). Thus, the only invariant set that contains x = 0 is the




First, we will establish the existence of a unique EE, beginning by setting x′ = y′ = 0.
Specifically, I′i = 0 implies
I∗i =
αi









β jE j−βViSiV −µSi = 0









ξ jE j−δV = 0
(4.4)
Concerning the existence and uniqueness of an endemic equilibrim, we have the following
theorem.
Theorem 4.3.1. Whenever the following inequality holds, there exists a unique positive en-
















(wi + γi +µ)
)]
> 1. (4.5)
Note that in the case of uniform indirect transmission, the inequality is equivalent to R0 > 1.



























In order for I∗i > 0 for all i, Ei must be positive for all i. Therefore the inequality (4.5) must
hold.
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Next, we seek to establish the conditions for the global asymptotic stability of the posi-














V −V ∗−V ∗ln VV ∗ i = 2n+1
for i = 1, ...n, and






























































































































































































































































































Define the following based on the previous inequalities.










− ln E jE∗j for 1≤ i, j ≤ n
ai j = βI jS
∗
i V










∗ Fi,2n+1 = ln EiE∗i −
Ei
E∗i
+ VV ∗ − ln
V
V ∗ for 1≤ i≤ n






− ln EiE∗i for 1≤ i≤ n
a2n+1, j = ξEkE
∗
k F2n+1, j =
Ek
E∗k




V ∗ for 1≤ j ≤ n
a2n+1, j = ξIkI
∗
k F2n+1, j =
Ik
I∗k




V ∗ for n+1≤ j ≤ 2n.
(4.6)
Let A = ai j be the weight matrix associated with the weighted digraph (G ,A). Note that (G ,A)
is strongly connected, and A is irreducible. Furthermore, it can be easily verified that along







w(T ), i = 1, ..,2n+1
where Ti is the set of all spanning trees T of (G ,A) rooted at vertex i, w(T ) is the weight of
T , and ci > 0. Finally, set





By Theorem 3.2.4 referenced previously in section 3.2, D is a Lyapunov function for the system
(4.1) [20]. Since D′(Ei, Ii,V ) = 0 ⇐⇒ (Ei, Ii,V ) = (E∗i , I∗i ,V ∗), the endemic equilibrium is
globally asymptotically stable by LaSalle’s Invariance Principle.
4.4 Numerical Results
We will now apply the model discussed above to study the COVID-19 outbreak in
the United States. Data for the number of confirmed cases, deaths, and other information is
publicly available through Johns-Hopkins University [29]. For this numerical simulation, we
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Table 4.1 Fixed parameter values used for data fitting
Parameter Definition Estimated value Source
N1 Population of the Western US in 2019 146676272 [23]
N2 Population of the Eastern US in 2019 181563251 [23]
µ Natural Death rate in United States in 2018 2.3827×10−5 per day [24]
1/α1,2 Disease incubation period 5 days [25]
w1,2 Disease-induced death rate as of Oct 18, 2020 6.6×10−4 per day [26]
γ Recovery rate from infection 1/15 per day [27]
δ Removal rate of virus 1 per day [28]









consider a two group model representing the Western and Eastern United States from October
18 through November 30, 2020. In total, there are eight parameter values to be fit; direct
transmission rates for those who are exposed but asymptomatic, βE1,2; direct transmission rates
for those who are infected and displaying symptoms, βI1,2 , indirect transmission through the
environmental reservoir βV1,2 , and the shedding rate of the virus into the environment ξE1,2 .
Additionally, we assume that symptomatic individuals are following quarantine measures, so
that the shedding rate for an infected individual is ξI1,2 = 0. All other parameters are set to the
values indicated in Table 4.1.
Table 4.3 Parameter values from data fitting
Parameter Fit value 95% Confidence interval
βE1 4.022×10−10 (2.33×10−10, 5.72×10−10)
βE2 2.049×10−10 (2.7×10−11, 3.38×10−10)
βI1 7.661×10−12 (0, 1.04×10−10)
βI2 10.136×10−12 (0, 1.51×10−10)
βV1 3.085×10−8 (2.79×10−8, 3.38×10−8)
βV2 1.141×10−8 (1.02×10−8, 1.26×10−8)
ξE2 1.848×10−2 (0, 6.61×10−2)
ξE2 1.664×10−2 (0, 8.36×10−2)
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Figure 4.1 Data fitting simulation for the cumulative confirmed cases in the Eastern and West-
ern United States from October 18 to November 30, 2020. With fitted parameter
values, R0 = 1.1463 approximately
The values for these parameters were fit using the standard least squares method. Figure
4.1 shows the total number of confirmed cases reported from October 18 to November 30, 2020
as well as the fitting curve produced by our model. The initial conditions used are provided in
Table 4.2. Table 4.3 shows the fit parameter values along with their 95% confidence intervals.
The normalized mean square error of the model is 0.00641. Once all parameters are fit, we use
these values to estimate the basic reproduction number for this time period to be approximately
R0 = 1.1463.
Using the parameters values generated from fitting along with those previously defined
in Table 4.1, we are able to use system (4.4) to run a long term numerical simulation. Figure
4.2 shows an example of global asymptotic convergence to the endemic equilibrium values
(E1,E2, I1, I2) = (7.987,6.481,21.017,17.055)×105.
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Figure 4.2 A long term numerical simulation of the model (4.4) utilizing fit parameter
values. We observe convergence to an endemic equilibrium over the course





In the second chapter, we revisit a previously discussed model for cholera which com-
bines within-host dynamics with the typically discussed between-host and environment-host
dynamics. This work was supplemented by numerical simulations which bolstered the re-
sults found previously, while providing some new insights on the behavior of convergence. In
the third chapter, we apply various analytical and numerical techniques to study cholera in a
multi-group setting. First, we investigate a multi-patch model where hosts may travel between
groups, adding a nuanced layer to transmission dynamics. We then extend the multi-scale
model discussed in chapter two to a multi-group setting. Specifically, a spatially heterogeneous
population. We are able to utilize a graph-theoretical approach to prove the global stability
of the endemic equilibrium solution for a special case of the model. For the fully combined
multi-scale, multi-group model, we discuss the formulation of R0 and prove the existence and
uniqueness of a positive endemic equilibrium under certain conditions. Numerical simulations
are used here to give more insight into the possibility of global stability of the endemic equi-
librium, which appears to follow traditional threshold dynamics. Finally, in the fourth chapter,
we formulate a multi-group model for COVID-19. Specifically, we apply the multi-group tech-
niques discussed at length in chapter three to the COVID-19 outbreak in the United States in
2020. In addition to the typical analysis of the DFE, R0, and endemic equilibrium dynamics, we
use data fitting techniques to estimate transmission rates in a multi-group setting, and use nu-
merical simulation to provide a long-term prediction of the number of infections in the endemic
solution.
Taken as a whole, these four chapters showcase many diverse techniques for analyzing
the existence, uniqueness, and stability of equilibrium solutions for ODE systems. We highlight
the importance of combining analytical results with numerical results to provide a more holistic
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picture of disease dynamics, specifically when it comes to a multi-group setting. As globaliza-
tion continues to rise, viewing disease transmission through the lens of spatial interaction will
become increasingly critical for our ability to successfully predict and control outbreaks. This
research supplements and expands upon the groundwork for applying multi-group epidemic
models to a variety of settings.
In the future, this and similar models could be improved by applying non-constant trans-
mission rates, as in [6]. This allows for the consideration of disease control measures that may
be implemented midway through an outbreak, to varying degrees. Additionally, vaccination
historically plays a large role in disease control and prevention. It’s inclusion may increase the
long-term accuracy of modeling predictions. Lastly, numerical simulations for multi-group and
multi-timescale models can be quite computationally expensive, ill-conditioned, and prone to
error. Developing and applying specific techniques to address these challenges will be the key
to forming more comprehensive epidemiological models in the future.
111
REFERENCES
[1] Center for Disease Control and Prevention, “Vibrio cholerae infection.”
https://www.cdc.gov/cholera/index.html, Oct 2014.
[2] R. Colwell, The Biology of Vibrios. ASM Press, Washington DC, 2006.
[3] Centers for Disease Control and Prevention, “How covid-19 spreads.”
https://www.cdc.gov/coronavirus/2019-ncov/prevent-getting-sick/how-covid-
spreads.html, Oct 2020.
[4] C. Geller, M. Varbanov, and R. E. Duval, “Human coronaviruses: Insights into envi-
ronmental resistance and its influence on the development of new antiseptic strategies,”
Viruses, vol. 4, pp. 3044–3068, 2012.
[5] G. Kampf, D. Todt, S. Pfaender, and E. Steinmann, “Persistence of coronaviruses on
inanimate surfaces and its inactivation with biocidal agents,” J. Hosp. Infect., vol. 104,
no. 2, pp. 246–251, 2020.
[6] C. Yang and J. Wang, “A mathematical model for the novel coronavirus epidemic in
wuhan, china,” Mathematical Biosciences and Engineering, vol. 17, no. 3, pp. 2708–
2724, 2020.
[7] C. Ratchford and J. Wang, “Modeling cholera dynamics at multiple scales: environmen-
tal evolution, between-host transmission, and within-host interaction,” Mathematical Bio-
sciences and Engineering, vol. 16, no. 2, pp. 782–812, 2019.
[8] C. Ratchford and J. Wang, “Multi-scale modeling of cholera dynamics in a spatially het-
erogeneous environment,” Mathematical Biosciences and Engineering, vol. 17, no. 2,
pp. 948–974, 2019.
[9] X. Wang and J. Wang, “Disease dynamics in a coupled cholera model linking within-
host and between-host interactions,” Journal of Biological Dynamics, vol. 11, no. sup1,
pp. 238–262, 2017.
[10] P. Van den Driessche and J. Watmough, “Reproduction numbers and sub-threshold en-
demic equilibria for compartmental models of disease transmission,” Mathematical Bio-
sciences, vol. 180, no. 1-2, pp. 29–48, 2002.
[11] C. Castillo-Chavez, Z. Feng, and W. Huang, “On the computation of r0 and its role in
global stability,” Mathematical Approaches for Emerging and Reemerging Infectious Dis-
eases: an Introduction, vol. 1, p. 229, 2002.
112
[12] F. R. Gantmacher and J. L. Brenner, Applications of the Theory of Matrices. Mineola,
NY: Dover, 2005.
[13] M. Y. Li and J. S. Muldowney, “A geometric approach to global-stability problems,” SIAM
Journal on Mathematical Analysis, vol. 27, no. 4, pp. 1070–1083, 1996.
[14] C. Castillo-Chavez and B. Song, “Dynamical models of tuberculosis and their applica-
tions,” Mathematical Biosciences and Engineering, vol. 1, no. 2, pp. 361–404, 2004.
[15] B. Boldin and O. Diekmann, “Superinfections can induce evolutionarily stable coexis-
tence of pathogens,” Journal of Mathematical Biology, vol. 56, pp. 635–672, 2008.
[16] M. Gilchrist and A. Sasaki, “Modeling host-parasite coevolution: a nested approach based
on mechanistic models,” Journal of Theoretical Biology, vol. 218, pp. 289–308, 2002.
[17] M. Marcheva, N. Tuncer, and C. S. Mary, “Coupling within-host and between-host infec-
tious disease models,” Biomath, vol. 4, p. 1510091, 2015.
[18] M. Y. Li and Z. Shuai, “Global stability of an epidemic model in a patchy environment,”
Canadian Applied Mathematics Quarterly, vol. 17, no. 1, 2009.
[19] Z. Shuai and P. van den Driessche, “Global stability of infectious disease models using
lyapunov functions,” SIAM Journal on Applied Mathematics, vol. 73, pp. 1513–1532,
2013.
[20] M. Li and Z. Shuai, “Global-stability problem for coupled systems of differential equa-
tions on networks,” Journal of Differential Equations, vol. 248, pp. 1–20, 2010.
[21] Z. Shuai and P. van den Driessche, “Modeling and control of cholera on networks with a
common water source,” Journal of Biological Dynamics, vol. 9, pp. 90–103, 2015.
[22] The American Journal of Managed Care, “A timeline of covid-19 developments in 2020.”
https://www.ajmc.com/view/a-timeline-of-covid19-developments-in-2020, Jan 2021.
[23] United States Census Bureau, “National population totals and components of change:
2010-2019.” https://www.census.gov/data/datasets/time-series/demo/popest, Mar 2021.
[24] National Center for Health Statistics, “National vital statistics system.”
https://www.cdc.gov/nchs/nvss/index.htm, Mar 2021.
[25] Center for Disease Control and Prevention, “Interim clinical guidance for management
of patients with confirmed coronavirus disease.” https://www.cdc.gov/coronavirus/2019-
ncov/hcp/clinical-guidance-management-patients.html, Apr 2021.
[26] Center for Disease Control and Prevention, “Covid data tracker.”
https://covid.cdc.gov/covid-data-tracker, Apr 2021.
113
[27] J. A. Spencer, D. P. Shutt, S. K. Moser, H. Clegg, H. J. Wearning, H. Mukandan, and et al.,
“Epidemiological parameter review and comparative dynamics of influenza, respiratory
syncytial virus, rhinovirus, human coronvirus, and adenovirus,” medRxiv, 2020.
[28] C. Geller, M. Varbanov, and R. E. Duval, “Human coronaviruses: Insights into envi-
ronmental resistance and its influence on the development of new antiseptic strategies,”
Viruses, vol. 4, pp. 3044–3068, 2012.
[29] Center for Systems Science and Engineering at Johns Hopkins University, “Covid-19 data
repository.” https://github.com/CSSEGISandData/COVID-19, Apr 2021.
114
VITA
Conrad Ratchford was born in Birmingham, AL, to parents Madaline and Scott Ratch-
ford. He attended Allen Elementary School, Loftis Middle School, and Soddy Daisy High
School in Soddy Daisy, Tennessee. After graduation, attended Lee University in Cleveland,
Tennessee where he studied mathematics. He completed the Bachelors of Science program
in December 2015 in Mathematics graduating with highest honors. Conrad worked for one
semester as a mathematics teaching assistant at Ivy Academy in Soddy Daisy, Tennessee, where
he assisted in teaching middle school math and high school geometry. He accepted a graduate
teaching assistantship at the University of Tennessee at Chattanooga in the Mathematics de-
partment. Conrad graduated with a Masters of Science degree in Mathematics in August 2018.
Conrad is continuing his education in mathematics by pursuing a Ph.D. degree at the University
of Tennessee at Chattanooga, and plans to graduate in the Summer of 2021.
115
