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In this paper we show that the solution of the Stokes problem has square 
integrable second derivatives provided that the domain is a convex polygon 
in the plane and the nonhomogeneous term is square integrable. 
1. INTRODUCTION 
It is well known [IO] that the solution ZI of the problem 
Au =f in D, 
u -7 0 on ZD 
has square integrable second derivatives provided that D C R2 is 
a convex polygon and f E L,(D). It is of interest to ask whether a similar 
result holds for the solution of the Stokes problem (see Section 2). 
In fact, such a regularity result is of importance in the analysis of 
numerical methods for solving the Stokes equations [6, 91, but to our 
knowledge a proof of the result has not appeared in the literature. 
In this paper we prove the appropriate result for the Stokes problem. 
This result is used by one of us in the study of an eigenvalue problem 
associated with the Stokes problem [16]. In addition, such reguIarity 
results are used in analyzing the stability of stationary solutions of the 
Navier-Stokes equations [17]. 
Our proof basically consists in applying the method used by 
KondratCv [12] in the analysis of single 2mth order elliptic equations, 
to the system of equations given by the Stokes problem. (See [IS] for 
a sketch of some related results.) We do not use the full power of 
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Kondratev’s method, but only enough to give a self-contained proof 
of our main result (Theorem 2). The proof requires a use of the usual 
regularity estimates for the Stokes problem in a domain with a smooth 
boundary (see, e.g., [13]), and the Paley-Wiener theorem. 
In addition, the proof invoIves the consideration of a system of 
ordinary differential equations that is closely connected with the 
Stokes equations. This system of ordinary differential equations should 
be of importance in a more detailed study of the behavior of solutions 
of the Stokes problem near a vertex of the boundary. In the analysis of 
the solution operator associated with this system of ordinary differen- 
tial equations certain problems are encountered which are not present 
in Kondratev’s analysis of the 2mth order elliptic equation. A funda- 
mental point in the method of KondratCv is the analytic continuation 
of the solution operator (which depends on a complex parameter [) 
up to the line Im [ m_ 1. If for the particular equation being considered 
there is a singularity on this line, the results in [12] do not apply. 
For the solution operator for the system of ordinary differential 
equations given by the Stokes problem there is a pole at < := i. 
Nevertheless it is shown (in Section 5) that a certain “part” of the 
solution operator can be analytically continued up to Im 2; 1. 
Throughout the paper H”(D), m --_ 0, I,..., will denote the mth 
Sobolev space on a domain D in the plane. On this space we have the 
usual norm given by 
note that Ho(D) = L,(D). Hoi(D) will denote the subspace of Hi(D) 
consisting of those functions which vanish on aD. We will also use the 
Sobolev spaces HV1[O, w] on a closed interval [0, w] in R1. We shall 
also use the notation 
D”w(x) I1= [ c ) D.zu(x)lql’z. 
Ihl=-?JL 
2. FORMULATION OF THE PROBLEM 
We let D C R2 be a bounded domain with boundary aD and we 
consider the generalized Stokes problem 
-Au +P, =fi in D, 
--dv +A, =fi in D, 
u, + vy = g in D, 
u :z v = 0 on bl). 
(2.1) 
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These equations are obtained by suppressing the nonlinear terms in 
the two-dimensional stationary Navier-Stokes equations. We have set 
the viscosity v = 1 for convenience. We suppose that fl , f2 and g 
lie in L,(D). If g = 0 we refer to the Stokes problem, as opposed to the 
generalized Stokes problem. We will say that functions u E Hoi(D), 
‘i‘ E H,yD), p EL,(D) g ive a generalized solution of (2.1) if for any 
smooth function p with compact support in D, 
- 9)!,p) d.V dY = 1 f& d,r dY, 
‘D 
and if U, -j- z!, = g a.e. in D. Note that the latter equation plus the 
boundary conditions imply that g satisfies the constraint 
.i, 
gdxdv = 0. (2.2) 
It is known (see, e.g., [ 191) that if g = 0, or more generally if g 
satisfies (2.2), then there is a generalized solution (u, z, p) of (2.1). 
If the curve bD and the data fi , f% , g are smooth, the solution of 
(2.1) is also smooth (see, e.g., [13]). In particular we may obtain local 
regularity of the solution, and global regularity of the solution if the 
boundary is smooth. The following result may be obtained from 
[13, Chap. 3, Theorem 21. 
~‘HEOREM 1. Let m 3 0 be an integer, let fi E H”(D), fi E HnL(D), 
g E H1”+l(D), and let u, z’, p be a generalized solution of (2.1). Then if 
D, is any domain with & C D, we have u E H7J”+2(D1), ti E HnLf2(D1), and 
p E H7”f1(D,). Furthermore, zy l?D is smooth, then u E I~nf+z(D), 
z’ E H”-cz(D), p E H”‘+l(D), and there is a constant c ‘B 0 depending 
only on D such that 
II u jI,y’“L?,D,) -t- 11 ’ l,~i*(~) + ;iP I&“‘+‘(D) 
-1 ‘[‘If1 i!Hm(Dl t !If2 IiH”‘(D) + 1: h” ‘IH”‘-‘(D) 
+ 1; P i!L,(D,l. (2.3) 
To state the main theorem of this paper we let D be a convex 
polygon and we let 
a(~, y) == min{dist((x, y), P): P a vertex of Dj. 
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Thus, 6(x, y) is the minimum distance from (x, y) to one of the vertices 
of D. With this notation our main result is 
THEOREM 2. Let D be a convex polygon, let fi EL,(D), fi ELM, 
g E HI(D), S-lg E L,(D), and let u, v, p be a generalized solution of (2.1). 
Then u E Hz(D), v E H’(D), and p E Hi(D). Furthermore, there is a 
constant c :a 0 depending only on D such that 
-G WI ;lL2(D) + llh IIL2(D) -+- !I 0% L,w -t i' WJ I!Lpd. (2.4) 
Remark. It will be shown that the requirement Sig EL,(D) 
cannot be eliminated. This requirement may be interpreted in terms 
of interpolation spaces as follows. Let H,2(D) denote the set of func- 
tions w in H?(D) which vanish at the vertices of D. Since functions in 
Hz(D) are continuous on D, H,“(D) is a closed subspace of H2(D). 
Letting 
H,YD) = L(D), ~,‘V411:2 
(see [14] for a discussion of interpolation spaces), it may be shown that 
the expression 
{ii w Iho) + II S-‘w /L,d1’2 
provides a norm which is equivalent to the norm of H,l(D). Thus, our 
requirement on g may be phrased as g E H,l(D). (For more on inter- 
polation between weighted Sobolev spaces, see [7, 111.) 
To prove Theorem 2 it suffices to analyze the behavior of the 
solution near each of the vertices of D. To see this, let P be one of the 
vertices, and let <(x, y) be a smooth function which is identically 1 in 
a neighborhood of P and which satisfies 
i(x,y) = 0 for dist((x,y), P) > rO, 
where 2r, is the length of the smallest side of D. With no loss of 
generality we may set r0 = 1. We let 8 denote the infinite sector whose 
vertex is placed at P, and whose sides are the extension to infinity of 
the two sides of 8D which meet at P. We obtain formally from (2.1) 
-A(b) + (ip)m = I;f, - 2 05 . Vu - u 4 -t ~5, in Q, 
-A(b) + (Q), == 5fi - 2 vt * Vu - ~1 05 f pi, in Q, 
(5%. + (54, = 58 -t 47 + 4, in Q, 
(2.5) 
[u II I& ..= 0 onZ2andonr --z 1. 
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It is easily verified that cu and 5~ are locally in Hz, and <p is locally in 
Hi, and that (2.5) is satisfied a.e. in Q. Also, the right sides of the 
first three equations of (2.5) are in L,(Q), L,(Q), and Hi(Q), respec- 
tively, and cu, cv, @ is a generalized solution of the generalized Stokes 
equations (2.5). If this construction is made for each vertex Pi of D, 
1 < i < I, we see that the original solution ZC, c, p may be written in 
the form 
The functions ui , zli , pi , 1 < i ,< 1, are the generalized solution of a 
problem of the form (2.5) corresponding to the vertex Pi of D. The 
remaining triple, u0 , u0 , p, , is a generalized solution of the generalized 
Stokes problem which vanishes in a neighborhood of the vertices of D. 
Using Theorem 1, we obtain u0 E Ho2(D), v0 E H,“(D), p, E HO1(D), 
and furthermore, inequality (2.3) with m = 0 holds for this solution. 
To prove Theorem 2 WC must therefore analyze the solution of (2.5) 
in a sector Q. 
Let the vertex of the sector Q be placed at the origin 0. Suppose that 
one of the sides of 0 lies on the positive r-axis. Letting the angle of Q 
be w, the sector Q is given, in polar coordinates, by the inequality 
0 < 0 < w. We have thus reduced the proof of Theorem 2 to proving 
the following 
THEOREM 3. Let w < r and let u, z’, and p be functions in 52 such 
that 
u E P(Q) n HiQQ), v E P(Q) n fG,(Q), p EL&Q) f-l ax(Q), 
7.4 L 0, u 1-z 0, p :- 0 for 7 > 1, 
and in both the generalized and pointwise sense u, v, and p satisfy 
--du + P, = fi ELZ(Q), 
--do 4-p, =f2 ELZ(Q), 
u,c + V.” = g E WQ), 7-‘g EL@), 
UZVEO on m. 
Then u E H2(G), v E W2(Q), p E Hl(sz), and there is a constant c = 
such that 
(2.6) 
(2.7) 
(2.8) 
(2.9) 
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Remarks. (1) In the application of Theorem 3 to the proof of 
Theorem 2 we apply (2.9) to each vertex and use the above mentioned 
estimate for zdO , a0 , p, . This yields for the solution of (2.1) 
the estimate 
; c[Ihfl IL?(D) I- i:fi IILp(D) -1. " "R I LdD) -!- 1, '--'g hD) 
+ j / u UP + ; zI h+(O) + 11 Pl~Lpd 
The presence of the terms involving U, z’, and p on the right- 
hand side of this inequality is due to the form of the right-hand sides 
in (2.5). The desired estimate (2.4) is achieved by a standard argument 
based on uniqueness of solutions to (2.1). 
(2) Similar to (2.2) it follows from (2.8) that 
(3) The proof of Theorem 3 will be given in Section 7. We derive 
in that section the stronger weighted inequality (7.2), which implies 
(2.9). ,4 similar improvement can be made in the inequality in 
Theorem 2. 
(4) The condition r -‘g E-L,(Q), or, in Theorem 2, the condition 
6-rg EL&Q), may seem restrictive. In fact, the condition is necessary. 
To see this suppose u E N2(Q) n H,,‘(Q), let x0 :-> 0, and let L(x”) be 
the line segment joining (x0,0) to (x” cos w, yo sin w); note that 
L(xO) is perpendicular to the angle bisector of L? (see Fig. 1). 
Since u,(xO, 0) = 0, we may use Hardy’s inequality 115, p. 941 to 
obtain 
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Integrating this inequality in the direction perpendicular to L(xO), 
we find 
A similar inequality holds for the y derivative. Hence, if u and z, 
belong to W2(Q) n H,l(Q), we have Y-~(u, -I- w,) EL,(Q), so from the 
third equation in (2.1) we have r-lg ELM, as asserted. 
It has been pointed out to us by Temam that Theorem 2 implies a 
similar regularity result for solutions of the Navier-Stokes equations 
-Au +p, f uu, + zay = h, EL,(D), 
--da + p, + UZI~ + zw, = h, EL,(D), 
u, -c wu = 0 
in a convex polygon D. In fact we have 
(2.11) 
(2.12) 
(2.13) 
THEOREM. Let u E Hoi(D), c E H,](D), p EL,(D) and suppose 
(2.1 l)-(2.13) is satisJied in n distributional sense. Then u E H2(D), 
w E F(D), p E W(D). 
Proof. Since Hoi(D) CL,(D) for any Q < CO, we may conclude 
that, e.g., ZL E L,(D), z’ E L,(D). Hence, from Holder’s inequality, 
fl = -uu, - wu, -+ h, EL, JD) 
f2 = -uw, - WC, 1 h, EL,,JD). 
Pick a CJ > 8. Since HOI(D) CL,(D), we see by interpolating that 
H1’3(D) = W”P% K,YDk/,,, 
C Kz(D)~ W%m 
= LPJ(D) 
where LP12(D) is the Lorentz space, defined by interpolation between 
L,(D) and L,(D) [5, Section 3.31, and where 
p == 3q/(q $- 1) > 8/3. 
From the properties of the Lorentz spaces, Lps2(D) CLpsp(D) = 
Lp(D) so 
H”“(D) CL, /3(D), 
with a continuous imbedding. 
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Taking the dual of this, 
L,,,(D) c HW3(D). 
Hence, U, z’, p satisfy the Stokes equations (2.1) with fi E H-ii3(D), 
j = 1, 2, and with g x 0. We deduce from (2.1) and an integration by 
parts, 
Interpolating between this inequality and (2.4), we obtain 
II * 11~5/3(D) -t ‘I 0 iIu6i3~D~ G C[llfl IIH-~i3~D~ + ‘If2 llH-~kcDJ. 
Thus, u and u belong to H”/“(D). Hence, u and ZI are bounded, 
so fi E&(D), j = 1, 2, and again using (2.4), we have u E H2(D), 
ZI E H2(D), p E Hi(D), as asserted. 
3. A WEIGHTED INEQUALITY 
It is convenient to write (2.8) in terms of polar coordinates x = 
r cos 0, y = Y sin 0. For this purpose we introduce the functions 
U = u cos 19 + v sin 0, 
V = -u sin 0 + v cos e, (3.1) 
representing the components of velocity in the radial and tangential 
directions, respectively, and the functions 
Fl =f,cosB+f,sin0, 
F, = -fi sin 0 + fi cos 0, 
representing the components of force in the radial and tangential 
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directions, respectively. Using these functions, (2.8) may be rewritten 
as 
-(lI’r)(rU,), - (l/r’) u,, + (l/r2)U -j- (23 V. + pr = FL in Q, 
-(lir)(YV& - (1P) v&j t (l/r”) v- (2jY2) C’, + (l/T)& =F* in S, 
U? + (l/Y) u -t (1%) v, = g in Q, (3.2) 
u=v=o, 8 = 0, 8 = w. 
It is necessary to consider the various norms in polar coordinates. 
For any function w recall the notation 
Evidently 
/D%u[~ = [w, j2 + r2 j wo12. 
Furthermore, it is easily seen that 
and 
[ D2w I2 :< c[j w,, 12 + r-2 j w,rR 12 + r4 [ WRR 12 
-f-r-2 / w, 12 + r4 I WR 121, 
/ w,, I2 + r2 1 wrR I2 + r4 1 wRR I2 .< c[l D2w I2 + Y-? I D1w I"]. 
Using these inequalities and (3.1), we also find 
1 Dlu I2 + / Db I2 
2: c[j u, j2 + 1 FT2 I + Y-2 1 u, I2 + r2 j v, I2 + r2 I u 1% i- r2 / v 121, 
1 u, 12 + I v, 12 + Y--2 ) u, 12 + r2 ) v. 12 
5: c[l D4 I2 + 1 Db I2 + Y+ / u 12 f r-2 j n I'], 
1 D2u I2 + I D2v I2 < c[/ U,, j2 + r2 j LTri,, I2 f r4 j U,, I2 
+ 1 VT7 12 + r2 j v,, 12 + r4 / v,, 12 
+ y-2 ) u, 12 -k r-4 ( u, 12 + r-4 / u 12 
+ r-2 I v, 12 + r-4 / FR 12 + r--4 / v 121, 
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and 
LEMMA 1. Let u, v and p satisfy the conditions of Theorem 3. Then 
there is a constant c depending only on w such that 
. . 
JJ 
[Y2 [ JYU 12 + Y2 / LPV j2 + / D’u 12 + j LYV 12 + Y---2 ( u (2 
R 
(3.3) 
-i- Ym2 / U j” + YM2 1 V j2 + I p I”] dX dy. 
Proof. We start with the inequality 
This inequality follows from the inequality (2.3), applied with m = 0 
on the smooth domain .Q* (see Fig. 2) to the functions <u, {v, <p, 
where [ -_ c(r) is a smooth function satisfying 
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We next make a change of independent variables, setting 5 = px, 
j7 = py, i; = pr. With 
Setting a221 = ug,? + 2+ , we see that in the new variables, (2.8) 
becomes 
Thus, the functions U, Y, p-19 are solutions of equations of the form 
(2.8) with right-hand sides pu2fl , p-2fi , and p-lg. Now applying (3.4) 
to the transformed problem we get 
Transforming back to the x, y variables, we have 
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Since g < p-l/r < 4 in the region of integration we may replace p-l 
by Y in the integrands of this inequality. This gives 
D2u I2 + I D2v I’) + lD1u I2 T ( Dlv ja 
+ ~~“(1 u j2 + 1 2: 1’) -1. 1 p 1’ -+ Y’ 1 D’p I”] dx dy 
+ r2(/ u I2 + 1 v I”) -t 1 p I”] dx dy. 
In this inequality we set p = 2’i and sum over all integers k. The 
inequality (3.3) results, proving the lemma. 
With the next lemma we see that the right side of (3.3) is finite if 
u, v:, and p satisfy the hypotheses of Theorem 3. 
LEMMA 2. For w E H;(Q) we haoe 
See IS, p. 1381 f or a proof of this well-known result. 
LEMMA 3. Let u, v and p satisfy the conditions of Theorem 3 and 
let Uand V begiven by (3.1). Thenfor 0 < E < 1, 
+ Y* / p I2 -t- ( p, \“]r dr dB < cg. 
Proof. This follows directly from Lemmas 1 and 2 and the pre- 
viously established relations between the x, y and r, 0 derivatives. 
The only purpose of Lemma 1 is to deduce the finiteness of the 
integral in (3.5). A specific bound for the integral is not required. 
4. TRANSFORMATION OF THE PROBLEM 
We introduce a new variable T by the relation r = e-‘. In the -re 
plane the sector Q becomes the strip S m=: ((7, 0): 0 < 8 < W, 
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-co < 7 < a>. Setting q == e-?p, (3.2) is readily transformed into 
the system 
- U,, - U,, + U $ 2Vu - qr - q =: eA2’Fl in S, 
-I;,,- V,,+V-2U,+q,-e-2TF, in S, 
- 117 + u -+ v* = “-‘g in S, 
I: --_ v = 0, e = 0, e = co. 
In the new variables, (3.5) yields 
(4.1) 
I VI2 
(4.2) 
The purpose of introducing the dependent variable q is so that all the 
dependent variables appear with the same weight on the left side of 
(4.2). Summarizing, we have 
LEMMA 4. Let u, v, and p satisfy the conditions of Theorem 3.1. 
Then LT, V, and q are functions in the strip S which vanish for 
7 < 0, and which satisfy (4.1) and (4.2). 
We now introduce the Fourier transform 
Note that the combined effect of introducing 7 and taking the Fourier 
transform is to take the Mellin transform of w with respect to the 
variable Y. (In [4] the Mellin transform is used directly in the study of 
corner singularities.). We have collected in Appendix A some facts 
concerning the Fourier transform. Using the formulas stated there we 
note that the system (4.1) is formally transformed into the system 
- lTOQ + (p + 1) 0 + 2i7@ - (it + I)q” = Pl(< - 2i, e), 0 ,( e -( w, 
- PO8 + (5” + 1) P - 208 + go = F2(S - 2i, e), 0 sg e < w, 
(1 - 2.5) 0 + P” = J(< - i, e>, O,<B,<W, (4.3) 
iqr t’:zo, e = 0, e .= w. 
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Regarding these transforms, we have 
LEMMA 5. Let IL, z‘, and p satisfy the conditions of Theorem 3. Then 
for 77 ~7 Im 5 < 0, i;‘, P, (i: exist and are square integrable in (t, 0) on S. 
Furthermore, the weak derivatives o0 , oo8 , p0 , PO0 , 48 are square 
integrable on S. These functions satisfy (4.3) for q < 0. Finally, the 
mapping i; + o(c, 0) is an analytic mapping of the half plane 7 -: 0 into 
the Nilbert space L,[O, W] and similarly, the functions l?” , oO-,, p0 , 
B B0 , 4, &give rise to analytic mappings on the half plane q 4: 0. 
Proof. From (4.2), CT t L,(S). Since G’(T, 0) : 0 for T -‘: 0, we 
therefore see that o([, 0) exists and is in L,(S) as a function of (<, 0) 
if 7 < 0, and gives rise to an analytic mapping for 7 <: 0. The same 
is true for the Fourier transforms P and y”. 
Again from (4.2) the weak derivative CT0 EL,(S). From this we see 
that Q(f +- i7, 0) h as a weak o-derivative inL,(S) if 77 -: 0, 
(9~~~)(~ -;- i$9) = (9-u)s (( A- iq ti), 
and f: --t oO({, 0) is analytic. 
The Fourier transforms ofl, , li, FO, POT,, , 4, 4” can be treated 
similarly. 
5. SOLUTION OF THE SYSTEM (4.3) 
In this section we shall obtain a solution of the system (4.3) for 
each value of the parameter f: = 5 -+ i7 in the strip ; -q ; K I. 
Regarding the right-hand sides of (4.3), we shall suppose throughout 
this section that the mappings 
are analytic functions from the strip ; 77 : -< I into L,[O, w]. (This will 
be established in Section 6. See Appendix A for a brief discussion of 
analyticity.) We shall then show that the solution of (4.3) consists of 
analytic functions of 5 in j 77 ’ C 1, and we shall deduce some estimates 
for the solution that will be used in later sections. 
Letting Uj , ITj , qj , j =- I ,..., 4, be four solutions of the related 
A REGULARITY RESULT FOR STOKES 411 
homogeneous system we seek a particular solution of the nonhomo- 
geneous system of the form 
by variation of parameters. It is easily seen that 0, P and 4 is a solution 
of (4.3) (neglecting the boundary conditions) if 
: cj’lTi’ -= -Fl([ - 3, 0) + 2J(< - i, O), 
(5.2) 
1 q’( lVi’ - yj) --_ - F2(< - 2i, 0) - f(< - i, B), 
2 Cj’Vj = d(< - i, O), 
where the prime denotes differentiation with respect to t?. If, for some 
fixed c, the determinant of this linear algebraic system is nonzero we 
can solve uniquely for the cj’(<, 8) EL,[O, w]. Then letting 
we see that 7?, p, 4 is a solution of (4.3). More precisely we have 
QE H2[0, W], 
and 0, p, 4 solves (4.3). 
Now we make a particular choice for 0;. , Vj , qj . Let l/lj, 
1 < j ,< 4, denote the functions 
Vll([, 0) = eis{-l sinh (0, 
V12([, 8) = eie cash lo, 
I’,a(1;, 0) = e-io<-l sinh i0, 
VI&, 0) = cis cash CR, 
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and define 
for 5 + &i. Note that Vlj is entire and ciii is analytic for [ 9; -i. 
A computation shows that the point < == i is a removable singularity 
of qli , and hence, qIi is analytic for 5 =# --i. With Uij , Vii , qli 
defined in this way the determinant in (5.2) is, using (5.3), given by 
K(<) = det 
u,, .*. U14 
q1 .‘. r,l;, 
Cl - 411 .*. 574 - q14 
v,, -.. V14 
= p(S)(iS - l)-2(1 + 52)-i, 
where 
A computation shows that ~(5) = 16( 1 -(- 12), and hence, K(C) = 
16(i< - 1)-2. For 5 # fi, Vlj, j = I,..., 4, are linearly independent 
solutions of the equation 
v” + 24 - 52) V” + (1 + pyv = 0 (5.4) 
which is obtained by eliminating 0 and 4 from the homogeneous 
system related to (4.3). Since K([) + 0 for < # -i, we can solve (5.2) 
uniquely for the cj’(c, 0). Let the particular solution defined by (5.1) 
(with the cj determined as above) be denoted by DO, PO, and 4, . 
It is clear that the functions cj’([, 0) are analytic in 5 for / 7 / < 1 
$nce they can be written as linear combinations of p,(< - 2i, 6), 
F2(1 - 26 @, J?(C - i, e>, and $(Z; - i, 0) with coefficients which are 
analytic for 5 # - i. Hence, cj(c, 6) is analytic in the strip 1 q 1 -C 1, and 
since Uj , Vi, and qi are analytic for 5 # -i, it follows that 00, 
PO , & are analytic for 1 71 / C I. Furthermore, using (5.1) we see 
that U,‘, oi, PC,‘, pl, and ffo’ are analytic for j r) / < 1. 
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It will be important later to have bounds for the coefficients cj([, 0) 
in sets of the form 
(C: -2 <q < 1, 1 f j :: &Jb). (5,5) 
Since, from_(5.2), each of the functions ci’ is a linear combination of the 
Sunctions Fl , F, , i, and d’, with coefficients that are determinants 
(involving functions which are analytic at i) divided by K([), it follows 
from the formula for ~(5) that 
.:, c(i)[l I’,(< - 2i, O)l --I- I F&Z - 2i, H)J 
$- j j(( - i, 8) + 1 $I([ - i, O)l], 0 6 0 < co, 1 -<:j :< 4, (5.6) 
where the constant c(t) is bounded in l-sets of the form (5.5). By 
integrating this inequality with respect to 19 and using Schwarz’s 
inequality we have 
for0 < 0 ,( W, 1 < j ,< 4, where c(c) is bounded on sets of the form 
(5.5). 
Now we consider the boundary values in (4.3). To this end let 
V2’zi , 1 < j < 4, be solutions of (5.4) satisfying the initial conditions 
Vi;-“(i, 0) = 6, . Th en VZj([, 0) are linearly independent solutions 
of (5.4) which together with their o-derivatives are entire in 5. 1,et 
for [ # -+i. Then for any constants 6, , 
(5.8) 
is a solution to the equations in (4.3). We choose the bj so as to satisfy 
the boundary conditions: o(5, 0) = o(c, W) = p(S,O) = p(<, W> = 0. 
If these conditions are imposed on the functions in (5.8) we obtain a 
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linear system for the bj . The nonhomogeneous terms in this system 
involve D0 , pU and 4” and are hence analytic for I 77 \ -.: 1. The 
determinant of the system, 
is analytic for 5 + --i. We will show that ~(0 has no zeros in the strip 
-1 < rj < 1. 
Suppose for some < that l;j”, 1 <.j < 4 is an independent set of 
solutions of (5.4). Then we can find cij(<) such that 
F,‘2,(i, 0) = 1 Gi(C) I/;*(i, q, det(cij(5)) # 0. 
Now let 
From this we see that 
v(c) = det(q?(<)) . det 
Thus, to verify that ~(0 # 0, we may pick any set VI*,..., Va* of 
linearly independent solutions of (5.5), define Uj*, I < j < 4, as 
above, and calculate the determinant 
We have v(<) # 0 if and only if v*(I;) ;i- 0. 
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For 5 = 0 let Vj* be given by 
sin 8, 8 sin 0, cos 0, 0 cos 8. 
Then the determinant in question is 
i 
1 0 0 1 
v*(o) L=- det cog w w cos uo+ sin w -s;” w cos w -ok sm w 
sin w w sinw cos w w cos w I 
Y ~2 - sin2w + 0, 
since w > 0. 
For [ -= i we let Vj* be given by 
sin 20, cos 28, 8, 1. 
The determinant in question is 
2 0 1 0 
v*(i) det 2 cos 2w -2 sin2w 1 0 = 
0 1 0 1 
sin 2~ cos 2w w 1 I 
-= 8 sin w[w cos w - sin W] + 0, 
provided 0 c: w < T. (Note the use of convexity here.) 
Finally, for -1 < 71 < 1, 5 $ 0, i we let Vj* be given by 
cos(1 - ;<)e, sin(l - iQ8, cos(1 + ige, 
In this case a computation shows that 
sin(1 + Q0. 
v*(i) = 4(sinh2[w - t2 sin2wj. 
In [12, pp. 307, 3081 it is shown that this expression has no zeros for 
-1 (7) < I,[ #O,i. 
Thus we can solve uniquely for the bj in the strip -1 -< 17 ( 1. 
We see that the bj(i) are analytic in [ in this strip. Combining these 
results we see that the functions given by (5.8) (with the bj determined 
as above) provide a solution to (4.3). Furthermore 0, l?, ??“, p, p’, 
p”, 4, and 4’ are analytic in 5 in the strip 1 77 1 c: 1; i.e., the mappings 
5 - qcs, Q..., 5 -* 4’(5, 8) 
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from this strip to L,[O, w] are analytic. This solution is the unique 
solution to (4.3) for [ in this strip. We summarize all of this in the 
following 
THEOREM 4. For ezery [ in the strip - 1 -< 7 < 1, (4.3) has u 
unique solution 0, 0, 4. Furthermore, 0, l?, l?“, p, P’, p”, 4, and 4’ 
depend analytically on 5. 
Remark. Even if the right sides were analytic for 7 ;, 1, the 
solution would not necessarily be analytic at 5 = i. In other words, 
the solution operator to (4..3) has a pole at < -~= i. 
We turn now to the derivation of an estimate for the solution. 
First we estimate o0 , 0, , and go . It will be convenient to write 
Now o0 = Cj cjCTlj and since the Uij are analytic for [ oh --i, we 
have from (5.7) 
I G”(1;, O)l 2: c(5) -WI (5.9) 
for 0 < 0 < w, where c(t) is bounded on sets of the form (5.5). From 
this and Schwarz’s inequality we get 
iI 0°K ~)llL2t",ol 5-1 c(l) N(5). 
Using (5.2) we see that 
and again from (5.7), we have 
Since 
og<, e) = c (Cj’Ui’ -t CJJ;!) 
we have, using (5.6) and (5.7), 
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and hence, 
II @XL ~NL,ro,oJl < 40 w. 
Combining these results we have 
iI ~01,(5, ~)l/H%,rol G 45) Wi) 
for --I 4: 7 < 1, where c(i) is bounded on the sets (5.5). 
In the same way we get 
(5.10) 
we get 
Next we estimate .?? and P. From (5.9), (5.1 l), and the fact that 
V(C) is never 0 in the strip -1 < 7 < 1 we see that 
Thus, since Uaj and Vaj are analytic for i # -i, we see from (5.8), 
(5.10), and (5.12) that 
418 KELLOGG AND OSBORN 
&Ioreover, by differentiating in (5.8) WC obtain 
Ii W, ~)IIH~kd Se c(l) W), (5.13) 
:j ql;, tl)(~,r[,,<.,] 5; c(i) N(i). (5.14) 
Finally we estimate p’(<, 8) and (;[ -1 1) g(<, 0) directly from the 
equations (4.3). From the second equation in (4.3) and from (5.13) 
and (5.14) we have 
I 4i’(L H)!IL*rO,L.‘I 45) WJ. 
From the first equation in (4.3) and from (5.13) and (5.14) we have 
;I(% +- I) (f(5) ~)I’L.,[o,~,~ 6 C(i) 1v(5). 
We summarize these results in the following 
and c(c) is bounded on sets of the form 
Remark. It may be noted that in the estimate of ‘l’heorem 5, one 
cannot include the quantity ;I (i \IL2r,l,w1 on the left side. This is reflected 
in the fact that the solution operator k%(c) associated with the system 
(4.3) has a pole at < ::: i. 
6. ANALYTIC CONTINUATION OF 0, p, AND i 
Our object in this section is to use (4.3) to continue 0, 8, and 4 
analytically up to the line 7) = 1, and to obtain L, estimates for these 
functions and their first and second B-derivatives. We start by estab- 
lishing the region of analyticity of the functions PI , p2, and k which 
appear on the right-hand sides of (4.3). 
LEMMA 6. Let F, , F, , r-lg, and / D’g ’ lie in L,(Q) and aanish .for 
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Y 2 I. Then the functions ~j(i, b’), j -- 1, 2, are analytic for 7 
and g(<, 19) is analytic for 17 < 0. Furthermore, 
< 
419 
---I, 
(6.1) 
Proof, Since 
we see that ee7Fj E L,(S). Hence, since Fj = 0 for T < 0, -I’j is analytic 
for 7 --: - 1 and 
.W 11 
-! i 
e2n71Fj 12dTd0 
“4J * ,=-co 
Since 
andg =: Ofor x< 0 u-e see that j([, 0) is analytic for 17 < 0. Further- 
more, 
w 
1 .i’ iz [(I f 5’ + T~)I J(t -I- +, @)I’ + I ko(t + +, @)I”] dt d@ * a.=0 :=-a 
“, m zzz c s e271T[I g, 2 + I go I2 + I g I”1 dT do ‘OqJ 7-i-E 
< 
ii 
[I Dig 1” -/- r+' 1 g I”] dx dy 
‘I?. 
for q < 0. This completes the proof. 
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LEMMA 7. The functions 0, 0, and 4 may be extended analytically 
to the region 7 < 1. Furthermore, for each < with - & < 77 < 1, 
m, 0) E fJ2[0, WI, m, 0) E fqo, WI, 2(5, 0) E fyo, WI> 
and there is a constant c depending only on w such that 
(6.2) 
Proof. From Lemma 5 we know that 7?(5, 8), P(C, e), and g(<, 0) 
a_re analytic for 77 < 0. Using Lemma 6 we see that pi([ - 2i, e), 
F,(c - 2i, 0), and k(L - i, 0) are analytic for 7 < 1. We also know 
that for each such <, flj(;.<i - 2i, 0) EL,[O, w] and ,&< - i, 0) E H1[O, w]. 
Hence, from Theorem 4, the system (4.3) can be solved for -1 < 
71 ( 1. For -1 < 17 < 0, o(i;, 0), P([, e), @(1;, 0) is the solution of 
(4.3). Thus, the solution constructed in Section 5 provides an analytic 
extension of D(i, B), P(<, B), and g([, 0) up to the line 7 = 1. 
It remains to prove (6.2). From the Agmon-Nirenberg type estimate 
given in Appendix B we see that there is a [,, > 0 such that (6.2) 
holds for 5 which satisfy - j- < 77 < 1, I E ) > 5, . For 5 such that 
-+<v< 1, j f j < to , (6.2) follows directly from Theorem 5 
in Section 5. 
7. PROOF OF THEOREM 3 
Let u, v and p satisfy the conditions of Theorem 3 and let U, V, 
and 4 be the transformed functions introduced above. We shall first 
establish the inequality 
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where 
Toward this end we define a function a([, 0) for 7 < 0 by 
i?([, 0) = (< +iy O({ + i, 0). 
From Lemma 7 , 3 is an analytic function from the half plane v < 0 
into L,[O, w]. For q < -1, -(< + i)” o([ + i, 0) is the Fourier 
transform of UJ7, 6) at 5 + i and hence 
-w a 
=I s / U,,(T, 0)” e2(7J+‘)7 do d0. ‘8=0 7=0 
This shows that 
is increasing in v for 7 < -1. Using this fact we see that 
Now, integrating (6.2) with respect to [ from 5 = --CC to [ = a and 
using (6.1), we see that E < cl < CO. Thus we can apply the Paley- 
Wiener theorem (Appendix A) and conclude that there is a function 
Z(T, 0) E&(S) such that ~(7, 8) = 0 for T < 0, I! z IIL.,tS) < E, and B 
is the Fourier transform of x: 
In particular, 
PO(L 0) --_ a(5 - i, 0) = qe-Tx)((, O), 17 < 1. 
On the other hand we have 
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Hence, we may conclude that 
- U,,(T, 0) = ev7z(7, 8), 
so z = -eTLr,, is square-integrable. ,4lso 
This is the required bound for the first term in (7.1). 
The remaining terms can all be treated in the same way. For the 
sake of clarity we shall consider the term involving qT + q in detail. 
Let 
q1,q = ((5 + ;> + 1) 6(5 t 4 0) = Q(5 47 i, Q, 7 < 0. 
By Lemma 7, a(<, 19) is analytic in 77 r 0. For 71 < - 1, iig(< + i, 19) 
is the Fourier transform of q7 -t q at 1: + i. Thus 
which shows that 
is increasing in 71 for 7 < -1. Using this, (6.2), and (6.1), we 
find 
Hence, from the Paley-Wiener theorem, 
a, 0) = qq5, q, 77 <o, 
where s E&(S) and Z(T, 0) = 0 for 7 -< 0. Thus, 
(i[ + I) 4([, 8) = i?(< - i, 8) = F(e-7x)(& 8), 7) < 1. 
Also 
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Together these relations imply 
(P, -k 4) e’ = 2 E-US). 
Furthermore, 
This completes the proof of (7.1). 
To complete the proof of Theorem 3 we transform (7.1) into the 
T, 0 variables. We obtain 
Now, using the inequalities of Section 3 for the change between polar 
coordinates and Cartesian coordinates, we obtain 
[I D2u I2 + re2 ) Dlu j2 + r-4 ) u j2 + 1 D2v I2 -j- r-2 1 Dlv 12 
+ r4 / 2, I2 + 1 D1p I”] d&x dy 
El.fl I2 + If2 I 2 + / Dig /z -1 rz 1 g j2] dx dy. (7.2) 
This last estimate is a sharper version of (2.9). The proof of Theorem 3 
is now complete. 
Remark. The analysis presented here differs from that of 
KondratCv in one important detail. The solution operator of the 
system (4.3) has a pole on the line 77 = Im 5 = 1, which is the line 
to which analytic continuation is desired. (See the remark in Section 5, 
following Theorem 4.) Our analysis suggests the possibility of 
extending, in modified form, the estimates of KondratCv to lines 
containing singularities of the solution operator. 
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APPENDIX -4 
In this appendix we discuss briefly the Fourier transform 
(.Fx)(t, 8) = a(,$, H) = (2n)- l/a [-- x(7, 0) e--if* dT. 
. ‘Z 
We pattern the discussion after the development of the Fourier 
transform given in [20, Chap. 61. We define Y(S) to be the set of 
rapidly decreasing functions in the strip S; that is, functions x(7, 0) 
which are infinitely differentiable in S and such that 
for all nonnegative integers /3, (pi , x2 . It may be verified by classical 
arguments that for z E 9, 9-x is well defined and 9x E ,9’. Further- 
more, one has the usual formulas for -c, w F Y: 
(F-1$)(,, 0) -= ~(7, 0) = (27~-lP Cm .2((, f3) ei*Tdf. 
s--r 
Using (A.l) and (A.2) we see that 3 may be extended to an 
isomorphism of L,(S) onto &(S). Similarly, if 2 E Nl(S), then <S 
and & belong to I,,(S) and 9 gives an isomorphism of HI(S) onto the 
Hilbert space of function 2 E Lg( S) such that 2 has a weak derivative 
& EL,(S) and 
A similar characterization may be given for the Fourier transform of 
z-P(S), m > 0. 
We require the extension of the Fourier transform to the complex 
plane. Let x E&(S) and suppose that ~(7, 0) = 0 for 7 < 0. Then with 
5 = f f in, we may define the Fourier transform .5?(c, 0) for q < 0 by 
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Since eT~z EL,(S), 6 is well defined and, for each 7 < 0, B E&(S) 
as a function of (t, 0). Also, using (A.2), 
so 
w a, 
sup s i / S([, O)l’d[ d0 < CC. n<O 0 --m (A.31 
We remark here that Jz JTn, 1 F?([ i- ir, B)lz d[ dd is increasing in 7. 
For i fixed in the lower half plane we can alternatively view $(<, 0) 
as a function of 0 which belongs to L,[O, w]. We now wish to consider 
the mapping 5 --f S(i, 0) from the lower half plane into L,[O, W] 
and note that it is analytic in i. Analyticity for such a mapping can be 
characterized by requiring that 
is analytic in [ for each g EL,[O, w]; see, e.g., [20, p. 1281. To prove 
this, observe first that &~?z(T, e)g(B) is integrable in 7, 6 and 5, 5 
varying over a compact subset of the lower half plane. It is easily seen 
that the expression in (A.4) is continuous in 5, and if C is any closed 
curve in the lower half plane we have 
since eeiss is analytic in [ for r fixed. It now follows from Morera’s 
theorem that the mapping 5 + S([, 0) is analytic in 5. 
The converse of these statements is given by the Paley-Wiener 
theorem, extended to functions in a strip. 
THEOREM. Let S(f + iv, O), for each jixed 7 < 0, belong to L,(S), 
andsatisfy (A.3). Furthermore, let i ---f 5((, 8) be, for q < 0, an analytic 
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mapping of 5 + I/JO, w]. Then there is (I function ~(7, 0) E L,(S) with 
1(T, 8) == Ofor 7 -’ 0, and such that 2([, 8) := (9z)(<, 8). Furthermore, 
(12.5) 
Proof. Let TTl f 0. {S(f -1;. i&j,, ) 8)) is a sequence in f,,(S) and by 
(A.3) the sequence of norms is bounded. Hence, by the local weak 
compactness of LB(S) there is a subsequence of T,, (again denoted by 
T,!) such that 
f(( + $n , 0) - %5,4 E&(S). (‘1.6) 
For any 6 --II 0, 
for all N > 0. This implies there is a sequence N,; such that 
w .o 
‘k’ml- Nk = x), lim 
i I k-m ‘(, ‘6 
[ a( &ili, + iq, fy d7) dl = 0. (A.7) 
By Cauchy’s integral formula we have 
for Im 5, -< 0, where the contour C, is indicated in Fig. 3. 
- N.k 
I 
I 
(A.8) 
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Letting k + cc and using (-4.7) yields 
427 
Note that here we are considering < + ~?(c, 8) to be an 
mapping with values in &[O, w]. Thus to pass from (-4.8) 
we must show the integrals 
analytic 
to (A.9) 
converge to 0 in the norm of L,[O, w). This follows directly from (A.7). 
The first term on the right in (A.9) tends to 0 as r), + -- ~3 as a result 
of (A.3) and Schwarz’s inequality. Setting T,, = q,, , tve thus have 
Non- since ,E(t + iv11 , 0) - ?(t, 0) in L,(S), we have for each 
g EJ%[O, WI> 
and thus, 
Hence, 
We now introduce the inverse Fourier transform of (&, - &I: 
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Using (A. lo), (A.2), and (A.1 I), we then have 
a(~, , 8) = 2;j_li’ im +, 0) 8co~d7, Im to c 0, 
‘0 
where ~(7, 19) EL,(S) is the inverse Fourier transform of i(<, 8). 
Hence, $ = F(z$), where $J is the characteristic function of the 
interval (0, CO). By the uniqueness of the Fourier transform, z : z$, 
so x = 0 for 7 ~1 0. 
To prove the inequality asserted in the theorem, we deduce from 
Parseval’s equation and the weak convergence in (A.6), 
!I 2 ii& z= il 2 IlE,w 
6’ lim inf W m -2 JS I z(S + i7, ,@)I” &do 0 -m 
w co 
-5 sup 
Jr 
( a((, ey df do. 
n<o 0 -n 
APPENDIX B. AN AGMON-NIRENBERG TYPE INEQUALITY 
In this section we shall establish bounds for the solution of (4.3) 
that are uniform in 5 = [ $- iq, provided 17 is bounded and j [ j is 
sufficiently large. Such bounds are established in [2] and [3] for 
2mth order elliptic problems. The method of proof given here is the 
same as in [2], and is presented for the sake of completeness. 
Specifically we shall prove the 
LEMMA. Let Q ;> 0 be given. Then there are constants c ;-- 0 and 
to > 0, depending on y. and W, such that if < = 5 + iq with I 77 I < q0 , 
1 f 1 > to, and if 0, P E W2[0, w], 7? = P = 0 at 0 = 0, 0 = W, 
d(0) E W[O, w], then, setting 
- 0” + (5” + 1) 0 + 2P’ - (ii + I)4 = hi(O), O<B<W, 
-P" + (5" + 1) B - 20' + 4' = h&l), O<B<w, 
(1 - it) 77 + 8’ = h#), 0 < 8 < w, (8.1) 
we have 
A REGULARITY RESULT FOR STOKES 429 
Proof. Let p(t) b e a smooth function, identically 1 for 1 t I < I, 
and identically zero for [ t ; > 2. Using (B.l), the functions 
U*(O, t) = O(O) p(t) eiit, 
F-*(0, t) = P(H) p(t) eict, 
q*(19, t) = g(O) p(t) eiit 
are easily seen to satisfy the system of partial differential equations 
-q$ - q + I/* + 21ro* - qt* - q” = hl*’ 
-v,*B - vt*t + v* -2lJ,* + qe* = IT,“, (B.3) 
-[,F,i + U” f tro* -= Ix,*: 
where 
P.4) 
Since [.T* = I’* = 0 for 8 = 0, 0 = w, and for I t i ..:> 2, we may 
pick a bounded domain D* with smooth boundary %D* such that 
D* contains the rectangle Q * defined by the inequalities 1 t / < I, 
0 -: 0 < w, and such that 
L:* __ I--* _= 0 on aD*. P.5) 
It may be verified that the system (B.3) is elliptic in the sense of 
Agmon-Douglis-Nirenberg [l], and that the boundary conditions 
(B.5) are complementing [l]. (In fact, this boundary value problem, 
which is identical with the problem (4.1), may be obtained from the 
generalized Stokes problem by a change of variables. The ellipticity 
of the Stokes problem then gives the ellipticity of (B.3).) Hence, from 
the a priori estimate for elliptic systems [I], there is a constant c Y, 0 
depending only on w such that 
I u* IIH~co-j -I- II v* IiN2tDtj + II li” ~lH~~D*~ 
:< c[ll h,* I!L3(D*l + II h,” IlL2(D*l + 11 h,” ;lH’(D*j P.6) 
+ ii lJ” lk2m) + 11 V* !IL,w f II 4- L,ml- 
Taking the integrals in the norms on the left over the rectangle Q”, and 
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using the boundedness of 7, it is easily seen that the left side of (B.6) 
is bounded from below by 
cI(%)~ll P l&,*,1 i- I i I !I r^i’ lILJ”,wl + I 5 I2 ‘I 0 IIL2t”,wl 
+ il P’ I~L~~~,~J -k I 5 I /I P’ I~~J~,~,,I + I 5 I2 II Pl!Lp[o,~ul 
i 1; 4’ ~lr,[oWl + I i I I/ (i: i/&[o.Wl: 
-4%x i I II 8 1IL&0,d +- I 5 I /I v JIL&01 
-1 jl 4 I/L2ro,wl i- II 0’ /IL,r”,ul t II 8’ lIL2co,wl~> 
where cl(q,,) > 0. Using (B.4) and the boundedness of 77, we see that 
the right side of (B-6) is bounded from above by 
%(%Nll 4 l:LzrO,ml i- I’ A2 ll~,[“,Wl + 1 5 I I’ h, !lLZtoWl 
+ /I 4’ il~,[0,~1 + I 5 I II 0 IIL.Jo,~~I + I 1: I II P l/~,r0,d 
+ .I 0 IIL*ro,d -I- !! 4 IIL&Ldl. 
Combining these inequalities, it is easily seen that if f 1 is large 
enough, we obtain (B.2). 
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