Hadwiger and Debrunner showed that for families of convex sets in R d with the property that among any p of them some q have a common point, the whole family can be stabbed with p − q + 1 points if p ≥ q ≥ d + 1 and (d − 1)p < d(q − 1). This generalizes a classical result by Helly. We show how such a stabbing set can be computed for n convex polygons of constant size in the plane in O((p − q + 1)n 4/3 log 2+ε (n) + p 2 log(p)) expected time. For convex polyhedra in R 3 , the method yields an algorithm running in O((p − q + 1)n 13/5+ε + p 4 ) expected time. We also show that analogous results of the Hadwiger and Debrunner (p, q)-theorem hold in other settings, such as convex sets in R d × Z k or abstract convex geometries.
Introduction
A classical result in convex geometry by Helly [16] states that if a family of convex sets in R d is such that any d + 1 sets have a common intersection, then all sets do. In 1957, Hadwiger and Debrunner [13] considered a generalization of this setting. Let F be a family of sets in R d and let p ≥ q ≥ d + 1 be integers. We say that F has the (p, q)-property if |F| ≥ p and for every choice of p sets in F there exist q among them which have a common intersection. We further say that a set of points S stabs F if every set in F contains at least one point from S. Then the following holds:
Theorem 0.1 [Hadwiger and Debrunner [13] ] Let d ≥ 1 be an integer. Let p and q be integers such that p ≥ q ≥ d + 1 and (d − 1)p < d(q − 1), and let F be a finite family of convex sets in R d . Suppose that F has the (p, q)-property. Then there exist p − q + 1 points in R d stabbing F.
Note that the bound on the number of points needed is tight. That is, for every p ≥ q ≥ d + 1 there exist families of convex sets with the (p, q)-property where at least p − q + 1 points are needed to stab the whole family. This is easily seen by considering any family of p − q + 1 disjoint convex sets where one of them is taken with multiplicity q. It is also known that whenever q ≤ d, there exist families of convex sets with the (p, q)-property where arbitrary large number of points are needed. This can be seen by taking n hyperplanes in general position in R d (meaning that no two hyperplanes are parallel and no d + 1 hyperplanes intersect at the same point). Then any d hyperplanes intersect at some point (in other words, they have the (d, d)-property) and any single point stabs at most d hyperplanes. Thus, at least n/d points are necessary to stab all hyperplanes.
Many related results have since been established. Among the most famous is one from Alon and Kleitman [3] who in 1992 proved that for any p ≥ q ≥ d + 1, there exists a finite upper bound on the maximum number of points needed to stab a family of convex sets with the (p, q)-property. However, all the known upper bounds are probably far from being tight in the general case. As an example, for (p, q, d) = (4, 3, 2), their proof yields an upper bound of 4032 (while the best known lower bound is 3). Since then, this number has been proven to lie between 3 and 13 (inclusive) [20] . Still, the only values of p ≥ q ≥ d + 1 for which exact values are known are those corresponding to Theorem 0. 1. There is a lot of work in this more general setting, both improving the bounds (e.g. [19] ) as well as adapting to generalizations of convex sets (e.g. [18, 23] ), and it is an interesting open problem to study algorithmic questions connected to these results.
Special cases where some further restrictions are imposed on the considered sets have also lead to interesting results. One much studied example is obtained by considering only axis-aligned boxes in R d . In this case, we can already start by strengthening the result given by Helly's theorem, as for a family of axis-aligned boxes in R d , if all pairs intersect then the whole family intersect. As is expected, this additional structure leads to stronger (p, q) results. One early result appearing in [14] is the following (notice the weaker conditions on p and q and the independence on d):
Theorem 0.2 ( [14] ) Let d ≥ 1 be an integer. Let p and q be integers such that 2q − 2 ≥ p ≥ q ≥ 2 and let F be a finite family of axis-aligned boxes in R d . Suppose that F has the (p, q)-property. Then there exist p − q + 1 points in R d stabbing F.
Another example is when all sets are translations either with or without scaling of some convex set K. Here, strong results exist only for some very simple cases such as K being a d-dimensional cube or ball. For example the maximum number of points needed to stab families of discs in the plane with the (p, 2)-property lies between 4p − 4 and 7p − 10 inclusive [24] . These bounds are tight for p = 2, that is in the case of pairwise intersecting discs.
From an algorithmic point of view, little work seems to have been done towards computing these stabbing points. One instance which has recently received some attention is the aforementioned case of pairwise intersecting discs in the plane. In [15] , it was shown how such a family can be stabbed with 5 points in linear time (which is one more point than the theoretical optimum). Shortly after a linear time algorithm for stabbing such a family with only 4 points was found [7] . However, the computation of small stabbing sets for families of general convex polyhedra with the (p, q)-property seems to not have been studied and will constitute one part of this paper, in the setting of Theorem 0.1.
For a great overview of the studied questions and known results around (p, q) problems, we refer the interested reader to the 2003 survey by Eckhoff [10] .
Before continuing, we would also like to mention that Helly's theorem has been generalized to many other settings, as this will come in play in the second part of this paper. In general, we say that a set system has Helly number h if the following holds: if any h sets in the set system have a common intersection, then the whole set system does. Helly numbers have been shown to exist for many set systems, such as convex sets in R d × Z k [4, 17] or abstract convex geometries (see [11] or Chapter III of [21] ), which include subtrees of trees and ideals of posets. In many of these cases, the proofs can be adapted to show a constant stabbing number analogous to the result by Alon and Kleitman. In this work, we will show that under some weak conditions, the existence of a Helly number implies a tight Hadwiger-Debrunner type result.
Stabbing convex polytopes
1 The general dimension case 1 
.1 A proof of the Hadwiger-Debrunner theorem
We will first consider a proof of Theorem 0.1 which will naturally lead to an algorithm for finding stabbing points. In [22] , the proof of this theorem is left as an exercise, yet the hint suggests that the intended solution is close to the proof below. The main differences with other proofs for this theorem are that it is more constructive and does not make use of a separating hyperplane, which will make it easier to adapt to other settings later on.
We will make use of a lemma which can also be found in [22] . We include the proof as we will later use the same ideas to prove a similar lemma. For a non-empty compact set S, let lexmin(S) denote its lexicographical minimum point. Then we have the following: Lemma 1.1 Let F be family of at least d + 1 convex compact sets in R d , such that I := F is nonempty. Let x := lexmin(I). Then, there exist a subfamily H ⊂ F of size d such that x = lexmin( H).
Proof Let F, I and x be as specified in the statement. Let S x denote the set of all points lexicographically smaller than x. This set is convex and is disjoint from I. By Helly's theorem, there exists a subfamily of d + 1 members of F ∪ {S x } with an empty common intersection. These members have to include S x , as all members of F have a non-empty common intersection. Let H ⊂ F be the family consisting of the remaining d sets and let x H be the lexicographical minimum point of I := H (which is compact and non-empty). x H can not be lexicographically larger than x because H ⊂ F and it can not be lexicographically smaller than
Recall the theorem we wish to prove:
Proof
We will prove the theorem for families of compact convex sets, as we will only deal with such families later. One can however reduce the original theorem to this one (see Appendix A), so this is done without loss of generality.
Call a pair of integers (p, q) admissible if p ≥ q ≥ d + 1 and (d − 1)p < d(q − 1). Let (p, q) be an admissible pair, and let F be a family of compact convex sets of R d with the (p, q)-property.
We reason by induction on p, the base case being p = q = d + 1 which is Helly's theorem.
If p = q > d + 1, then F also has the (d + 1, d + 1) property (as having the (p, q)-property implies having the (p − 1, q − 1)-property) and the result again follows from Helly's theorem.
So suppose that p > q and that the result is true for any admissible pair (p , q ) with p < p.
If (d − 1)p = d(q − 1) − k − 1 for k ≥ 1, then notice that (p − k, q − k) is an admissible pair, as in that case (d − 1)(p − k) = d(q − k − 1) − 1 which together with p > q also implies that q − k ≥ d + 1. Thus the result follows from the induction hypothesis.
It now remains to consider the case where p > q and (d − 1)p = d(q − 1) − 1.
To do so, let us construct a point x * (F) as follows:
• For every non-empty subfamily S ⊂ F of d convex sets with non-empty intersection, let x S be the lexicographical minimum of I S = S.
• Let x * (F) be the lexicographical maximum point among all such x S 's.
Let G be one of the families defining x * (F), that is, G ⊂ F is a subfamily of d sets which have x * (F) as the lexicographical minimum of their intersection.
To establish the theorem, it is enough to show that by choosing x * (F) as one of our stabbing points, we can stab all the remaining sets (i.e. those which do not contain x * (F)) with p − q points. Let R = {C ∈ F | x * (F) ∈ C} be the set of remaining sets.
Let us argue that for any S ∈ R, S ∩ ( G) is empty. To do so, suppose it was not, and let y be the lexicographical minimum of that intersection. By Lemma 1.1, y is the lexicographical minimum of the intersection of d sets in F. Moreover, by definition of R and G, y is lexicographically larger than x * (F). This contradicts the definition of x * (F). Thus, S ∩ ( G) is empty.
Two cases arise:
We show that R has the (p−d, q−d+1)-property. Indeed, choose any p−d members from R together with the d members from G. We know from the (p, q)-property of F that there exists a subfamily E ⊂ R ∪ G of size q whose members have a non-empty common intersection. E cannot contain all elements of G, as q > d = |G| and the intersection of all members of G together with any member of R is empty. Thus, E contains at least q − d + 1 members of R. This shows that R has the (p − d, q − d + 1)-property. Notice that with the assumptions p > q and (d − 1)p = d(q − 1) − 1 which we are working under, (p − d, q − d + 1) is admissible. Thus, by the induction hypothesis, R can be stabbed with p − d − (q − d + 1) + 1 = p − q points. Thus, R can be stabbed by p − q points, which implies that F can be stabbed by p − q + 1 points and by induction, concludes the proof.
A first algorithm
This proof naturally leads to an algorithm. Let d > 0 be some fixed dimension and let F be a family of n compact convex polytopes with the (p, q)-property. In the following, for simplicity of presentation, we will assume that the convex sets are polytopes of constant size. The same method still works for general polytopes.
The algorithm works as follows:
1. Reduce p and q (as done in the proof) to reach the case where p = q = d + 1 or the case where p > q and (d − 1)p = d(q − 1) − 1.
2.
Construct a point x * (F) defined as in the proof. We choose it as one of our stabbing points. Now, remove from F all the sets that are stabbed by this point. If there are any remaining sets then either |F| ≥ p − d and F satisfies the (p − d, q − d + 1)-property, where (p − d, q − d + 1) is admissible, or F consists of p − q + k sets, k < q − d, where some k + 1 of them have a common intersection. 3 . In the first case, we can continue inductively. 4 . In the second case we can trivially stab the remaining sets using p − q points.
The correctness of the algorithm follows immediately from the proof of Theorem 0.1. The only detail that needs some additional scrutiny is the correctness for the base case p = q = d + 1. Notice that in this case all sets have a common intersection and Lemma 1.1 ensures that x * (F) stabs the whole family F.
Regarding runtime, notice that the point x * (F) can trivially be computed in O(n d ) by computing the lexicographical minimum of G for every subfamily G ⊂ F of size d and taking the lexicographical maximum among the computed points (remember that all our sets are of constant size and their intersection can thus be computed in constant time). This quantity needs to be computed at most p − q + 1 times with the family F decreasing in size each time.
Let us prove that step 4. can be done in O(p d+1 ) time.
Let k = |F| − (p − q). If k ≤ d, then we can test every subfamily of size k for common intersection and find a point in that intersection if it is non-empty in O(|F| k ) time. We can then trivially stab all the remaining sets in O(|F|) time.
If k > d, then we know from Lemma 1.1 that the lexicographical minimum of the intersection of k sets in F is also the lexicographical minimum of the intersection of some d sets in F. Thus, one can find a point stabbing at least k sets (knowing such a point exists) by computing the lexicographical minimum in the intersection of each subfamily of size d (if this intersection is non-empty) and counting the number of sets stabbed for each of the computed points in O(|F| d+1 ) time.
Because we know that when reaching this step in the algorithm |F| < p − d we get a runtime of O(p d+1 )
Thus, we get a total runtime of O((p − q + 1)n d + p d+1 ).
In the plane, the second term can be improved from O(p 3 ) to O(p 2 log p) by adapting the Bentley-Ottmann sweep line algorithm [6] (see Appendix B for more details). On the other hand, one can easily reduce the problem of finding a point stabbing at least three lines among p lines to the problem of step 4. in the above algorithm (for k > 1) in linear time if we allow for infinitesimally thin polygons. This problem is 3-SUM hard (see [12] , where the concept of 3-SUM hardness was first introduced).
There is a strong belief that such problems can not be solved in O(p 2−ε ) time, which means that step 4. can probably not be solved in O(p 2−ε ) time either.
However, if p (and thus q), is small compared to n, the first term is the bottleneck in the computation time, which scales as O(n d ). The natural question that now comes to mind is: can we do better than O(n d )?
We will see in the following section that we can indeed do better at least in dimensions 2 and 3, although at the cost of considering expected rather than worst-case runtime.
2 Faster algorithms for 2D and 3D polytopes 2 
.1 A randomized optimization technique by T. Chan
In [8], Chan discovered a simple but remarkably powerful technique to reduce many optimization problems to a corresponding decision problem, without any blow-up in the expected runtime.
This technique is given by the following lemma (stated in a slightly more general form here):
Lemma 2.1 Let α < 1 and r be fixed constants. Suppose f : P → Q is a function that maps inputs to values in a totally ordered set (where elements can be compared in constant time), with the following properties:
1. For any input P ∈ P of constant size, f (P ) can be computed in constant time. 2 . For any input P ∈ P of size n and any t ∈ Q, we can decide whether f (P ) ≤ t in time T (n).
3.
For any input P ∈ P of size n, we can construct inputs P 1 , . . . , P r ∈ P each of size at most αn , in time no more than T (n), such that
Then for any input P ∈ P of size n, we can compute f (P ) in O(T (n)) expected time, assuming that T (n)/n ε is monotone increasing for some ε > 0.
We will apply this technique to the bottleneck of the previous algorithm when p is small compared to n, which is the computation of x * (F). Here, each P ∈ P is a set of polytopes in R d , Q is R d with lexicographical order, and f is x * (which we define as (−∞, . . . , −∞) if the intersection of the considered polytopes is empty).
Suppose that we have access to an algorithm which for such a family F of compact convex polytopes of constant size and every
Then we can verify that the three conditions of Chan's lemma hold and can apply this technique to compute x * (F):
For F a constant number of sets, x * (F) can be computed in constant time by computing the lexicographical minimum of G for G ⊂ F of size d.
2.
This second condition holds by assumption. 3 . For any F of size n, partition it into d + 1 disjoint subfamilies S 1 , . . . S d+1 of size between n/(d + 1) and n/(d + 1) each. Then, for i ∈ {1 . . . d + 1}, let
when the sets in G have an empty common intersection). These families can be constructed in O(n) ≤ O(T (n)) time.
Thus by Lemma 2.1, we can compute x * (F) in expected T (n) time and get the following :
Let F be a family of n compact convex polytopes in R d of constant size with the (p, q)-property. Suppose we have access to the decision algorithm described above. Then we can compute a set of at most p − q + 1 points stabbing F in expected time
We will see in the next part that we can indeed apply this technique to the problems of stabbing families of convex polygons or polyhedrons.
Remark 2.3
While in the first algorithm, the constant-size assumption about the polytopes was not essential, it does play a role here. For m general polytopes with a total of n vertices, the method can still be adapted with more work, but the improvement in runtime will not be as important as there will always remain a n d term in the run-time no matter what T is (although it will not be multiplied by (p − q + 1) any more). Some other ideas would be necessary to get substantial improvements in this case.
The planar case
In this whole section, the family F consists of n constant-size compact convex polygons in the plane and has the (p, q)-property, for some admissible pair (p, q). We are working with the lexicographical order ≤ lex on R 2 .
In order to apply Chan's method painlessly, we will make the assumption that among all points defined as the lexicographical minimum in the intersection of a pair, no other has the same x-coordinate as x * (F). In other words, taking the point with maximum x-coordinate is enough to guarantee having the lexicographical maximum among such points.
With this assumption, testing whether x * (F) ≤ lex y for some y ∈ R 2 amounts to asking if x * (F) lies to the right of some vertical line with x-coordinate t ∈ R. We can rephrase this again as deciding whether there exist two intersecting sets in F whose intersection lies entirely to the right of the vertical line . We can make some simple observations to discard some of the sets in F in O(np) time:
• All sets which lie entirely to the left of can be safely ignored.
• If there are at least p sets lying entirely to the right of l, then by the (p, q) property some q > 2 of them intersect and we can already answer the question in the affirmative.
• If there are fewer than p sets lying entirely to the right of l, then one can test in O(pn) whether the intersection of any of those with any other set in F lies entirely to the right of .
We are then left with answering the following question which we will refer to as the Right Intersection Problem. Let us state and prove a lower and an upper bound on the complexity of this problem.
Theorem 2.5 The Right Intersection Problem has a Ω(n log(n)) time complexity in the algebraic decision tree model.
Proof We prove the claim by a reduction from the Element Uniqueness Problem, which is known to have Θ(n log(n)) time complexity in this model [5] .
Let a be an array of length n representing an instance of the Element Distinctness Problem. Construct an instance of the Right Intersection Problem in O(n) time in the following way:
• Let be the y-axis.
• For every k ∈ {0, . . . , n − 1}, create a triangle with vertex coordinates (0, n · a[k] + k), (1, 2 · a[k]) and (1, 2 · a[k] + 1).
All triangles trivially intersect the vertical line as they have a vertex lying on the y-axis. Proof It was shown in [1] that counting the number of pairwise intersections between n convex polygons of constant size can be done in O(n 4/3 log 2+ε (n)) time.
Now, consider some instance of the Right Intersection Problem. We can cut all polygons along the vertical line and discard the parts lying on the left of to get a new instance of that problem in linear time.
The answer to the original instance is positive if and only if in the new instance there are two polygons which have a non-empty intersection but do not intersect on the vertical line . This can be decided by counting the number of pairwise intersecting polygons in O(n 4/3 log 2+ε (n)) time, counting the number of pairwise intersecting polygons on (this can be done in O(n log(n)) time, see Appendix C, or one can use the same algorithm again), and then comparing these numbers. They differ if and only if some pair of polygons intersect exclusively to the right of .
This whole procedure leads to an algorithm with a O(n 4/3 log 2+ε (n)) runtime.
Thus, combining this result with Proposition 2.2 and using the adapted Bentley-Ottmann algorithm to improve the second term we get the following: 
The 3D case
We simply sketch an approach for the analogue 3D case, as it is in essence identical to the planar case.
In this case, the Helly number becomes 4, and solving the corresponding Right Intersection Problem can be done by counting the number of triplets of convex polyhedrons with non-empty common intersection.
In [1] , it was also shown that counting pairwise intersections between n convex polyhedrons of constant size can be done in O(n 8/5+ε ) time. Thus we can count the number of intersecting triplets as follows: Take a polyhedron P , cut all other polyhedrons to keep only the parts lying inside P (in O(n) time as all polyhedrons are of constant size), then count the number of pairwise intersections among those cut polyhedrons. Doing this for every P and adding up all the resulting numbers will count every intersecting triple exactly three times, and can be done in O(n · n 8/5+ε ) = O(n 13/5+ε ).
Thus, we get the following: 
Ordered-Helly systems 3 An axiomatic approach
We have seen in the last chapter an approach that uses Helly's theorem to prove the Hadwiger-Debrunner theorem. A natural path forward is to try adapting the method to other contexts where Helly-type theorems exist and prove corresponding (p, q) versions. By going through the proof and carefully examining the properties needed at each step, we get that the following structure is enough to formulate and prove a Hadwiger-Debrunner-type theorem:
Definition 3.1 (Ordered-Helly system) An Ordered-Helly system S is a tuple (B, C, D, h, ) consisting of:
• A set B, called the base-set.
• A set C ⊂ P(B) whose members are called convex sets or S-convex sets.
• A set D ⊂ C whose members are called compact sets or S-compact sets.
• A total order on B.
• An integer h ≥ 2, called the Helly-number of S.
with the following properties:
(Attainable minimum)
For all non-empty S ∈ D, there exists x ∈ S such that for all y ∈ S, x y. This x is necessarily unique and we call it x the -min of S. We define the -max of a set similarly, if it exists.
(Convex order)
For all t ∈ B, we have {x ∈ B | x t and x = t} ∈ C.
(Helly property)
If F ⊂ C is a finite subset of n ≥ h sets of C such that every subfamily of h members of F has a non-empty common intersection, then all members of F have a non-empty common intersection.
As was stated earlier, this structure is enough to carry out a similar proof as the one we saw for the Hadwiger-Debrunner theorem, and leads to the following theorem, which we will prove: It should be mentioned that the existence of a Helly number alone is not enough to show such a result, see [2] for an example of a set system with Helly number 2 but no general (p, q)-theorem.
To prove this theorem, we will make use of an analogue to Lemma 1.1. Let us state and prove this analogous lemma: Proof Let F, I and x be as specified in the statement.
Let S x denote {y ∈ B | y x and y = x}, which is a S-convex set by the property of convex order. It is also disjoint from I as is a total order. By the Helly property, there exists a subfamily of h members of F ∪ {S x } with an empty common intersection. These members have to include S x , as all members of F have a non-empty common intersection. Let G ⊂ F be the family consisting of the remaining h − 1 sets and let x G be the -min of I := G (which is a non-empty S-compact set). We know that x G x because x ∈ I . If we now suppose x G = x this implies that x G ∈ S x and contradicts the fact that I ∩ S x = ∅. Thus, x G = x.
We are now ready to prove Theorem 3. We will reason by induction on p, the base case being p = q = h which is true by the Helly property of the system. If p = q > h, then F also has the (h, h) property (as having the (p, q)-property implies having the (p − 1, q − 1)-property) and the results again follows from the Helly property of the system. So suppose that p > q and that the result is true for any h-admissible pair (p , q ) with p < p.
If (h − 2)p = (h − 1)(q − 1) − k − 1 for k ≥ 1, then notice that (p − k, q − k) is an h-admissible pair, as in that case (h − 2)(p − k) = (h − 1)(q − k − 1) − 1 which together with p > q also implies that q − k ≥ h. Thus the result follows from the induction hypothesis.
It now remains to consider the case where p > q and (h − 2)p = (h − 1)(q − 1) − 1.
To do so, let us construct an element b * (F) as follows:
• For every non-empty subfamily S ⊂ F of h − 1 S-convex sets with non-empty intersection, let b S be the -min of I S = C∈S C, which exists by the properties of intersection closure and attainable minimum.
• Let b * (F) be the -max element among all such b S 's.
Let G be one of the families defining b * (F), that is, G ⊂ F is a subfamily of h − 1 sets which have b * (F) as the -min of their intersection.
To establish the theorem, it is enough to show that by choosing b * (F) as one of our stabbing elements, we can stab all the remaining sets (i.e. those which do not contain b * (F)) with p − q elements. Let R = {S ∈ F | b * (F) ∈ S} be the set of remaining sets.
Let us argue that for any S ∈ R, S ∩ ( G) is empty. To do so, suppose it was not, and let y be the -min of that intersection. By Thus, R can be stabbed by p − q elements, which implies that F can be stabbed by p − q + 1 elements and by induction, concludes the proof.
Remark We could relax the properties of an Ordered-Helly system somewhat and still be able to prove this theorem. In particular, properties 1., 2. and 3. could be replaced by the two following properties, which already hold in an Ordered-Helly system :
• For all 1 ≤ k ≤ h and all S 1 , S 2 , . . . S k ∈ D with a non-empty common intersection there exists some x ∈ i S i such that for all y ∈ i S i , x y.
• If F ⊂ D is a family of h compact sets and x is the -min of F, then there exists some subfamily G of size h − 1 such that x is also the -min of G.
In fact, none of the conditions 1. to 3. are necessary in the sense that there exist families of sets violating all three for which a Hadwiger-Debrunner type theorem does hold. Consider for example the family of all open disks in the plane with the lexicographical order on points. Neither intersection closure, attainable minimum nor convex order holds in this case, but of course the Hadwiger-Debrunner theorem still applies as these are a special case of convex sets.
However, condition 3. (convex order) is in fact necessary in the sense that dropping it while maintaining the others unchanged would make Theorem 3.2 false. Otherwise, we could for example prove that a family of axis aligned rectangles in the plane with the (3, 2) property can be stabbed with two points. This is false, as the following example illustrates: Figure 2 : Counterexample to the claim that axis aligned rectangles in the plane with the (3, 2)-property can always be stabbed with two points.
Computing stabbing points in an Ordered-Helly system
The proof we saw once again leads to an algorithm computing stabbing elements of a family of Scompact sets with the (p, q)-property for an admissible pair (p, q), given we have access to some oracles. We will write the run-times in terms of the description complexity of a set, which depends on the exact context. Thus, for a S-compact set S, let #S denote this complexity (of at least 1), and for a family of S-compact sets F, let #F := S∈F #S.
Consider an Ordered-Helly system S = (B, C, D, h, ) (for a constant h) and suppose we have access to the following oracles:
• For two elements b 1 , b 2 ∈ B, we can test b 1 b 2 in constant time.
• For a family of at most h − 1 S-compact sets F ⊂ D, we can test if the sets in F have a common intersection and compute the -min of that intersection if it is non-empty in O(#F) time.
• For a S-compact set S ∈ D and a point b
We could naturally consider other run-times for these oracles. We only specify them in order to showcase an example of run-time analysis which is tighter than if we had worked with general runtimes and swapped in concrete functions afterwards (and matches the case of convex polytopes in R d for small d). Let us state two lemmas which will be useful for our algorithm. Proof We can compute b * (F) by testing for intersection in every subfamily G of F of size h − 1 and computing the -min of that intersection if it is non-empty.
If we consider some fixed subfamily G, the computation for that subfamily will cost at most c · #G for some constant c which doesn't depend on G. Charge this cost to the sets S ∈ G by attributing a cost of c · #S to a set S.
Now, consider the cost charged to some fixed set S for the whole computation. As S appears in no more than |F| h−2 subfamilies of size h − 1, its total cost charge is upper bounded by c#S · |F| h−2 . Summing across all sets S ∈ F, we get a total cost of O(#F · |F | h−2 )) = O((#F ) h−1 ).
Lemma 4.2
Suppose there exists some subfamily G ⊂ F of size k such that all sets in G have a common intersection. k is given as an input. Then we can compute n − k
Proof If k ≤ h − 1, then we can test every subfamily of size k for common intersection and compute its -min for a total cost of O((#F ) k ) ≤ O((#F ) h−1 ) (by the same reasoning as in the previous proof).
If k > h − 1, then we know from Lemma 3.3 that the -min of the intersection of all sets in G is also the -min intersection of the intersection of some h − 1 sets in F. Thus, one can find a point stabbing at least k sets by computing the -min point for each subfamily of size h − 1 (in O((#F ) h−1 ) time) and counting the number of sets intersected for each of the O(|F| h−1 ) computed points. We get a total runtime of O((#F ) h−1 + #F · |F | h−1 ).
As soon as we find a point b stabbing at least k sets, we return b along with the -min of every set in F which is not stabbed by b.
Armed with these algorithms, we can now prove the following: If we restrict the sets in F to be of at most constant complexity, then we can compute the points in time O((p − q + 1)|F| h−1 + p h ).
Proof
Consider the following algorithm:
1. Reduce p and q (as done in the proof) to reach the case where p = q = h or the case where p > q and (h − 2)p = (h − 1)(q − 1) − 1.
2.
Construct an element b * (F) defined as in the proof. We choose it as one of our stabbing points. Now, remove from F all the sets which are stabbed by this point. If there are any remaining sets then either |F| ≥ p − h + 1 and F satisfies the (p − h + 1, q − h + 2)-property, where (p − h + 1, q − h + 2) is h-admissible, or F consists of p − q + k sets, k < q − h + 1, where some k + 1 of them have a common intersection. 3 . In the first case, we can continue inductively. 4 . In the second case we can trivially stab the remaining sets using p − q elements.
• Correctness:
The correctness of the algorithm follows from the proof of Theorem 3.2. The only detail that needs some additional scrutiny is the correctness for the base case p = q = h. Notice that in this case all sets have a common intersection and Lemma 3.3 ensures that b * (F) stabs the whole family F.
• Runtime:
We know that step 1. can be done in O((#F) h−1 ) time and has to be done at most (p − q + 1) times.
We also know from Lemma 4.2 that step 4. can be done in O((#F) h−1 + (#F)p h−1 ) time. This step is only done once.
Thus, we get a total runtime of O((p − q + 1)(#F) h−1 + (#F)p h−1 ).
In the case of sets of constant complexity, step 4. can be done in O(p h ) and the total run-time is then
With access to the right oracle, we could once again apply Lemma 2.1 analogously to what we did for convex polytopes in the Euclidean setting and get a corresponding speedup in the case of sets of constant size. In the non-constant case, similar ideas are still partially applicable with more work on the choice of subproblems and analysis. However, the complexity of step 4. in this case comes in the way of a qualitative improvement on the way the run-time scales with respect to #F.
Examples of Ordered-Helly systems
Until now, the only Ordered-Helly system we have seen is the one corresponding to convex compact sets in R d . We will see that this structure does have some other interesting representatives and is not restricted to this single example (in which case the usefulness of introducing it would have been doubtful).
Hadwiger-Debrunner type results for subsets of R d
Let us state and prove some Hadwiger-Debrunner type results for sets which are defined as the intersection of a convex compact set in R d with a subset S ∈ R. To do so define the S-Helly number as follows:
Definition 5.1 Let S be a subset of R d . We call S-Helly number and write h(S) the smallest integer k > 0 such that the following holds: Given a finite family F of convex sets in R d , if in every subfamily of F of size k all sets share a point in S, then all sets in F share a point in S. If no such k exists, then h(S) = ∞.
One of the first results concerning S-Helly numbers was discovered by Doignon [9] , and is the case Let us show that a corresponding Hadwiger-Debrunner-type theorem holds. 
Abstract convex geometries
Let us now explore how the structure of Ordered-Helly systems relates to the structure of abstract convex geometries as introduced by Edelman and Jamison [11] . Convex geometries are an abstraction capturing the basic combinatorial structure of classical convexity in a similar manner to matroids capturing the basic combinatorial properties of linear independence. Convex geometries appear in many contexts outside of convex sets such as graph theory or order theory. We refer the interested reader to [11] or to Chapter III of [21] for an in-depth overview. We will only go over the basic definitions and theorems needed for our purpose, which can all be found in the two sources we just mentioned.
Some background
For the following definitions, it is useful to imagine the operator τ as an analogue to the convex hull operator on a point set.
Definition 6.1 Consider some finite set E and a family N of subsets of E. Let τ be the operator defined on subsets of E as : τ (A) = {X | A ⊂ X, X ∈ N }. We say that (E, N ) is a convex geometry if it has the following properties:
A shelling sequence can be thought of as a way to reach a convex set by starting with the whole set E and stripping away points one after the other in such a way that the set remains convex at each step. A useful characterisation of convex sets for our purpose is the following, where we describe a convex set via a shelling process.
Proposition 6.4 ([11] ) A set X ⊂ E is convex if and only if there exists a shelling sequence x 1 , . . . , x k such that X = E \ {x 1 , . . . , x k }.
The final ingredient we need is the following Helly-type theorem for convex geometries.
Theorem 6.5 ([11] ) Let h(N ) denote the smallest integer k such that the following holds:
For a family of n convex sets F, if every subfamily of size at most k has a non-empty intersection, then F has a non-empty intersection.
Then h(N ) is equal to the maximum size of a free convex set.
Hadwiger-Debrunner theorem for convex geometries
Now we are ready to state and prove a Hadwiger-Debrunner-type theorem for convex geometries. Proof We know that ∅ is convex, thus there exist a shelling sequence S = {x 1 , . . . ,
Thus, has the convex order property.
Let h be the maximum size of a free convex set. Then, it is easy to verify that S = (E, N , N , h, ) also has the intersection closure and attainable minimum properties. The Helly property for Helly number h) is given by Theorem 6.5.
Thus, S is an Ordered-Helly system and we get the result from Theorem 3.2.
Two examples of convex geometries
We will now give two illustrative examples of abstract convex geometries and the resulting Hadwiger-Debrunner type results we obtain for them. One such convex geometry (arguably the most natural) is the one obtained by taking convex hulls of subsets on a finite point set in R d . We will not consider this convex geometry in any more detail as this is naturally a special case of convex polytopes in Euclidean space which we have already discussed. This means that for a given tree T and a given family of subtrees of T , if all pairs of subtrees intersect at some vertex, then all subtrees share a vertex. Using Theorem 6.6 we can thus get the following result:
Subtrees of a tree
Corollary 6.8 Let T be a tree and let F be a family of subtrees of T (represented as sets of vertices). Let (p, q) be a 2-admissible pair. Let F ⊂ N be a family of non-empty subtrees of T with the (p, q)property. Then F can be stabbed with p − q + 1 vertices.
From an algorithmic point of view, let us suppose that the tree is represented as a conventional pointer structure and that the subtrees in F are themselves represented in full as trees. One can compute a shelling sequence of the empty tree (and thus ) by starting with the whole tree T and choosing leaves to cut off until we reach the empty tree. This amounts to O(|V |) preprocessing time. We can trivially find the -min of a subtree or test if a subtree S contains a vertex in O(|V (S)|) time.
Using Proposition 4.3, this leads to an algorithm finding stabbing vertices in O(|V | + (p − q + 1)(#F)) where #F is the sum of the number of vertices over all subtrees in F.
Ideals of a partially ordered set
For a poset (E, ≤), we say that a set S ⊂ S is an ideal of E if for all x ∈ S and all y ∈ E, y ≤ w ⇒ y ∈ S. Let width(E) denote the maximum length of an antichain in E. Then the following holds:
is a convex geometry with Helly number width(E).
Using Theorem 6.6 we can thus get the following result: From an algorithmic point of view, the situation is similar to the one for subtrees of a tree if we choose to represent ideals as the sets of their elements.
Conclusion
We have shown how to stab n convex polygons of constant size with the (p, q)-property (for admissible (p, q)) in expectedÕ(n 4/3 ) time with respect to n. In order to do so, we have reduced this problem to a decision problem solvable inÕ(n 4/3 )) time. While this second problem has a time complexity lower bounded by Ω(n log(n)), finding a non-trivial lower-bound for the original problem remains open.
The main difficulty in adapting this method for polygons of arbitrary size with a total of n vertices is being able to solve the following : Given a constant number c of polygons with a total of n vertices and an integer k, compute a point stabbing at least k polygons in o(n 2 ) time (knowing that such a point exists).
For the 3D case, we have an algorithm running in expected O(n 13/5+ε ) time with respect to n. We conjecture that it is possible to get a fundamentally faster runtime, and suspect that algorithms with (almost) quadratic runtime exist.
We have also derived (p, q)-theorems along with algorithms in other settings where Helly-type theorems are known. An interesting question would be to try deriving other related results in these settings, such as colourful or fractional versions of (p, q)-theorems.
Appendices
A From compact convex sets to general convex sets in the Hadwiger-Debrunner theorem
In the main body of this paper, we have proven the Hadwiger-Debrunner theorem for compact convex sets only, claiming that this was done without loss of generality. To see this let us describe how to reduce the general case to this one.
Let F = {S 1 , S 2 , . . . , S n } be a finite family of convex sets in R d with the (p, q)-property for some admissible pair (p, q). Let us construct a new family of compact convex sets F = {S 1 , S 2 , . . . , S n } as follows:
• For every subfamily G ⊂ F of sets with non-empty common intersection, choose p G to be a point in that intersection, and let P denote the set of all such chosen points.
• For i ∈ {1, . . . , n}, let S i be the convex hull of S i ∩ P.
It is clear that F consists of compact convex sets and that whenever some subfamily G ⊂ F of sets have a common intersection, the corresponding sets in F also do. This means that F has the (p, q)property. Moreover, for i ∈ {1, . . . , n} we know that S i ⊂ S i . If we can stab F with p − q + 1 points, the same holds for F. Thus, if the Hadwiger-Debrunner theorem holds for compact convex sets, it also holds for general convex sets.
B Adapting the Bentley-Ottmann sweep-line algorithm
Here we briefly describe how to adapt the Bentley-Ottmann sweep-line algorithm [6] to solve the following problem in O(n 2 log(n)) time:
Problem B.1 Given a family of convex polygons in the plane with a total of n vertices, compute a point p stabbing as many polygons as possible.
Imagine a vertical line sweeping through the plane, stopping each time it reaches the beginning of an edge, the end of an edge or the intersection of two edges, which we call an event (for simplicity, assume the events are separated along the horizontal axis by shifting them infinitesimally ). During the whole sweep, we keep track of the edges crossing our sweep line ordered according to the y coordinate of their intersection with the sweep line. This forms the general idea behind the Bentley-Ottmann algorithm.
More specifically, the algorithm maintains a self-balancing Binary Search Tree (BST) of the segments intersecting the sweep line (this line is conceptual only and is not explicitly stored in any manner) as well as a priority queue of events to come. At each stage neighbouring edges on the sweep line are tested for future intersection and this intersection is added to the priority queue if it exists. Then the next event in the priority queue is considered and the imaginary sweep line is moved to that event. If this is the beginning or the end of an edge, this edge is respectively added to or deleted from the BST. If this event is the intersection of two edges, their positions in the BST are swapped. All these operations can be done in O(log(n)) time with the usual data structures for priority queues and self-balancing BSTs. Thus, as there are at most O(n 2 ) events, the whole sweep takes O(n 2 log(n)) time.
Now, we can partition the edges of the polygons into two classes: those corresponding to the upper hull and those corresponding to the lower hull. We can then augment each node in the BST with the following information: for each node v store the number of leaves which are lower hull edges and upper hull edges in the subtree rooted at v. These quantities can easily be maintained in O(log(n)) time per operation performed on the BST.
When considering a new event, we can now easily compute the number of polygons stabbed by the corresponding point by taking the number of upper hull edges above it and subtracting the number of lower hull edges above. Both of these latter quantities can be computed in O(log(n)) time by travelling up the BST from the vertex of interest to the root.
To compute a point p stabbing as many polygons as possible, it is enough to consider only the points which we have defined as events. Thus, with this modified algorithm we can find the event point stabbing the largest number of polygons and thus solve the considered problem in O(n 2 log(n)) time.
C Counting the number of pairwise intersecting intervals
Here we show how given n intervals, we can compute the number of pairwise intersecting intervals in O(n log(n)) time.
Let F = {[a 1 , b 1 ], [a 2 , b 2 ], . . . , [a n , b n ]} be a set of intervals. Sort all the a i 's and b i 's (which we will call events from now on) in O(n log(n)) time. For simplicity, suppose all these events are distinct (otherwise, we could break ties in a manner that makes the following work). Now, go through the events in order while maintaining the number of 'current' intervals c and the total number of interval intersections t thus far encountered:
• Each time an a i event is encountered, increase t by c before increasing c by one.
• Each time a b i event is encountered, decrease c by one. This is done in linear time.
It is not hard to see that every pair of intersecting intervals will be counted exactly once in t, namely when reaching the start event of the interval starting the latest in the pair. Thus, by the end of the execution, t represents the quantity we are interested in.
