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The present study investigated the role of vocal emotions for memory. To this end, participants 
encoded visually presented words either in silence, or while hearing to-be-ignored vocalizations. 
In the first experiment, neutral but not negative vocal distracters produced a verbal memory 
decrement relative to the silent condition. Negative and neutral distracters were remembered 
equally well. In the second experiment, verbal memory was comparable for positive and neutral 
distracters relative to silence. Again, there was no difference in memory for positive and neutral 
distracters. However, both were on average better remembered than distracters in the first 
experiment. These results are interpreted in an “emotion as behavioral disposition” framework 
(Lang, et al., 1990). Negative distracters, activating an avoidance motivation, are ignored more 
easily, enabling better verbal memory than neutral distracters. Positive sounds, activating an 
approach motivation, enhance processing of both targets and distracters. A third experiment 
explored whether vocalizations change the affective representation of accompanying target 
words in semantic memory. Valence ratings of words previously studied with a positive 
vocalization were rated as more positive than words previously studied with a neutral 
vocalization. Together, the present experiments highlight a range of effects emotional vocal 
expressions can have on interaction partners. Apart from modulating the likelihood of 
remembering conversation content and speaker expression, vocalizations may also influence 
listener attitudes. 
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All organisms, including humans, encounter a vast array of stimuli as they go through the daily 
struggle for existence. Of this multitude of stimuli, some are of no concern to the individual, 
while others may have extremely important consequences for survival and reproduction. Animals 
have been evolutionarily designed to extract meaningful information from the environment, and 
act on it to enhance their chances of survival and reproduction. This involves sifting through the 
various stimuli they encounter, deciding their relative importance, and having a representation of 
this information for future action. Emotion serves as an indicator of the importance of a stimulus, 
and consequently we would expect emotional stimuli to be attended to and remembered better 
than other stimuli (LeDoux, 2000). In accordance with this, neutral but not emotional stimuli 
suffer from diminished processing in divided attention tasks (Vuilleumier et al., 2001). 
Furthermore, research has shown that emotional stimuli are better remembered, and evoke more 
vivid, rich memories than neutral ones (Conway, 1990; Cahill & McGaugh, 1995).   
While emotional stimuli are remembered vividly, what is their effect on the processing of other 
stimuli?  Research on this question has shown that emotional context enhances the processing of 
neutral target information and memory for the target, as evinced by behavioral and imaging 
studies (Brierley et al., 2007; Maratos et al., 2001). However, most of the research on the effect 
of emotional context on memory has been carried on mainly in a unimodal context. Usually 
words were paired with neutral or emotional sentences; pictures of emotional stimuli were 
   2 
 
examined for memory of other visual details, and so on. Yet, the stimuli that we encounter in the 
environment are multi-modal, i.e. they affect more than one sensory modality. They also 
compete and interact with stimuli from different modalities. If you see a snake in a jungle, the 
‘snake’ stimulus is present with several other stimuli, both visual (trees, greenery, leaves on the 
forest floor, sunlight falling through the trees), and auditory (rustling of leaves, hissing of the 
snake, wind through the trees, chirping of birds and insects).  Research on emotion and memory 
has not explored this important aspect of everyday emotional experience.   
Among the stimuli animals have to process in order to succeed in their daily struggle, social 
animals such as human beings rely a lot on signals from conspecifics, and vocal signals convey a 
rich variety of information, about both the identifying characteristics of the speaker as well as 
dynamic aspects such as the speaker’s affective state and communicative intent (Belin et al., 
2004). Since vocal signals, more than visual stimuli can convey information from beyond the 
field of present focus of the organism, they should have immense consequences for the 
organism’s behavior. Vocal sounds are processed preferentially by humans and non-human 
primates (reviewed in Belin, 2006), and can bias emotional perception of face and body language 
(Van den Stock et al., 2008; de Gelder & Vroomen, 2000). Thus, I was interested in investigating 
how the rich emotional content of human vocalizations could affect the representation of 
information perceived in another modality.  
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In the following, I will review findings regarding the effects of emotion on memory, both for the 
affect-inducing item as well as for other concurrent items, and the relevant findings of vocal 
emotional processing. I will then elaborate on my hypotheses. 
 
Memory and emotion 
 
The effect of emotion on memory has been well documented, both in lab experiments, as well as 
in more realistic settings.  Using various stimuli such as words, pictures, slides, etc, it has been 
shown that participants remember more of the positive and negative items compared to neutral 
ones (Cahill & McGaugh 1995; Kensinger et al., 2002). A similar enhancement effect is also 
noted for real-life surveys regarding memorable events.  People tend to remember emotional or 
important events they witnessed or heard about, and report these memories to be more vivid in 
their details than memories of the neutral events in their lives (Brown & Kulik, 1977).  
Since emotional events are of evolutionary significance, we should expect them to be processed 
with priority, and this enhanced processing might account for the emotional enhancement of 
memory. According to this framework, emotional items act as action sets, regulating behavior in 
accordance with evolutionary or developmentally procured agendas. In accord with this, 
processing of emotional expressions seems to be independent of voluntary or conscious 
mediation (Ohman & Dimberg, 1978). Emotional items should then elicit enhancement of 
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memory even when they conflict with other tasks. In accordance with this, Talmi and colleagues 
(2007) found that divided attention reduced memory for neutral items that were semantically 
related to each other, but not to emotional items. This effect persists even when emotional items 
are presented together in ‘pure’ lists. Thus, emotion seems to make the particular episode 
relevant both immediately as well as for likely future outcomes. 
Vocal stimuli and Emotion 
Among the various stimuli that we experience, human vocal sounds are especially important they 
communicate various expressions and semantic associations between human beings. Vocal 
sounds in vertebrates share a common role in providing information about predator and prey, and 
thus serve crucial roles in survival (For reviews, see Hauser, 1996; Fitch, 2000). For social 
animals like humans and non-human primates, they serve additionally to initiate and buttress 
social interactions. As humans are highly social, their social world is filled with shifting alliances 
and flexible strategies, needing dynamic means of communicating subtleties of expression and 
intent. Vocal sounds provide, through speech, intonations, and non-verbal exclamations, a 
veritable deluge of avenues of expression and interaction.  These sounds thus provide 
unprecedented ways of social interaction, whether in social affiliation, or territorial agonistic 
interactions, or alarm calling to protect against prey. Thus our ability to categorize semantic as 
well as emotional information from voice has played an important role in the life-history of our 
species. Apart from semantic meaning, both humans as well as non-human primates excel in 
extracting para-linguistic information from voices. Voices can give information about both static 
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as well as dynamic features of the speaker. For instance, macaques are able to recognize speaker 
identity on the basis of voice (Rendall et al., 1996). Studies on human infants have shown that 
they can discriminate kin using voice (DeCasper &  Fifer,1980; Ockleford et al., 1988). Voices 
can also help to discriminate other features such as gender and age (Lass et al., 1976; Mullenix et 
al., 1995; Hartman & Danahuer, 1976). Apart from such static features, voice also helps us to 
gauge the emotional and motivational aspects of the speaker which depend on the situation and 
are thus dynamic in nature (Scherer, 1995).  
Listeners, both human and non-human alike, are highly sensitive to these modulations (Belin et 
al., 2004).  Specifically, they are apt at detecting and understanding vocally expressed emotions 
both when they attend to the speaker and when the speaker is unattended (Schirmer et al., 2004; 
Zoloth et al., 1979; for a review from human and non-human primate perspectives, see Schirmer 
& Kotz, 2006; Moody et al., 1990). There is also evidence to suggest that human vocalizations 
are felt to be emotionally intense compared to non-vocal sounds (Aeschlimann et al, 2008), a 
proposal first put forward by Belin (Belin et al, 2004). 
The emotionality of vocal sounds are processed even when attention is concentrated on another 
task, as evidenced by studies that looked at mismatch negativity (MMN), a brain potential 
elicited by rare unattended stimuli. This MMN was larger for emotional compared to neutral 
prosody, showing that pre-attentive processing is influenced by vocal emotion (Grandjean et al., 
2005). Studies have shown that brain regions involved in auditory object processing such as STS 
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are activated more by emotional sounds than neutral sounds, regardless of the relevance of 
emotion to the task at hand (Sander et al, 2005).   
Emotional context and memory 
While emotional stimuli are better processed, what is the effect of emotional stimuli on 
temporally and spatially adjacent stimuli? Most of the studies of emotional context have been 
done using visual stimuli and in a unimodal paradigm. These studies have found that emotion of 
the context does affect the processing of the target item. For instance, when subjects were given 
neutral words and told to create either emotional or neutral sentences with them, the neutral 
words embedded in an emotional sentence were remembered more (Phelps, Labar & Spencer, 
1997). Another study by Rugg (Maratos et al, 2001) presented emotional or neutral sentences 
built around the same neutral word to participants, focusing their attention explicitly on these 
words for future memory test. Though there was no effect of context for memory of target word, 
they did find changes in brain activity during retrieval depending on emotional context. Brierley 
et al (2007) conducted a study where neutral words were embedded within a neutral or emotional 
sentence and later probed for memory. Neutral words in an emotional context were better 
remembered than those in a neutral context. Erk et al (2003) conducted an FMRI study where 
participants encoded words presented in a background of emotional pictures. They found an 
effect of emotional context on memory for words, with positive context increasing target 
recognition. These studies together show an enhanced effect for emotionality of context on target 
memory. 
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As shown above, most current studies of emotional context have focused on visual stimuli, and 
have not looked at the effect of vocal sounds. Schirmer (2010) made an important first step in 
this regard by looking at the effects of vocal prosody on memory for the spoken words, and 
found that recognition was not enhanced for words presented with emotional as compared to 
neutral prosody. This study has other findings that have implications for my thesis studies—I 
will discuss them shortly, just before presenting my hypotheses and at other relevant parts of my 
thesis.  But for now, it is important to note that all the above reviewed studies investigated the 
effects of emotional context on memory by using stimuli in only one modality, for e.g., by using 
sentences to form contexts for assessing influence on target words, or using emotional prosody to 
assess memory for spoken words. But while we are interacting with the objects that focus our 
attention, the environment that affects us is not limited to one modality. When we read a book or 
see a picture, we receive sensory stimulation from other modalities as well, such as sound and 
touch. How does the emotionality of such stimulation affect the perception and representation of 
the target of our attention?  
Cross-modal effects of vocal emotion 
Studies that have assessed the effect of auditory stimuli on visual processing have generally 
found cross-modal facilitation in a range of cognitive processes ranging from reaction times to 
stimuli, to object identification and learning (for a review, see De Gelder and Bertelson, 2003). 
Voices seem to have a special effect on visual target processing, changing both behavioral 
responses and early ERP responses to neutral visual targets (geometric images), a pattern not 
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observed with matched synthesized sounds (Brosch et al., 2008).  Vocal sounds have also been 
shown to affect the linguistic and facial visual processing, biasing the judgment in the direction 
of the vocal sound (Bertelson and de Gelder, 2004). The emotional processing of faces has also 
benefitted from a facilitatory effect of vocal sounds (Massaro & Egan, 1996; de Gelder & 
Vroomer, 2000). de Gelder showed participants a series of faces ranging on a morphed 
continuum from happy to sad. The presentation of these faces was accompanied by presentation 
of either a neutral sentence spoken in an emotional voice, which could be happy or sad in 
different trials, or without any concurrent voice stimuli.  The judgment of the faces as happy or 
sad was influenced by the concurrent prosody, biasing the categorization of faces towards the 
emotion conveyed by the prosody. This effect persisted even when participants were asked to 
focus on one modality, and similar results were obtained when examining the effect of faces on 
discrimination of auditory prosody. 
The influence of vocal sounds on visual processing differs based on whether the visual-auditory 
pairs are naturalistically paired (e.g. face-voice pairs), or arbitrary (faces with words, or scenes 
with voices). In a series of studies, de Gelder and colleagues showed that EEG brain activation 
patterns differed for these two classes of stimulus-pairs (Pourtois et al, 2002),  and also that 
disruption of normal brain activity by TMS could disrupt the arbitrary pairs but not the 
‘naturalistic’ ones (Pourtois and de Gelder, 2002). The cross-modal facilitation of emotion is 
preserved even when there is high demand for attention (Vroomen et al, 2001). In this study, 
participants had to judge the emotional tone of a spoken sentence on a continuum ranging from 
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happy to fearful while ignoring a visually presented face stimulus that was either happy or 
fearful. To test the effect of increasing the attention-load, participants were required to do an 
additional task such as counting, or rapid visual search, or pitch discrimination task. Regardless 
of attentional load, the emotional expression of faces biased the judgment of the vocal emotion 
towards that particular facial expression. Furthermore, the integration of affective information 
seems to be intact even when integration of other features of objects suffers due to environmental 
or biological disruptions. de Gelder et al (2000) examined a prosopagnosic patient who was 
unable to identify faces. This patient was also unable to consciously identify the emotion 
conveyed by the presented faces, but was nevertheless biased in her judgment of affective 
prosody be the emotion of the presented facial expression. These results, mirroring those 
obtained using normal participants (de Gelder & Vroomer, 2000), point to an affective 
processing system that is at least partially separate from conscious processing streams. Studies 
on multisensory facilitation using face-voice and scene-voice stimulus pairs conducted on 
patients with inability to see in one part of the visual field have resulted in similar findings (de 
Gelder et al, 2002; de Gelder et al, 2005). Presentation of congruent face-voice pairs would show 
an effect on ERPs in both intact and blind field in these patients, but scene-voice pairs had a 
significant effect only for the intact field. Thus emotionality of voices seem to influence not just 
its own processing as previously mentioned but also influence the processing of stimuli from 
other modalities and this seems to be part of a preferentially activated brain network for 
processing emotion and concurrent information.   
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Background for my current study 
The cross-modality studies reviewed so far have shown a facilitatory effect of emotion on target 
processing, but they have not studied the effect of emotional voices on the representation of 
visual stimuli in memory.  To recap the introduction, emotional stimuli are processed 
preferentially, and studies have shown that at least visual emotional context seems to lead to an 
enhanced effect of memory for neutral words, but only visual targets have been investigated. The 
cross-modal studies reviewed have shown that emotional stimuli enhance processing of cross-
modal stimuli, but they have not focused on the effect of emotion on memory representation. 
Given the preferential processing of emotional over neutral vocalizations (Sauter & Eimer, 
2009), and the fact that speech – an important medium of human communication – relies on the 
voice, vocal expressions provide an important form of context for much of what we try to 
remember every day. As such, insights into the role of vocalizations for memory storage are 
paramount. Recent research by Schirmer (Schirmer, 2010) provides insights into role of vocal 
emotions in memory. In this study, participants heard words spoken with neutral or emotional 
(negative and positive in separate experiments) prosody, and later underwent a recognition test 
for the words. The results showed that negative and positive prosody did not lead to any 
significant difference from neutral prosody on memory. The author interpreted this as due to the 
fact that emotional expression of prosody is ultimately constrained by language.  
In support of this, it has been noted that recognition of emotional expressions are facilitated by 
non-verbal vocalizations compared to speech prosody (Fecteau et al., 2007). Moreover, prosody 
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has not been as successful as non-verbal vocalizations in activating brain regions associated with 
emotional arousal (Morris et al., 1999), which in turn is associated with enhanced memory for 
emotional items (Kensinger, 2007). Vocalizations decoupled from speech are more emotionally 
arousing and activate corresponding brain regions, and have priority of access to resources as 
evinced by the fact that they are processed regardless of attentional state (Sander & Scheich, 
2001). As such, non-verbal vocal sounds would be highly suitable to study emotional effects on 
processing of concurrent stimuli.   
 
The present study 
 
My study aimed to explore the effects of vocal exclamations on the processing of concurrently 
presented verbal information. To this end, participants viewed neutral words while hearing 
neutral or emotional (negative and positive in separate experiments) non-linguistic vocalizations, 
which they were instructed to ignore. They were then tested for memory of both the target words 
as well as the unattended sounds. In line with evidence of emotionally enhanced item memory, I 
expected to find better memory for emotional as compared to neutral unattended sounds. 
Furthermore, if the emotional nature of vocal exclamations can modulate memory storage of 
temporally coinciding information, we should see an enhancement of memory for words encoded 
in the emotional auditory context compared to the neutral one. The reason I expected a memory 
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enhancement rather than a detriment is that vocal exclamations as the ones used here typically 
guide listener attention, and mark a temporally linked environmental event as important. For 
example, a little girl may cry with delight upon seeing a puppy. In this case, the vocalization 
alerts the listener not only to the girl but also the object responsible for her joy. As such, 
vocalizations and their environmental referents form a unit that should be linked in memory. 
Moreover, emotions expressed in the voice should facilitate the storage of that unit, thus leading 
to enhanced explicit recognition of both emotional sounds and concurrently presented words.  
Before presenting the experiments conducted for this thesis, I describe the procedure by which 
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Sound Rating Study 
 
This part describes the creation and validation of the dataset used in the subsequent experiments. 
The aim was to ensure that we obtain vocal sounds that can be classified into emotional 
categories by individuals consistently. The sounds had to be rated as highly positively or 
negatively valent as well as high in arousal, or items that were low in both valence and arousal. 
This is because valence and arousal are two critical dimensions on which researchers in the past 
have characterized emotional events (Russell, 1980,). In my research, I wanted to use positive 
and negative items sounds that were equally strong in their valence and that had the common 
property of high arousal, in order to compare their effects with neutral sounds that were low in 
arousal. The following details the generation and validation of the stimuli. 
Methods 
Participants 
Thirty-one undergraduate students (16 male and 15 female) at the National University of 
Singapore participated in this study. They were either reimbursed monetarily, or given credits as 
part of an undergraduate module.  
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Stimuli 
A total of 513 human vocal sounds were used in this study. The sounds were collected from 
volunteers (10 females and 11 males) asked to produce non-verbal vocalizations depicting 
negative, positive, and neutral states. Negative vocalizations consisted of fear screams, anger 
snarls, and sad sighs. Neutral vocalizations included throat clearing, neutral sighs, and 
exclamations such as ‘ah’ or ‘hm’. Positive vocalizations included ‘wow’, ‘hey’, and laughter. 
All sounds were recorded and digitized using a 16 bit, 44.1 KHz sampling rate and normalized at 
the root-mean-square value using Adobe Audition 2.0.  
Design and procedure 
The participants were seated in individual cubicles wearing headphones and facing a computer 
monitor at a distance of approximately 50 cm. At the beginning of each trial, participants were 
instructed to press a key to hear the sound. A fixation cross followed for 200 ms, which was 
followed by the sound. Subsequently, participants selected one of eight choices indicating the 
perceived emotion (i.e., Happiness, Sadness, Fear, Anger, Disgust, Pleasant Surprise, Other 
Emotion, or Neutral). If the participant chose ‘Other Emotion’, they were prompted to enter that 
emotion using the keyboard. For choices other than ‘Neutral’, the participants rated the intensity 
of the emotion and its arousal on scales of 1 to 4. Sounds that were labeled ‘Neutral’ were 
automatically given a score of zero on both intensity of emotion and arousal. After the arousal 
rating was completed, the next trial began.  
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The sounds were assigned an emotion category based on the number of participants who rated 
them as belonging to that category. The categories were as follows: Happiness, Sadness, Fear, 
Anger, Disgust, Pleasant Surprise, and Neutral. Sounds were considered successfully classified if 
at least 21 of the 30 participants had selected the same category, with at least 10 of each sex 
among these participants. If the requisite number of participants did not agree on the emotion for 
a sound, that sound was discarded.   
Determining the mean valence rating 
The emotion category information along with the mean intensity ratings were used to identify 
sound valence. For positive sounds (i.e., Happiness, Pleasant surprise), the valence was just the 
intensity, whereas for negative sounds (i.e., Sadness, Anger, Fear, Disgust) the valence was the 
negative signed value of mean intensity. This resulted in sound valence scores ranging from -4 to 
+ 4. For each sound, these valence scores were averaged across participants to get the mean 
valence rating per sound.  
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Determining the mean arousal rating 
A sound’s mean arousal rating was calculated by averaging the arousal values across 
participants. 
Descriptive statistics of the sounds in different emotion categories 
Table 1 gives the number of sounds belonging to each emotion category together with their mean 
valence and arousal ratings. 
  
                                 Table 1 
  
            Sound Classification results 
    Valence  Arousal  
Emotion  Number of Sounds  Mean SD  Mean SD 
Happy  73  2.252 0.526  2.198 0.431 
Sadness  26  -2.133 0.416  1.834 0.306 
Anger  36  -2.577 0.446  2.273 0.415 
Fear  44  -2.786 0.742  2.663 0.577 
Disgust    0  - -  - - 
Pleasant Surprise    31  2.421 0.426  2.254 0.389 
Neutral   63  -0.204 0.283  0.348 0.116 
Not classified   240  -0.043 1.415  1.331 0.639 
(Maximum range for valence is -4 to +4; maximum range for arousal is 0 to 4.) 
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273 sounds were successfully classified; their valence and arousal levels are shown in Figure 1. 
 
Figure 1: Mean valence and arousal ratings of sounds classified into separate emotion groups by 
participants. Each point represents an individual sound. 
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Ratings of male and female participants for sounds of different emotions 
Given the report of sex differences in some studies of vocal emotional expression (Bradley et al., 
2001; Polce-Lynch M., et al, 1998) and perception (Schirmer et al., 2002, 2005; Hall, 1978), we 
were concerned that the sound stimuli differed as a function of speaker sex and would be 
differently evaluated by male and female listeners. To probe this possibility, we examined the 
rating results for male and female speakers and male and female listeners separately. For these 
and the subsequent analyses, the different positive sounds and the different negative sounds were 
grouped into one positive and one negative sound category, respectively.  
Results for valence rating 
The summary of valence ratings for sounds categorized by speaker sex is shown in tabular form 
and graphically in Table 2 and Figure 2. 








 Table 2 
 Valence rating by both sexes for the vocal sound stimulus set  
 grouped by speaker sex 
  Male Voice  Female Voice 
  Male  Female  Male  Female 
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Negative 
 -2.23 0.51  -2.69 0.53  -2.46 0.74  -2.79 0.69 
Neutral 
 -0.20 0.29  -0.19 0.34  -0.22 0.32  -0.22 0.30 
Positive 
  2.33 0.52   2.49 0.53   2.13 0.55   2.34 0.55 




Figure 2: Bar graph of mean valence ratings by sex for male and female speakers. Error bars 
denote standard deviations. 
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A three way ANOVA for valence ratings of sounds with the sex of participants (Listener Sex) as 
between-subjects factor, and emotionality of sounds (Emotion, with 3 levels- negative, neutral, 
and positive) and speakers’ sex (Speaker Sex) as within-subjects factors was conducted.  
 
There was a significant main effect of Emotion [F (2, 267) = 2337.15, p < .0001], Listener Sex 
[F (1, 267) = 10.63, p = .001], and an interaction between Emotion and Listener Sex [F (2, 267) 
= 61.50, p < .0001].  Apart from that, we also obtained a main effect of Speaker Sex [F (1, 267) 
= 4.36, p = .04], with male voices generally rated as more positive than female voices, but no 
interactions of Speaker Sex with other factors [p > .1].  
 
Follow-up analyses looking at Listener Sex differences at each level of Emotion showed that for 
negative sounds, females had significantly more negative valence ratings than males, as analyzed 
by a paired t-test [t (105) = 10.04, p <.0001].  For positive sounds too, there was a significant 
difference between female and male ratings [t (103) = 4.55, p < .0001]. Females had more 
positive valence ratings than males. For neutral sounds, there was no significant difference 
between females and males in valence ratings [t (62) = 0.17, p= .87]. 
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Results for arousal rating 
The summary of arousal ratings for sounds categorized by speaker sex are shown in tabular form 
and graphically in Table 3 and Figure 3. 
 
 
 Table 3 
 Arousal rating by both sexes for the vocal sound stimulus set  
 grouped by speaker sex 
  Male Voice  Female Voice 
  Male  Female  Male  Female 
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Negative 
 2.10 0.39  2.25 0.49  2.36 0.66  2.47 0.62 
Neutral 
 0.37 0.15  0.32 0.14  0.38 0.17  0.32 0.12 
Positive 
  2.35 0.47   2.21 0.49   2.22 0.45   2.11 0.41 
   23 
 
 
Figure 3: Bar graph of mean arousal ratings by sex for male and female speakers. Error bars 
denote respective standard deviations. 
 
A three way ANOVA for arousal ratings of sounds, with the sex of participants (Listener Sex) 
and emotion of sound (Emotion, with 3 levels- negative, neutral, and positive) as repeated 
measures factors and speaker’s sex (Speaker Sex) as between subjects measure revealed a main 
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effect of Emotion [ F(2, 267) = 470.47, p < .0001] and an interaction of emotion with Listener 
Sex [F(2, 267) = 20.09, p < .0001]. Along with that, there was a significant interaction of 
Emotion with Speaker Sex [F (2, 267) = 3.99, p= .02].   
 
Follow-up analyses of the Emotion and Listener Sex interaction revealed that for negative 
sounds, female listeners had significantly higher arousal ratings than male listeners as analyzed 
by a paired t-test [t (105) = 4.74, p < .0001].  For neutral and positive sounds, however, male 
listeners showed higher arousal ratings than female listeners [t (103) = 3.48, p < .001, t (62) = 
2.55, p = .01].  
 
Post-hoc analyses of the Emotion by Speaker Sex interaction revealed that negative female 
voices were significantly more arousing than negative male voices [t (210) = 2.83, p = .005]. 
There was no significant arousal difference between female and male neutral voices (p = 0.73). 
The mean arousal for positive female voices tended to be lower than the mean arousal for 








On average, female voices were considered as more negatively valenced than male voices. This 
would mean that, albeit less arousing, negative vocalizations would be more intense and positive 
vocalizations less intense when produced by a female as compared to a male speaker. Male and 
female participants also differed in how they perceived emotional vocalizations. Women 
generally perceived negative vocal sounds to be more negative and positive sounds to be more 
positive when compared with men. Men and women again differed in how they perceived sounds 
in terms of arousal. Women felt negative sounds as more arousing than men, while men felt 
positive sounds as more arousing than women.  
These findings correspond to the literature pertaining to sex-difference in the perception of 
emotions. According to this literature, women are considered to be more emotionally responsive 
than men, and also display greater psychophysical responses to aversive stimuli compared to 
males (Bradley et al., 2001). In line with this, prosody studies have shown that women are more 
affected by emotional information contained in speech. In an electrophysiological study, 
Schirmer and colleagues (2002) found that neural responses to emotional incongruence between 
speech prosody and a subsequent visual word occurred at a shorter inter-stimulus interval in 
women as compared to men. This suggests that women may be faster at processing and 
combining cues from emotional prosody and words (Schirmer et al., 2002). This was confirmed 
in a subsequent study that used emotional words spoken with congruous and incongruous 
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prosody. Here again, only women showed an incongruity effect in the scalp recorded event-
related potential (ERP; Schirmer & Kotz, 2003). Women compared to men have shown 
decreased latency and increased amplitude in ERPs in frontal regions to aversive vs. neutral 
pictures (Kemp et al., 2004; Orozco & Ehlers, 1998).  Women also show differences in 
processing of involuntary auditory distractors in a negative context (Garcia-Garcia et al., 2008). 
These results suggest that emotion has a stronger effect on women than men in the allocation of 
attentional resources.  
Thus, our rating studies confirm the emotional bias of women compared to men, and raise the 
possibility that women would be more responsive to emotional items than men in the following 
memory experiments. We would thus expect the memory storage in women to be more readily 
modulated by vocal emotional context than the memory storage in men. Additionally, women 
should be more likely than men to show a memory advantage for emotional as compared to 
neutral vocalizations. To test this possibility, I included participant sex as a factor in the 
subsequent studies. As Speaker Sex did not interact with Listener Sex in the rating study, this 









The goal of this thesis was to study the role of vocal emotional expressions on item and context 
memory. As a first step, I investigated the memory for unattended negative and neutral 
vocalizations along with the memory for concurrently present neutral words (for an elaboration 




Thirty-six male (mean age= 21.5, SD= 1.38) and thirty-six female (mean age= 20.25, SD = 1.52) 
participants were recruited for this study.  The participants undertook this study in return for 
credits in an undergraduate module, or else were reimbursed monetarily for their participation. 
All participants reported normal or corrected to normal vision and normal hearing.  
 
Stimuli 
Words: A total of 320 disyllabic neutral words were used in this study. These words were 
selected by a prior rating study, and used in prior behavioral experiments (Schirmer, 2010). They 
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had a mean Kucera-Francis Written Frequency measure of 34.189. Some examples of the words 
are “oven”, “barrel”, or “number”.  
Sounds: Thirty negative and 30 neutral vocalizations were selected from among the successfully 
categorized vocal sounds in the prior rating study.  The selected negative (mean valence= -2.42, 
SD= 0.47; mean arousal= 2.28, SD= 0.49) and neutral sounds (mean valence= -0.14, SD= 0.33; 
mean arousal= 0.56, SD= 0.41) differed significantly in valence [t (58) = 21.73, p < .0001] and 
arousal [t (58) = 14.79, p < .0001].  Both negative and neutral sounds had 15 voices of each sex. 
The neutral sounds were from seven speakers of each sex, while the negative sounds were from 
six male and six female speakers. The male and female sounds within each emotion category 
didn’t differ significantly in their valence or arousal [p>.1].  
Apparatus 
Dell computers equipped with SoundMAX Digital Audio (Analog Devices Inc.) sound cards and 
Intel 82865G graphics Controller Unit (Intel Corp.) were used for the study. Sennheiser HD 201 
headphones were used for the presentation of auditory stimuli, and E-Prime program version 1.1 








This experiment used a mixed repeated measures design with Context (negative, neutral, silent) 
as a within subjects factor and Sex (male, female) as a between subjects factor. The dependent 
variable was the recognition test scores of each participant.  
The study consisted of five blocks of trials. In each of the first four blocks, there was an initial 
study phase during which the words were presented, followed by a test phase. In each study 
phase, the participants saw 40 words. Ten of these words were accompanied by negative sounds 
and ten by neutral sounds. Twenty words were shown without any sound in the background. The 
words and sounds were presented in a pseudo-random order such that sounds of any category 
were not presented more than four times in succession. In the test phase, the participants were 
shown the same 40 words together with 40 new words, again in a pseudo-randomized order. The 
participants were instructed to indicate whether the word was ‘old’ (i.e. was presented during the 
study phase) or ‘new’.  
After the four study-test blocks, a sound-recognition test was done, which used ten previously 
played sounds and ten new sounds of each sound category.   
 
A total of 160 words were used during the study phase across the first four blocks. From the 30 
neutral and 30 negative sounds selected, ten were used to serve as ‘new’ sounds in the sound 
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recognition test, while 20 of each emotion served as auditory context during the study phases.  
As there were four study blocks, the sounds were repeated once, but in separate blocks. The 
presentation of sounds and words was counterbalanced such that across all participants, all words 
were presented equally often in all sound conditions (negative, neutral and silent). 
 
Procedure 
All participants were tested individually in separate cubicles. They were seated in front of a 
computer and given instructions before the first study phase. They were told to pay attention to 
the words on the screen for a memory test that would be conducted after each block, and to not 
pay attention to the sounds as they were irrelevant to the task. Once the participants were sure of 
the task and any doubts were clarified, the experiment was started. 
During the study phase, each stimulus trial began with a blank screen jittered to 750 +/- 250 ms 
duration. This was followed by a fixation cross that was on screen for 200 ms.  Then the cross 
was replaced by a word accompanied by either a sound (negative or neutral) or silence. The 
stimulus was on screen for 1800 ms, after which the next trial began. The test phase consisted of 
a blank screen jittered to 750 +/- 250 ms duration, followed by a fixation cross for 200 ms. Then 
the words were presented for 1000 ms. Then the participants had to indicate whether the word 
was ‘old’ or ‘new’ by pressing the left or right key on a button response box.  The assignment of 
response keys to old/new decisions was counterbalanced across participants.  
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After the four study-test blocks, participants were informed of the sound recognition test. The 
participants were presented with a sound through head-phones after which they had to indicate 
whether the sound was ‘old’ or ‘new’.   




Memory for words 
The proportion of hits and false alarms was calculated by dividing the number of correctly 
recognized old words by the number of old words and by dividing the number of falsely 
recognized new words by the number of new words, respectively. Please note that even though 
hits were calculated separately for the different sound conditions (negative, neutral and silent), 
false alarms were not, as new words were never presented with sounds.  D-prime (d’) was 
calculated for each participant by subtracting the z-scores of the probability of false alarms from 









  D-Prime 
  Male  Female 
Emotion  Mean SD  Mean SD 
Negative  1.98 0.79  2.35 0.74 
Neutral  1.89 0.83  2.25 0.76 
Silence  1.98 0.79  2.33 0.69 
 
 
 Table 4 
 Recognition Scores for Words in Experiment 1 
  Hit-Rates  False Alarms 
  Male  Female  Male  Female 
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Negative 
 0.77 0.14  0.83 0.12  0.15 0.12  0.13 0.11 
Neutral 
 0.75 0.16  0.81 0.14  0.15 0.12  0.13 0.11 
Silence 
 0.77 0.14  0.83 0.11  0.15 0.12  0.13 0.11 
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A two-way mixed ANOVA for the d’ scores with Context (negative, neutral, silent) as a within-
subject factor and Sex (male, female) as the between subjects factor revealed the following. 
There was a significant main effect of Sex [F (1, 70) = 4.13, p = .046], with male participants 
(mean d’ =1.95, s.e. = 0.08) having less memory than their female counterparts (mean d’ = 2.31, s.e. 
= 0.07), and a main effect of Context [F (2, 140) = 4.08, p = .019]. Post-hoc analyses on Context 
were done using paired t-tests to look at mean differences between the conditions separately. 
These analyses revealed that there was no significant difference between memory in the negative 
(mean d’= 2.17, s.e. = 0.09) and silent condition (mean d’= 2.16, s.e. = 0.09); [t (71) = 0.22, p = .83]. 
However, neutral context (mean d’= 2.07, s.e. = 0.095) elicited less memory compared to the silent 
as well as the negative context [t (71) = 2.56, p = .012; t (71) = 2.49, p = .015].  The interaction 
between Sex and Context was non-significant [p>.1]. 
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Figure 4. Recognition memory for words in Experiment 1. Legends ‘m’ and ‘f’ stand for males 
and females respectively. Error bars refer to +/- one standard error of the mean. 
 
Memory for sounds 
The hits and false alarms for the two sound conditions (neutral and negative) were determined 
for each subject and d’ was calculated as described earlier. The summary of the findings are 
given in table 5. 





  D-Prime 
  Male  Female 
Emotion  Mean SD  Mean SD 
Negative  0.79 0.66  0.80 0.74 




 Table 5 
 Recognition Scores for Sounds in Experiment 1 
  Hit-Rates  False Alarms 
  Male  Female  Male  Female  
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Negative 
 0.63 0.18  0.68 0.17  0.36 0.19  0.43 0.18 
Neutral 
 0.68 0.16  0.70 0.18  0.44 0.18  0.49 0.21 
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A two-way mixed ANOVA with Emotion (negative, neutral) as a within-subject factor and Sex 
(male, female) as a between subject factor was non-significant (ps>.1). The results are shown 
graphically in Figure 5. 
 
 
Figure 5: Recognition memory for sounds in Experiment 1. Legends ‘m’ and ‘f’ stand for males 
and females respectively. Error bars refer to +/- one standard error of the mean. 
 





In this study, I investigated the effect of the emotionality of human vocalizations on memory. I 
was interested in the effect of negative emotion on the processing of both the vocalizations 
themselves (implicitly learned), as well as the concurrent target word (explicitly learned). 
Memory for words 
Verbal memory was better in female as compared to male listeners and this effect did not depend 
on any particular emotion condition. But more importantly, there was an influence of sound 
context on the memory for words. As expected, neutral vocalizations resulted in less retention of 
words compared to negative context. However, the fact that negative context had the same effect 
on memory as silent word presentations, preempts a simple straightforward interpretation that 
negative context enhanced memory while neutral context decreased it.   
In my experiment, the target visual words having semantic significance as well as task-relevance 
would be attended to by the participants. Negative auditory vocalizations usually denote threat 
and are of immediate relevance to the organism, even if task-irrelevant. Neutral vocalizations, on 
the other hand, are not related to any warning signals or goal states of the organism. A 
parsimonious explanation of these results is that neutral auditory sounds served as noise and 
normally led to a decrement in performance. This would be in line with prior work that examined 
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the effect of auditory distracters on visual processing (Escera et al., 1998, Dominguez-Borras et 
al., 2008). When negative sounds serve as context, they elicit greater attention capture but also 
serve to alert the organism to the surroundings for greater processing of relevant stimuli. As 
such, this would help to compensate for the distractor-effects, elicited by sounds when they are 
neutral.  Alternatively, one could argue that our results are not valence specific but reflect an 
increased arousal effect of emotional sounds. Such arousal may have resulted in better 
processing of the target stimuli; this could have reduced the distractor-effect by helping the re-
orientation of cognitive apparatus to the task at hand.  
 
Memory for sounds 
 
In this study, no significant differences were found between negative and neutral sounds. This 
was surprising as emotional sounds were expected to enhance memory for themselves and for the 
concurrent stimulus, both constituting an ‘emotional event’.  
Some previous experiments have looked at how emotional context biases memory for the context 
itself, not just the neutral target. In a series of experiments, Rugg and colleagues (Maratos & 
Rugg, 2001; Smith et al., 2004), examined the effect of emotional context on memory for both 
the neutral target item as well as its context. In different experiments, they used neutral words or 
pictures as targets, in sentences or background pictures respectively as contexts. In one 
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experiment, neutral pictures were superimposed on positive, negative, or neutral pictures serving 
as backgrounds. In one study, the participants were queried for memory of both the target and 
source memory (i.e., background picture of each target). They found that participants 
remembered negative and positive more than neutral background pictures. In the experiment 
using negative or neutral sentences as context and neutral words as targets, source memory was 
found to be better for neutral compared to negative sentences. Thus, together with the present 
results, the effect of emotional context appears to vary depending on the nature or modality of 
target and context. 
However, there are differences between these experiments and my thesis study. The study phase 
in Rugg’s experiments always presented the context before the target, and subjects were asked to 
rate the valence of the context. Then, when presented with the target either alone (in case of 
words), or superimposed on the context (as in neutral pictures on background pictures), the 
participants were asked to make a connection between target and context. Thus, in their 
experiment, the context was attended to as part of the task during study. The context, being 
presented before the target item, also could be processed without any decrement by target 
processing. In my study, the participants did not need to attend to the auditory background to do 
their task. The sounds that served as context were presented at the same time as the target words. 
Furthermore, they were explicitly asked to ignore the sounds. Thus in my study, the context was 
unattended.  
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The most important difference, however, is that I have investigated memory for auditory sounds 
separately from memory for words. The emotional and neutral sounds were presented during test 
and subjects were asked to recognize the ‘old’ sounds. In contrast, the above-cited studies tested 
for source memory by asking participants about the context of the presented target word or 
picture. That is, participants were shown the target word and asked the emotionality of the 
context in which the target was seen earlier.  One could argue that this activates associations 
between target and context features such as ‘emotional content’, and hence we cannot be sure 
whether participants in those studies recollected the actual ‘source’ sentence or background 
picture in its entirety. In my study, the participants had to judge for each emotional or neutral 
sound if that particular sound was heard earlier. The memory performance in such a test could be 
different as we are tapping different associations –my study would look for intra-item features of 
the auditory event that made it memorable, while in studies conducted by Rugg and others, the 
test is mainly focusing on inter-item associations between two stimuli. Thus, methodological 
differences apart from stimulus modality may account for the different findings of present and 
previously published work. 
Valence-specificity of our results 
My thesis proposes to investigate the effect of emotionality of context on memory representation. 
The study discussed above used neutral and negative sounds as context and found that there was 
a distractor effect of only neutral sounds on memory for concurrent visually presented words. 
Negative sounds did not impair verbal memory. However, different emotions might have 
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different modulatory effects on memory. Erk et al., in their 2003 study, used positive or negative 
pictures as backdrop for encoding words and found increased recognition memory for words 
only in positive but not negative contexts, when compared to neutral contexts. Valence is also 
seen to affect multi-sensory integration. In de Gelder’s study (Van den Stock et al., 2008), when 
they compared congruent audio-visual presentations that showed “happy” emotion, to visual-
only presentations, or to incongruent audio-visual presentations (fearful voice with clip showing 
happy body language), they obtained an enhanced effect on memory performance for congruent 
positive audiovisual presentations, a result different from that obtained for fear inducing voices. 
Another study by the same group (Righart & de Gelder, 2008) also showed modulations in brain 
activity for congruent and incongruent cross modal stimuli that differed based on whether the 
stimuli were positive or negative in valence. A subsequent study by the same researchers showed 
congruency effects in performance for cross modal happy stimuli but not for fear stimuli in 
fearful compared to happy scenes. Another study that used a flanker task (Fenske & Eastwood, 
2003) found congruency effects to be diminished for negative fear conditions, but not for 
positive conditions.  
Hence to discriminate between the cross modal effects of positive and negative vocalizations on 
memory, I decided to repeat the same paradigm using positive vocal sounds as the encoding 
context. As for my previous experiment, I hypothesized that neutral sounds would serve as 
distracters and lead to diminished performance compared to emotional context.  Positive 
vocalizations, while capturing attention would also enhance binding of the target to the context, 
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and this would lead to enhanced memory for the neutral targets encoded in such a positive 
context, compared to neutral presentation. I expected positive sounds to be better remembered 
than neutral sounds, as emotional items are processed better and better stored in memory. As I 
did not find this expected result for negative vocalizations, the findings of my next study would 
also allow us to compare the memory for sounds in the two experiments, helping to clarify the 
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Experiment 2 
The goal of this study was to investigate the effect of positive sounds on memory for both the 
sounds themselves, as well as for concurrent task-relevant neutral words presented in the visual 
modality. I also wanted to compare and contrast the effect of positive and negative valence on 
task performance. I hypothesized  that neutral sounds would serve as distractors decrementing 
memory performance compared to the silent context, and this decrement in performance would 
be less for positive sounds, as they enhance processing of the ‘emotional event’ comprising both 
the sound and the visual target.  
Methods 
Participants 
Twenty-eight female (mean age 20.5, SD = 1.26) and 26 male (mean age 22.5, SD = 1.95) 
undergraduates at the National University of Singapore participated in this study. The 
participants were recompensed either by course credits or a small remuneration for their 
participation. All participants reported normal or corrected to normal vision and normal hearing.  
Stimuli 
Words: Words were the same as in Experiment 1. 
Sounds: Thirty positive and 30 neutral sounds were selected from the initial rating study. 
Positive sounds (mean valence= 2.37, SD. = 0.56; mean arousal= 2.24, SD. = 0.45) differed 
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significantly from neutral sounds (mean valence= -0.14, SD = 0.29; mean arousal= 0.35, SD = 
0.11) in both valence [t (58) = 21.75, p = < .0001] and arousal [t (58) = 22.34, p < .0001]. Half of 
both positive and neutral sounds had males as speakers. There were five male and female 
speakers for each emotion condition. The male and female sounds within each emotion category 
did not differ significantly in their valence or arousal [all ps > .25].  
Apparatus 
The apparatus was the same as in the previous study. 
Design and procedure  
The design and procedure were similar to the previous study. The only change was the use of 
positive sounds instead of negative sounds to serve as auditory context. 
Results 
Memory for words 















                                    D-Prime 
  Male  Female 
Context  Mean SD  Mean SD 
Positive  1.87 0.87  2.44 0.81 
Neutral  1.98 0.85  2.46 0.84 
Silence  1.91 0.89  2.47 0.77 
 
 
 Table 6 
 Recognition Scores for Words in Experiment 2 
  Hit-Rates     False Alarms 
  Male  Female  Male  Female  
Context  Mean SD  Mean SD  Mean SD  Mean SD 
Positive 
 0.75 0.15  0.80 0.15  0.17 0.12  0.10 0.09 
Neutral 
 0.77 0.16  0.80 0.15  0.17 0.12  0.10 0.09 
Silence 
 0.75 0.14  0.81 0.14  0.17 0.12  0.10 0.09 
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A two-way mixed ANOVA for d-prime scores of word recognition with Context (positive, 
neutral, silent) as a within-subject factor and Sex (male, female) as the between subjects factor 
revealed the following. 
There was a main effect of Sex, females (mean d’= 2.46, s.e= 0.09) had significantly better 
memory for words than males (mean d’= 1.92, s.e= 0.10); [F (1, 50) = 6.223, p = .016], and this 
effect was not qualified by Context [p > .1]. Importantly, our main hypothesis was not supported. 
There was no main effect of Context [F (2, 100) = 0.97, p = .38].  
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Figure 6. Recognition memory for words in Experiment 2. Legends ‘m’ and ‘f’ stand for males 
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Memory for sounds 
For sound recognition, the hits and false alarms for the two sound conditions (neutral and 
negative) were determined for each subject and d’ was calculated as described earlier. The 





  D-Prime 
  Male  Female 
Emotion  Mean SD  Mean SD 
Positive  1.65 0.75  2.23 0.94 
Neutral  1.37 0.78  1.85 0.67 
 Table 7 
 Recognition Scores for Sounds in Experiment 2 
  Hit-Rates  False Alarms 
  Male  Female  Male  Female  
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Positive 
 0.67 0.18  0.74 0.18  0.42 0.19  0.45 0.18 
Neutral 
 0.59 0.14  0.63 0.20  0.42 0.15  0.36 0.18 




A two-way mixed ANOVA for d’ scores of sound-recognition, with Sex as between- subjects 
factor and Emotion (positive, neutral) as the within subject factor yielded the following results. 
There was a main effect of Sex. Females (mean d’= 2.04, s.e= 0.11) performed significantly better 
in sound recognition than males (mean d’= 1.51, s.e= 0.11); [F (1, 50) = 8.22, p = .006]. There was 
also a significant effect of Emotion, with positive sounds (mean d’= 1.94, s.e= 0.12) being better 
remembered than neutral sounds (mean d’= 1.61, s.e= 0.11); [F (1, 50) = 7.75, p = .008]. There was 
no significant interaction between Sex and Emotion [p > .1]. 
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Figure 7. Recognition memory for sounds in Experiment 2. Legends ‘m’ and ‘f’ stand for males 
and females respectively. Error bars refer to +/- one standard error of the mean. 
 
Analysis of negative (Experiment 1) and positive (Experiment 2) experiments together 
Both experiments were analyzed together to compare the effect of positive and negative 
emotions on memory for sounds themselves, and concurrently presented neutral words. 
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Memory for words 
 
 
Figure 8: Analysis of memory scores for words of Experiment 1 (neg study) and Experiment 2 
(pos study). Error bars indicate +/- one standard error of the mean. 
 
A mixed ANOVA with Study (neg study/pos study) and Sex as between subjects factors, and 
Emotion (emo/silent/neutral) as within-subject factors showed the following results. 
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There was a main effect of Sex [F (1, 122) = 9.90, p= .002]. Females had significantly higher 
memory (mean d’ = 2.376, SE= 0.055) than males (mean d’= 1.939, SE= 0.060). There was a 
significant interaction between Emotion and Study [F (2, 244) = 3.99, p= .0197]. 
Post-hoc analysis within each level of Emotion indicated that for neutral sounds, higher d’ scores 
were obtained for the positive study (2.229, SE= 0.119) than for the negative study (2.072, SE= 
0.095) [t (124) = 1.69, p = .047]. There were no significant differences between both studies for 
emotional as well as silent context [p >.1]. Mean and standard errors of all context conditions of 
the two experiments are given in Table 8.  
 
Table 8 
Memory scores for words in Experiment 1 and 2 analyzed together 
 
 Experiment 1 
(Neg study) 
 
Experiment 2 (Pos 
Study) 
Context  Mean SD  Mean SD 
Emotional  2.17 .09  2.17 0.12 
Neutral  2.07 .10  2.23 0.12 





Memory for sounds 




Figure 9: Line plots for memory scores of sounds in Experiment 1 and Experiment 2 showing 
their relationship with sex and emotion in different graphs.Error bars indicate +/- one standard 
error of the mean. 
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A mixed ANOVA with Emotion (emotional/neutral) as repeated measures, and Study (positive 
study/negative study) and Sex as between-subjects factors revealed the following. There was a 
significant main effect of Sex [F (1, 120) = 3.95, p = .049] and a main effect of Study [F (1, 120) 
= 92.097, p < .0001]. These were qualified by an interaction of Sex and Study [F (1, 120) = 6.73, 
p = .01]. There was also a main effect of Emotion [F (1, 120) = 5.69, p = .019]. Emotional 
sounds (mean d’= 1.28, SE= 0.09) were better remembered than neutral sounds (mean d’= 1.09, 
SE= 0.07) [paired t (123) = 2.39, p = .018]. The interaction between Emotion and Study did not 
reach significance [p = .12]. 
Post-hoc analysis to test for sex-differences separately in the two experiments showed that in the 
positive vocal study, females had significantly higher memory than males [t(102) = 2.023,  
p = .046], while in the negative vocal study, both sexes had similar d’ scores for sound memory 
[t (142) = 0.736, p = .463]. Importantly for our purposes, both females and males performed 
better for sound memory in positive study compared to negative sound study  
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Table 9 
Memory scores for sounds in Experiment 1 and 2 analyzed together 
 
 Study 1  Study 2 
Sex  Mean SD  Mean SD 
Female  0.74 0.08  2.04 0.11 





I studied the effects of positive emotional context on memory for neutral words by comparing 
memory for words presented visually either alone (silent context), or along with positive vocal 
sounds (positive context), or with neutral vocalizations (neutral context). Females did show the 
expected memory performance –they remembered significantly more items on average than 
males, and this effect did not vary between conditions. But my main hypothesis regarding the 
enhancing effect of positive context on memory was not realized. I had also expected there to be 
a decrement in performance for neutral compared to silent context, and that also did not 
materialize. There were no significant effects of context on memory performance.  
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It could be argued that positive sounds were distracting and did not lead to the expected ‘binding 
effect’ of emotional context, but there was no decrement in memory for words in positive context 
compared to the word-only condition. Another possibility is that my paradigm did not work as 
positive sounds were not properly attended to due to some reason. But this cannot be a serious 
concern because the memory for positive sounds was in fact found to be significantly better than 
that of neutral sounds. 
 
In order to explore the valence specific effects, I compared memory for words and sounds of 
both experiments (Experiment 1 and Experiment 2 respectively). Looking at verbal memory, 
there was a decrement in performance only for the neutral sound context in Experiment 1, which 
contrasted neutral with negative vocal context. For Experiment 2 however, the expected 
decrement in the presence of neutral distractors did not occur. One could speculate that this is 
because of differences in emotional effects of positive compared to negative stimuli. Both 
negative and positive sounds seem to compensate the decrease in task performance due to the 
presence of irrelevant distractors, but in the case of positive sounds, the emotional effect seems 
to extend to the other stimuli resulting in an overall compensation of the distractor effect.  
Studies using dot-probe tasks (Bradley et al., 2000) have shown differences in how negatively 
and positively valenced items capture emotion and modulate task-performance. Dot-probe tasks 
require participants to indicate the location of a target, which is preceded by a valid or invalid 
cue (based on whether the position of the cue is that of the target or not). Investigators have used 
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emotional or neutral faces for cues and have found modulation in reaction times and ERPs to 
targets by aversive stimuli, but not by pleasant or neutral stimuli. Aversive stimuli seem to make 
it difficult to disenagage attention leading to performance decrements when the threat-cue is 
invalid, a finding not seen with positive stimuli (Fox, 2002; Vuilleumier, 2002).  
 
This difference between positive and negative stimuli has also been found in a study by Fenske 
and Eastwood (2003), which used a flanker paradigm (Eriksen and Eriksen, 1974) to study 
effects of emotion on reaction times. In one of the experiments in this study, participants had to 
identify visually presented faces as positive, neutral or negative, with positive or negative faces 
sometimes presented on either side of the target. Flanker compatibility is defined as the finding 
that congruent flanking items speed up reaction times, while incongruent flankers increase 
reaction times. The results of this experiment showed that such compatibility effects were lesser 
for negative targets compared to positive targets, thus suggesting that negative targets constrict 
the focus of attention leading to a reduced flanker effect, while positive items lead to an 
increased focus on peripheral items as well, which they dubbed a ‘dilating’ effect.   
 
Analysis of memory for sounds of both experiments together strengthens my claim regarding the 
effect of positive sounds on performance during the entire experiment. Recall that positive 
sounds were better remembered than neutral sounds in Experiment 2, while there was no 
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difference between memory for negative and neutral sounds in Experiment 1. Comparing 
memory for sounds from both experiments, we find that sounds from Experiment 2 were 
remembered better than those of Experiment 1. At the same time, memory for words did not 
suffer in Experiment 2 compared to Experiment 1. A possible inference would be (1) that the 
presence of negative sounds in Experiment 1 led to a general decrement of memory performance 
which affected the sounds, or (2) that memory performance benefits from an environment where 
positive, not negative, sounds are a common, even if not constant feature. 
 
Possible framework for our results 
 
These differences between negative and positive contexts can be due to the difference in the 
adaptive significance of both types of emotion to the organism. Threat related signals, being of 
immediate relevance, require the animal to focus on the threat-related event. The dissipation of 
threat-related emotional advantage to other stimuli unrelated to the threat would be counter-
productive to the survival chances of the organism—it needs to differentiate truly dangerous 
situations from non-dangerous situations in order to make rapid behavioral choices. Hence we 
would not expect the negative related behavioral effect to spill over to the neutral context as 
well. On the other hand, positive emotion is an internal cue indicating that it is safe to explore, 
and would lead the attentional focus of the organism to be enlarged to the entire situation and not 
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just the particular sound context. Hence, we may expect a spill-over of the behavioral effect of 
emotion to other contexts, as evinced by the reduction of the distractor-effect in my positive 
study, not just for the positive context, but also the neutral one. Although speculative, suggestive 
findings about positive valence have been reported.  Studies have found that positive mood gives 
rise to greater confidence in memory, and individuals in a happy mood rely on gist-based 
information or heuristics while those in a negative mood rely on specific details of information 
(Bless et al., 1996; Storbeck & Clore, 2005). Negative mood is known to narrow visual scope 
and make participants attend to local features of the stimuli, while positive mood broadens 
attentional scope and focus on more global aspects of the environment (Fredrickson & Branigan, 
2005; Rowe, Hirsh, & Anderson, 2007). Thus, the positive emotional effect might lead to less 
emphasis on differentiating the particular emotional stimulus, and more on exploration of the 
situation. In line with this, Avramova, Stapel, and Lerouge (2010) conducted a study showing 
that positive mood leads to enhanced effect of context on target processing, while negative mood 
leads to a decrement in contextual effects on processing. In a series of experiments, participants 
showed contextual effects in judging temperature, weight, size, and facial expressions, and a bias 
due to context was enhanced by positive mood and decreased by negative mood. Importantly, 
memory for target and context was enhanced by positive mood, while memory for target but not 
context was enhanced by negative mood. Thus, positive emotion can increase the context-
dependence (Witkin & Goodenough, 1977) of a task, while negative emotion can decrease it.  
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It is difficult to put these findings into a single framework of explanations and any model 
proposed would be essentially post-hoc, but with that caveat, there is a possible theoretical 
framework that can be explored to see how it could explain my findings. This is based on 
viewing emotions as action dispositions. In this framework, proposed by many theorists like 
Bradley and colleagues (Lang et al., 1990), Dickinson and Dearing (1979), etc., emotions have a 
biphasic organization into appetitive and aversive/defensive states, which trigger ‘approach’ and 
‘avoidance’ behaviors respectively. This framework views affect as being organized by 
overarching motivational dispositions and it is this motivational system that determines the 
specific strategy of defensive avoidance or appetitive approach. Thus, the behavioral strategy is 
regarded as tactical, varying depending on the particular context or disposition.   
Bargh (Chartrand, van Baaren, & Bargh, 2006) proposes motivational dispositions to be 
activated as a result of automatic evaluation of environmental signals, resulting in behavioral 
strategies that are valence dependent. Chen & Bargh (1999) conducted a study where participants 
were asked to move a lever towards (pull) or away (push) from them in response to negative or 
positive words. Participants given instructions to pull for positive and push for negative words 
performed faster than those given opposite instructions. Moreover, people were better at pushing 
for negative words and pulling for positive words, when instructed to pull (or push in separate 
experiments) throughout the experiment. This suggests that our affective evaluations are attached 
to behavioral tendencies of approach or avoidance.  
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In my experiment, participants were in a safe environment and had a non-distressing task of 
remembering words. Sounds served as to-be-ignored distracters. In this situation, negative 
sounds give rise to an avoidance signal that is at odds with the general disposition of the 
participant. Hence it is possible that the reaction to these sounds was inhibited. Positive sounds 
give rise to an approach/explore signal that is in line with the behavioral task and context of the 
experiment. This would lead to increased reaction to these sounds as well as the general context. 
Memory for positive sounds is greater than that for neutral sounds in Experiment 2. Furthermore, 
when comparing the two experiments, we see that sounds are better remembered in Experiment 2 
as compared to Experiment 1. This suggests that negative sounds, signaling an avoidance 
behavior, led to an increased ability to ignore the sounds and focus on the task at hand. 
Regarding word memory, in such a situation, auditory distracters, which initially elicit 
attentional resources, should then be ignored and attention should be reallocated to the task at 
hand. Since negative sounds can trigger avoidance better, focus on the task happens in negative 
context but not for neutral sounds in Experiment 1, thus leading to a decrement in performance 
in neutral but not negative context.  
In line with this reasoning, one may speculate that the effect of emotional vocalizations is 
dictated by whether approach or avoidance motivational systems are more strongly activated at 
any given time. Negative vocalizations do not enhance memory; they are ignored better, and thus 
reduce the distractor effects that reduce processing of target words that we see during neutral 
vocal trials. Positive sounds on the other hand, in a neutral setting, elicit approach behavior, thus 
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enhancing memory for all stimuli throughout the experiment. This explains both the memory 
effect of words, which were diminished only for neutral context in the negative and not positive 
study, as well as the fact that Experiment 1 led to reduced memory for sounds while Experiment 
2 created enhanced memory for sounds.  
 My study hints that emotional sounds can affect learning and attention to concurrent task-
relevant stimuli, but the exact effect depends on the entire auditory environment as a whole. In 
my experiments, I have used negative and positive sounds separately. The impact of positive 
sounds might indeed be different when presented along with negative sounds. This would have 
to be determined by future studies. 
 
Rationale for the next study 
Apart from modulating the later accessibility of a memory, vocalizations may influence other 
aspects of information storage. For example, studies that looked at cross modal integration attest 
to influences of affective as well as semantically congruent stimuli in affecting the processing of 
target items, leading to immediate changes in processing speed or feature evaluation (de Gelder 
& Vroomer, 2000). 
 
Moreover, Schirmer (2010) recently observed an influence of vocal expression on the affective 
representation of items in memory. In a series of experiments, participants listened to neutral 
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words spoken with either emotional or neutral prosody. Both sad and happy prosody were used 
as the emotional stimuli in separate experiments. Later, participants had to judge for visually 
presented words whether they had studied them earlier (‘old’) or whether they were a novel 
stimulus (‘new’). Apart from that, for each presented word, they had to judge the pleasantness of 
the word on a scale of -2 (very unpleasant) to + 2 (very pleasant). Results showed that prior 
exposure to emotional prosody biased the affective representation of the word towards the 
particular emotion. Neutral words heard with a positive prosody were later rated as more 
pleasant than neutral words heard with a neutral prosody. Likewise, words heard with a negative 
prosody were later rated as more unpleasant than words heard with a neutral prosody.   
 
These findings formed the inspiration for my next study. I hypothesized that evaluative 
judgments on neutral words that were earlier presented with emotional or neutral context should 
show an emotional bias. I tested this idea using the positive and neutral sounds from Experiment 
2. Additionally, I sought to identify potential commonalities and differences in the effect of vocal 
expressions that are tied to speech (i.e., prosody) and vocal expressions that are freed from 
speech (i.e., nonverbal exclamations). To this end, I compared the effect of stimuli used in 
Experiment 2 with those of happy and neutral speech prosody. If the emotional expression in 
nonverbal exclamations is indeed more powerful than prosodic expression, any emotion effects 
should be more pronounced in the earlier as compared to that latter. 
 







Thirty-two male (mean age= 20.59, SD= 1.26) and 32 female (mean age= 21.37, SD= 1.46) NUS 
undergraduates participated in this study. They received either course credits or a small 
remuneration fee for their participation. All participants reported normal or corrected to normal 
vision and normal hearing. 
Stimuli 
Vocal sounds were the same as in Experiment 2. Prosody sounds were 240 spoken words that 
were used by Schirmer (2010). These words had a reported mean frequency (Kucera-Francis 
Written Frequency) of 57.2 (SD 76.5). Some examples of the words used would be “measure”, 
“filter”, or “vacuum” spoken with a happy or neutral prosody. The words were divided into four 
batches of 60 words to be used as old and new words and with prosody or vocalizations, 
respectively. Words used in the prosody block would be presented to the participants as spoken 
words, and words used in the vocalizations block would be presented visually with vocal sounds. 
Words were counterbalanced across subjects such that each word was equally often employed as 
old or new words, as prosody or along with vocal sounds, and in a positive or neutral context.  




Dell computers that were equipped with SoundMAX Digital Audio (Analog Devices Inc.) sound 
cards and Intel 82865G graphics Controller Unit (Intel Corp.) were used for the study. Senheiser 
HD 201 headphones were sued for presentation of auditory stimuli, and E-Prime program 
version 1.1 (Psychology Software Tools Inc.) was used to present the stimuli.  
Design 
This experiment used a mixed repeated measures design, with emotionality of the sound 
(Emotion) with two levels (neutral and positive) and type of sound used as context (Sound with 
two levels, viz. Prosody and Vocal) as  within-subject factors, and Sex (male, female) as a 
between subjects factor. There were two dependent variables that were separately analyzed: d-
prime scores as a measure of explicit recognition of participants, and valence rating scores as 
measures of participants’ affective judgment of the presented words.  
Prosody and vocal sounds were presented to the participant in two different blocks, each of 
which consisted of a study phase where participants had to encode words, which were either 
visually presented in case of the ‘vocal’ block, or heard in a particular prosody in case of the 
‘prosody’ block. This was followed by a test phase. There was a total of two blocks of study-test 
phases in the experiment. Each sound context was used in one block consisting of 60 word 
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presentations in the study phase, half of which would be neutral context, and the rest positive. 
The sequence of presentation of these blocks was counterbalanced across subjects.  
Each study phase comprised 30 positive and 30 neutral context trials presented in a pseudo-
randomized manner.  Participants were instructed to pay close attention to the words and not to 
the accompanying sounds or prosody, as they were to be later tested for words only. In the test 
phase, the participants were shown the 60 studied words along with 60 new words in a pseudo-
randomized manner. On presentation of each word, they had to do two tasks. First, they indicated 
whether the word shown was one presented earlier in the study phase, or a new word. After this, 
the participants had to do a valence judgment task. They had to indicate how positive or negative 
they felt the word to be, on a scale of -2 (negative) to +2 (positive), with zero standing for 
neutral.  
Procedure 
All participants were tested individually in separate cubicles. They were seated in front of a 
computer and given instructions before the first study phase. The participants were instructed to 
pay attention to the words on screen for a memory test that would be conducted after each block, 
and to ignore the sounds or prosody as they were irrelevant to the task. Once the participants 
were sure of the task and any doubts were clarified, the experiment was started. 
During the study phase, each trial began with a blank screen presentation of 1000 ms duration. 
This was followed by a fixation cross that was on screen for 500 ms.  Then the word stimulus 
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appeared which the participants had to encode. This presentation lasted for 1800 ms, but its exact 
nature differed depending on the nature of the sound context used in the particular block. In the 
‘vocal’ block, the word was presented visually to the accompaniment of vocal sounds presented 
over headphones. In the ‘prosody’ block, spoken words were presented over headphones, while 
the fixation cross remained on screen. The test phase consisted of a blank screen presented for 
1000 ms, followed by a fixation cross for 500 ms. The cross was then replaced by a word. The 
participants had to indicate whether the presented word was ‘old’ or ‘new’, using their fingers to 
press the corresponding response keys.  The assignment of response keys to left and right index 
finger was counterbalanced across participants. After this, they were prompted to rate the word 
on a five point valence rating ranging from - 2 (negative) to + 2 (positive). This was followed by 
the next trial. 
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D-primes were subjected to an ANOVA with Sound (prosody/vocal) and Emotion 
(positive/neutral) as within-subject factors and Sex as a between-subjects factor. This analysis 
revealed a main effect of Emotion [F (1, 62) = 7.37, p= .009] and Sex [F (1, 62) = 6.96, p= .01] 
and significant interactions between Emotion and Sound [F (1, 62) = 5.715, p = .02] and between 
Sex and Emotion [F (1, 62) = 5.067, p= .028]. All other effects were not significant (ps > .1).  
Subsequent post-hoc tests for effects of Emotion within each level of Sound revealed that for 
words presented with prosody, the d-prime scores in neutral context (mean 1.50, SD = 0.82) were 
significantly higher than in positive context (mean 1.32, SD = 0.71), [paired t(63)= 3.157, p = 
.002]. D-prime scores for words presented with vocal sounds did not differ between positive and 
neutral context [p > .1]. Paired-t tests for Emotion at different levels of Sex indicated that for 
females, neutral context led to higher d-prime scores (mean 1.72, SD = 0.81) than positive 
 Table 10 
 Recognition Scores (d-prime) for words in Experiment 3 
  Prosody  Vocal 
  Male  Female  Male  Female  
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Positive 
 1.14 0.70  1.49 0.69  1.25 0.80  1.60 0.84 
Neutral 
 1.25 0.71  1.74 0.85  1.17 0.80  1.70 0.79 
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context (mean 1.55, SD = 0.76) [paired t (63) = 3.37, p = .001]. For males, there was no 
significant effect of emotion on d-prime scores [p > .1]. 
 
Figure 10: Mean d-prime for words  in neutral (neu) and positive (pos) conditions for males (m) 
and females (f)  in prosody and vocal context. Error bars denote the respective standard errors. 




Schirmer’s (2010) analysis on contrasting emotions had used only words that were judged old. 
This was to make sure that any influence of decision does not bias subsequent affective 
judgments. This is further clarified in my study by observing the mean distribution of valence for 
words belonging to different categories of emotion and old/new judgments (See Figure 11 
below).   There are visible differences between the distribution of words that were judged as 
‘old’ and those judged as ‘new’. Old words that were incorrectly determined to be new words 
(misses) as well as new ones that were correctly discriminated as ‘new’ (correct rejections) were 
rated on average as less positive than the words assessed to be old, whether correctly (hits) or 
incorrectly (false alarms) (see figure   below). Words judged as ‘new’ also had less variability in 
their valence rating scores than words judged as ‘old’, as shown in Figure 11 below. 
 Table 11 
 Valence Rating scores for words in Experiment 3 
  Prosody  Vocal 
  Male  Female  Male  Female  
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Positive 
 0.66 0.52  0.54 0.39  0.64 0.49  0.48 0.39 
Neutral 
 0.72 0.51  0.50 0.42  0.55 0.50  0.40 0.37 
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Figure 11: Box plot of valence ratings for prosody and vocal words grouped on basis of 
whether the words were hits, misses, correct rejections, or false alarms.  The suffixes 
mean the following: cr—correct rejection; fa—false alarms; neuhits—neutral hits; 
poshits—positive hits; neumiss—neutral misses, posmiss—positive misses.  
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I used Schirmer’s (2010) criteria to analyze affective judgments, in order to facilitate 
comparison, and because of the rationale behind the choice of data (which is also suggested by 
exploratory graphical analysis). In order to avoid the confound of participants’ decision on 
valence ratings, the analysis concentrated on old and new words that participants judged to be 
‘old’. This circumvents any bias that might affect the results as both old and new words were 
considered to have been encoded. Inclusion of new words served as a control for rating scores of 
participants – we would know how prior exposure to words with sounds (vocal or prosody) 
would change their affective representation compared to words that were novel presentations.  
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Figure 12: Mean valence ratings for words  in neutral hits (neu), positive hits (pos), and  false 
alarms conditions for males and females ,  in prosody and vocal context. Error bars denote the 
respective standard errors. 
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An ANOVA for valence ratings with Sound (prosody/vocal) and Emotion (false alarms/positive 
hits/neutral hits) as within-subject factors and Sex as between subject factor was conducted, 
which revealed a main effect of Emotion [F (2, 123) = 11.598, p < .0001] and a significant 
interaction between Emotion and Sound [F (2, 123) = 5.02, p= .008]. No other effects reached 
significance. 
Post-hoc paired t-tests were conducted to estimate the effect of Emotion at each level of Sound. 
This effect was significant for both prosody [F (2, 124) = 13.17, p = < .0001] and vocal sounds 
[F (2, 123)= 3.273, p= .041 ]. Post hoc tests were conducted to investigate how this main effect 
of emotion differed between prosody and vocal sounds.  
Paired t-tests between the three Emotion conditions revealed that for prosody, false alarms were 
rated less positively (mean= 0.433, SD = 0.49) than neutral hits (mean= 0.61, SD = 0.477)  
[paired t (63) = 3.83, p = 0.0003] and positive hits (mean= 0.60, SD = 0.456) [paired t (63) = 
4.4712, p < .0001]. Neutral hits and positive hits didn’t differ significantly from each other [p > 
.1]. For vocal sounds, positive hits (mean = 0.56, SD = 0.45) were found to be significantly more 
positive in valence than neutral hits (mean= 0.478, SD = 0.44) [paired t (63) = 2.2877, p = 0.026] 
and false alarms (mean= 0.47, SD= 0.44) [paired t (62) = 2.001, p= .049]. False alarms and 
neutral hits did not differ significantly from each other [p > .1] 
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Figure 13: Mean valence ratings for words  in neutral hits (neu), positive hits (pos), and  false 
alarms conditions for males and females ,  in prosody and vocal context. Error bars denote the 
respective standard errors. 
 
Comparison of Thesis study with Schirmer, 2010 
As shown above, my study did not replicate the valence ratings of prosody reported by Schirmer 
(2010). This was further intriguing because the vocal sounds indeed showed the expected result 
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of positive emotion resulting in a more positive evaluation of the neutral targets compared to 
neutral emotional context. I decided to use the data from Schirmer (2010) to probe these 
differences and see what the reasons might be. As Schirmer (2010) had not reported false alarms, 
I now used the data to compare positive and neutral hits along with false alarms of Schirmer 
(2010).  In order to compare my results with Schirmer (2010), I decided to take comparable 
blocks from both experiments.  From Experiment 3 of this thesis, I used the rating results for the 
prosody block only if that block was presented first. I compared the valence rating of these 
words with the ratings obtained for the first block in Study 2 of Schirmer (2010), which 
compared positive and neutral prosody. The mean valence ratings for the two experiments for all 
conditions are given in Table 12. 
 
 Table 12 
 Valence Rating scores for prosody in Experiment 3 of the Thesis 
and  for prosody of Schirmer (2010), Study 2  
  Thesis  Schirmer 
  Male  Female  Male  Female  
Emotion  Mean SD  Mean SD  Mean SD  Mean SD 
Positive  0.51 0.47  0.58 0.37  0.13 0.13  0.63 0.54 
Neutral  0.59 0.51  0.56 0.43  0.28 0.33  0.47 0.52 
False alarms  0.45 0.44  0.24 0.51  0.43 0.42  0.21 0.54 
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A Mixed ANOVA with Emotion (Positive/Neutral/False alarms) as the within-subject factor, and 
Sex and Experiment (Schirmer/Thesis) as between-subjects factors revealed a main effect of 
Emotion [F (2, 120) = 20.79, p < .0001]. The interactions of Emotion with Experiment and with 
Sex did not attain significance [F (2, 120) = 2.37, p = .097; and F (2, 120) = 2.68, p = .073].  
Post hoc t-tests were conducted to look at differences in valence between the three emotion 
conditions.  False alarms (mean= 0.25, SD = 0.44) were rated as less positive than words in both 
positive (mean= 0.54, SD = 0.45) and neutral context (mean = 0.48, SD = 0.46) [t (63) = 5.81, p 
< .0001; t (63) = 4.43, p < .0001], while there were no significant differences between positive 
and neutral context in valence [p > .1].  
Since I was interested in a potential interaction of Emotion with Experiment, I looked at the 
effect of Emotion at each level of Experiment. For Schirmer, there was a main effect of Emotion 
[F (2, 62) = 13.58, p < .0001]. Looking at differences between different emotion conditions, we 
find that false alarms were rated less positively than both the positive and neutral conditions [t 
(31) = 4.99, p < .0001; t (31) = 3.09, p = .004]. However, the positive condition was rated higher 
more positively than  the neutral condition [t(31) = 2.24, p = .033]. For my thesis, there was a 
main effect of Emotion [F (2, 62) = 8.62, p < .001]. Post hoc t tests probing differences between 
the emotion conditions showed that false alarms were rated less positively than words studied 
with both positive and neutral prosody [t(31) = 3.23, p = .003; t (31) = 3.14, p = .004]. There was 
no significant difference between the positive and the neutral condition [t(31) = 0.76,  p = .45]. 




Figure 14: Mean valence ratings for words  in neutral hits (neu), positive hits (pos), and  false 
alarms conditions for males and females ,  in Thesis and Schirmer study. Error bars denote the 
respective standard errors. 
 





The main inspiration for Experiment 3 was a previously published study from our lab (Schirmer, 
2010) that investigated the effect of speech prosody on explicit memory as well as valence 
judgment of words. The study found that exposure to emotional prosody biased later judgments 
of the words in the direction of that particular emotion. In my study, I meant to replicate these 
findings of emotional prosody and to determine whether exposure to emotional vocal 
exclamations has a similar effect on cross-modally presented visual words.  
I investigated the effect of emotional auditory context on encoding of neutral words by assessing 
how the affective evaluation of words differs as a function of prior exposure to sounds. I 
compared the rating of words to which participants had prior exposure either in positive or 
neutral context, with words that were novel presentations but incorrectly thought to be old (false 
alarms). Thus I restricted my comparisons to words that were determined as having been 
presented prior to the test. This was to ensure that my results were not due to any effect of 
response bias by participants, either voluntary or involuntary, to words thought to be old, in 
making their affective judgments.  
As far as explicit memory was concerned, the verbal memory scores were significantly higher 
for neutral compared to positive context for prosody, while there were no significant differences 
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between emotional conditions in the vocal context. This is in contrast to Schirmer (2010) which 
showed no significant differences between positive and neutral conditions for prosody.  Valence 
ratings of vocal sounds however showed an interesting pattern that subscribed to my hypothesis. 
Words earlier perceived in presence of positive vocal sounds were rated as more positive than 
both words seen in neutral context as well as the novel false alarms. The neutral context words 
and false alarms did not differ significantly from each other in perceived valence. For spoken 
words, I could not replicate the results from Schirmer (2010). While both neutral and positive 
prosody was perceived as more positive than false alarms, there was no significant difference 
between neutral and positive contexts in the valence ratings.  
There could be a few reasons pertaining to my study design that led to this discrepancy between 
the two studies. Firstly, even though our basic paradigms were similar, with the same speech 
stimulus set used in both studies, I used a different inter-stimulus interval (ISI) during word 
encoding trials from the one used by Schirmer (2010). Word presentations in the Schirmer study 
were separated by a 1.5 s ISI. In my study, the ISI was varied. All words were separated by at 
least 1.5 seconds. However, to keep the duration of stimulus presentations comparable between 
the prosody and the vocal blocks, words in the prosody block were accompanied by a fixation 
cross that remained on screen for 1.8 s. Some spoken words were considerably shorter than that 
such that their ISI was longer than 1.5 s. Thus, on average, the ISI in the present thesis was 
longer than the ISI used by Schirmer (2010) and this could have led to the different findings. 
However, it should be borne in mind that these differences in ISI between our studies were very 
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small. Moreover, the longer duration between the study words in my experiment should have 
resulted in an enhancement of the emotion effect rather than the perceived decrease. This is 
because more time would have been available for prosody to act on stimulus encoding.    
Another reason for my inability to replicate the findings of Schirmer (2010) could be due to the 
difference in the valence ratings scale used in the two studies. In Schirmer (2010), the rating 
scale of -2 to +2 ranged from a score of “very negative” to “very positive”. In my study, the 
rating scale ranged from a score of “negative” for ‘-2’ to a rating of “positive” for ‘+2’.  This 
could explain the pattern of valence rating results we get when comparing my study with 
Schirmer (2010). Thus my results could be an artifact of my rating scale, or due to the difference 
of ISI between our two studies. However, as a recent study in our lab using negative and neutral 
prosody in conjunction with the rating scale of my study and substantially larger ISIs could 
replicate Schirmer (2010), the methodological differences may be meaningless. Moreover, one 
may speculate that positive changes in valence due to prosody are not very reliable.  
Support for this proposition comes from research on the mere exposure effect (Zajonc, 1968). 
The mere exposure effect refers to the positive evaluation of a stimulus primarily because of 
previous exposure to it. This has been seen for various classes of stimuli, such as photographs, 
pictures, symbols, words , geometric shapes (Janiszewski & Meyvis, 2001, Marie et al., 2001, 
Monahan, Murphy, & Zajonc, 2000; Zárate, Sanders, & Garza, 2000)   or sounds (Heingartner 
and Hall, 1974). The basic finding is that the more one is exposed to a particular stimulus, the 
more one likes it. One of the main explanations proposed for this robust finding is increased 
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perceptual fluency (Bornstein, 1989; Kunst-Wilson & Zajonc, 1980), proposed in the two-step 
fluency/attribution theory (Bornstein & D’Agostino, 1994; Seamon, Brody, & Kauff, 1983). A 
stimulus that one has encountered before is processed more easily when compared to novel 
stimuli, and this enhanced fluency of processing is mistakenly attributed to increased liking.   
Studies on mere exposure have typically concentrated on neutral items. Nevertheless, some have 
looked at how items with prior affective valence are evaluated on subsequent exposure. 
Brickman and colleagues (Brickman et al., 1972) used stimuli such as rock music and abstract 
paintings and found that stimuli that were initially less liked would lead to a decrease in liking on 
repeated exposure. In contrast, positive stimuli followed the mere exposure effect in being 
perceived as more positive. Studies that used faces rated on a scale of attractiveness found that 
preference judgments generally increased on repeated exposure with the exception of 
unattractive faces, for which even a slight decrease in preference was noticed (Lee, Sunderberg , 
& Bernstein, 1993). A study by Robinson and Elias (2005) on the mere exposure effect 
highlighted findings that were similar to the analysis I presented above. Participants in this study 
did a discrimination task on emotional facial expressions and were repeatedly presented with 
positive, negative or neutral faces. Later they had to make an affective judgment task on faces 
which were either seen earlier in the experiment (old), or were novel presentations (new), but 
now, both old and new faces wore  a neutral expression.  The results showed that neutral faces 
that on earlier exposure had positive expressions were rated more pleasant than those with old 
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neutral expressions. The faces encoded as negative did not differ from novel presentation of 
neutral faces. 
Together, this hints at another reason why in the current study, positive prosody did not differ 
from neutral prosody, unlike the results of Schirmer (2010). This centers on the fact that both 
neutral and positive items undergo a positive shift in valence, compared to novel presentation. In 
comparison, negative items undergo a decrease in evaluation from first presentation. This would 
hint that there are more chances of finding significant differences between valences of neutral 
and negative items, as they shift in opposite directions on the valence scale, than between neutral 
and positive, which together undergo positive shift differing only in the magnitude. Thus, this 
difference between positive and neutral is more susceptible to experimental noise and thus 
maybe less replicable.  
A study by Zajonc and colleagues (Monahan et al., 1995) supports this reasoning. In their first 
study in that paper, they had participants view neutral items (Chinese ideographs) one or three 
times subliminally. Then they were again presented with a set of ideographs containing these old 
ideographs and some novel presentations and asked to judge their valence. During these set of 
trials, some of the old ideographs were primed positively, some negatively and some had no 
prime, serving as a neutral old condition.  Looking at valence for neutral, positive and negatively 
primed ideographs that were previously shown only once subliminally (study 1 in Monahan et 
al., 1995), we see that the findings mirror my study. Specifically, positive and neutral old items 
were judged similar in valence and both were considered more positive than novel presentations. 
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Negatively primed items had similar valence as novel presentations and were judged to be less 
positive than neutral or positive items.  This suggests that differences between neutral and 
negative prosody may be more replicable then differences between neutral and positive. As our 
lab has replicated the negative study findings a number of times independently (unpublished 
results from our lab) while my study was the first intended replication of the positive study, 
future studies will be needed to see whether my reasoning is correct.  
Notably, my vocal sound results do not go the way of the ‘mere exposure effect’ as positive 
sounds were rated more positively than neutral sounds, which in turn did not differ from false 
alarms. We are not sure why spoken but not written words show the mere exposure effect. One 
reason could be that the mean valence of novel presentations has been calculated only for false 
alarms, and as false alarms are few, their value might not be reliable. This could lead to the 
present null result. Moreover, reports of mere exposure effects for visual presentation of words 
have been unreliable in literature. Studies showing effect on visual presentation of words have 
been correlational in nature. Studies that reported mere exposure have focused on word 
frequency and affect (example, see Harrison, 1969; Sluckin, Coleman & Hargreaves, 1980), 
while experimental studies such as the one from Grush (1976) failed to find an effect. Butler et al 
(2004), investigated the effect of primes on visually presented word and non-word affective 
judgments and found that non-words, but not words, elicited the mere-exposure effect. Contrary 
to visual presentation, auditory presentations of words (Bruce et al., 2007) and music 
(Heingartner & Hall, 1974) have shown the expected mere exposure effect, which again concurs 
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with my findings regarding neutral context in both vocal (visual presentation of words) and 
prosody (auditory presentation of words) contexts. Thus, more research is required to find out the 
actual reason for this discrepancy between spoken and visual word valence effects. 
.  
Taken together, Experiment 3 suggests that emotion can modulate affective memory 
representations, modulating effects of prior exposure on affective judgment. This effect of 
emotion on valence judgment has been shown in other studies as well. Participants’ self-reported 
mood shifts according to the valence of subliminally presented positive or negative images 
(Ohman, Flykt, & Lundqvist, 2000). In a valence rating study, Winkielman, Zajonc and Schwarz, 
(1997) presented participants with Chinese ideographs preceded by happy, sad or neutral 
photographs. The subliminally presented primes biased participants’ judgment of the ideographs, 
inspite of experimental manipulations that included participants being told about the possibility 
of being primed in a non-specific, or specific manner. These studies point out that emotional 
experience can affect the affective representation of subsequent stimuli, regardless of conscious 
evaluation of perception. My study adds to this literature, and suggests that vocal sounds can 
imbue neutral visual targets with affective qualities that would not normally result from mere 
prior exposure. The fact that emotional positive context increased affect for seen as well as heard 
words, unlike neutral context which could only do so for heard words,  underlines the 
overpowering effect of vocal expression in influencing  automatic processes that work to enable 
the organism to understand and respond to the world. 
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In the following general discussion, I summarize the main findings that arise from my studies on 
emotional context and memory representation, attempt to place the findings of this thesis in a 




This thesis project explored effects of vocal emotions on memory. Research on emotion has 
confirmed that emotion enhances memory for detail of the emotional item, while its ‘narrowing’ 
of focus involves trade-offs, in terms of attention and memory, for other objects or events that 
are irrelevant to the emotional focus (Reisberg & Heuer, 2004). This has an adaptive advantage 
as organisms are better equipped to attend and react to salient stimuli that might have impact on 
their survival, and to make representations that might help them in the future to choose actions 
that are self-beneficial. These inquiries into the effect of emotional context on memory have 
typically focused on stimuli in the same modality, while most real-life instances of emotional 
impact have no such constraints. Complex cross modal stimuli seem to bind together when they 
have congruent features. Emotional stimuli in either auditory or visual modality bias emotional 
evaluation in the other modality, and these effects are sometimes found by enhanced integration 
(as elicited by reaction times or accuracy for discrimination tasks) for congruent stimuli, and/or 
decreased effects for incongruent emotional stimuli. While most studies of this sort have focused 
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on early perceptual processes, cross modal influence of emotion on memory representation has 
not been investigated in such detail.  
My thesis aimed to find emotional effects from the auditory modality on memory representation 
of neutral words presented in the visual modality. I used human vocal sounds as the emotional 
context and investigated the effects of positive and negative vocalizations in separate 
experiments. This revealed interesting findings that ran counter to my initial expectations.  
On the one hand, I did not get the emotional effects of vocal sounds on memory that I had 
hypothesized: Emotional context did not enhance memory for words compared to a silent 
context. While memory for words showed a similar effect for negative and silent context (they 
both were significantly higher than the neutral context), this effect for emotion was not replicated 
for positive sounds. Use of positive sounds resulted in similar memory findings for all three 
conditions in the experiment. In the third experiment, the vocal positive sounds again failed to 
produce a significant effect on memory.  This runs contrary to those experiments that have found 
an effect of emotional context on memory (e.g., Brierly, 2007; Erl et al, 2003). To substantiate 
my findings, I have used a different approach to the issue of how emotional context affects 
behavioral response in memory experiments. These will be presented in detail shortly.  
There are other points to be noted as well: in both experiment 1 and experiment 2, the sex of the 
participants (Listener Sex) did not affect the emotional effect of sounds. However, in Experiment 
3, Listener Sex did show an interaction with Emotion. Thus, at first blush, it would seem that the 
results are not consistent across experiments. However, if we look closely, we can see that while 
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the sample of sounds in the first and second experiment contained only vocal sounds, the third 
experiment used both vocal and prosody sounds. So participants heard both vocal and prosody 
sounds, and the interaction between emotion and listener sex should be extrapolated to a 
population containing both prosody and vocal sounds, and not vocal sounds alone, as was the 
case in the first two experiments. I will now presently discuss the implications of the experiments 
separately; the experiments 1 and 2 together, and then experiment 3.  
 
In experiments 1 and 2, instead of a general emotional enhancement of target-item processing 
due to an emotional signature, I observed valence-specific effects that are not just restricted to 
the presentation of the emotional sound, but also seem to pervade the particular experimental 
context.  The memory for auditory sounds, that were to-be-ignored, was significantly lower in 
the negative study, compared to the positive study. At the same time, target words were equally 
well remembered in negative and positive contexts and suffered from memory decrements only 
during neutral context in the negative study. This precludes a naïve reading of negative and 
positive ‘enhancement’ of information processing. Instead, we find that negative context seems 
to lead to better memory for words compared to neutral context due to less distraction by 
negative but not neutral sounds, hinting that participants found it easier to ignore negative than 
neutral sounds. For the positive study, on the other hand, enhancement in memory for sounds 
coexists with enhanced memory for words in both positive and neutral contexts, hinting that 
target processing benefitted not by ignoring positive sounds, but by enhanced processing of both 
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target and distracter. A post-hoc model that explains this is based on the premise that the positive 
and negative affect are not just plain opposites of each other, but underlie different behavioral 
dispositions (Lang et al., 1990). Positive sounds activate an approach/exploratory pattern, while 
negative sounds elicit an avoidance pattern.   
In line with this, the ‘feelings-as-information’ account (Schwarz & Clore, 1983) states that 
emotional signals are supposed to serve as information about the current environment, thus 
dictating cognitive information processing styles. People in positive mood feel no threat and thus 
rely on heuristics or creative thinking, while negative mood signals inherent threat in the 
environment, making people adopt a different style of information processing that is focused on 
the target and analytical in nature (Bodenhausen, Kramer, & Susser, 1994).  This might account 
for the pattern of results in our study. 
One obstacle to using these patterns to explain the present results is that prior research implies 
threat-related signals to be ‘attention-grabbing’. That is, although individuals avoid approaching 
them they nevertheless explore them from a safe distance. As such, one would expect verbal 
memory performance to be impaired in the context of negative sounds. One possible answer to 
this issue might be the timing of verbal and vocal processing. While vocal negative sounds 
ranged in duration from 0.42 s to 1.45 s, the visual words were always presented for 1800 ms. As 
such, many words could be encoded after sound offset and thus benefit from the sound induced 
arousal.  
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My third study explored how positive vocal affect could change the affective representation of 
concurrent words. While it could not replicate the effect of prosody on subsequent valence 
judgments observed by Schirmer (2010), it demonstrated such an effect for the more emotionally 
salient nonverbal exclamations. 
 Emotional valence of these exclamations biased the subsequent judgment of the stimuli, with 
words from positive context being perceived as more positive than words from a neutral context, 
which were more positively perceived as new words. Thus my valence rating results show the 
effect of two independent evaluation processes, one for neutral items associated with neutral 
context and one for those neutral items that become associated with the emotional context. These 
are now perceived as intrinsically emotional and follow the pattern shown by emotional items on 




The  recognition memory results of my first two experiments lead me to conclude that emotional 
modulation of target encoding depends on the valence of the auditory stimuli. While attentional 
effects seem to underlie my results, I have not investigated the cognitive processes that are at 
work during initial stimulus processing and encoding. One direction in which work can be done 
is trying to elucidate the neural processes behind the varied effects of negative and positive 
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context. While audio-visual oddball paradigms have indicated specific ERP modulations 
underlying change detection, orientation to a distractor, and reorientation to the task, my task 
paradigms are different. However, in line with such studies (e.g. Escera et al., 1998; Garcia-
Garcia et al., 2008), exploratory ERP studies are required to find whether emotional modulation 
occurs at an early pre-attentive stage, in the stage of attentional processing of the distractor, or in 
how attention is re-allocated to the task at hand. As the above-mentioned ERP studies have 
delineated specific ERP waveforms related to these stages, this could help to parse out exactly 
how the auditory environment is affecting the processing of the particular visual stimulus.  
My explicit memory results also suggest that effect of emotional items depend on the overall 
auditory environment. If my conjecture regarding the activation of behavioral dispositions by 
emotional stimuli is correct, then the effect of positive context in enhancing memory in a neutral 
setting will be changed by the presence of negative contexts in the study. Such influences have 
been found by other researchers. For instance, Erk and colleagues (Erk et al., 2005) conducted an 
fMRI study using emotional pictures as background and neutral words as to-be-remembered 
items. They contrasted memory for words from positive with negative context and did not find 
any difference between the two, despite neural differences between activations for subsequently 
remembered items in positive compared to negative context. Thus, a future study including 
negative, positive and neutral sounds as auditory context should help further advance our 
understanding of how auditory environment dictates the effect of specific valences on task 
processes.  
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My study has been conducted with familiar stimuli such as words. If our understanding that the 
arbitrary association between emotional context (voices in this case) and neutral stimuli results in 
the valence-qualified modulation of mere exposure effects is correct, then the same result should 
be obtained by pairing emotional voices with ideographs, symbols or pictures. This would also 
enable us to ask other questions that pertain to the mere exposure effect. According to the 
perceptual fluency/attribution model, enhanced fluency is interpreted depending on the task and 
experimental conditions, thus leading to enhanced ratings on scores other than affective ratings. 
Such results have been found in Mandler et al (1987), but not replicated in Seamon, 1998. By 
using pictures or photographs, we could construct tests that investigate whether mere exposure 




This study provides a first look at how unattended nonverbal emotional exclamations are 
remembered and in what way they influence the storage and representation of concurrently 
presented neutral words. My results suggest that positive and negative sounds can activate 
different behavioral dimensions that lead to different task effects. Positive sounds elicit enhanced 
encoding performance by encouraging an exploratory approach to the environment, while 
negative sounds tend to be easier to avoid, leading to less distraction in negative compared to 
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neutral contexts. Emotional context seems to affect not just recognition memory but also 
affective evaluation of associatively linked items, with positive context leading to a positive 
appraisal of the item. As such, this thesis extends previous research that highlights how cross-
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