Abstract: In this paper, we propose the parallel architecture for high speed calculations of SHA-1, a widely used cryptographic hash function. Parallel SHA-1 consists of a number of base modules which process the message digest in parallel manner. The base module uses state of art SHA-1 acceleration techniques: loop unfolding, pre-processing, and pipelining. We achieved the performance improvement of 5.8% over the pipeline architecture that is known to have nearly achieved the theoretical performance limit. We implemented our system on the Xilinx Virtex-6 FPGA and verified the operations by interfacing it with MicroBlaze soft processor core.
Introduction
HASH functions, such as MD5 and Secure Hash Algorithms (SHA), are one of may cryptographic algorithms that focuses on providing secure one-way function to make reverse operation difficult. MD5 is insecure compared to SHA-1 because it is computationally possible to break with collision attacks on a standard desktop [1] . On the contrary, the SHA-1, which is approved by National Institute of Standard and Technology (NIST) in 1995, has earned its fame by showing that it is unbreakable for the time being with complexity less than 2 69 hash operations [2] .
Although SHA512 and SHA-3 algorithms have replaced SHA-1 algorithm in digital signature generation, SHA-1 is still widely used in various applications. SHA-1 is used in GIT, widely used distributed revision control system, and also in deduplication systems. It is also frequently used to calculate the key values in the recent big data and cloud computing environment [3, 4, 5] . It is critical to develop a high speed SHA-1 hardware since the performance of the entire system depends on the speed of key creation, especially under key-value store environment [6, 7, 8] .
In this paper, we present the parallel SHA-1 architecture to improve the performance of SHA-1. Our parallel SHA-1 consists of a number of base modules, each of which consists of multiple sub-cores. The base module organizes its subcores with pipeline architecture [9] . Each sub-core adopts novel SHA-1 acceleration techniques: loop unfolding [10] , and pre-processing [11, 12, 13] . We designed the SHA-1 system using Verilog HDL and performed simulation using ModelSim. The system is implemented on Xilinx Virtex-6 FPGA (ML605 evaluation board). We used Xilinx ISE Design Suite 13.2 as an implementation tool.
Related work
There are many different optimization schemes to improve the throughput of SHA core. Some of them are complementary but some are complicated to implement together. It is also not an easy task to both increase the throughput and reduce the area required to implement them. Some of well-known and considered optimization schemes include carry save addition [14] , unrolling architecture [15] , relocating addition [16] , and pipelining [17] .
Carry save addition [14] separates the path for sum and carry to minimize the delay. Unrolling architecture [15] exploits combinational logic to reduce the multiple rounds of core computation, which reduces clock cycle in expense of area required to implement. Addition matters to SHA core because it needs to take care of carry produced from the computation. Lien et al. [18] shows that using five steps unrolling with partially unrolled architecture for SHA-1 doubles the throughput compared to their implementation of iterative SHA-1; however the area of implementing the scheme increases to factor of three. Relocating addition to message expanding stage earns time because the variables in the first addition in the critical path are available before message compression [16] . Pipelining [17] utilizes registers to reduce the critical path of SHA core; although it sounds promising, it is subtle to implement pipelining architecture because of inherent feedback system in SHA core. McEvoy et al. [19] introduces various optimization techniques to improve the message digest performance of SHA operations, such as carry save addition, unrolling, pipelining, etc. They applied quasi-pipelined architecture with 2x and 4x unrolling technique and used BRAM to conserve space. Their work shows that as the core is 2x unrolled from the base, the length of critical path of the algorithm increased to factor of 1.8. Chaves et al. [20] implements operation rescheduling and hardware reutilization techniques to efficiently exploit the pipelined structure and save resources. They show that operation rescheduling not only increases the throughput but also decreases the area. Chaves et al. [10] introduces wrapping interface that allows testing implemented SHA-1 architecture with MOLEN polymorphic processor.
Some other works in the field takes other approaches to increase the throughput of SHA core engine. Sklavos [21] introduces architecture for SHA-2 hash family that supports SHA-2 (256), SHA-2 (384), and SHA-2 (512) in one implementation. Michail et al. [22] uses rolling loop to reduce area requirement and pipeline technique to increase throughput. Ahmad et al. [23] implements iterative processing unit with 32 bit modulo adder that can compute SHA-512. They utilize two ROM banks to store higher words and lower words separately and compute the message digest for SHA-512 with 32 bit modulo adder. Lee et al. [24] computes the delay bounds of SHA-1 and shows how to achieve the bound. Their implemented design uses 12 cycles for a 512 bit block and mathematically proves that 12 cycles is optimal for their design approach.
Background
3.1 SHA-1 hash function SHA-1 hash function is one of the most widely used hash functions. It is a revised version of SHA-0 and was published in 1995 by NIST (National Institute of Standards and Technology). Since then, it is used in many security protocols and programs, including TLS, SSL, PGP, SSH, and IPsec [25] . SHA-1 algorithm takes input of any length up to 2 64 -bit, processes that input at 512-bit unit called message digest and produces a 160-bit output. Processing the 512-bit message digest involves 80 steps.
Basic SHA-1 algorithm is shown in Fig. 1 . When a message of any length is feed into SHA-1 algorithm, the algorithm creates 512-bit message digest after message padding. The padded information is an end of message indicator and the size of the message. The indicator is set to '1' at the tail of the input message to note that it is the end of the message. Since the input message can be of any size, the message after padding may not be divisible by 512. In such case, the SHA-1 algorithm pads '0' after the indicator before the size of the input message. To calculate 160-bit hash value, SHA-1 uses five 32-bit variables, a, b, c, d, and e. Calculations for these variables are as in Eq. (1). 
Function f t in Eq. (1) uses three words b, c, and d to produce a 32-bit output. f t is defined as follows: The result from 80 step operations is combined with the input hash value to produce the hash value of the message block. This is used as the input for the next message block. For the first message block, M 0 , since there is no input hash value, initial values for H i , i ¼ 0; . . . ; 4, are defined as follows [25] :
Techniques for high-speed SHA-1
The techniques used to design high-speed SHA-1 hardware include loop unfolding [10] , pre-processing [11, 12, 13] , and pipelining [9] . 
Loop unfolding
Loop unfolding involves combining two or more hash operations into one cycle [10] . Michail et al. examine the throughput per area and concluded that two operations in a cycle yield the maximum throughput [12] . Aligned with this result, our loop unfolding structure adopts two operations in one cycle approach. Eq. (6) denotes the SHA-1 equation with loop unfolding of two operations in a cycle.
The base SHA-1 computation requires 80 cycles to process a single 512-bit message digest. Under loop unfolding, since two operations are computed in each cycle, it takes 40 cycles to complete the calculation. There is an issue with loop unfolding. It increases the latency of critical path since maximum clock frequency needs to be lowered. Fig. 3 shows the block's internal structure under loop unfolding. The dotted lines represent the critical path.
Pre-processing
Loop unfolding may shorten the clock cycle but it yields longer critical path, limiting the maximum clock frequency. To solve this problem, [12] presented preprocessing. They proposed to calculate the operations in the critical path in advance. Let us briefly explain pre-processing. In Eq. (6) and Fig. 3, c (7), we need W t and K t at time t À 1. W t can be derived from the input message and K t is a constant. In pre-processing, the four variables in Eq. (7) are computed in advance. Pre-processing technique divides an operation block into two parts: pre-process and post-process. A register exists between the two parts. Pre-processing structure is shown in Fig. 4 .
In Fig. 4 , the dotted line denotes the critical path. Compared to Fig. 3 , in Fig. 4 the number of addition equations decreases by one and there introduces three more registers.
Pipelining
In base SHA-1, processing one message digest involves 80 step operations. Even with loop unfolding and pre-processing, one has to wait up to 40 cycles to process the next message digest. L. Jiang et al. [9] presented pipelining architecture to address this issue. When a certain step of one message digest is being processed, another section of the pipeline receives another message digest and starts processing. Fig. 5 schematically illustrates the structure of pipelining.
Design

Parallel architecture
In this paper, we present the parallel architecture which connects pipelining SHA-1 modules in parallel. Our parallel SHA-1 consists of multiple base modules which run in parallel. Each base module consists of a number of SHA-1 cores organized in pipelined fashion. Each SHA-1 core is responsible for processing a message digest. Each SHA-1 core adopts novel SHA-1 acceleration techniques, e.g. loop unfolding and pre-processing. Fig. 6 shows the parallel architecture presented in this paper. Fig. 7 is a block diagram of the parallel SHA-1 module. The parallel SHA-1 module contains main controller, input/output controller, and a number of base SHA-1 module. The main controller contains a state machine, which adjusts the module status based on the signals from the input controller, a state register, which saves the status of each pipelining SHA-1, and a padding unit, for message padding. The input controller receives message from the main controller, partition the input message into 512-bit unit (message digest), and sends each message digest to SHA-1 module. The output controller saves, manages, and outputs the hash codes calculated by the pipelining SHA-1 module.
Base module
SHA-1 core is responsible for generating 160-bit hash key for 512-bit message digest. We apply loop unfolding, and pre-processing techniques to expedite the computation. Fig. 8 illustrates the organization of our base SHA-1 module. The SHA-1 was designed based on Eq. (8). 
The critical path is a function f t and two adder operations. It is shown in the dotted line in Fig. 5 . Six 32-bit registers were used to store temporary variables. To perform 80 step operations, the proposed base SHA-1 modules requires total 41 cycles (40 cycles for loop unfolding and one cycle for pre-processing).
Pipeline architecture of base SHA-1 module
The pipeline architecture is designed by taking the base module shown in section 3.2 as one core. Under the pipeline architecture, the maximum number of stages used to divide 80 step operations is 80. The SHA-1 core module used in this paper employs loop unfolding and pre-processing to run 80 step operations in 41 cycles and can have up to 40 stages. Fig. 9 is an example of the internal structure of 4-stage pipeline architecture. There is a total of 41 cycles. Each stage calculates 10 cycles except for the first stage. The first stage calculates 11 cycles that includes one extra cycle for preprocessing. The pipeline SHA-1 architecture includes a memory block and a control block in addition to the base sub-core block. A memory block contains four 512-bit registers that store messages from each stage, three 192-bit registers that deliver operation values between stages, one 160-bit Â 4 FIFO that stores input hash value, and one 2-bit Â 4 FIFO that stores input ID that identifies input message group. A control block includes a controller that controls input/output and a main control unit that manages the overall pipeline architecture. 
Experiment
To implement the parallel SHA-1 module, we used Xilinx Virtex-6 FPGA (ML605 embedded kit) [26] . It provides 241,152 logic cells, 720 I/O pins, 14,976 Kbyte BRAM, and 768 DSP Slice.
Simulation and synthesis
The SHA-1 system was designed in Verilog HDL. We used ModelSim for functional simulation, Xilinx XST 13.2 for synthesis, and Xilinx ISE 13.2 for implementation. To verify the proposed pipeline SHA-1 architecture, we linked Xilinx MicroBlaze soft processor core to the SHA-1 module based on Xilinx FSL (Fast Simplex Link). MicroBlaze [27] is a soft processor core designed by Xilinx. We use ML605 embedded kit which has MicroBlaze version 8.0 with 8 Kbyte instruction cache, 8 KB data cache, and clock frequency of 100 MHz. The Fast Simplex Link (FSL) bus is a uni-directional point-to-point communication channel bus [28] that allows communication between two elements on the FPGA. . Block size used in the calculation is 512 bit. Pre-processing increases the throughput by 100% compared to the original SHA-1 implementation.
Base SHA-1 module
Pipeline vs. parallel architecture
In this section, we compare the performance of the pipeline architecture and the parallel architecture. We implement 11 different architecture varying the degree of parallelism and the pipeline depth for a given number of cores (4, 5, 8, 10 , and 20 cores). We examine the maximum clock frequency, the number of registers and logic units and throughput for each configuration option. When parallelism degree, p is 1, the SHA-1 module is implemented with pipeline-only architecture. Fig. 10 and Fig. 11 show the results of our comparison between different architectures, using various number of cores. p in Fig. 10 and Fig. 11 denote the parallelism degree.
Eq. (9) is derived from the throughput equation in section 3.2 by introducing d and p to the equation; d and p denotes the depth of pipeline and the degree of parallelism, the number of base SHA-1 modules, respectively. Note that pipelined SHA-1 modules are parallelly connected to input control logic. In order to examine the performances of parallelism in pipelined SHA-1, we used 1, 2, and 4 as value of the p. Table II shows the result of slice register, slice LUT, maximum operable clock, and throughput.
The result in Table II shows that the parallel architecture when d and p is 5 and 4 can increase the throughput by 5.8% against the pipeline architecture. However, parallel architecture requires more slice registers and slice LUTs. In our implementation, the architecture uses 7.3% and 10.7% more slice registers and slice LUTs, respectively. Using the same number of cores, the parallel architecture reduces the pipeline's depth, increasing the available maximum frequency and improving the overall performance. 
Verification
To test the designed parallel SHA-1 IP, we used Xilinx Software Development Kit (SDK). The SHA-1 reference hash code was calculated using the C code in the RFC-3174 SHA-1 standard document. We used twenty 512 Byte message groups as the input data and verified the SHA-1 IP by confirming each signal's waveform using Chipscope Analyzer. The total operation time to process 512 Byte Â 20 messages, verified by waveform, is 391 cycles, including message padding time.
Conclusion
In this paper, we proposed a high speed SHA-1 module through parallelization. We improved the performance of the SHA-1 by parallelizing pipelined modules. We implement 11 different architecture varying the degree of parallelism and pipeline depth. The parallel SHA-1 module with 20 sub-cores (5 Â 4) contains 17,398 slice registers and 26,041 slice LUT, has the maximum available frequency of 113.675 MHz, with a maximum throughput of 28.4 Gbps. This module increases the throughput by 5.8% to the pipeline architecture with the same sub-cores. To prove the linkage between the designed pipeline SHA-1 module and a processor, we interfaced MicroBlaze, the Xilinx soft processor core, with FSL bus. 
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