Direct simulation of thermal transport in open-
Introduction
Foams and other highly porous cellular solids have many interesting combinations of physical, mechanical, electrical, and thermal properties such as high stiffness, flow permeability, and thermal and electrical conductivity along with low specific weight. Many common materials are highly porous in nature. Examples of such highly porous natural materials include cork, wood, bones ͑trabecular and cancellous͒, and sponges ͓1-3͔. Current state-ofthe-art manufacturing methods allow foaming of polymers, most metals and their alloys, ceramics, and graphite. Among the available synthetic open porous materials, polymer foams have enjoyed widespread use in many industrial technologies ͓3͔. Recently, open-cell metal foams have been attracting increased attention as multifunctional materials due to their versatility in absorbing sound and energy ͓2͔. Open-cell foams have a random reticulated structure of open polyhedral cells connected by continuous metal ligaments. Due to their highly porous reticulated nature, open-cell foams with negative Poisson's ratio ͑termed auxetic foams͒ have been produced by Lakes ͓4͔ and by many others ͓5͔ from conventional positive Poisson's ratio materials. Depending on the porosity of the cellular materials, a wide range of applications is possible. Figure 1 shows the variation of the degree of openness of the foams and their corresponding application ͓3͔.
Open-cell foams have been proposed for many applications such as porous tissue engineering scaffolds ͓6,7͔, hydrogen storage technologies ͓8͔, thermal control of electronics, catalysis ͓9͔, solar energy storage ͓10͔, electrochemical cells ͓11͔, and others ͓2,12͔. The present study is primarily concerned with thermal management applications. With increased heat dissipation requirements for microprocessors ͓13͔ and many other electronics systems, demand for the development of compact heat dissipation systems continues to increase. Open-cell materials, owing to their ability to integrate multiple functions, are very attractive as thermal management materials. Many previous investigators have proposed and analyzed metal foams for possible applications as heat exchangers ͓14-16͔, heat sinks ͓17,18͔, and heat pipe wicks.
Experimental measurements and numerical modeling to understand the overall, macroscopic thermal and fluid flow characteristics such as effective thermal conductivity, friction factor, and Nusselt number have been conducted by many previous investigators ͓15,19-21͔. However, not many studies have attempted a detailed understanding at the pore scale. Some of the available literature on the microscopic approach to modeling foams is reviewed in Ref. ͓22͔ . Detailed modeling of pore-scale heat transfer is necessary for a number of reasons. Resolution of flow and heat transfer at the pore scale has been found to yield accurate predictions of effective thermal conductivity, pressure drop, and local heat transfer coefficient. Pore-scale models are also required to develop closure arguments for macroscopic models ͓17͔. Furthermore, such models allow the investigation of flow and thermal dispersion effects.
The objective of this work is to extend to lower porosities the methodology described in our previous work on direct simulation of heat and fluid flow through open-cell foams ͓22͔. In our previous work, we proposed a unit-cell body-centered cubic ͑bcc͒ geometry for representing open-cell foams. The detailed simulations on the foam unit cell were able to predict effective thermal conductivity, friction factor, and interstitial Nusselt number, which agreed with existing experimental measurements for Ͼ0.94. The present work examines alternative unit-cell representations for foams and identifies those which best capture experimental data on friction factor, Nusselt number, and effective thermal conductivity as a function of porosity. In the next section, we describe the foam geometry creation followed by a brief discussion of our mathematical and computational methodology ͓22͔. Subsequently, we discuss the predictions obtained, and provide conclusions and remarks on future work.
Foam Geometry
In this work, we use the same methodology for geometry creation as discussed in Ref. ͓22͔ . The shape of the pore is assumed to be spherical and spheres of equal volume are arranged according to the following three lattice structures: ͑i͒ bcc, ͑ii͒ facecentered cubic ͑fcc͒, and ͑iii͒ A15 lattice, a geometry similar to Weaire-Phelan structure ͓23,24͔. The periodic foam unit-cell geometry is obtained by subtracting the unit-cell cube from the spheres at the various lattice points, as shown in Fig. 2͑a͒ . The cross section of the foam ligaments is a set of convex triangles ͑Plateau borders͒, all of which meet at symmetric tetrahedral vertices ͓23͔. It may be noted that there is a nonuniform distribution of metal mass along the length of the ligament with more mass accumulating at the vertices ͑nodes͒ resulting in a thinning at the center of the ligament as experimentally observed in foam samples by many authors ͑e.g., Ref. ͓25͔͒. Figure 2͑b͒ shows sample open-cell structures formed for three different lattice arrangements.
The distinguishing features of this approach are that ͑i͒ the geometry creation is simple, ͑ii͒ it captures many of the important features of real foams, and ͑iii͒ meshing of the geometry is easier compared to the approach adopted in Ref. ͓26͔ for computing pressure drop.
Mathematical Modeling
Flow and Temperature Periodicity for Convective Flow and Heat Transfer Simulation. We first consider the formulation employed for computing flow and heat transfer through the pores; the formulation for computing effective thermal conductivity of foamfluid mixtures is given in a separate section. We consider a threedimensional periodic module with a constant translational vector ͑L͒ with respect to a flow direction ͑x axis͒, as shown in Fig. 3 . For periodic boundaries, according to Ref. ͓27͔, the velocity and the pressure at any position r can be written as
t should be noted that there may be other periodic boundaries in the module, but there is no net inflow through any of these boundaries. For flow through periodic unit cells, the pressure gradient can be divided into two components: ͑a͒ periodic component, ‫ץ‬p / ‫ץ‬x i , and ͑b͒ a linearly varying component, ͑‫ץ‬p / ‫ץ‬x i ͒e L , such that ‫ץ‬P / ‫ץ‬x i = ͑‫ץ‬p / ‫ץ‬x i e L,i ͒ + ͑‫ץ‬p / ‫ץ‬x i ͒, where, e L,i is the ith component of the unit vector in the direction L.
A constant heat flux is imposed on the metal foam surfaces. For given heat-flux boundary conditions, the form of the temperature field becomes constant from module to module. Thus, the periodic condition for the temperature is given by
ere, the bulk temperature T b is defined as
where A is the area of cross section.
Governing Equations. The governing flow and heat transfer equations for laminar, periodic, fully developed, incompressible, steady flow of a Newtonian fluid are ͓27,28͔
The above equations are written assuming that the flow is thermally and hydrodynamically fully developed. Though the current study considers only the laminar flow condition, it can be extended to fully developed turbulent regimes. In Eq. ͑3͒, the terms involving ‫ץ‬ 2 / ‫ץ‬x 2 have been included to account for the large local streamwise gradients that may occur in periodically fully developed flows. The ‫ץ‬p / ‫ץ‬x i term in Eq. ͑2͒ is assigned a priori, and controls the mass flow rate through the module, and hence, the pore Reynolds number. A no-slip boundary condition is imposed for the velocities on the bounding walls. As mentioned previously, a constant heat flux is specified for the energy equation on the foam surfaces. Details of the mathematical model are available in Refs. ͓22,27͔, while those on the numerical methods for periodic flow and heat transfer on unstructured meshes along with the implementation are outlined in Ref.
͓28͔.
The various periodic unit-cell geometries used in this work were created using the commercial software GAMBIT ͓29͔. The geometry was discretized into three-dimensional finite volumes using hybrid ͑tetrahedral and hexahedral͒ elements in GAMBIT by specifying the minimum edge length. The finite volume mesh so Transactions of the ASME created was exported to the commercial code FLUENT ͓30͔ for flow and heat transfer simulations. A second-order upwind scheme was used for the convective calculations. A colocated pressure-velocity formulation in conjunction with the SIMPLE algorithm was used for obtaining the velocity fields, and the linearized systems of equations solved using an algebraic multigrid algorithm. Details of the numerical method may be found in Ref.
͓31͔. The calculations were terminated when the ͑scaled͒ residual ͓30͔ had dropped below 10 −6 for all governing equations. Grid-independence tests were performed using the procedures detailed in Ref. ͓22͔ . The calculations reported in this paper were performed using approximately 200,000 finite volumes.
Results and Discussion
Effective Thermal Conductivity. The numerical results for effective thermal conductivity for an aluminum-air system are considered first. The effective thermal conductivity is computed by numerically solving the conduction heat transfer through both the metal foam and the interstitial air on a single periodic module. A given heat-flux condition is not employed as above; instead, continuity of temperature and heat flux are employed as the interfacial conditions. Under the periodicity assumption, each module in the heat flow direction experiences an equal temperature drop. Computations are performed on a periodic module by imposing an arbitrary temperature drop ⌬T across the periodic module along the heat flow direction, say, the x axis. The resulting heat transfer rate at the periodic boundaries is used to obtain the effective thermal conductivity of the system using the relation
where J is the diffusion flux vector at the periodic face, dA is the outward pointing elemental face area vector on the periodic face, and A p is the area of the periodic face. Calculations are performed using a modified version of the commercial code FLUENT ͓30͔. Details of the mathematical model and numerical method are outlined in Refs. ͓22,32͔. Figure 4 shows the calculated effective thermal conductivity for an aluminum foam-air system as a function of foam porosity. Also plotted in Fig. 4 are the predictions from the available semiempirical models, and experimental measurements from the literature ͓20,21,33,34͔. The available experimental effective thermal conductivity measurements for foams cover a porosity range of 0.89ϽϽ0.98. Paek et al. ͓21͔ and Calmidi and Mahajan ͓33͔ reported experimental uncertainties of 12% and 3.6% for the effective thermal conductivity measurements, respectively. It should be noted that the bcc and A15 models used in the present work do not employ any arbitrary parameters to match the experiments. Also plotted is the theoretical result from Lemlich's original work on electrical conductivity of liquid foams ͓35͔. Using a direct analogy between Ohm's law and Fourier's law, we adopt his results for effective thermal conductivity of metal foams ͑k eff = k s ͑1−͒ / 3͒. Details of the Lemlich theory and its implications are discussed in Ref. Pressure Drop and Nusselt Number. We now consider predictions of the pressure drop and Nusselt number for the fcc and A15 lattice models. The predictions of the bcc model ͓22͔ are also plotted for comparison. As noted above, a constant heat-flux boundary condition is imposed on the ligament walls for all the cases considered. Hence, heat conduction through the foam ligaments is not modeled. Constant temperature boundary conditions may be alternatively employed on the foam walls; the predicted Nusselt numbers under those conditions would differ somewhat from those predicted with the constant flux conditions employed in this study ͓27͔. Figure 5 shows the results for the friction factor calculated for an aluminum foam-air system from the numerical simulations based on the fcc and A15 modules. Also plotted are the experimental correlations from Refs. ͓21,36͔. Paek et al. reported the repeatability error for the measurement of pressure drop to be 3% 
͑5͒
The predicted friction factors from all the three models ͑bcc, fcc, and A15͒ compare well with the experimental correlations for porosities Ͼ0.88 and deviations for both the fcc and A15 are observed for porosities Ͻ0.88. It should be noted that the fcc model overpredicts the friction factor compared to the A15 model.
The Nusselt number for the foam was also calculated for the different cases considered and is defined as
In the above equation T s is the averaged temperature of the foam. In Fig. 6 , the predicted local Nusselt number for the fcc and A15 lattices is plotted as a function of ͑Pe D / ͑1−͒͒ 1/2 , where the modified Peclet number ͑Pe D ͒ is Re d Pr. This x-axis scale is obtained by balancing the convective and axial diffusive fluxes. It may be noted that predictions from the A15 model compare well with those from the bcc model for Ͼ0.86 and with experimental correlation from Calmidi and Mahajan ͓22,33͔. Also, plotted are experimental correlation from Calmidi and Mahajan ͓33͔. For lower porosities ͑Ͻ0.86͒, the local Nusselt number based on the permeability decreases due to the decrease in the permeability of the porous medium.
Conclusions
This paper presents an approach for the modeling of open-cell foam geometries for porosities Ͼ0.8. The distinguishing feature of this approach is that no adjustable geometric parameters were used to match the experiments, unlike in previous published work. The fcc and A15 unit-cell models, along with the bcc model considered previously ͓22͔, are shown to predict friction factor and Nusselt number values, which are in good agreement with available experimental and semianalytical results.
The bcc and A15 models also predict thermal conductivity reasonably well. The predictions from the A15 model compared well with available range of experimental thermal conductivity measurements ͑Ͼ0.89͒ and bcc model predictions; the fcc model predictions for effective thermal conductivity showed greater deviations from the available measurements. Based on the results, there is a clear need for experimental results at foam porosities below 0.89. For convective flow calculations, the predicted friction factor and local Nusselt number from both fcc and A15 models compare well with our previous ͑bcc͒ model and with available experimental results for Ͼ0.86. The accuracy of the pressure drop and Nusselt number predictions depends on how well the unit-cell representation captures the surface-to-volume ratio of the real foam. On the other hand, the effective thermal conductivity depends strongly on capturing the ligament resistance correctly, and would require an accurate representation of the ligament cross-sectional area-to-length ratio. An evaluation of unit-cell models along these lines would benefit from the characterization of actual foams for a range of porosities and manufacturing techniques.
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