Abstract. Let {T t } be a smooth flow with positive speed and positive topological entropy on a compact smooth three dimensional manifold, and let µ be an ergodic measure of maximal entropy. We show that either {T t } is Bernoulli, or {T t } is isomorphic to the product of a Bernoulli flow and a rotational flow. Applications are given to Reeb flows.
Introduction and statement of main results
Introduction. In 1973, Ornstein and Weiss proved that the geodesic flow of a compact smooth surface with constant negative curvature is Bernoulli with respect to the Liouville measure [OW73] . Ratner extended this to variable negative curvature [Rat74] . In the case of non-positive and non identically zero curvature, Pesin showed that the Liouville measure has a Bernoulli ergodic component [Pes76] , [BP07, Thm 12.2.13]. It follows from his work that all other ergodic components (if they exist) have zero entropy. Katok and Burns extended Pesin's work to Reeb flows [Kat94] . Burns and Gerber proved that geodesic flows on certain surfaces with some positive curvature ("Donnay's examples") are Bernoulli [BG89] .
Ratner's work extends to general Anosov flows equipped with ergodic equilibrium measures of Hölder continuous potentials [Rat74] . In this case the flow is either Bernoulli, or isomorphic to a Bernoulli flow times a rotational flow (this happens in the non-mixing case). Pesin's work extends to all C 1+ε flows preserving an ergodic hyperbolic measure whose conditional measures on the unstable manifolds are absolutely continuous with respect to the induced Riemannian measure [Pes76] , [OW98] , [KSLP86] , [Led84] , with the same modification in the non-mixing case.
The measure of maximal entropy does not have absolutely continuous conditional measures, except in special cases [Kat82] . The purpose of this paper is determine the ergodic theoretic structure of this measure in the context of general smooth three dimensional flows with positive topological entropy. Our methods also apply to ergodic equilibrium measures of Hölder potentials with positive entropy.
Basic definitions. Let (X, B, µ) be a Lebesgue probability space.
Measurable flow: A quadruple T = (X, B, µ, {T t }) such that (t, x) → T t (x) is measurable, and the time-t map (X, B, µ, T t ) is probability preserving, ∀t ∈ R.
Eigenfunction: A non-constant measurable function f is an eigenfunction of T (with eigenvalue e iα ) if for a.e. x ∈ X, f (T t x) = e iαt f (x) for all t ∈ R. T is called ergodic if 1 is not an eigenvalue, and weak-mixing if it has no eigenvalues at all.
Methodology. Our approach is similar to that of [Rat74, Rat78] : First we code the flow as a topological Markov flow (Hölder suspension of a topological Markov shift), and then we analyze equilibrium measures for the symbolic model. The first step was done in [LS] . The second step is the subject of the present work.
The ergodic behavior of equilibrium measures on topological Markov flows depends on the height function r. If r is cohomologous to a function taking values in a discrete subgroup, then one can choose a coding with constant height function, and deduce that the flow is isomorphic to the product of a Bernoulli flow and a rotational flow. If r is not cohomologous to a function taking values in a discrete subgroup, then one can exhibit a generating sequence of very weak Bernoulli partitions as in [OW73, Rat74] , and conclude that the flow is Bernoulli. An important step in the proof of the very weak Bernoulli property is to prove the K property. This is done using the method of Gurevič [Gur67] .
In Ratner's case the flow is Anosov, and the symbolic flow is a suspension over a topological Markov shift with finite alphabet [Rat73] . In our case the flow is a general C 1+ε flow on a three dimensional manifold, and the topological Markov shift has countable alphabet [LS] . The thermodynamic formalism for countable Markov shifts [BS03] provides us with the local product structure we need to implement the ideas of [Gur67, OW73, Rat74, Rat78] .
The paper is divided into two parts. The first contains the analysis of topological Markov flows. The second contains the application to smooth flows, and in particular to Reeb flows and geodesic flows.
Part 1. Topological Markov Flows

Topological Markov Flows
Topological Markov shifts (TMS). Let G be a directed graph with countable set of vertices V . We write v → w if there is an edge from v to w. We assume throughout that for every v there are u, w s.t. u → v, v → w, and that G is not a cycle.
Topological Markov shift (TMS):
The topological Markov shift (TMS) associated to G is the discrete-time topological dynamical system σ : Σ → Σ where Σ = Σ(G ) := {paths on G } = {{v i } i∈Z : v i → v i+1 , ∀i ∈ Z}, and σ : {v i } i∈Z → {v i+1 } i∈Z is the left shift.
Points in Σ will be denoted by x = {x i } i∈Z . The topology of Σ is given by the metric d(x, y) := exp[− min{|n| : x n = y n }]. The Borel σ-algebra B(Σ) is generated by the cylinders m [a 0 , . . . , a n−1 ] := {x ∈ Σ : x i+m = a i for all i = 0, . . . , n − 1}.
The index m denotes the left-most coordinate of the constraint. If it is zero, we will simply write [a] := 0 [a]. n is called the length of the cylinder, also denoted by |a|. A cylinder is non-empty iff a 0 → · · · → a n−1 is a path on G . In this case we call the word a admissible.
For x ∈ Σ and i < j in Z, let x A TMS is topologically transitive iff for every u, v ∈ V there is a finite path on G from u to v. It is topologically mixing iff for every u, v ∈ V there is N = N (u, v) s.t. for every n ≥ N (u, v) there is a path of length n on G from u to v.
Every ergodic σ-invariant probability measure on Σ is carried by a topologically transitive TMS inside Σ. If the measure is mixing, then the TMS is topologically mixing.
Every topologically transitive TMS has a spectral decomposition Σ = p−1 i=0 Σ i where each Σ i is the union of partition sets, σ p : Σ i → Σ i is topologically conjugate to a topologically mixing TMS for every i, and σ(Σ i ) = Σ i+1(mod p) [Kit98] .
Topological Markov flows (TMF). Let r : Σ → R + be Hölder continuous, bounded away from zero and infinity, and let Σ r := {(x, t) : x ∈ Σ, 0 ≤ t < r(x)}.
Topological Markov flow (TMF):
The topological Markov flow (TMF) with roof function r and basis σ : Σ → Σ is the flow {σ τ r } on Σ r which increases the t coordinate at unit speed subject to the identifications (x, r(x)) ∼ (σ(x), 0).
where r n is the n-th Birkhoff sum. Recall that r n := r + r • σ + · · · + r • σ n−1 for n ≥ 1, and that there is a unique way to extend the definition to n ≤ 0 so that the cocycle identity r m+n = r n + r m • σ n holds for all m, n ∈ Z. It is given by r 0 := 0 and r n := −r |n| • σ −|n| for n < 0. The cocycle identity guarantees that σ
A TMF is topologically transitive iff its basis is a topologically transitive TMS, but the same is not true for topological mixing. For instance, if the roof function is constant then the TMF is never topologically mixing. By the spectral decomposition [Kit98] , every TMF whose basis is a topologically transitive TMS can be recoded as a TMF whose basis is a topologically mixing TMS. Just replace Σ by Σ 0 and r by r p . Let µ be a σ r -invariant probability measure on Σ r .
Induced measure: The induced measure of µ is the unique σ-invariant probability measure ν on Σ s.
Above, δ denotes the Dirac measure. A σ r -invariant measure is ergodic iff its induced measure is. Every ergodic σ r -invariant measure on Σ r is carried by a TMF whose basis is a topologically transitive TMS. [BW72] . This is a metric which makes σ r : Σ r → Σ r continuous. Suppose first that r ≡ 1 (constant suspension).
Bowen-Walters Metric
Let ψ : Σ 1 → Σ 1 be the suspension flow, and introduce the following terminology: • Horizontal segments: Ordered pairs [z, w] h ∈ Σ 1 × Σ 1 where z = (x, t) and w = (y, t) have the same height 0 ≤ t < 1. The length of a horizontal segment
• Basic paths from z to w: γ :
Bowen-Walters Metric on Σ 1 : d 1 (z, w) := inf{ (γ)} where γ ranges over all basic paths from z to w.
Next we consider the general case r ≡ 1. The idea is to use a canonical bijection from Σ r to Σ 1 and declare it to be an isometry.
Bowen-Walters metric on Σ r : d r (z, w) := d 1 (ϑ r (z), ϑ r (w)), where ϑ r : Σ r → Σ 1 is given by ϑ r (x, t) := (x, t/r(x)).
Lemma 2.1 ( [BW72, LS] ). d r is a metric, and σ t r : Σ r → Σ r is continuous with respect to d r . Moreover, (t, x) → σ t r (x) is Hölder continuous on [−1, 1] × Σ. Roof functions independent of the past or future. r : Σ → R is independent of the past if r(x) = f (x 0 , x 1 , . . .) for some function f , and it is independent of the future if r(x) = g(. . . , x −1 , x 0 ) for some function g (note that we allow dependence on the zeroth coordinate). The next lemma is an adaptation of [Rat74, Lemma 2]. Let σ r : Σ r → Σ r be a TMF and µ be an ergodic σ r -invariant probability measure.
Lemma 2.2. (Σ r , σ r , µ) is isomorphic to a TMF with roof function independent of the past, and to a TMF with roof function independent of the future.
Proof. Let us prove the first statement (the second is proved similarly). If µ is supported on a periodic orbit, then every function is independent of the past on the support of µ. Henceforth we assume that µ does not sit on a periodic orbit.
It is well-known that there is a bounded continuous function h s : Σ → R such that r s := r − h s + h s • σ is bounded, Hölder continuous and independent of the past. Proofs for Σ = Σ(G ) with G finite can be found in [Sin72, Bow75] . As noted in [Dao13] , these proofs extend without much difficulty to the case where G is countable. Since the r s produced by the proofs may take negative values, we now explain how to change r and h s to have r s > 0.
Claim: It is possible to change r, h s s.t. 0 < h s < 1 2 r. In particular r s > 0.
Proof. Since h s is bounded, we can add a large constant to get a new h s that is positive. The other inequality is more complicated. Let c = sup(h s ) < ∞, and take n 0 ∈ N with c < 1 2 n 0 inf(r). Let ν be the induced measure of µ. Since µ is ergodic and does not sit on a periodic orbit, ν is non-atomic, hence there is a cylinder [b] 
Recode the flow using the Poincaré section [a] × {0} to obtain a suspension flow with basis σ ϕa : [a] → [a] and roof function R = r ϕa , where ϕ a (x) = inf{n ≥ 1 : 
2 R. Henceforth we assume, without loss of generality, that 0 < h s < 1 2 r for the original flow. Then r s is bounded, positive and uniformly bounded away from zero. This allows us form the TMF σ r s : Σ r s → Σ r s . This TMF is isomorphic to σ r : Σ r → Σ r via the conjugacy
which recodes Σ r using the Poincaré section {(x, h s (x)) : x ∈ Σ}.
Strong manifolds and the Bowen-Marcus Cocycles [BM77] . The strong stable and strong unstable manifolds of (x, t) are:
•
These are not manifolds, but they play the same role as their smooth analogues in hyperbolic dynamics.
To calculate W ss , W su we make the following definitions. Assume x is not preperiodic (i.e. there are no m, n s.
These definitions are independent of the choice of m, n, because in the non-preperiodic case any two possible pairs (m, n), (m , n ) satisfy m = m + k 0 , n = n + k 0 for some k 0 ∈ Z. The limits which define P τ (·, ·) exist because they are the limits of the partial sums of the series r m (y)
Since r is Hölder continuous, the summands decay exponentially fast, and these series converge.
Lemma 2.3 ([BM77])
. Suppose x is not pre-periodic, then for τ = s, u it holds:
are called the Bowen-Marcus cocycles.
Equilibrium measures for Topological Markov Flows
Equilibrium measures. Let σ r : Σ r → Σ r be a TMF, and let Φ : Σ r → R be bounded and continuous. The (variational) topological pressure of Φ is
µ is σ r -invariant Borel probability measure .
Equilibrium measure: µ is called an equilibrium measure (for the potential Φ and the flow {σ r }) if h µ (σ 1 r ) + Φdµ = P top (Φ). In this section, we will describe the equilibrium measures when Σ is topologically mixing, Φ is bounded and Hölder continuous, and P top (Φ) < ∞. Instead of describing them directly, we describe the one-sided version of their induced measures. Let µ be a σ r -invariant probability measure, and let ν be its induced measure. ν is a σ-invariant probability measure on Σ.
One-sided TMS: Let π s : x ∈ Σ → (x 0 , x 1 , . . .). The one-sided TMS is the discrete-time topological dynamical system σ s : Σ s → Σ s where Σ s = {π s (x) : x ∈ Σ} and σ s : {x i } i≥0 → {x i+1 } i≥0 is the one-sided left shift.
One-sided version of ν: The one-sided version of ν is the probability measure Φ(x, t)dt − P top (Φ)r(x). φ : Σ → R is bounded Hölder continuous with P top (φ) = 0.
Proof. This is proved exactly as in [BR75] . φ is clearly bounded Hölder continuous. By the Abramov entropy formula [Abr59] , h µ (σ r ) = 1 rdν h ν (σ). Hence
, with equality iff µ is an equilibrium measure for Φ. This can be rewritten as h ν (σ) + Σ φ(x)dν(x) ≤ 0, with equality iff ν is an equilibrium measure for φ. Therefore P top (φ) = 0, and µ is an equilibrium measure for Φ iff its induced measure ν is an equilibrium measure for φ.
Claim 2. ν is an equilibrium measure for a bounded Hölder continuous potential that is independent of the past and has zero pressure.
Proof. By [Sin72, Bow75, Dao13] there is a bounded Hölder continuous function
Now we proceed to the proof of Theorem 3.1. By claims 1-2, there is φ
is an equilibrium measure for φ s • π s , and P top (φ s • π s ) = 0. We want to conclude that ν s is an equilibrium measure for φ s , and that P top (φ s ) = 0. If ν is a σ-invariant probability measure then (Σ, ν, σ) is the natural extension of (Σ s , ν s , σ s ). Conversely, if ν s is a σ s -invariant probability measure then it is the one-sided version of some σ-invariant probability measure ν (its natural extension).
Since natural extensions preserve entropy, P top (φ s ) = P top (φ s • π s ) = 0, and ν is an equilibrium measure for φ s • π s iff ν s is an equilibrium measure for φ s . The structure of equilibrium measures for Hölder continuous potentials on onesided TMS was determined in [BS03] . There it is shown that if Σ s is topologically mixing (a consequence of the topological mixing of Σ), then φ s is positive recurrent in the sense of [Sar01] , and parts (1)-(3) of the theorem hold. Part (4) follows from part (3) and the boundedness and Hölder continuity of φ s .
Corollary 3.2. Suppose Σ r is a topologically transitive TMF, and Φ is a bounded Hölder continuous potential with finite pressure. Then Φ has at most one equilibrium measure and if this measure exists then it is ergodic.
Proof. By Theorem 3.1 ν s is ergodic. Therefore its natural extension ν is ergodic. If the induced measure is ergodic, then the original measure is ergodic. It follows that every equilibrium measure is ergodic. This implies that the equilibrium measure is unique: if there were two equilibrium measures, then their average would have been a non-ergodic equilibrium measure.
Conditional measures of the induced measure. Theorem 3.1 can be used to construct the conditional measures ν(·|x ∞ 0 ) for all, rather than almost all, x ∈ Σ s . The basic tool is the g-function of ν. This is the function g : Σ s → R given by
The reader can check that g > 0 and σs(y ∞
Thus g is a g-function in the sense of [Kea72] . The function log g is bounded and uniformly Hölder continuous on cylinders of length two, since exp φ s , log h s are bounded and uniformly Hölder continuous on partition sets.
s , L as in Theorem 3.1.
(
. Part (2) follows from part (1) and the martingale convergence theorem. Part (3) follows from part (2) and the invariance of ν.
One should view (3.1) as a consistent set of equations which determine the conditional probability measure ν(·|x Proof. Since Σ r is topologically transitive and Σ r is not a union of cycles, the same is true for Σ. In particular there is a state b with in-degree at least two. Fix one such edge a → b.
. By the Hölder continuity of log g, we can find a word w := (a, b, b 2 , . . . , b n ) s.t. g [w] < 1. By (3.1), ν({z}|x ∞ 0 ) = 0 whenever z ∈ Z := {z ∈ Σ : z n+|w|−1 n = w for infinitely many n < 0}. The conclusion is that
Let us show that this last condition is true ν-a.e. By Theorem 3.1, ν is ergodic and positive on cylinders, hence ν(Z) = 1, i.e.
ν(Z|x
Local product structure of the induced measure. Let σ : Σ → Σ be a TMS. The following definitions are motivated by smooth ergodic theory, see e.g. [BP07]:
Smale bracket of points: Let x, y ∈ Σ with x 0 = y 0 . The Smale bracket of x, y is [x, y] := z where z i = x i for i ≤ 0 and z i = y i for i ≥ 0. 
The Smale product produces measures on Σ out of measures on W
Note that for τ = u, s:
loc (x) whenever x 0 = y 0 . Local product structure: ν is said to have local product structure if for every x, y ∈ Σ s.t. x 0 = y 0 = v we have ν s x ν u y ∼ ν [v] . Theorem 3.5. Let µ be an equilibrium measure of a bounded Hölder continuous potential with finite pressure on a topologically transitive TMF, and let ν be its induced measure. Then ν is globally supported, and ν has local product structure.
Proof. Let σ : Σ → Σ be the associated TMS, and let G be a directed graph associated to Σ. Since the TMF is topologically transitive, σ : Σ → Σ is topologically transitive, hence any two vertices on G can be joined by a path.
Claim: Every non-empty cylinder on Σ has positive ν-measure, and for every edge v → w there is a constant
Proof of the claim. Let ν s be the one-sided version of ν. Theorem 3.1 implies, as in [Sar11, Corollary 3.2], the existence of constants 
By the claim, if E is a cylinder contained in [v, w] and x, y ∈ [v] then: 
Since ν u y [Ω v ] > 0, if we integrate this inequality we obtain
Since ν has local product structure, this gives that ν(E) > 0, a contradiction. We have just proved that ν[Ω v ] = 0 for every vertex v, whence ν s x (E) = 0 for ν-a.e. x. By symmetry, ν u x (E) = 0 for ν-a.e. x.
The Pinsker factor of a topological Markov flow
Review of general theory. Let (X, B, µ, T ) be an automorphism, i.e. (X, B, µ) is a non-atomic Lebesgue probability space and T is an invertible transformation preserving µ. Given E ∈ B, let α E = {E, X \ E}.
Pinsker factor: E ∈ B is called a Pinsker set if h µ (T, α E ) = 0. The Pinsker σ-algebra is P(T ) := {E ∈ B : E is a Pinsker set}. (X, P(T ), µ, T ) is called the Pinsker factor of (X, B, µ, T ).
, hence (X, P(T ), µ, T ) is indeed a factor. (X, P(T ), µ, T ) has zero entropy, and if A ⊂ B s.t. (X, A , µ, T ) is a factor of zero entropy then A ⊂ P(T ) modulo µ. Therefore (X, P(T ), µ, T ) is the largest factor of (X, B, µ, T ) with zero entropy.
Completely positive entropy: (X, B, µ, T ) is said to have completely positive entropy if it has a trivial Pinsker factor, i.e. if P(T ) = {∅, X} modulo µ.
Note that (X, B, µ, T ) has completely positive entropy iff all of its non-trivial factors have positive entropy. 
]. The Pinsker σ-algebra of T is defined as P(T 1 ). T is said to have completely positive entropy if its Pinsker factor is trivial iff ∃t = 0 s.t. (X, B, µ, T t ) is an automorphism with completely positive entropy. T is said to have the K property if (X, B, µ, T 1 ) is an automorphism with the K property iff ∃t = 0 s.t. (X, B, µ, T t ) is an automorphism with the K property. T has the K property iff it has completely positive entropy, and it implies K-mixing [CFS82] . The next theorem is a tool for proving the K property. Given a σ-algebra A with T −t A ⊂ A , ∀t > 0, let Tail(A ) := t>0 T −t A be the tail σ-algebra of A . 
An upper bound for the Pinsker factor of a TMF. We now construct σ-algebras as in Theorem 4.3 for a topologically transitive TMF. The construction follows [Gur67, Rat78] .
Given (x, ξ) ∈ Σ r , let (x, ξ) := ϑ s (x, ξ) and define
Using that r s is independent of the past and that ϑ s • σ r } and using that it has the same Pinsker σ-algebra as {σ t r }, we find that P(σ r ) ⊂ W su modulo µ. We just proved:
Theorem 4.4 ( [Gur67, Rat78] ). Let σ r : Σ r → Σ r be a TMF, and let µ be an ergodic σ r -invariant probability measure, not supported on a single orbit. Then
Corollary 4.5. Let σ r : Σ r → Σ r be a TMF, and let µ be an ergodic σ r -invariant probability measure, not supported on a single orbit. If f : Σ r → R is P(σ r )-measurable, then there is a set X of full µ-measure s.t. for every (x, ξ), (y, η) ∈ X:
Proof. We prove (1), and leave (2) to the reader. It is enough to prove this for f = 1 E where E ∈ P(σ r ). Since P(σ r ) ⊂ W ss = Tail(W ss loc ), there is a sequence of sets
x is not pre-periodic}] has full µ-measure.
If (x, ξ), (y, η) ∈ X with (y, η) ∈ W ss (x, ξ), then σ t r (y, η) ∈ W ss loc (σ t r (x, ξ)) for t large enough. In particular, this holds for some t = i ∈ N. We want to show that (x, ξ) ∈ E ⇔ (y, η) ∈ E. By symmetry, it is enough that (x, ξ) ∈ E ⇒ (y, η) ∈ E.
The GH88] .
Theorem 4.6. Let σ r : Σ r → Σ r be a topologically transitive TMF, and let µ be an equilibrium measure of a bounded Hölder continuous function with finite pressure.
The following are equivalent:
(1) r is not arithmetic.
(2) µ is weak mixing.
(3) µ is mixing.
(4) µ has the K property, whence a trivial Pinsker factor. In particular, if one equilibrium measure of a bounded Hölder continuous function satisfies one of (2)-(4), then all equilibrium measures of bounded Hölder continuous functions satisfy all of (2)-(4).
If Σ is a subshift of finite type, then the equivalences of (2)-(4) are due to Ratner It remains to show that (1)⇒(4). We prove that if the Pinsker σ-algebra is not trivial then r is arithmetic. Assume that P(σ r ) is not trivial, and fix a bounded Pinsker-measurable function F that is not constant µ-a.e. Let F δ :=
F , thus F δ is not constant µ-a.e for any δ small enough. Fix one such δ and let H := F δ . H is a bounded Pinsker-measurable function that is not constant µ-a.e. for which the map t → (H • σ t r )(x, ξ) is continuous, ∀(x, ξ) ∈ Σ r . We will use H to prove that r is arithmetic. Let ν be the induced measure of µ. Recall the definition of the cocycles P s , P u (see Lemma 2.3) and the measures ν s x on W s loc (x) defined in (3.2). Claim 1. There is a Borel set E ⊂ Σ of full ν-measure such that:
(1) E is σ-invariant and contains no pre-periodic points.
(2) For every (x, ξ), (y, η) s.t. x, y ∈ E:
Proof of Claim 1. Let E 0 := {x ∈ Σ : x is not pre-periodic}. E 0 has full ν-measure, since ν is ergodic and globally supported. By Corollary 4.5, there is X ⊂ Σ r of full µ-measure s.t. (2) holds for all (x, ξ), (y, η) ∈ X. Since µ is equivalent to ν × dξ, E 1 := {x ∈ E 0 : (x, ξ) ∈ X for Lebesgue a.e. ξ ∈ [0, r(x))} has full ν-measure. We claim that E 1 satisfies (2). We prove (2.1) and leave (2.2) to the reader. Since x, y ∈ E 1 , there is an open neighborhood U ⊂ R of 0 s.t. (x, ξ + t), (y, η + t) ∈ X for Lebesgue a.e. t ∈ U .
ss (x, ξ + t k ), therefore by the definition of X we have H(x, ξ + t k ) = H(y, η + t k ). Passing to the limit, and using that t → (H • σ t r )(x, ξ) and t → (H • σ t r )(y, η) are continuous, we conclude that H(x, ξ) = H(y, η).
Now consider E 2 := n∈Z σ n (E 1 ). E 2 has full ν-measure and satisfies (1)-(2) but not necessarily (3). We define E 3 , E 4 , . . . by induction as
{E n } is a decreasing sequence of σ-invariant sets of full ν-measure each, by Corollary 3.6, thus E := ∞ n=4 E n is σ-invariant set of full ν-measure. E satisfies (1)-(2) of the claim, since E ⊂ E 0 ∩ E 1 . To see that it also satisfies (3), just note that if x ∈ E and τ = s, u then ν 
For x ∈ E, let G x := {P (γ) : γ is an su-loop at x}. We will show that there is a closed subgroup G ⊂ R s.t.
Holonomy group: It is the closed subgroup G ⊂ R s.t. G x = G for some (all) x ∈ E.
We first show that G x = cZ for some c = 0 independent of x ∈ E, and then use this to prove that exp[ Proof of Claim 2. We divide the proof into few steps. Fix x ∈ E.
Step 1. G x , G x are additive subgroups of R, and
Proof. It is enough to prove the claims for G x . G x is an additive group:
• G x + G x ⊂ G x , because P (γ 1 ) + P (γ 2 ) = P (γ 1 ∨ γ 2 ) where γ 1 ∨ γ 2 is the concatenation of γ 1 and γ 2 .
• G x 0, because P ( x, x ) = 0.
Now we show that G σ(x) = G x . Let γ = x 0 , . . . , x n be an su-loop at x, and let
Step 2. There is a closed subgroup G ⊂ R s.t. G x = G, ∀x ∈ E.
Proof. We claim that x → G x is constant on E ∩ 
Every element of G x equals P (γ) for some su-loop γ at x. Consider the concatenation γ := y, w, z, x ∨ γ ∨ x, z, w, y . This is an su-loop at y with P (γ ) = P ( y, w, z, x, z, w, y ) + P (γ) = P (γ). Since γ is arbitrary, this gives the inclusion
We see that for every v, there is a group
. Fix some state v 0 . Since σ : Σ → Σ is topologically transitive, for any state v there is an admissible path v 0 = a 0 → · · · → a n = v. The measure ν is globally supported, thus we can take z ∈ E ∩ [a]. By Step 1,
for all vertices v. This proves Step 2.
Step 3. G equals cZ for some c ∈ R.
Proof. G is a closed additive subgroup of R, so either G = R or G = cZ for some c ∈ R. We will show that if G = R then H is constant µ-a.e., a contradiction.
We implement the classical Hopf argument. The key observation is that H is constant on the intersection of the strong (un)stable manifolds of σ r with E, thanks to Claim 1(2). Suppose γ = x 0 , . . . , x n is an su-path, fix some 0 ≤ θ < r(x 0 ), and let z 0 , . . . , z n ⊂ Σ r be the lift of γ at z 0 := (x 0 , θ). Since x i ∈ E, we have H(z 0 ) = H(z 1 ) = · · · = H(z n ). In particular, if x ∈ E and γ is an su-loop at x, then H(x, θ) = (H • σ
Using that µ is ergodic (Corollary 3.2), we conclude that H is constant µ-a.e., a contradiction. Thus G = cZ for some c ∈ R.
Step 4. c = 0.
Proof. Suppose by contradiction that G = {0}. We will show that r = U • σ − U for some U : Σ → R continuous, and derive a contradiction. (Σ r , σ r , µ) Recall the definitions of W ws (x), W s loc (x) on page 6. Fix x ∈ E and define U on W ws (x) ∩ E by U (y) = P s (y, x). By Lemma 2.3(3),
Our plan is to show that W ws (x) ∩ E is dense in Σ, and U is uniformly continuous on W ws (x) ∩ E. Thus the unique continuous extension to Σ satisfies U • σ − U = r.
Proof that W ws (x) ∩ E is dense in Σ: Let C := −n [v −n , . . . , v n ]. Since σ : Σ → Σ is topologically transitive, there is an admissible path v n → v n+1 → · · · → v n+k → x 0 . Now proceed as follows:
• Pick some w ∈ C, and define y by y
ws (x) ∩ C, and there are integers , m > n s.t.
• Since E is σ-invariant and x ∈ E, σ (x) ∈ E and ν s σ (x) (σ m (C) ∩ E) = 0.
• ν
• Therefore
We see that W ws (x) ∩ E intersects every non-empty cylinder C in Σ.
Proof that U is uniformly continuous on W ws (x) ∩ E: Fix y, z ∈ W ws (x) ∩ E s.t. y = z and y 0 = z 0 . We construct
Here is how to do this. 
, proving (ii). Part (iii) follows from (ii) and the triangle inequality.
Let γ = y, z 1 , y 1 , y . Using y ∈ E and G = {0}, we have
α , where C, α are given by Lemma 2.3(4).
α , proving that U is uniformly continuous on W ws (x)∩E.
Therefore U extends continuously to a function U : Σ → R. Since r = U • σ − U on W ws (x) ∩ E, r = U • σ − U on Σ. This cannot happen as it implies, by the Poincaré recurrence theorem, that lim inf r n = lim inf[U •σ n −U ] < ∞ a.e., whereas we know that inf r > 0, so lim inf r n = ∞. Thus G = {0}. 
The idea is to show that h is Hölder continuous on W ws (x) ∩ E and then deduce as in the previous proof that h extends Hölder continuously to a function h : Σ → S 1 . The proof is the same as in the last step of Claim 2, except that one needs to replace (4.1) by
As before, this implies that
= e iε1 with |ε 1 | ≤ 4C|θ|d(y, z) α , and
= e iε with |ε| ≤ 5|θ|d(y, z) α , whence the Hölder
Claim 3 completes the proof that if the Pinsker σ-algebra of σ r is not trivial then r is arithmetic. Equivalently, (1)⇒(4) in the statement of Theorem 4.6, and this completes the proof of the theorem.
The Pinsker factor in the arithmetic case. In the last section we saw that if the roof function is arithmetic, then the Pinsker factor of every equilibrium measure of a bounded Hölder continuous potential is non-trivial. In this section we show that in this case the Pinsker factor is isomorphic to a rotational flow. In fact we will show more, that the flow is isomorphic to the direct product of a Bernoulli flow and a rotational flow. (1) (Σ r , σ r , µ) is isomorphic to a topologically transitive TMF with constant roof function equal to 2π/θ. (2) (Σ r , σ r , µ) is isomorphic to the product of a Bernoulli flow and a rotational flow with period 2πp/θ. (3) The Pinsker factor of (Σ r , σ r , µ) is isomorphic to a rotation with period 2πp/θ.
Before the proof of the theorem, let us prove that constant suspensions over Bernoulli automorphisms are the same as the product of a Bernoulli flow and a rotational flow.
Lemma 4.8. Let T = (X, µ, {T t }) be a measurable flow. The following are equivalent:
(1) T is isomorphic to a constant suspension over a Bernoulli automorphism.
(2) T is isomorphic to the product of a Bernoulli flow and a rotational flow.
Proof. (1) ⇒ (2). Assume that the roof function is ≡ 1. Then we can write
, where:
• (Σ, ν, S) is a Bernoulli automorphism.
• Σ 1 is the suspension space over Σ with roof function ≡ 1.
By Ornstein Theory, (Σ, ν, S) embeds into a Bernoulli flow (Σ, ν, {S t }), see [Orn70a] . Let {R t } be the rotational flow with period 1. We claim that T is isomorphic to (Σ × T, ν × dt, {S t × R t }), the product of a Bernoulli flow and a rotational flow. The conjugacy is the bijection ρ : Σ 1 → Σ × T, ρ(x, s) = (S s (x), s (mod 1)). First note that ρ is well-defined since ρ(x, 1) = (S 1 (x), 0) = (Sx, 0) = ρ(Sx, 0). Also:
For all measurable A ⊂ Σ and interval I ⊂ T not containing zero, (µ•ρ −1 )(A×I) = µ(A × I) = ν(A) · |I|, hence µ • ρ −1 = ν × dt, which completes the proof that ρ is a conjugacy between T and {S t × R t }.
(2) ⇒ (1). With the same notation as above, assume that
Then T is isomorphic to the suspension flow (Σ 1 , µ, {T t }), where the basis dynamics is the Bernoulli automorphism (Σ, ν, S 1 ). The conjugacy is the same ρ as above, and the proof is analogous to (1) ⇒ (2).
Proof of Theorem 4.7. Part (1) is the content of [LS, Theorem 7.2]. Denote this TMF by σ r : Σ r → Σ r , with r ≡ 2π/θ.
Let p denote the period of Σ. Recall from page 4 that, using the spectral decomposition of Σ [Kit98] , σ r : Σ r → Σ r is topologically conjugate to a TMF σ r : Σ r → Σ r where σ : Σ → Σ is topologically mixing, and r = r p = 2πp/θ =: α.
Let µ be the measure on Σ r corresponding to µ, and let ν be the induced measure of µ. ν is an equilibrium measure of a bounded Hölder continuous potential on Σ with finite pressure. Since σ : Σ → Σ is topologically mixing and Σ is not a singleton, σ : Σ → Σ is Bernoulli [Bow75, Sar11] . By Lemma 4.8, σ r : Σ r → Σ r is isomorphic to the product of a Bernoulli flow and a rotational flow with period α.
Since the Pinsker factor of a direct product is isomorphic to the direct product of the Pinsker factors [Tho02, Prop. 4.4], and since Bernoulli flows have trivial Pinsker factor, it follows that the Pinsker factor of (Σ r , σ r , µ) is isomorphic to P(R t ) = P(R 1 ) = R 1 , a rotation with period 2πp/θ.
The Bernoulli property
We have proved so far that if σ r : Σ r → Σ r is a topologically transitive TMF and µ is an equilibrium measure of a bounded Hölder continuous potential with finite pressure, then (Σ r , σ r , µ) is isomorphic to a Bernoulli flow times a rotational flow when r is arithmetic, and (Σ r , σ r , µ) is a K flow when r is not arithmetic. The purpose of this section is to complete the picture and prove the following result.
Theorem 5.1. Let σ r : Σ r → Σ r be a topologically transitive TMF. If r is not arithmetic, then for every equilibrium measure µ of a bounded Hölder continuous function with finite pressure (Σ r , σ r , µ) is a Bernoulli flow.
The theorem above strengthens Theorem 4.6 by saying that for equilibrium measures of bounded Hölder potentials with finite pressure, weak mixing is equivalent to the Bernoulli property.
Review of general theory. Let (X, B, µ) be a non-atomic Lebesgue probability space, and let α = A 1 , . . . , A N and β = B 1 , . . . , B N be ordered partitions of (X, B, µ). Given x ∈ X, define α(x) := i if x ∈ A i .
Let {α i } n 1 be a finite sequence of ordered partitions of (X, B, µ), and let {β i } 
This is equivalent to the existence of a measure preserving map θ :
n . This notion can be weakened in the following way.
To understand how the d-bar distance weakens the notion of same distribution, we first weaken the notion of measure preserving maps.
ε-measure preserving map: An invertible measurable map θ :
In other words, {α i } n 1 , {β i } n 1 are close in d-bar distance if there exists an ε-measure preserving map θ that matches α i (x) and β i (θ(x)) on the average, for most points. That is why the d-bar distance weakens the notion of same distribution.
We now explain the property we will use to prove an automorphism is Bernoulli. Let (X, B, µ, T ) be an automorphism. Given A ∈ B with µ(A) > 0, let (A, B A , µ A ) be the induced non-atomic Lebesgue probability space, i.e. B A := {B ∩A : B ∈ B} and µ A (·) = µ(·|A). Every partition α of (X, B, µ) defines a conditional partition α|A = {C ∩ A : C ∈ α} of (A, B A , µ A ). Write "ε-a.e. A ∈ α" when refering to a property that holds for a collection of atoms of α whose union has measure ≥ 1 − ε.
Very weak Bernoulli property
1 : α is called very weak Bernoulli (VWB) if for every ε > 0 there is N 0 = N 0 (ε) s.t. for all n ≥ 0 and N ≥ N ≥ N 0 it holds
∨ denotes the joining of partitions. Taking A ∈ N k=N T k α means that we are fixing the far past of T .
Theorem 5.3 ( [Orn70a, Orn70b, OW73] ). Let T = (X, B, µ, {T t }) be a probability preserving measurable flow. If for some t, (X, B, µ, T t ) has an increasing sequence of VWB partitions which generate B, then T is a Bernoulli flow.
Construction of VWB partitions for equilibrium measures [OW73, Rat74] . Let σ r : Σ r → Σ r be a topologically transitive TMF. Throughout this section we assume that r is not arithmetic and independent of the past (which we can assume because of Lemma 2.2). Fix an equilibrium measure µ of a bounded Hölder continuous potential with finite pressure, and let ν be the induced measure of µ,
Let π 1 , π 2 : Σ r → Σ be the projections on the first and second coordinates, respectively. We now define three σ-algebras:
• α = partition of Σ into cylinders of length one at the zeroth position.
, where B(R) is the Borel σ-algebra of R. H is the σ-algebra with information on t of (x, t) ∈ Σ r .
We will abuse notation and write E µ (·|x
Since r is independent of past coordinates, it can be easily checked that for all n ≥ 0:
Actually, there is a way to make sense of the right-hand-side for every (x, t): use (3.1) to define ν(·|x ∞ 0 ) for all x, and the identity ν • σ −n = ν to extend to other n:
Given an admissible word a, let ρ(a) := inf{r(x) : x n −n = a}. Let 0 < δ < 1, n ≥ 0. Consider the following definitions.
(n, δ)-cube: A set C = {(x, t) : x n −n = a, t ∈ [τ, τ + δ)}, where a is an admissible word of length 2n + 1 and
Canonical partition into (n, δ)-cubes: A finite or countable partition whose atoms are (n, δ)-cubes, with the exception of an atom of the form {(x, t) : ρ(x n −n ) ≤ t < r(x)} with measure ≤ δ.
Pseudo-canonical partition into (n, δ)-cubes: A finite partition that can be refined to a canonical partition into (n, δ)-cubes.
Lemma 5.4 ([Rat74]
). If n 0 ≥ 0 and 0 < t 0 < inf(r), then every pseudo-canonical partition into (n 0 , δ 0 )-cubes is very weak Bernoulli for (Σ r , σ t0 r , µ). Proof. This was proved (with different terminology and notation) in [OW73] for geodesic flows, and in [Rat74] for TMF built on subshifts of finite type. What follows is a detailed exposition of the argument in [Rat74] , with some missing details added, and one (minor) point clarified.
Let γ be a pseudo-canonical partition into (n 0 , δ 0 )-cubes, and take N ≥ N > n0 t0 sup(r). Every A ∈ N k=N σ t0k r γ is a countable union of sets of the form
where D i are cylinders in
and a i , b i are independent of the past coordinates. Fix ε > 0, and let n ≥ 0, δ ∈ (0, 1) to be determined later. Partition Σ r into finitely many (n, δ)-cubes C n,δ := {C 1 , . . . , C m } plus an additional "error set" with measure ≤ δ.
Step 1. ∃N 0 = N 0 (n, δ) > 0 s.t. for all C ∈ C n,δ , for all N ≥ N ≥ N 0 , and for δ-a.e. A ∈ Step 2. For all A, C as in step 1, there is (z, s) ∈ A ∩ C s.t. µ(A ∩ C|z Proof. By Lemma 3.4 and (5.2), ν(·|z ∞ −n ) is non-atomic for ν-a.e. z, so µ(·|z
Therefore there is (z, s) ∈ A ∩ C satisfying step 2. Given δ > 0, let us write a = e ±δ whenever e −δ ≤ a ≤ e δ .
Step 3. The following holds for all n large enough. If (x, t), (z, s) ∈ C ∈ C n,δ , then the map Θ 
Since the cylinders generate the σ-algebra of Borel sets of B, ν(E|x ∞ −n ) = e ±εn ν(ϑ(E)|z ∞ −n ) for all Borel sets E ⊂ B, hence the Radon-Nikodym derivative of ϑ equals e ±εn . Since log g is Hölder continuous, ε n − −−− → n→∞ 0, thus ε n < δ for all n large enough.
Step 4. For all A, C, (z, s) = (z(A, C), s(A, C)) as in step 1, there is an invertible bi-measurable map Ψ : (C, µ(·|z Let
Step 5. If δ is sufficiently small, n is sufficiently large, and N 0 = N 0 (n, δ) as in step 1, then for all N ≥ N ≥ N 0 , for δ-a.e. A ∈ N k=N σ t0k γ, there is a map Ξ : (Σ r , µ) → (A, µ(·|A)) s.t.
(1) Ξ(x, t) = (y, t) with y ∞ −n = x ∞ −n for (x, t) ∈ Ω, (2) Ξ is invertible and bi-measurable, (3) Ξ is 5δ-measure preserving.
Proof. For each A, C, (z, s) as in step 1, define
x,t )(x, t). Now define Ξ on Σ r \ Ω to take values on A \ Ω via a bijective measure preserving map. Thus (1) holds 2 . To prove (2), first note that C ∈ F −n ∨ H , hence we can write
By steps 3-4, Ξ C : (C, µ(·|x
is an absolutely continuous bijection, thus Ξ C : (C, µ) → (A ∩ C, µ) is bijective a.e., which gives (2).
Let us now prove (3). By steps 3-4, Ξ C : (C, µ(·|x
Therefore Ξ : C → A ∩ C is absolutely continuous with Radon-Nikodym derivative equal to e ±2δ K for some constant K = K(A, C). Since Ξ is a bijection a.e., K = e ±2δ µ(A∩C) µ(C) . If δ is so small that 1−δ > e −2δ , step 1 gives that K = e ±4δ µ(A).
Since C ∈ C n,δ is arbitrary, Ξ Ω : (Ω, µ) → (A ∩ Ω, µ) has Radon-Nikodym derivative equal to e ±4δ µ(A). After normalizing the measure of A, we find that the Radon-Nikodym derivative of Ξ : (Σ r , µ) → A, µ(·|A) equals e ±4δ on Ω. If δ is so small e 4δ < 1 + 5δ, we conclude that Ξ is 5δ-measure preserving.
Step 6. If δ is sufficiently small and n is sufficiently large, then for all m ≥ 0, for all N ≥ N ≥ N 0 (n, δ), and for δ-a.e. A ∈
holds for a set (x, t) ∈ Σ r of measure ≥ 1 − δ.
Proof. This follows, as in [OW73, Rat74] , from the fact that Ξ(x, t) = (y, t) with y ∞ −n = x ∞ −n for (x, t) ∈ Ω. Let us recall the argument. Let γ denote the (countable) canonical partition into (n 0 , δ 0 )-cubes which refines γ, and assume that n > n 0 . If σ it0 r (x, t), σ it0 r (y, s) belong to different γ-atoms, then they belong to different γ-atoms. At least one of these atoms is an (n 0 , δ 0 )-cube of the form C := B × [a, a + δ 0 ) with B ∈ n0 j=−n0 σ j α. Using that n > n 0 , that r is independent of the past, and that x ∞ −n = y ∞ −n , we get that σ it0 r (x, t) belongs to 2 Our construction of Ξ differs from [Rat74] , since it is not clear to us that her construction leads to a measurable map. Instead, we follow the construction used in [OW73] .
Notice that Φ := F • π r is a bounded Hölder continuous function. Arguing as in [LS, Theorem 6 .2], one can prove that Φ has an ergodic equilibrium measure µ s.t. µ • π −1 r = ν. By ergodicity, µ is carried by a topologically transitive TMF of Σ r . By Theorems 4.2 and 5.1, µ is Bernoulli up to a period. Therefore (M, ν, {T t }) is a finite-to-one factor of a flow which is Bernoulli up to a period, so it is enough to prove the lemma below.
Lemma 6.1. If a measurable flow is Bernoulli up to a period, then so are its finite-to-one factors.
Proof. Suppose π : X → Y is a finite-to-one factor map between T = (X, µ, {T t }) and S = (Y, η, {S t }). Suppose T is Bernoulli up to a period. If T is Bernoulli, then T 1 is Bernoulli. Since factors of Bernoulli automorphisms are Bernoulli automorphisms [Orn70c] , S 1 is a Bernoulli automorphism. By [Orn70a] , S is a Bernoulli flow.
Assume that T is isomorphic to a Bernoulli flow times a rotational flow. By Lemma 4.8, it is enough to prove the claim below.
The Bowen-Marcus cocycle P τ (·, ·) is Hölder continuous (Lemma 2.3(4)), therefore ∃δ > 0 s.t. d(x, y) < δ ⇒ P τ (x, y) < c/5 wherever defined. We claim there exist four distinct points w 0 , . . . , w 3 ∈ E s.t. d(w i , w j ) < δ for all i, j and γ 0 = w 0 , w 1 , w 2 , w 3 , w 0 is a su-loop with P (γ 0 ) = 0. This can be done as follows:
• Fix x, y ∈ E s.t. d(x, y) < δ and y / ∈ W s loc (x).
• By Claim 1 of Theorem 4.6, ν • γ 0 = w 0 , w 1 , w 2 , w 3 , w 0 is a su-loop with |P (γ 0 )| < We claim that if δ, ε are small enough, then for every |t| < ε, the quadrilateral T t γ is the boundary of a piecewise smooth immersed surface T t U s.t.:
• T t U is the union of compact smooth embedded surfaces T t U i , i = 0, 1, 2, 3.
• T t U i are uniformly transverse to the Reeb vector field.
• T t U i have piecewise smooth boundaries and T t γ = T t (∂U ) = 3 i=0 T t (∂Ui)
.
Had γ been an euclidean rectangle, we could take U to be its interior, and U i the four triangles described by the principal diagonals. The general case is similar. It is enough to treat t = 0, since the case of small t follows from uniform transversality.
Let w 0 , . . . , w 3 ∈ −N [a −N , . . . , a N ], where N is large to be chosen later. Let u 0 , . . . , u 3 be the vertices of γ 0 . If δ is small enough, then γ is covered by a chart of M and we can think of u i := u i , γ(t) := γ(t) as vectors in R 3 . If N is sufficiently large, then γ (t) is nearly parallel to E u (u 0 ) or E s (u 0 ) at all points. Therefore γ is made of four curves which are C 1 close to the sides of a parallelogram s.t. u 1 − u 0 , u 2 − u 3 are nearly parallel to E s (u 0 ) and u 2 − u 1 , u 3 − u 0 are nearly parallel to E u (u 0 ). There is no loss of generality in assuming that these vectors have norm in ( . At x i (s, t), U i is perpendicular to
The first summand is O(ε 0 | γ i (t)|), being the product of vectors at angle O(ε 0 ). The second summand is of size ∼ | γ i (t)| and ε 0 -parallel to e u (u 0 ) × e s (u 0 ). By Lemma 7.1, U i is almost parallel to ker(α), whence uniformly transverse to the Reeb flow. α dt = 0, since the inner integral is zero by Lemma 7.1. We obtain a contradiction. 
