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Abstract
The Debye source representation for solutions to the time harmonic Maxwell equations is extended to
bounded domains with finitely many smooth boundary components. A strong uniqueness result is proved
for this representation. Natural complex structures are identified on the vector spaces of time-harmonic
Maxwell fields. It is shown that in terms of Debye source data, these complex structures are uniformized,
that is, represented by a fixed linear map on a fixed vector space, independent of the frequency. This
complex structure relates time-harmonic Maxwell fields to constant-k Beltrami fields, i.e. solutions of the
equation
∇× E = kE.
A family of self-adjoint boundary conditions are defined for the Beltrami operator. This leads to a proof
of the existence of zero-flux, constant-k, force-free Beltrami fields for any bounded region in R3, as well
as a constructive method to find them. The family of self-adjoint boundary value problems defines a new
spectral invariant for bounded domains in R3.
Keywords: Maxwell’s equations, Debye sources, k-Neumann fields, complex structure, Beltrami fields,
constant-k, force-free Beltrami fields, self-adjoint boundary value problems for the curl operator.
1 Introduction
In several previous papers [4, 5], we introduced a new representation for the time-harmonic Maxwell equa-
tions in R3 based on two scalar densities defined on the surface ∂D of a smooth bounded region D, which
we refer to as generalized Debye sources. Recall that a pair of vector fields (E, H) defined in an open subset
of R3, satisfies the THME(k) if
∇× E = ikH and ∇× H = −ikE. (1.1)
If k 6= 0, then this implies the divergence equations
∇ · E = ∇ · H = 0. (1.2)
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Complex Structures and Beltrami Fields
In the discussion that follows, unless otherwise noted, D denotes a bounded region in R3 with smooth
boundary ∂D. When considering an exterior problem, the unbounded domain with smooth boundary Γ is
often referred to as Ω, though Ω is sometimes used to refer to bounded components of Γc as well.
As in [4, 5], we use exterior forms to represent Maxwell fields. We use a 1-form ξ to represent the electric
field and 2-form η for the magnetic field. Faraday’s law and Ampere’s law (the curl equations) then take
the form:
dξ = ikη, d∗η = −ikξ, (1.3)
where
k ∈ C+ = {z : Im z ≥ 0}.
For k 6= 0, these equations imply the divergence equations, which take the form:
d∗ξ = 0, dη = 0. (1.4)
We call the system of equations (1.3) and (1.4) the THME(k). Together, (1.3) and (1.4) form an elliptic system
for the pair (ξ, η).
In our earlier work the emphasis was on applications to scattering theory. This previous analysis was
performed largely in an exterior domain Ω where the solution takes the form
(ξ, η) = (ξsc, ηsc) + (ξin, ηin). (1.5)
The components (ξin, ηin) are called the incoming field; the scattered field, (ξsc, ηsc), is assumed to satisfy
the outgoing radiation condition in Ω. For the electric field, this reads:
ixˆdξ − ikξ = O
(
1
|x|2
)
, ξ = O
(
1
|x|
)
, (1.6)
where xˆ = x‖x‖ . The same condition is satisfied by ?3η. We use the notation ?j for the Hodge star operator
acting on forms defined on a j-dimensional oriented, Riemannian manifold. In the present context ?3 is the
Hodge star operator on R3 with the Euclidean metric, and standard orientation. It is a classical result that
if (ξ, η) solves the THME(k) for k 6= 0, and one component is outgoing, then so is the other. When k = 0
the equations for ξ and η decouple; the divergence equations, (1.4), are no longer a consequence of the curl
equations, but are nonetheless assumed to hold.
In this paper our emphasis shifts to an application of the Debye source representation in bounded do-
mains D ⊂ R3. We assume that ∂D is smooth, but allow it to have multiple connected components. The
Debye source representation uses non-physical scalar sources along with harmonic 1-forms on ∂D to rep-
resent the space of solutions to (1.3) in a manner that is insensitive to the choice of wave number k ∈ C+.
The Debye sources are used to define a pair of pseudocurrents j and m on ∂D, which we call Debye currents.
For an appropriate relationship between these pseudocurrents, e.g. (3.23), we show that the Debye source
representation is injective. This representation leads to Fredholm equations of the second kind for solutions
to (1.3) with specified tangential ξ or η components along ∂D; this implies that the representation with the
restricted source data is also surjective.
We then turn our attention to a very interesting feature of the space of solutions to the time-harmonic
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Maxwell system: it has a complex structure. If (ξ, η) solves (1.3) in a domain D, then so does
J (ξ, η) = (− ?3 η, ?3ξ). (1.7)
In terms of the more traditional vector field notation, this is just the statement that if (E, H) solves the
THME(k), then so does (−H, E).
Since ?23 = Id, we see that
J 2(ξ, η) = −(ξ, η). (1.8)
In other words, J defines a complex structure on the vector space,Mk(D), of solutions to THME(k) in D.
Its eigenvalues are ±i, and this immediately implies that this space of solutions is a direct sum of the two
eigenspaces, one in which ?3η = −iξ and another in which ?3η = iξ. These subspaces are denoted by
M(1,0)k (D) andM
(0,1)
k (D), respectively. In these subspaces the electric field satisfies the equations
?3 dξ = kξ and ?3 dξ = −kξ, (1.9)
which are called Beltrami equations. The operator ?3d is the exterior form representation of the vector curl
operator. In the classical vector notation, these equations are
∇× E = kE and ∇× E = −kE. (1.10)
For applications in fluid mechanics and plasma physics it is especially interesting to find solutions with
vanishing normal components [2, 8, 9, 12, 13]. These are often referred to as constant-k, force-free fields. A
relationship of this sort was used in [18] to study the Beltrami equation, though without explicitly defining
the complex structure onMk(D).
If (j,m) are the Debye currents that represent a solution (ξ, η), then (−m, j) are the currents that repre-
sent J (ξ, η). This shows that the Debye representation provides a uniformization of this complex structure
on Mk(D): for any value of k, the structure J is represented by a fixed linear transformation on a fixed
vector space. This observation leads to effective numerical methods for solving the Beltrami equation in
either a bounded or unbounded domain.
As in our earlier work on solving the Maxwell system, we obtain Fredholm equations of second kind for
the normal component of a Beltrami field. If ∂D is not simply connected, then these integral equations need
to be augmented with p algebraic conditions, where p is the genus of ∂D. There are many possible choices
for these conditions, which are effectively parametrized by the Lagrangian subspaces, Λ1H(D), relative to
the canonical wedge product pairing, of the de Rham cohomology group H1dR(∂D). Each λ ∈ Λ1H(D)
defines a self-adjoint boundary value problem for the curl-operator with a real spectrum σ(λ, D).
The intersection of all these spectra,
EB =
⋂
λ∈ΛH(D)
σ(λ, D), (1.11)
is an invariant of the embedding of D intoR3. A priori one might expect this to be a finite set, but for round
balls and tori of revolution we show that |EB | is infinite. We also show that, in all cases, k ∈ EB if and only
if there is a 1-form ξ defined in D with
d∗ξ = 0, ?3dξ = kξ, d∂Dξt = 0, (1.12)
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with [ξt] representing the trivial class in H
1
dR(∂D). Here, and in the sequel:
ξt
d
= ξ T∂D .
These conditions have been defined and analyzed by several authors, see for example [7, 17, 18]. We
provide a new, and somewhat simpler proof, of the self-adjointness of these unbounded operators. Unlike
in the existing literature, we provide a straightforward way to reduce the solution of the Beltrami equation
to well-conditioned, integral equations on the boundary. Using an alternative integral representation, Kress
worked out something similar in the case of a torus, see [12]. Additionally, the strong uniqueness result for
the Debye source representation also allows us to use these boundary equations to find both the spectrum
and the eigenvectors of these self-adjoint extensions of the curl operator. We give numerical results for the
cases of the unit ball and torus-of-revolution. We close by briefly considering the analogous self-adjoint
boundary conditions for the time-harmonic Maxwell equations in a bounded domain.
2 Debye Sources and Potentials
In this section, we quickly review the representation of solutions to the THME(k) in terms of both poten-
tials and anti-potentials. For the moment, we will assume that we are working in either a bounded or an
unbounded domain Ω with smooth boundary, connected Γ. The final assumption is just for ease of exposi-
tion; later in the paper we consider regions whose boundaries have several components.
For k ∈ C+, as in [4, 5], we represent the solution to the THME(k) by setting:
ξ = ikα− dφ− d∗θ = ikα− dφ− ?3d ?3 θ,
η = ikθ− d∗Ψ+ dα = ikθ+ ?3dψ+ dα,
(2.1)
where φ is a scalar function, α a 1-form, θ a 2-form, and Ψ = ψdV, a 3-form; α is the usual vector potential
and φ the corresponding scalar potential, while θ is the vector anti-potential and ψ the corresponding scalar
anti-potential.
We assume that all of the potentials solve the Helmholtz equation, ∆β + k2β = 0, in the correct form
degree. Here ∆ = −(d∗d + dd∗) denotes the (negative) Laplace operator. In order for (ξ, η) to satisfy
Maxwell’s equations in Γc:
dξ = ikη, d∗η = −ikξ, (2.2)
it suffices to check that (in the Lorenz gauge)
d∗α = −ikφ, dθ = −ikΨ. (2.3)
We let gk(x, y) denote the fundamental solution for the scalar Helmholtz equation with Helmholtz pa-
rameter k ∈ C+, which satisfies the outgoing Sommerfeld radiation condition:
gk(x, y) =
eik|x−y|
4pi|x− y| .
All of the potentials can be expressed in terms of a pair of 1-forms j,m defined on Γ, which define electric
and magnetic currents. As Γ is embedded in R3, these 1-forms can be expressed in terms of the ambient
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basis from R3, e.g.,
j = j1(x)dx1 + j2(x)dx2 + j3(x)dx3. (2.4)
We normalize both with the requirement
in j = inm ≡ 0, (2.5)
which is analogous to the classical requirement that the current be tangent to the boundary. We call forms
satisfying this condition tangential 1-forms on Γ.
It is well-known [10, 16] that conditions (2.3) are satisfied if
α =
∫
Γ
gk(x, y)[j(y) · dx]dA(y), φ = 1ik
∫
Γ
gk(x, y)dΓ ?2 j(y),
θ = ?3
∫
Γ
gk(x, y)[m(y) · dx]dA(y), Ψ = −dVxik
∫
Γ
gk(x, y)dΓ ?2 m(y).
(2.6)
For most applications of the Debye source representation we do not use the currents j and m as the
fundamental parameters, though in the present context we will sometimes find this to be useful. In [4], we
introduced the notion of generalized Debye sources, r, q, which are scalar functions defined on Γ by the
differential equations:
1
ik
dΓ ?2 j = rdA,
1
ik
dΓ ?2 m = −qdA, (2.7)
known as consistency conditions. From this definition, we see that rdA and qdA are exact and hence their
mean values vanish on Γ, ∫
Γ
rdA =
∫
Γ
qdA = 0. (2.8)
This is necessary for the conditions in (2.7) to hold, and thus, for (ξ, η) to satisfy the Maxwell equations. In
terms of the generalized Debye sources:
φ =
∫
Γ
gk(x, y)r(y)dA(y),
Ψ = dVx
∫
Γ
gk(x, y)q(y)dA(y).
(2.9)
It should be emphasized that any data (r, q, j,m) that satisfy (2.7) and (2.8) define a solution to the THME(k)
in Γc. We call the pairs (r, q) scalar Debye source data. This flexibility allows us to easily construct elements
ofMk(Ω), which thereby leads to an efficient method for finding Beltrami fields.
2.1 Boundary equations
Following the convention in [4, 5], we use ?2ξ±t and ?2([?3η±]t), which correspond to n × E± and n ×
H±, respectively, to represent the tangential components. Here + refers to the limit from the unbounded
component of Γc and − the limit from the bounded component. Note that inη = − ?2 [?3η]t. The scalar
functions inξ± and in[?3η±], which equal n · E±, and n · H±, represent the normal components. These
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limiting values satisfy the integral equations:
(
?2ξ
±
t
?2([?3η
±]t)
)
=
1
2
(
∓m
±j
)
+
(
−K1 0 ikK2,t −K4
0 K1 K4 ikK2,t
)
r
q
j
m

d
=
(
T ±ξ
T ±η
)
(r, q, j,m),
(2.10)
and
(
inξ±
in[?3η±]
)
=
1
2
(
±r
∓q
)
+
(
−K0 0 ikK2,n −K3
0 K0 K3 ikK2,n
)
r
q
j
m

d
=
(
N±ξ
N±η
)
(r, q, j,m).
(2.11)
The equations in (2.10) and (2.11) correct sign errors in [5]. The integral operators K0, K1, K2,t, K2,n, K3 and
K4 are defined in Appendix A.
For non-zero wave numbers, we can use (2.7) to rewrite these boundary equations in terms of the cur-
rents j and m alone. For example:
(
?2ξ
±
t
?2([?3η
±]t)
)
=
1
2
(
∓m
±j
)
+
(
−K1 0 ikK2,t −K4
0 K1 K4 ikK2,t
)
−d∗Γ j/ik
d∗Γm/ik
j
m
 (2.12)
where d∗Γα = − ?2 dΓ ?2 α, on a 1-form. Through this formulation, any pair of 1-forms (j,m) defines a
solution to the THME(k) in Γc. In general these fields might vanish in one component or the other. By
imposing relations between these 1-forms we can obtain injective, and therefore surjective representations.
This is described in the next section.
3 Uniqueness Theorems
We now turn our attention to Maxwell fields in interior domains. As is always the case with representations
yielding Fredholm equations of index zero, proving surjectivity is reduced to proving injectivity. In [4]
and [5] this is established for outgoing solutions in an exterior domain Ω, possibly with multiple boundary
components. In those works, we produced a Fredholm system of second kind for the solution to the perfect
electric conductor problem, wherein ξt is specified on Γ, the boundary of Ω. By showing that this system of
equations has trivial null-space it follows from the Fredholm alternative that the representation is surjective.
There is an analogous system of Fredholm equations of second kind for the solution to the interior
problem for equations (1.3) in D with either ξt or [?3η]t specified on ∂D. The interior problem is different
from the exterior in that there exists a sequence of real frequencies {k j} for which there are non-trivial
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solutions to (1.3) that have a vanishing tangent component of the ξ-field. On the other hand we can use the
following lemma to obtain the desired result.
Lemma 3.1. Let k ∈ C+, and D be a bounded domain with smooth connected boundary ∂D. If m = − ?2 j, then
with
j = ik(dΓR0r− ?2dΓR0q) + jH , (3.1)
the map
(r, q, jH) 7→
(
T −ξ
T −η
)
(r, q, j,− ?2 j) (3.2)
is injective. Here R0 is the inverse of the (negative) Laplacian ∆Γ on scalar functions of mean zero and jH is a
tangential harmonic 1-form on ∂D.
Proof. We first observe that if (r, q, jH) is in the null-space of the map in (3.2), then the tangent components,
(ξ−t , η
−
t ), both vanish. Theorem 4.1 in [3], or Theorem 5.5.1 in [15] show that (ξ
−, η−) is determined in D
by the pair of tangent components along ∂D, and therefore (ξ−, η−) vanishes identically in D.
We first treat the case k 6= 0. Assume that we have data (r, q, jH) so that, with m = − ?2 j, the solution
(ξ−, η−) in D defined by (2.1) is zero. The jump conditions then imply that
ξ+t = j and inη
+ = −j. (3.3)
In the exterior Dc, the outgoing condition and equation (6.14) from [4] state that:
lim
R→∞
(
2 Im(k)
∫
DcR
[‖dξ+‖2 + |k|2‖ξ‖2]dV +
∫
SR
[‖ixˆdξ+‖2 + |k|2‖ξ+‖2]dA
)
=
− 2 Im
k ∫
∂D
ξ+ ∧ ?2indξ+
 . (3.4)
Here DcR = D
c ∩ BR. Using the PDE and (3.3) we see that
− 2 Im
k ∫
Γ
ξ+ ∧ ?2indξ+
 = −2|k|2 ∫
Γ
j ∧ ?2j. (3.5)
As the left hand side of (3.4) is clearly non-negative, this shows that j = 0. As j satisfies (3.1), the fact that r
and q have mean zero then completes the proof of the lemma.
The k = 0 case is quite similar to the argument in the proof of Theorem 5.2 in [5]. Suppose that we
have data (r, q, jH) so that the vector sources satisfy m = − ?2 j and the harmonic fields (ξ−, η−) = 0. We
note that at zero frequency, j = jH . The jump conditions therefore show that ξ
+
t = jH and [?3η
+]t = ?2jH .
On the other hand, ξ+ and ?3η+ represent cohomology classes in H1dR(D
c), and therefore ξ+t and [?3η
+]t
belong to the complexification of a real Lagrangian subspace of H1dR(∂D) with respect to the wedge product
pairing, hence ∫
∂D
jH ∧ ?2jH = 0. (3.6)
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The fact that ξ− and η− both vanish, along with (2.11), implies that
r
2
+ K0r = 0 and
q
2
+ K0q = 0. (3.7)
As r and q are assumed to have mean zero, it is classical (see [3]) that (3.7) implies that r = q = 0.
For later applications the following surjectivity result is very useful.
Proposition 3.2. If D is a bounded connected region in R3 with smooth connected boundary ∂D, then for k ∈ C+,
all solutions to THME(k) in D are represented by Debye source data (r, q, jH). Similarly, for an unbounded region,
all outgoing solutions are represented by such data.
Proof. The unbounded case is done in [4]. To prove this in the bounded case for non-zero frequencies, we
use a hybrid system of Fredholm equations of second kind analogous to equations (5.5-5.7) in [5]. Indeed,
we use precisely the same set-up with the single change that m = − ?2 j instead of m = ?2j. We write this
schematically as
Q−(k)
 rq
jH
 d= (G0d∗ΓT −ξ (k; r, q, jH)N−η (k; r, q, jH)
)
=
(
f
g
)
. (3.8)
If ∂D has genus p > 0, then we append the cohomological conditions:
1
ik
∫
Aj
?2T −ξ (k) = −aj,
∫
Bj
?2T −ξ (k) = −bj,
(3.9)
for j = 1, . . . p. Here {a1, . . . , ap; b1, . . . , bp} ∈ C2p. The A-cycles {Aj} bound chains, {Sj}, contained in D
and the B-cycles {Bj} bound chains, {Tj}, contained in Dc. Together {Aj, Bj} are a basis for H1(∂D), which
can be taken to be formal sums of smooth, simple closed curves on Γ. As these conditions entail restriction
to codimension 1 submanifolds, they are given by bounded functionals provided that T −ξ (k) ∈Ws,2(Γ) for
an s > 1/2. For bounded solutions to the THME(k), as k tends to zero∫
Aj
?2T −ξ (k) ≈ O(k). (3.10)
For small k, it is instead useful to apply Stokes theorem and (1.3) to replace the integrals over the A-cycles
with the p conditions: ∫
Sj
η− = −aj. (3.11)
In [4] it is shown that the operator in the center of (3.8) is of the form Id+K, where K is a system
of classical pseudodifferential operators of order −1. The vector space H1(Γ) ' C2p and so for any s >
1
2 , the system of equations defined by (3.8)–(3.9) is of the form Id+K, with K compact, as a map from
Ws,2(Γ)×Ws,2(Γ)×C2p to itself, and hence Fredholm of index zero. LetMΓ,0 denote pairs of functions of
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mean zero on Γ andMΓ,1 the L2-closure of
{(G0r, q) : (r, q) ∈ MΓ,0}, (3.12)
and set MsΓ,i = MΓ,i ∩Ws,2(Γ) ×Ws,2(Γ). In [4] it is also shown that the operator in (3.8) maps MsΓ,0 to
MsΓ,1, for any s ≥ 0. From this it follows easily that, provided s > 1/2, the combined system is again
Fredholm of index zero as a map fromMsΓ,0 ×C2p toMsΓ,1 ×C2p.
The functionals in (3.9) can be replaced by functionals that extend as bounded functionals on L2 and
are unchanged on closed 1-forms. The simplest way to do this is to use a basis for H1(Γ;Z) comprised of
smooth embedded, simple closed curves, {γi : i = 1, . . . , 2p}. Each of the cycles is then homologous to a
sum of the form
Aj ∼
2p
∑
i=1
nAj ,iγi and Bj ∼
2p
∑
i=1
nBj ,iγi. (3.13)
For j = 1, . . . , p, the equations in (3.9) can then be replaced with
1
ik
2p
∑
i=1
nAj ,i
∫
γi
?2T −ξ (k) = −aj
2p
∑
i=1
nBj ,i
∫
γi
?2T −ξ (k) = −bj.
(3.14)
Since γi is a smoothly embedded simple closed curve in Γ, the tubular neighborhood theorem implies
that there is a smooth family of simple, closed curves {γσi : σ ∈ [−1, 1]} ⊂ Γ, so that:
1. γi = γ0i .
2. γσi ∩ γσ
′
i = ∅, if σ 6= σ′.
3. ∪σγσi = Ui an open subset of Γ.
We can replace the integrals over γi appearing in (3.14) with
1
2
1∫
−1
∫
γσi
?2T −ξ (k) dσ. (3.15)
Since the curves {γσi } are all homologous it is clear that if α is a closed 1-form then
1
2
1∫
−1
∫
γσi
α dσ =
∫
γi
α. (3.16)
From the properties of the family of curves it follows that there is a bounded 1-form ωi supported in Ui, so
that
1
2
1∫
−1
∫
γσi
α dσ =
∫
Γ
α ∧ ?2ωi (3.17)
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and this therefore is an L2-bounded functional. Replacing the conditions in (3.9) with the conditions
1
ik
2p
∑
i=1
nAj ,i
∫
Γ
T −ξ (k) ∧ωi = −aj
2p
∑
i=1
nBj ,i
∫
Γ
T −ξ (k) ∧ωi = −bj,
(3.18)
we can extend the analysis of this system to data in Ws,2(Γ) for 0 ≤ s ≤ 1/2. Thus for 0 ≤ s, the equations
(3.8), (3.18) define a Fredholm map of index zero fromMsΓ,0 ×C2p toMsΓ,1 ×C2p.
As in our earlier work, if the non-trivial data (r, q, jH) belongs to the null-space of this system, then it
follows that ξ−t is a topologically trivially harmonic form and therefore 0. On the other hand, Lemma 3.1
implies that the solution (ξ−, η−) is non-trivial. Hence ξ−t = 0 only arises if {kl} is in the spectrum of the
Maxwell equations in D with the Dirichlet conditions on ξ−, i.e. ξ−t = 0. The surjectivity for k /∈ {kl}
follows from the Fredholm alternative.
Let {kl} ⊂ R \ {0} denote the non-zero exceptional wave numbers for which there exist non-trivial
solutions to
dξ− = iklη−, d∗η− = −iklξ−, (3.19)
with ξ−t = 0. Let dl denote the dimension of the eigenspace corresponding to kl , and nl the dimension of
the null-space of the hybrid system, (3.8)– (3.9). Clearly the injectivity of the Debye representation shows
that nl ≤ dl . Suppose that {(ξm, ηm) : 1 ≤ m ≤ dl} is a basis for this eigenspace. If
− idα = klβ and id∗β = klα, (3.20)
then integrating by parts shows that ∫
∂D
α ∧ ?3ηm = 0 for 1 ≤ m ≤ dl . (3.21)
For details, see (7.128) later on. Since the tangent components ξmt = 0, Theorem 4.1 in [3] again implies
that the 1-forms {[?3ηm]t : 1 ≤ m ≤ dl} are linearly independent. Thus (3.21) constitutes dl independent
conditions that are necessary and sufficient for equation (3.19), with the boundary condition ξ−t = αt, to
be solvable. On the other hand, the hybrid system is solvable if and only if αt satisfies nl linear conditions.
This shows that nl = dl , and that the Debye source representation is surjective in this case as well.
Suppose that for k = 0 we have non-trivial data (r, q, jH) in the null-space of the operator in (3.8) for
which the integrals over the B-cycles in (3.9), along with those in (3.11), vanish. In this case ξ−t would be
a topologically trivial harmonic 1-form on ∂D, which must therefore vanish. Hence ξ− = 0 as well. The
harmonic 2-form η− would vanish on the boundary and represent the trivial class in H2(D, ∂D), which
implies that it too must vanish. Thus the field defined by (r, q, jH) would vanish in D and this contradicts
Lemma 3.1.
These results easily extend to bounded, connected domains D whose boundary Γ = ∂D has more than
one component. There is a unique component Γ0 ⊂ Γ that is also the boundary of the unbounded compo-
nent of Dc. We let {Γ1, . . . , Γd} denote the other components of Γ, each of which is the boundary of a con-
nected component of Dc. We let E−n denote the real exceptional frequencies for which there are k-Neumann
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fields for which the restriction ξ−t of ξ
− to each component of Γ is topologically trivial. By k-Neumann fields,
we mean fields that satisfy the THME(k) with vanishing normal components on the boundary, see [4].
To represent solutions to THME(k) in D we use Debye sources
S(D) = {(rl , ql , jHl) : l = 0, . . . , d} ⊂
d
∏
l=0
C0(Γl)⊕ C0(Γl)⊕H1(Γl) (3.22)
on the boundary components. The scalar sources are assumed to have mean zero on each component of Γ.
As usual, we use these sources to define 1-forms {jl ,ml} via equation (2.7), enforcing the relations
m0 = − ?2 j0,
ml = ?2jl ,
(3.23)
for 1 ≤ l ≤ d. Hence, for l = 1, . . . , d,
j0 = ik(dΓ0 R00r0 − ?2dΓ0 R00q0) + jH0,
jl = ik(dΓl Rl0rl + ?2dΓl Rl0ql) + jHl ,
(3.24)
Using such data it is easy to extend the uniqueness result from Lemma 3.1 to cover the case where Γ has
multiple components; surjectivity follows directly as well.
Theorem 3.3. If D is a bounded connected region in R3 with smooth boundary Γ = Γ0 ∪ Γ1 ∪ · · · ∪ Γd, then, for
k ∈ C+, all solutions to THME(k) in D are uniquely represented by data in S(D).
Remark 3.4. Briefly, for any k ∈ C+, the Debye representation of Mk(D) using the data in S(D) and the
relations (3.23) is one-to-one and onto.
Proof. The uniqueness result is all that is really needed as we can give Fredholm equations of second kind
on Γ for both ξt and [?3η]t in terms of data in S(D), and use the argument from the proof of Lemma 3.1.
This argument is essentially identical to that given to prove Theorem 3.4 in [5]. We suppose that there is
data in {(rl , ql , jHl) : l = 0, . . . , d} ∈ S(D) so that the solution, (ξ, η), specified in Γc by this data vanishes
in D. We let
Dc = D0 ∪ D1 ∪ · · · ∪ Dd, (3.25)
with D0 the unbounded component and Γl = ∂Dl for l = 1, . . . , d.
We let (ξ0, η0) denote the solution defined by this data in D0 and (ξl , ηl) the solution in Dl . The tan-
gential boundary data for these solutions in the components of Dc are determined by jump conditions, and
therefore:
(ξ0t , inη
0) = (j0,−j0) and (ξlt, inηl) = (jl , jl), (3.26)
for l = 1, . . . , d. Using the proof of Lemma 3.1 we deduce that j0 = 0, and therefore r0 = q0 = jH0 = 0.
Using the argument used to prove Theorem 7.1 in [4], we also conclude that jl = 0 for l = 1, . . . , d. This
completes the proof of the uniqueness statement. Surjectivity is proved using the same argument as above
to establish this property when ∂D is connected. The k = 0 case follows by combining the argument at the
end of the proof of Lemma 3.1 with the proof of Theorem 5.2 in [5].
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4 The Complex Structure
LetΩ denote a domain inR3 (bounded or unbounded, for now) with boundary Γ, and let k(x) be a function
defined in Ω taking values in C+ \ {0}. For most applications we take k(x) to be locally constant in the
connected components of Ω, but the first results in this section do not require any such assumption.
Let α and β be non-zero complex constants andMk(Ω) denote the set of all solutions, defined in Ω, to
the system of equations
dξ = iαk(x)η, d∗η = −iβk(x)ξ. (4.1)
We define a map onMk(Ω) by setting
J (ξ, η) =
(
−
√
α
β
?3 η,
√
β
α
?3 ξ
)
. (4.2)
It is an easy calculation to check that if (ξ, η) solves (4.1), then J (ξ, η) does as well. Since the Hodge
star-operator satisfies ?23 = Id, a further calculation shows that
J 2(ξ, η) = −(ξ, η). (4.3)
We summarize this as follows:
Proposition 4.1. The map J defines a complex structure on the complex vector spaceMk(Ω).
Remark 4.2. This observation appears, in passing, in Section 4.4 of [3].
It is clear from its definition that the map J : Mk(Ω) → Mk(Ω) is complex linear. In light of that, it
defines two projection operators
P1,0(ξ, η) = 1
2
[(ξ, η)− iJ (ξ, η)] ,
P0,1(ξ, η) = 1
2
[(ξ, η) + iJ (ξ, η)] .
(4.4)
We denote the image ofMk(Ω) under these projections byM1,0k (Ω) andM0,1k (Ω) respectively. Another
easy calculation demonstrates the following proposition.
Proposition 4.3. The subspaceM1,0k (Ω) ofMk(Ω) is +i eigenspace of J andM0,1k (Ω) is the −i eigenspace of J .
If (ξ, η) ∈ M1,0k (Ω), then η = −i
√
β
α ?3 ξ, and therefore ξ satisfies the Beltrami equation:
dξ =
√
αβk(x) ?3 ξ. (4.5)
If (ξ, η) ∈ M0,1k (Ω), then we have that
dξ = −√αβk(x) ?3 ξ, (4.6)
hence the spaceMk(Ω) can be decomposed as a direct sum of solutions to these two Beltrami equations.
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4.1 The Tangent Map
The spaceMk(Ω) is an infinite dimensional vector space whose dependence on the function k is compli-
cated. It is often the case that an element of this vector space is uniquely determined by either ξt = ξ T∂Ω
or [?3η]t = ?3η T∂Ω. Moreover, this data can be freely specified to be any tangent 1-form on ∂Ω. In this
case, the operator J defines a complex structure on the fixed vector space of 1-forms on Γ, C0(Γ;Λ1), which
depends on the coefficient function k(x). On the tangential boundary data, this operator, J b, is given by
J b(ξt) = −
√
α
β
[?3η]t. (4.7)
This operator is the analogue for the time-harmonic Maxwell equations of the Dirichlet-to-Neumann
map for a scalar elliptic equation. The remaining Cauchy data consists of the normal components of ξ and
η, which in this formulation are just restrictions of the 2-forms to the boundary:
?3 ξ ∂Ω and η ∂Ω . (4.8)
Using equation (4.1) these quantities can be determined from ξt and [?3η]t:
?3 ξ ∂Ω= −d∂Ω[?3η]tiβk(x) and η ∂Ω=
d∂Ωξt
iαk(x)
. (4.9)
From these relations it is clear why J b should be understood as the analogue of the Dirichlet-to-Neumann
map.
As the dependence of J b on k is now quite important we denote this operator on C0(∂Ω;Λ1) by J bk .
That [J bk ]2 = − Id is far from obvious, though nonetheless true. The dependence of J bk on k is quite
complicated. As k tends to zero the family of operators diverges somewhat like the matrices(
0 − 1k
k 0
)
k ∈ C \ {0}. (4.10)
In another paper we will study the behavior of this family of operators as the constant function k tends to
zero and infinity in the closed upper half plane. For now we observe that if ξt uniquely determines the
solution to (4.1), then the condition
J bk (ξt) = ±iξt (4.11)
holds if and only if
η = ∓i
√
β
α
?3 ξ. (4.12)
The former condition is an immediate consequence of the latter. On the other hand if the boundary con-
dition holds, then (ξ, η) and ∓iJ (ξ, η) are solutions to (4.1) with the same tangential boundary data. By
uniqueness they must agree throughout Ω.
4.2 k-Neumann Fields and Beltrami Fields
Let us first examine the case in which Ω is an unbounded region. If Ω is the complement of a bounded
region D, and k(x) is constant outside of a compact set, K, then d∗ξ = 0 in Kc ∩Ω and we can use (1.6) to
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define the subset of outgoing solutions to (4.1). We denote this set byMoutk (Ω). From the definition of J it
is easy to see that J mapsMoutk (Ω) to itself.
In applications to fluid mechanics and plasma physics [2, 8, 9, 13] a particular subspace of solutions
to (4.5) plays an important role: those solutions with vanishing normal components. If we let n denote
the unit outward normal vector field along Γ, then in the exterior form representation this condition is
expressed by
inξ = 0 and in ?3 η = 0. (4.13)
As their normal components vanish, these fields exert no outward force on the boundary, and are therefore
called force-free fields. Once again it follows easily from the definition that J preserves this condition. In
this case, equation (1.3) implies that the tangent components of these fields (ξt, [?3η]t) are closed forms
on the boundary ∂Ω. We say that a k-Neumann field is topologically trivial if ξt defines the trivial class
in H1dR(Ω). One could also say that a k-Neumann field is topologically trivial if [?3η]t defines the trivial
class in H1dR(∂Ω), but for the moment we just consider the ξ-component. In Section 7.4 we consider these
conditions in a broader context. In the case Ω is an unbounded region, and k is a constant, then it is proved
in [4] that an outgoing k-Neumann field for which either component is topologically trivial is automatically
zero.
If D is a bounded domain, or if we restrict attention to outgoing solutions in Ω, then it is known that
the space of solutions to (4.1) that satisfy the boundary condition (4.13) is finite dimensional. In the case
that k(x) is piecewise constant these solutions are called k-Neumann fields [4], which we denote byNk(D),
Nk(Ω), respectively. Since J preserves these subspaces, it again defines a complex structure and so these
vector spaces split into the eigenspaces of Jk :
Nk(Ω) = N 1,0k (Ω)⊕N 0,1k (Ω),
Nk(D) = N 1,0k (D)⊕N 0,1k (D).
(4.14)
We can represent these vectors spaces as (ξ,∓i ?3 ξ), from which it is apparent that N 1,0k (Ω) ' N 0,1−k (Ω).
For real k, the equations dξ = ±k ?3 ξ are real, so we can take bases of the forms {(ξ,∓i ?3 ξ)}, with ξ real.
Now suppose that Ω is the complement of a bounded region D with C1 boundary Γ, and k ∈ C+ is
constant. The space of k-Neumann fields is well understood to be closely related to the topology of ∂Ω. If
the total genus of the components of ∂Ω is p, then the remarks above imply that
dimNk(Ω) = 2p. (4.15)
This will allow us to prove the following result:
Proposition 4.4. If Ω is the complement of a finite union of smoothly bounded regions, then
dimN 1,0k (Ω) = dimN 0,1k (Ω) = p (4.16)
for all k ∈ C+ \ {0}.
Proof. As shown in [4], an outgoing solution to THME(k), with k 6= 0, is uniquely determined by the data
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(ξn, [?η]n, a, b), where a, b ∈ Cp is the topological data, defined for j = 1, . . . , p by
aj =
∫
Aj
ξt and bj =
∫
Bj
ξt. (4.17)
Elements of Nk(Ω) correspond to data in the subspace W = {(0, 0, a, b)}. Let
NA,k : (r, q, jH)→ (ξn, [?η]n, a, b) (4.18)
be the map defined by the Debye source representation. As a function of k, this is an analytic family of
injective Fredholm operators.
In Section 6 it is shown that elements ofM1,0k (Ω) are specified by Debye source data of the form V1,0 =
{(r, ir, j1,0H )}, where r has mean zero on every component of Γ and ij1,0H = − ?2 j1,0H . Similarly, elements
of M0,1k (Ω) are specified by Debye source data of the form V0,1 = {(r,−ir, j0,1H )}, with ij0,1H = ?2j0,1H . A
moments consideration shows that
dimN 1,0k (Ω) = dim ker(Id−piW) ◦ NA,k V1,0 , (4.19)
where piW denotes the orthogonal projection onto W. A similar statement exists for dimN 0,1k (Ω). For
generic k ∈ C+ we know that dimN 1,0k (Ω) = p. Moreover, standard results about analytic families of
operators show that for k0 ∈ C+ we have
dim ker(Id−piW) ◦ NA,k0 V1,0 ≥ lim sup
k→k0
dim ker(Id−piW) ◦ NA,k0 V1,0
= p.
(4.20)
The same statement holds for dim ker(Id−piW) ◦NA,k0 V0,1 . These semi-continuity results, along with (4.14)
and (4.15), shows that for all k ∈ C+,
dimN 1,0k (Ω) = dimN 0,1k (Ω) = p. (4.21)
From this it follows immediately that for any k ∈ C+ the equation
dξ = k ?3 ξ with inξ = 0 (4.22)
has a p-dimensional space of outgoing solutions. If k = 0, and we explicitly append the divergence condi-
tion, d∗ξ = 0, then this statement remains true. In this case, the solution space is preciselyH1(Ω).
If D is now a bounded region with boundary ∂D of genus p, then there is a countable collection of real
wave numbers E−n = {kl} so that there exist topologically trivial kl-Neumann fields in D. See Section 7.4.
We call these frequencies k-Neumannn resonances. To see that such resonances must be real, we observe that
for any solution to (1.3) in D we have the integration by parts formula∫
D
dξ− ∧ ?3dξ− − k2
∫
D
ξ− ∧ ?3ξ− = −ik
∫
∂D
?3η
− ∧ ξ−. (4.23)
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If (ξ−, η−) is a k-Neumann field and either ξ−t or [?3η−]t is topologically trivial, then the right hand side is
zero. This shows that k2 is a positive real number.
For k ∈ C+ \ E−n , we have dimNk(D) = 2p, as in the exterior case. Since E−n is a discrete set, we can
again show that generically
dimN 1,0k (D) = dimN 0,1k (D) = p. (4.24)
It follows exactly as in the unbounded case that this holds for all k /∈ E−n . Once again for each k ∈ C+ \ E−n
the equations in (4.22) have a p dimensional solution space. In Section 6 we give a more precise description
of the exceptional set. Kress [12] proved a similar result for the case of a torus.
Thus we see that the problem of finding Beltrami fields can be reduced to that of finding k-Neumann
fields, and vice versa. In the next section we show that for frequencies in E−n , dimNk(D) ≥ 2p. Indeed for
the case that D is a round ball, we show that every Dirichlet eigenvalue for the Laplacian on scalars is also
k-Neumann resonance, and the dimensions of these eigenspaces grow without bound as the eigenvalues
tends to infinity. In the simply connected case, the topological bound does not pertain at k-Neumann
resonances. Corollary 7.14 gives a more precise description of the exceptional set, from which it seems
plausible that it is empty if the genus of ∂D is greater than 1. On the other hand, we also show that for a
torus of revolution the exceptional set is infinite.
Remark 4.5. While the complex structure described here is not explicitly defined in [18], a connection be-
tween solutions to the THME(k) satisfying ?3η = iξ and eigenfunctions of ?3d is utilized. Picard’s paper
also considers self-adjoint extensions of the curl operator in exterior domains.
5 Debye Sources and the Complex Structure
We next state some results concerning the uniformization of the complex structure. Let D denote a bounded,
connected domain in R3 with smooth boundary ∂D. From (2.12), the relationship between the Debye rep-
resentation and the complex structure on solutions to THME(k) becomes quite evident:
Theorem 5.1. Let (j,m) be 1-forms on ∂D. If, for k 6= 0, (ξ±, η±) are the solutions to THME(k) defined by (j,m),
i.e., with (r, q) defined by (2.7), then the fields defined by J D(j,m) = (−m, j) are Jk(ξ±, η±).
Proof. This is a simple algebraic consequence of the Debye source representation formula (2.1) and the
definitions of the potentials (2.6).
Briefly, using the Debye source representation, the complex structure on solutions to THME(k) is rep-
resented on a fixed vector space by an operator that is independent of the frequency! This is therefore a
uniformization theorem for the complex vector spacesMk(Ω). The theorem is correct even for frequencies
where the map to tangent electric (or magnetic) component is not injective. In this generality, the converse
statement is not correct, as there is non-zero Debye source data (r, q, j,m) satisfying (2.7) that defines the
zero-field (0, 0) in D. To obtain the converse statement we need to posit relations between j and m like
those in (3.23). As a corollary of Theorem 5.1 and Theorem 3.3 we have:
Corollary 5.2. Let D be a bounded connected region in R3 satisfying the hypotheses of Theorem 3.3. If k ∈ C+ and
(ξ−, η−) is a time-harmonic Maxwell field in D defined by Debye source data
[(r0, q0, jH0), (r1, q1, jH1), . . . , (rd, qd, jHd)],
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with j defined by (3.24) and m by (3.23), then Jk(ξ−, η−) is uniquely defined by the Debye source data
[(q0,−r0, ?2jH0), (q1,−r1,− ?2 jH1), . . . , (qd,−rd,− ?2 jHd)].
Remark 5.3. We let J S(D)(r, q, jH) denote Debye source representation for the complex structure, which is
again frequency independent:
J S(D) : [(r0, q0, jH0), (r1, q1, jH1), . . . , (rd, qd, jHd)] 7→
[(q0,−r0, ?2jH0), (q1,−r1,− ?2 jH1), . . . , (qd,−rd,− ?2 jHd)]. (5.1)
This corollary leads directly to a result giving the dimension of the space of k-Neumann fields on D
when ∂D is not connected.
Corollary 5.4. Let pl , l = 0, . . . , d, denote the genera of the boundary components of D, and p = p0 + · · ·+ pd. For
k ∈ C+ \ E−n , the space of k-Neumann fields defined in D, Nk(D), is 2p dimensional. For k ∈ E−n this dimension is
at least 2p.
Proof. A small modification of the argument used to prove Theorem 4.1 in [5] along with Theorem 3.3 show
that for all but the countably many real frequencies in E−n , the normal equations (2.11) augmented with the
algebraic conditions in (4.17) define a one-to-one and onto map,
{(rl , ql , jH)} 7→ [ξ−n , η−n , (a, b)], (5.2)
where a, b ∈ Cp. The representation in terms of the data in S(D) is injective. This shows that for k /∈ E−n ,
the dimension of the space of solutions to THME(k) in D with given normal data, (ξ−n , η−n ), equals 2p:
d
∑
l=0
dimH1(Γl) = 2p. (5.3)
The space of k-Neumann fields is just the special case of data of the form {[0, 0, (a, b)] : a, b ∈ Cp}.
For frequencies k ∈ E−n , where the augmented system of normal equations has a non-trivial null-space,
there is at least a 2p dimensional space of k-Neumann fields. If the dimension of the null-space is n, then
this already constitutes an n-dimensional subspace of Nk(D). By the Fredholm alternative, the augmented
normal system is solvable for data satisfying n linear conditions, which means that we get an additional
subspace of Nk(D) with dimension at least 2p− n.
Remark 5.5. Above we explain why the exceptional frequencies are real. This suggests that there should
be a self-adjoint boundary value problem whose spectrum contains these frequencies. There is, in fact,
a family of such self-adjoint problems among whose spectra the frequencies in E−n occur. This indicates
that the problem of characterizing the frequencies for which there is a topologically trivial solution, and
determining the dimensions of the space of k-Neumann fields for these frequencies, may well be quite
difficult. These boundary conditions are explained in Section 7.
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6 Finding Beltrami Fields in Bounded Domains
Theorem 5.1 shows that the boundary data for the spaceM1,0k (D) consists of Debye source data for which
J D(j,m) = i(j,m), that is
m = −ij, (6.1)
andM0,1k (D) consists of Debye source data for which J D(j,m) = −i(j,m). In this section we consider the
case of a bounded region D with boundary ∂D = Γ = Γ0 ∪ Γ1 ∪ · · · ∪ Γd.
If we represent j and m in terms of scalar Debye sources and harmonic 1-forms, then we see that if
m = ±ij, (6.2)
then
q = ∓ir, (6.3)
so that for l = 1, . . . , d
j0 = ik(dΓ0 R00r0 ± i ?2 dΓ0 R00r0) + jH0,
jl = ik(dΓl Rl0rl ∓ i ?2 dΓl Rl0rl) + jHl .
(6.4)
We also have relations satisfied by the harmonic components:
?2 jH0 = ∓ijH0 and ?2 jHl = ±ijHl , (6.5)
for l = 1, . . . , d. The conditions in (6.5) are the requirements that harmonic 1-forms {jHl} be either holo-
morphic or anti-holomorphic (1, 0)-forms, or (0, 1)-forms.
Corollary (5.2) has the following useful corollary.
Corollary 6.1. If D is bounded, then all solutions to the THME(k) in D belonging toM1,0k (D) are given by data of
the form (j,−ij), and solutions inM0,1k (D) are given by data of the form (j, ij), where these vector sources satisfy
the relations in (6.4) and (6.5).
We can use this representation to find Beltrami fields. For data satisfying (6.2) the equation for the
normal component of the electric field reduces to:
Nξ(r, jH) = −
r
2
− K0r + ikK2,n j∓ iK3j = f . (6.6)
If the total genus of ∂D is p, then the space of harmonic 1-forms satisfying the conditions in (6.5) is p
dimensional and so this equation must be augmented with p algebraic conditions. For k = 0, it is easy to
see which additional conditions lead to an invertible Fredholm system of second kind. The same additional
conditions therefore suffice for k in the complement of a discrete set. In fact there are many possible choices
as we explain in Sections 7.1–7.2.
We let {Aj : j = 1, . . . , p} ∪ {Bj : j = 1, . . . , p} denote a basis for H1(∂D), where for each Aj, there is a
chain Sj ⊂ D with ∂Sj = Aj. For k /∈ E−n , a k-Neumann field (ξ, η) is determined by the additional data
aj =
1
ik
∫
Aj
ξ, (6.7)
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bj =
∫
Bj
ξ (6.8)
for j = 1, . . . , p. Using the equation dξ = ikη, the integrals over the A-cycles can be replaced with
aj =
∫
Sj
η. (6.9)
Indeed, as shown in [5], these integrals can be specified arbitrarily as k→ 0.
If we now restrict attention to (ξ, η) ∈ N 1,0k (D), then η = −i ?3 ξ and the harmonic 1-forms satisfy (6.5),
hence there are only p additional parameters. The area integrals in (6.9) can be re-expressed as:
aj = −i
∫
Sj
?3ξ, (6.10)
for j = 1, . . . , p. We therefore have the following Fredholm system of second kind for solutions to the
Beltrami equation dξ = k ?3 ξ
Nξ(r, jH) = f∫
Sj
?3ξ = aj, (6.11)
for j = 1, . . . , p. Here f is any function with mean zero on every component of ∂D and (a1, . . . , ap) ∈ Cp.
As k → 0 the elements of N 1,0k (D) converge to harmonic representatives of H1dR(D), which is a p-
dimensional vector space. Poincare´ duality implies that if ξ is such a harmonic 1-form, then ?3ξ is a har-
monic representative of an element of H2dR(D, ∂D). The integrals over the B-cycles in (6.8) uniquely deter-
mine elements of H1dR(D), while the integrals in (6.10) uniquely determine elements of H
2
dR(D, ∂D). Thus
Theorem 3.3 shows that at k = 0 either set of data suffices to uniquely determine an element of N 1,00 (D).
The same line of reasoning applies to N 0,10 (D). This analysis therefore shows that
dimN 1,00 (D) = dimN 0,10 (D) = p. (6.12)
As the equations in (6.11) depend analytically on k, and are injective at k = 0, it is clear that for all but
a countable collection of wave numbers, those in E−(1,0)n and E
−(0,1)
n , the integrals in either (6.9) or (6.8)
determine elements of N 1,0k (D) and N 0,1k (D), respectively. Since for all k
dimNk(D) = dimN 1,0k (D) + dimN 0,1k (D), (6.13)
it must be the case that for sufficiently small k
dimN 1,0k (D) = dimN 0,1k (D) = p. (6.14)
If k ∈ E−(1,0)n , then the standard Fredholm alternative argument applied to (6.11), along with Theorem 3.3,
show that
dimN 1,0k (D) ≥ p, (6.15)
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with an analogous result for k ∈ E−(0,1)n and dimN 0,1k (D). This implies that the equalities in (6.14) hold for
k ∈ C+ \ E−n . Hence, it is only for frequencies in E−n that there may be a surplus of solutions to the Beltrami
equations with vanishing normal data.
For frequencies k ∈ E−(1,0)n there are solutions ξ− to the equation
dξ− = k ?3 ξ− (6.16)
with inξ− = 0 and vanishing fluxes ∫
Sj
?3ξ
− = 1
k
∫
Aj
ξ− = 0. (6.17)
In the next section we show that there is always an infinite sequence of real frequencies for which such
solutions exist, and place this problem in the larger context of a family of self-adjoint boundary value
problems for the operator ?3d acting on divergence-free 1-forms in a bounded domain. This family of
operators is parametrized by Lagrangian subspaces of H1dR(∂D) with respect to the wedge product pairing.
7 Non-local Self-Adjoint Boundary Conditions
The operator B acting on divergence-free 1-forms (d∗ξ = 0),
Bξ = ?3dξ, (7.1)
and the operator L acting on the space of divergence-free pairs (ξ, η), i.e. those satisfying d∗ξ = 0 and
dη = 0,
L(ξ, η) = (id∗η,−idξ), (7.2)
are formally self-adjoint, or symmetric with respect to the standard L2-structures:
‖ξ‖2L2 =
∫
ξ ∧ ?ξ and ‖(ξ, η)‖2L2 =
∫
ξ ∧ ?ξ +
∫
η∧ ?η. (7.3)
In this section we consider certain non-local boundary conditions that define self-adjoint operators with
these formal expressions. This question has been considered by several authors. A result equivalent to
Theorem 7.3 below appears in [7], with an earlier related result in [17]. The article [7] has an extensive
bibliography of papers that consider self-adjoint boundary conditions for the curl operator.
The analysis of the Beltrami operator is greatly facilitated by some standards estimates that arise in the
study of the Laplacian on forms. We use Ws,2(D), for s ∈ R, to denote the L2-Sobolev spaces of distributions
on D. The results we use are the estimates (9.16) and (9.32) from Chapter 5 of [20]. If D is a smoothly
bounded domain in Rn, then there is a constant C so that k-forms satisfy the following estimate:
‖ξ‖2W1,2(D) ≤ C
[
‖dξ‖2L2(D) + ‖d∗ξ‖2L2(D) + ‖inξ‖2W1/2,2(D) + ‖ξ‖2L2(D)
]
(7.4)
This holds for ξ ∈ W1,2(D), but, as follows from the proof of (7.4) via potential theory, it should be under-
stood that the finiteness of the right hand side implies that ξ ∈ W1,2(D). To prove higher norm estimates
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we use the inequality, again for k-forms defined in W j+1,2(D) :
‖ξ‖2W j+1,2(D) ≤ C
[
‖∆ξ‖2W j−1,2(D) + ‖inξ‖2W j+1/2,2(∂D) + ‖indξ‖2W j−1/2,2(∂D) + ‖ξ‖2L2(D)
]
. (7.5)
As before, the finiteness of the right hand side implies that ξ ∈W j+1,2(D)
The following classical lemma on the existence of distributional boundary values is very useful in the
sequel.
Lemma 7.1. Let D be a smoothly bounded domain in Rn, and m ≤ n. Let ξ be an L2(D) m-form defined in D.
1. If dξ is also in L2(D), then ξt is well defined as an element of W
−1/2,2(∂D).
2. If d∗ξ is also in L2(D), then inξ is a well defined element of W−1/2,2(∂D).
These results also hold if L2(D) is replaced by Ws,2(D), with W−1/2,2(∂D) replaced by Ws−1/2,2(∂D).
The lemma is proved in [20]
It is a consequence of the lemma that if dξ ∈ L2(D), then the equation
d∂Dξt = 0, (7.6)
makes distributional sense. The Hodge decomposition of 1-forms defined on ∂D, given by
θ = d∂D f + d∗∂Dχ+ωH , where ωH ∈ H1(∂D), (7.7)
extends to 1-forms with distributional coefficients. As the harmonic forms H1(∂D) provide smooth rep-
resentatives for elements of H1dR(∂D) it makes sense to discuss the cohomology classes of distributional
solutions to (7.6). If {θj : j = 1, . . . , 2p} is an orthonormal basis for H1(∂D), then α, a closed distributional
1-form, is cohomologous to
θ =
2p
∑
j=1
αjθj (7.8)
if and only if for j = 1, . . . , 2p,
αj =
∫
∂D
α ∧ ?2θj. (7.9)
We let [α] = [θ] ∈ H1dR(∂D) denote the cohomology class of α. For smooth closed 1-forms α1, α2, the value
of the wedge product pairing ∫
∂D
α1 ∧ α2 (7.10)
only depends on the cohomology classes [α1], [α2], which provides an extension of this pairings to distribu-
tionally closed forms. If α1, α2 are distributional solutions to (7.6), then∫
∂D
α1 ∧ α2 d=
∫
∂D
α˜1 ∧ α˜2, (7.11)
where α˜1, α˜2 denote smooth representatives of these cohomology classes.
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7.1 The Beltrami Operator
We begin with a study of Beltrami fields, considering the operator
Bξ = ?3dξ, (7.12)
acting on the space of divergence-free 1-forms on a bounded connected domain D. We let E1(D) be the
L2(D)-closure of the divergence-free 1-forms on D, with the inner product defined by:
〈ξ1, ξ2〉 =
∫
D
ξ1 ∧ ?3ξ2. (7.13)
It is clear that, distributionally, d∗Bξ = 0. A simple integration by parts shows that
〈Bξ1, ξ2〉 = 〈ξ1,Bξ2〉 −
∫
∂D
ξ1 ∧ ξ2. (7.14)
We could also use complex 1-forms and the Hermitian inner product:
〈ξ1, ξ2〉 =
∫
D
ξ1 ∧ ?3ξ2. (7.15)
As the operator B is real and the boundary conditions are self-adjoint, it suffices to consider real 1-forms
and therefore we restrict our attention to the real inner product.
Let Λ1H(∂D) denote the collection of Lagrangian subspaces of H
1
dR(∂D) with respect to the standard
symplectic pairing on ∂D. If the genus of ∂D is p, then an element λ ∈ Λ1H(∂D) is a p-dimensional subspace
of H1dR(∂D) such that if ω1,ω2 represent cohomology classes in λ, then∫
∂D
ω1 ∧ω2 = 0. (7.16)
If W is a 2p-dimensional symplectic vector space, then the set of Lagrangian subspaces of W is identified
with a homogeneous space of dimension p(p + 1)/2.
If we let λ be a Lagrangian subspace of H1dR(∂D), then the operator B acting on divergence-free 1-forms
ξ with d∂Dξt = 0 and [ξt] ∈ λ is formally symmetric. Each of these operators has an infinite dimensional
null-space: the set of 1-forms {du}, with u ∈ W1,2(D) and u harmonic in D is contained in the null-space
and is of finite codimension in the null-space.
In this section we give a careful proof that these operators are not merely symmetric, but actually self-
adjoint, and have a compact resolvent on the orthocomplement of the null-space. For λ ∈ Λ1H(∂D), let
D(λ) ⊂ E1(D) denote the set of 1-forms such that
dξ ∈ L2(D,Λ2), d∂Dξt = 0, and [ξt] ∈ λ. (7.17)
These properties imply that ξt ∈W−1/2,2(∂D;Λ1) is well defined. For later applications we prove:
Lemma 7.2. For each λ ∈ Λ1H(∂D) the subspace D(λ) is a dense subspace of E1(D).
Proof. The Hilbert space, E1(D), is defined as the L2-closure of divergence free C∞ 1-forms defined in D. We
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can assume that ξ is smooth, and therefore dξ ∈ L2(D). To prove the lemma, we show that, given e > 0,
there is a divergence 1-form α so that (ξt + αt) = 0, and
‖α‖L2(D) ≤ e. (7.18)
It is clear that ξ + α ∈ D(λ), demonstrating the D(λ) is dense in E1(D). To begin we set α′ = −ξt.
Let r denote the signed distance from ∂D, normalized to be negative in D. This is known to be a smooth
function in a neighborhood of ∂D. For δ > 0 set
Sδ = {−δ ≤ r ≤ 0}. (7.19)
There exists 0 < δ0 such that each point in Sδ0 has a unique point closest to ∂D; we let
Π : Sδ0 −→ ∂D, (7.20)
be the map to that closest point. Reducing δ0 if necessary, we can assume that the lines {Π−1(p) : p ∈ ∂D}
smoothly foliate Sδ0 . To complete the proof we show that, for any 0 < δ < δ0, there is a divergence free
1-form, α supported in Sδ extending α′, for which ‖α‖C0(D) is bounded by a constant, independent of δ,
times ‖α′‖C1(∂D).
For 0 < δ < δ0, choose a function ψ ∈ C∞c ((−δ, 0]) such that ψ(0) = 1. In Sδ we set
α = ψ(r)Π∗α′ + α3dr, (7.21)
which clearly extends α′. We need to choose α3 so that
d∗α = 0 and α3 {r=−δ}= 0. (7.22)
As r is the geodesic distance to ∂D it follows that
d∗[ψ(r)Π∗α′] = ψ(r)d∗[Π∗α′] = ψ(r)W1, (7.23)
where W1 is a smooth function, independent of δ, with
‖W1‖C0(Sδ0 ) ≤ C‖α
′‖C1(∂D). (7.24)
Moreover
d∗[α3dr] = −Nα3 +W2α3, (7.25)
with W2 is a smooth function independent of δ, and N is the vector field normal to the level sets of r, for
which dr(N) = 1, i.e., N = ∂r.
For each p ∈ ∂D, the linear ODE
Nα3 −W2α3 = ψ(r)W1, (7.26)
with the initial condition α3(−δ, p) = 0 is easily solved on the interval [−δ, 0]. It is clear that there is a
constant, C, independent of δ so that
‖α3‖C0(Sδ) ≤ C‖α′‖C1(∂D). (7.27)
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If we simply extend α to D \ Sδ by zero, then it is elementary to see that the extended form is smooth and
divergence free. A simple calculation shows that if |Sδ| is the volume of Sδ, then
‖α‖L2(D) ≤ |Sδ|
1
2 [‖α3‖C0(Sδ) + ‖α′‖C0(∂D)] ≤ (1+ C)|Sδ|
1
2 ‖α′‖C1(∂D). (7.28)
By choosing 0 < δ sufficiently small this can be made smaller than e.
We now turn to the self-adjointness of the unbounded operators (B,D(λ)).
Theorem 7.3. For each λ ∈ Λ1H(∂D), the unbounded operator B with dense domain D(λ) ⊂ E1(D) is self-adjoint.
It has an infinite dimensional null-space. Its restriction to [ker(B,D(λ))]⊥ has a compact resolvent. For each
λ ∈ Λ1H(∂D) this restriction has a discrete spectrum {k j(λ)} tending to±∞. The eigenforms {ξ j(λ)} corresponding
to non-zero eigenvalues are smooth in the closure of D and satisfy the boundary condition
inξ j(λ) = 0. (7.29)
Remark 7.4. Here and in the sequel we use the notation (B,D(λ)) to denote the operator B acting, distribu-
tionally, on elements of the domain D(λ).
This theorem, with a rather different proof, appears in [7]. We give a simple, self-contained proof of this
theorem that relies only on standard Hodge theory and Lemma 7.1. Later in this section we indicate how
to generalize this result to the full Maxwell system.
There is a distinguished element λD of Λ1H(∂D) consisting of the image of H
1
dR(D) ↪→ H1dR(∂D). For
this choice of Lagrangian subspace let {k j(λD), ξ j(λD)} be an enumeration of the eigenpairs. As above we
let {Aj : j = 1, . . . , p} be a basis for the cycles on ∂D that bound chains, {Sj}, in D, i.e., ∂Sj = Aj. A closed
1-form α on ∂D belongs to λD if and only if∫
Aj
α = 0 for j = 1, . . . , p. (7.30)
Theorem 7.5. Let ξ be an eigenform of (B,D(λD)) with eigenvalue k 6= 0, then ξn = 0, and for 1 ≤ j ≤ p we have
that ∫
Sj
?3ξ = 0. (7.31)
Moreover, eigenforms of B with ξn = 0 that satisfy (7.31) belong to D(λD).
Remark 7.6. These eigenforms might be called “zero-flux, constant-k, force-free Beltrami fields”. This result
generalizes Kress’s Theorem 2.5, in [12], which assumes that D has genus 1.
Proof of Theorem 7.5. The eigenform satisfies the equation
dξ = k ?3 ξ (7.32)
and therefore, as k 6= 0, ∫
Sj
?3ξ =
1
k
∫
Aj
ξt. (7.33)
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By assumption ξt is a closed form; the eigenvalue equation then implies that ξn = 0. As ξt = d f + ωH ,
where ωH ∈ λD, there exists a closed 1-form α defined in D for which
ξt = αt. (7.34)
Therefore ∫
Aj
ξt =
∫
Aj
αt =
∫
Sj
dα = 0. (7.35)
It is not hard to see that the converse statement holds as well. If ξ is a divergence-free 1-form with
ξn = 0 satisfying Bξ = k ?3 ξ, and the vanishing flux conditions in (7.31), then ξ belongs to D(λD). From
the equation we conclude that ξt is closed and therefore
ξt = d f +ωH . (7.36)
The integration by parts argument giving (7.33) shows that for each j = 1, . . . , p,∫
Aj
ωH = 0. (7.37)
The assertion follows from the fact that these p linear conditions define the image of H1dR(D) in H
1
dR(∂D).
Now we turn to the proof of Theorem 7.3 for which we use the following lemma.
Lemma 7.7. Let (X, ‖ · ‖X) and (Y, ‖ · ‖Y) be Hilbert spaces with Y ⊂ X. For each y ∈ Y, suppose that we have the
estimate
‖y‖X ≤ ‖y‖Y. (7.38)
Let L be a closed, symmetric operator defined on a dense domain D(L),
Y ⊂ D(L) ⊂ X.
Let pi0 be the X-orthogonal projection onto ker L, and pi1 = Id−pi0. Suppose that there is an operator Q,
Q : [ker L]⊥ → Y ∩ [ker L]⊥
with LQpi1 = pi1. Suppose further that Q satisfies an estimate of the form:
‖Qpi1x‖Y ≤ C‖x‖X .
There is an e > 0 so that the operators (L− µ) are invertible for 0 < |µ| < e, and therefore (L,D(L)) is self-adjoint.
Proof. Formally it is easy to see that (L− µ)−1 is given by
Rµx = Q
[
∞
∑
j=0
(µQ)jpi1x
]
− pi0x
µ
. (7.39)
We need to show that this series converges (in an appropriate sense) and takes values in D(L). The term
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pi0x
µ obviously belongs to D(L). By assumption, there is a constant C so that
‖Qpi1x‖Y ≤ C‖x‖X . (7.40)
As pi0Q = 0, using (7.38) we can iterate this estimate to conclude that
‖Qjpi1x‖Y ≤ Cj‖x‖X . (7.41)
This allows us to conclude that for µ < C−1 the series in (7.39) converges in Y, which implies that this term
is also in D(L). Applying L− µ to this sum we get
(L− µ)Rµx =
∞
∑
j=0
(µQ)jpi1x− µQ
∞
∑
j=0
(µQ)jpi1x + pi0x
= pi1x + pi0x = x.
(7.42)
If 0 < |µ| < ‖Q‖−1, then L− µ is surjective. Since L− µ is symmetric for real µ, equation (7.42) implies
that (L − µ) is injective. Theorem 13.11(d) in [19] shows that (L,D(L)) is a self-adjoint operator, thereby
completing the proof of the lemma.
Proof of Theorem 7.3. To apply this to the operator (B,D(λ)) we need to identify Y and the operator Q. The
space Y is the subspace of W1,2(D;Λ1) consisting of forms that satisfy the conditions
d∗ξ = 0 and d∂Dξt = 0 (7.43)
with [ξt] ∈ λ. For the norm, we use the W1,2(D;Λ1)-norm which obviously satisfies
‖ξ‖L2 ≤ ‖ξ‖W1,2 . (7.44)
It is clear that Y ⊂ D(λ).
Let {ψ1, . . . ,ψp} denote an orthonormal basis ofH1(D). These forms satisfy
dψj = d∗ψj = 0,
inψj = 0 on ∂D,
(7.45)
and ∫
D
ψi ∧ ?3ψj = δij. (7.46)
We now need to characterize ker(B,D(λ)). These are L2 1-forms, ξ, that satisfy the equations d∗ξ = dξ = 0
and the boundary condition [ξt] ∈ λ. Each such form has a decomposition
ξ = du +
p
∑
j=1
αjψj. (7.47)
Here u is a harmonic function determined by the condition
inξ =
∂u
∂n
. (7.48)
26
C.L. Epstein, L. Greengard, and M. O’Neil
Observe that as d∗ξ = 0, we see that ∫
∂D
inξdA =
∫
∂D
?3ξ =
∫
D
d ?3 ξ = 0, (7.49)
and therefore u exists. Furthermore, Lemma 7.1 and the closed graph theorem show that there are constants
C and C′ so that
‖u‖W1,2(D) ≤ C‖inξ‖H− 12 (∂D) ≤ C
′‖ξ‖L2(D). (7.50)
The coefficients {αj} are given by
αj = 〈ξ − du,ψj〉. (7.51)
The boundary condition defining D(λ) requires that[
p
∑
j=1
αj[ψjt]
]
∈ λD ∩ λ, (7.52)
where as before λD is the Lagrangian subspace determined by H1dR(D) ↪→ H1dR(∂D). Generically, this
intersection is just {0}. Letting q = dimλD ∩ λ, we can normalize the basis of harmonic 1-forms on D so
that {ψ1, . . . ,ψq} spans ker(B,D(λ)) ∩H1(D). This means that {[ψ1t], . . . , [ψqt]} span λD ∩ λ, and∫
D
ψi ∧ ?3ψj = 0 (7.53)
for 1 ≤ i ≤ q and q + 1 ≤ j ≤ p. With these normalizations, we have
ker(B,D(λ)) =
{
du +
q
∑
j=1
γjψj : u ∈W1,2(D), u harmonic, γj ∈ R
}
. (7.54)
If a 1-form η ∈ E1(D) is in [ker(B,D(λ))]⊥, then for every harmonic function u ∈W1,2(D), we have:
0 = 〈du, η〉D = 〈u, d∗η〉D + 〈u, inη〉∂D
= 〈u, inη〉∂D.
(7.55)
Lemma 7.1 implies that this calculation makes sense as u ∂D∈ W1/2,2(∂D) and inη ∈ W−1/2,2(∂D). As
u ∂D is an arbitrary element of W1/2,2(∂D) we see that inη = 0. We also must require that
〈ψj, η〉D = 0 for j = 1, . . . , q. (7.56)
We now construct the solution operator required by the lemma for η satisfying these conditions. Such a
1-form can be written as
η = η0 +
p
∑
j=q+1
αjψj, (7.57)
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where inη0 = 0 and η0 is orthogonal toH1(D). We would like to solve
dω = ?3η0 +
p
∑
j=q+1
αj ?3 ψj, (7.58)
with ω ∈ Y. We begin with some existence results that are independent of the choice of λ.
Lemma 7.8. If η0 is a divergence-free 1-form in D orthogonal to H1(D) for which inη0 = 0, then there exists a
divergence-free 1-form ω0 orthogonal toH1(D) satisfying:
?3dω0 = η0,
d∂Dω0t = 0,
inω0 = 0.
(7.59)
Moreover, there is a constant C such that
‖ω0‖W1,2(D) ≤ C‖η0‖L2(D). (7.60)
Proof. Observe that the conditions in (7.59) along with (7.4) imply the estimate in (7.60). The 2-form ?3η0
is closed and has a vanishing restriction to ∂D; it is also orthogonal to ?3H1(D), which is the null-space of
the Dirichlet Laplace operator on 2-forms. If R2t denotes the partial inverse of this Laplace operator taking
values in the orthogonal complement of the null-space, then we set
ω˜0 = d∗R2t ?3 η0. (7.61)
The properties of this operator imply that
dω˜0 = ?3η0 and ω˜0t = 0. (7.62)
There is, moreover, a constant C such that
‖ω˜0‖W1,2(D) ≤ C‖η0‖L2(D) ≤ C‖η‖L2(D). (7.63)
As ?3ω˜0 = d ?3 R2t ?3 η0, Stokes’ theorem implies that∫
∂D
inω˜0 =
∫
∂D
?3ω˜0 = 0. (7.64)
Thus we find a harmonic function v0 so that
inω˜0 = ∂nv0. (7.65)
Standard estimates imply that there are constants C and C′ so that
‖v0‖H2(D) ≤ C‖inω˜0‖H 12 (∂D) ≤ C
′‖ω˜0‖H1(D). (7.66)
The 1-form ω′0 = ω˜0 − dv0 satisfies the conditions in (7.59). To obtain ω0, we add an element of H1(D) to
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ω′0 to get a solution to (7.59) which is orthogonal to H1(D). The fact that d∂Dω0t = 0 follows from (7.59)
and the fact that inη0 = 0, or from (7.62). The estimate for ‖ω0‖W1,2 follows from (7.63) and (7.66).
For the next step in the construction we use the following lemma:
Lemma 7.9. For 1 ≤ j ≤ p, there are C∞ 1-forms {µj0} orthogonal toH1(D) so that
dµj0 = ?3ψj,
d∗µj0 = 0,
inµj0 = 0.
(7.67)
Proof. Let r be a defining function for ∂D; this is a function defined in a neighborhood, U, of ∂D so that
D ∩U = {r < 0}. The defining function r is normalized so that indr = 1 along ∂D. We also choose e > 0,
and a function ϕ ∈ C∞c ((−e, e)) which satisfies ϕ(0) = 1.
Let α′j = in ?3 ψj; this is a smooth 1-form on ∂D. Let αj be a smooth extension of α
′
j to a neighborhood of
∂D. If e > 0 is chosen small enough, then
χj = rϕ(r)αj (7.68)
is a smooth 1-form in D that vanishes on ∂D and satisfies
indχj = α′j. (7.69)
Thus ?3ψj − dχj is a smooth 2-form with vanishing normal component. As H2dR(D) = 0, the Laplacian on
2-forms satisfying the Neumann boundary condition inθ = 0 is invertible. Let R2n denote its inverse and
set
µ˜j = d∗R2n[?3ψj − dχj]. (7.70)
This gives a smooth solution to the equation d(µ˜j + χj) = ?3ψj; it is also clear that inµ˜j = 0 and d∗µ˜j = 0.
We need to modify χj to make it divergence-free; this requires a smooth function uj that vanishes on ∂D
and satisfies
d∗duj = d∗χj and ∂nuj = 0. (7.71)
The range of the Neumann Laplacian on scalar functions consists of functions of mean zero. We observe
that ∫
D
?3d∗χj =
∫
D
d ? χj = 0. (7.72)
The last equality follows from Stokes’ theorem and the fact that χj vanishes on ∂D. Thus µ′j = µ˜j + χj − duj
is a divergence-free solution to
dµ′j = ?3ψj with inµ
′
j = 0. (7.73)
As [?3ψj]t = 0 we see that d∂Dµ′jt = 0. We are free to add an element ϕj ofH1(D) to µ′j so that µj0 = µ′j + ϕj
is orthogonal toH1(D).
We have found a divergence-free solution Q0η,
Q0η = ω0 +
p
∑
j=q+1
αjµj0, (7.74)
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to the equation ?3dQ0η = η which is orthogonal to H1(D) with inQ0η = 0. This easily implies that Q0η
is orthogonal to the range of d, and therefore to ker(B,D(λ)). As before the fact that inη = 0 shows that
d∂D[Q0η]t = 0. All that remains is to modify the solution so that the cohomology class of the boundary data
lies in λ.
Our final solution takes the form
Qη = Q0η +
p
∑
k=q+1
Mk(λ)ψk, (7.75)
where the coefficients {Mk(λ)} are chosen so that [(Qη)t] ∈ λ. We can choose independent linear func-
tionals {`1, . . . , `p} on H1dR(∂D) so that
λ =
p⋂
i=1
ker `j, (7.76)
and λD ⊂ ker `i for i = 1, . . . , q. Since {[ψ1t], . . . , [ψqt]} is a basis for λ ∩ λD, and both λ and λD are
Lagrangian subspaces, it is clear that for 1 ≤ i ≤ q, the functionals
`i(ω) =
∫
∂D
ω ∧ ψi (7.77)
span λ⊥ ∩ λ⊥D. Moreover, the matrix [
`i([ψkt])
]
q+1≤i,k≤p (7.78)
has rank p− q.
For 1 ≤ i ≤ q, Stokes’ theorem and the fact that ?3dQ0η = η show that
`i((Q0η)t) =
∫
∂D
Q0η ∧ ψi
=
∫
D
?3η ∧ ψi
=0.
(7.79)
In order for [(Qη)t] ∈ λ, we require coefficients {Mk(λ)} so that
`i([(Q0η)t]) = −
p
∑
n=q+1
Mk(λ)`i(ψk) for q + 1 ≤ i ≤ p. (7.80)
As the matrix [`i(ψk)]q+1≤i,k≤p has maximal rank, this system of equations is uniquely solvable.
Using these results and Lemma 7.7 we complete the proof of Theorem 7.3. We have verified that
(B,D(λ)) has an infinite dimensional null-space. Since this operator is symmetric and densely defined,
in order to prove its self-adjointness it follows from Theorem 13.11(d) in [19] that it suffices to prove that
for some real θ the operator
(B − θ Id) : D(λ)→ E1(D)
is invertible. Given our construction of Q, Lemma 7.7 shows that this holds for all sufficiently small, non-
zero complex numbers θ.
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The fact that B [ker(B,D(λ))]⊥ has a compact resolvent follows immediately from the fact that
Q : [ker(B,D(λ))]⊥ →W1,2(D;Λ1). (7.81)
In the course of constructing Q we showed that inη = 0, for η ∈ D(λ) ∩ [ker(B,D(λ)]⊥, so this certainly
holds for the eigenforms {ξ j(λ)}. The fact that these forms are smooth on D now follows from a standard
bootstrap argument using (7.5), and that facts that, for eigenfunctions orthogonal to the null-space we have:
∆ξ = B2ξ, dξ = µ ?3 ξ and inξ = 0. (7.82)
Remark 7.10. The partial inverse Qλ has a very simple form:
Qλ =
(
Id+
p
∑
j,k=q+1
Njk(λ)ψj(x)⊗ `k ◦ ρt
)
◦Q0, (7.83)
where ρt(η) = ηt. Here {`1, . . . , `p} are the linear functionals defining λ. Note that if λ1 and λ2 are two
Lagrangian subspaces with trivial intersection with λD, then the difference of the partial inverses is the
finite rank operator:
Qλ1 −Qλ2 =
p
∑
j,k=1
[
Njk(λ1)ψj(x)⊗ `1k −Njk(λ2)ψj(x)⊗ `2k
]
◦ ρt ◦Q0. (7.84)
It is also notable that, in this case, the Hilbert space H0 = [ker(B,D(λ))]⊥ does not depend on λ. We let B0λ
denote the restriction of (B,D(λ)) to H0; of course Qλ is its inverse. The resolvents satisfy the identity
µ(B0λ − µ)−1 = Qλ
(
Id
µ
−Qλ
)−1
. (7.85)
7.2 Finding Force-Free Beltrami Eigenfields
In the previous section we demonstrated that for each λ ∈ Λ1H(D) there is a countable sequence {k j(λ)}
and 1-forms {ξ j(λ)} that satisfy the conditions
dξ j(λ) = k j(λ) ?3 ξ j(λ), d
∗ξ j(λ) = 0,
d∂D[ξ j(λ)]t = 0, [ξ j(λ)t] ∈ λ.
(7.86)
As noted, the equations imply that inξ j(λ) = 0 as well. The question then arises how to find these 1-forms.
The Debye source representation provides a complete solution to this problem, and reduces it to a question
of finding frequencies for which a system of Fredholm equations of second kind on ∂D has a non-trivial
null-space and then finding the null-vectors.
In Section 6, we showed that solutions of the THME(k) that also satisfy ?3ξ = iη are specified by Debye
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source data satisfying the conditions
q = −ir,
?2jH0 = −ijH0,
?2jHl = ijHl ,
(7.87)
for l = 1, . . . , d. We letNξ(r, jH) denote the Debye source operator for the normal component of the electric
field acting on data satisfying these relations. For each λ ∈ Λ1H(∂D) there is a collection of 1-cycles
{Cj(λ) : j = 1, . . . , p} ⊂ H1(∂D;R)
such that a closed form [α] ∈ λ if and only if ∫
Cj(λ)
α = 0. (7.88)
This follows from the fact that [H1dR(∂D)]
′ ' H1(∂D;R).
We recall that the Debye source representation is injective. A frequency k0 is therefore a non-zero eigen-
value of (B,D(λ)) if and only k0 is a frequency for which the system of equations
Nξ(r, jH) = f ,∫
Cj(λ)
Tξ(r, jH) = aj, j = 1, . . . , p, (7.89)
has a non-trivial null-space. Recall that f must have mean zero on every component of ∂D. The dimension
of this null-space is exactly equal to the multiplicity of k0 as an eigenvalue of (B,D(λ)).
As noted above, in the case of λ = λD, the cycles {Cj(λD)} can be taken to be the cycles {Aj} that bound
chains {Sj} ⊂ D. Hence, to find the classical constant-k, zero flux, force-free Beltrami fields in a domain D,
we need to find the frequencies {kl} for which (7.89) with {Cj(λ)} = {Aj} has a non-trivial null-space. If ξ
is such a field, then
dξ = k ?3 ξ, ξndA∂D = dξt = 0, (7.90)
and ∫
Aj
ξ = k
∫
Sj
?3ξ = 0. (7.91)
Thus the eigenfields of (B,D(λD)) are constant-k, force-free Beltrami fields with vanishing flux.
Theorems 3.3 and 7.3, and the argument above have an interesting corollary. We let σ(B,λ) denote the
non-zero spectrum of the operator (B,D(λ)), and define the set
EB =
⋂
λ∈Λ1H(∂D)
σ(B,λ). (7.92)
Corollary 7.11. For k ∈ C+ \ EB the space of solutions to the Beltrami equation
Bξ = kξ with inξ = 0 (7.93)
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has dimension p, where p is the total genus of ∂D.
Proof. As noted above, for each λ ∈ Λ1H(∂D) there is a collection of 1-cycles on ∂D, {C1(λ), . . . , Cp(λ)}, so
that a closed form α satisfies [α] ∈ λ if and only if for j = 1, . . . , p,∫
Cj(λ)
α = 0. (7.94)
The system of equations in (7.89) is a Fredholm system of index zero. Theorem (3.3) implies that this system
is invertible for any k /∈ σ(B,λ), and therefore the space of solutions to (7.93) is p dimensional for such k.
As this holds for any choice of λ ∈ Λ1H(∂D), the corollary follows.
It seems a very interesting question whether or not EB = ∅. If this is so, then the dimN 1,0k (D) = p for
any k ∈ C+. If EB 6= ∅, then this set is a new spectral invariant of the embedding of ∂D into R3. As we see
in the next section, it can happen that EB 6= ∅ if D has a continuous symmetry.
As noted above, the spectral theory of the operators (B,D(λ)) defines a map from Λ1H(∂D) to the eigen-
data {(k j(λ), ξ j(λ))}. The dependence of each eigenvalue on the choice of λ is something that is readily
investigated. For each λ ∈ Λ1H(∂D) and µ ∈ Rwe let
dλ(µ) = dim ker((B − µ Id,D(λ)), (7.95)
and set
dmin(µ) = min{dλ(µ) : λ ∈ Λ1H(∂D)}. (7.96)
If dmin(µ) > 0, then for every λ ∈ Λ1H(∂D) there is subspace of D(λ) of this dimension consisting of
solutions to
(B − µ Id)ξ = 0. (7.97)
Indeed the estimates on eigenfunctions that follow from (7.5) show that if < λj > converges to λ, then
lim sup
j→∞
dλj(µ) ≤ dλ(µ). (7.98)
Hence the subset
Wmin(µ) = {λ ∈ Λ1H(∂D) : dλ(µ) = dmin(µ)} (7.99)
is open. This shows, in particular that it has non-trivial intersection with the dense open set
G = {λ ∈ Λ1H(∂D) : λ ∩ λD = {0}}. (7.100)
With this observation and analytic perturbation theory we prove the following result:
Theorem 7.12. If dmin(µ) > 0, then there is a subspace S0µ ⊂ E1(D), with ξ ∈ S0µ satisfying:
dξ ∈ L2(D;Λ2), Bξ = µξ,
d∂Dξt = 0, [ξt] = 0 in H
1
dR(∂D).
(7.101)
S0µ ⊂ D(λ) for every λ ∈ Λ1H(∂D), and dimS0µ = dmin(µ).
33
Complex Structures and Beltrami Fields
Proof. Suppose that λs is an analytic curve contained in Wmin(µ) ∩ G. In particular, there exist analytic
families of cycles {Cl(s) : l = 1, . . . , p} in H1(∂D;R) so that a closed 1-form α ∈ λs if and only if∫
Cl(s)
α = 0 for l = 1, . . . , p. (7.102)
It is a simple consequence of (7.84) that (B,D(λs)) is a one parameter analytic family of operators. In this
case the eigenvectors and eigenspaces can be parametrized analytically.
Let Sµ(s) denote the µ-eigenspace of (B,D(λs)). For j = 1, . . . , dmin(µ), let (k j(s), ξ j(s)) be analytic
families satisfying
Bξ j(s) = k j(s)ξ j(s) and
∫
Cl(s)
ξ j(s) = 0, (7.103)
with {ξ1(0), . . . , ξdmin(µ)(0)} an orthonormal basis for Sµ(0). Differentiating, and setting s = 0 gives:
Bξ′j(0) = k′j(0)ξ j(0) + k j(0)ξ′j(0), (7.104)
and ∫
C′l (0)
ξ j(0) +
∫
Cl(0)
ξ′j(0) = 0. (7.105)
If the ξ j(s) are normalized to have norm 1, then this implies
k′j(0) = 〈Bξ′j(0), ξ j(0)〉. (7.106)
Integrating by parts on the right hand side we see that
k′j(0) =
∫
∂D
ξ′j(0) ∧ ξ j(0). (7.107)
Because the curve λs ⊂ Wmin(µ) ∩ G, so that dimSµ(s) = dmin(µ); it is immediate from the discreteness of
the spectra of (B,D(λs)) that
k′j(s) ≡ 0. for j = 1, . . . , dmin(µ). (7.108)
It is easily established that there is a dual family of cycles {B1, . . . , Bp}, which, together with {Cj(0) :
j = 1, . . . , p}, is a generating set for H1(∂D;R). It is classical that we can choose {B1, . . . , Bp} so that if α
and β are closed 1-forms, then
∫
∂D
α ∧ β =
p
∑
l=1
 ∫
Cl(0)
α ·
∫
Bl
β−
∫
Bl
α ·
∫
Cl(0)
β
 , (7.109)
see [6]. Using this formula, and the boundary condition satisfied by ξ j(0), we see that
∫
∂D
ξ′j(0) ∧ ξ j(0) =
p
∑
l=1
∫
Cl(0)
ξ′j(0) ·
∫
Bl
ξ j(0). (7.110)
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If ξ j(0) is not trivial in H
1
dR(∂D), then there is an l0 such that∫
Bl0
ξ j(0) 6= 0. (7.111)
This is because {Cl(0), Bl : l = 1, . . . p} is a basis for H1(∂D;R). We are free to choose the curve λs so that
∂sλs s=0 is any vector in Tλ0Λ1H(∂D). As {B1, . . . , Bp} is dual to {C1(0), . . . , Cp(0)}, it is not hard to see that
we can choose our curve λs so that C′l(0) = 0, unless l = l0, in which case C
′
l0
(0) = Bl0 . From the variational
equations (7.105) and (7.110) it would then follow that
k′j(0) = −
∫
Bl0
ξ j(0)

2
6= 0, (7.112)
which contradicts our earlier observation that k′j(0) = 0. Hence, for j = 1, . . . , dmin(µ), the 1-form ξ jt(0)
must be trivial in H1dR(∂D).
Any divergence-free 1-form ξ ∈ W1,2(D), with dξt = 0 and [ξt] = 0 in H1dR(∂D) automatically belongs
to D(λ) for all λ ∈ Λ1H(∂D). This shows that setting S0µ = Sµ(0) completes the proof of the theorem.
From their definitions, it is clear that
EB = {µ : dmin(µ) > 0}. (7.113)
The theorem shows that µ ∈ EB if and only there exists a non-zero divergence free 1-form, ξ with Bξ = µξ
and d∂Dξt = 0, with [ξt] = 0 in H
1
dR(∂D). In the next section we show that EB 6= ∅ for a solid torus of revo-
lution. In the last section we identify EB , for a round ball, with the Dirichlet spectrum of the scalar Laplace
operator. Whether EB = ∅ for generic tori or higher genus surfaces is far from clear. Formulæ (7.105)
and (7.107) should prove useful in the analysis of this question.
7.3 Beltrami Fields on the Torus
For numerical examples of the discussion in the previous sections, we compute exceptional frequencies
{k j} and the corresponding force-free, zero-flux Beltrami fields in the interior of a torus. Numerical results
are provided for the unit ball in a subsequent section. If x, y, z are the usual Cartesian coordinates, let D be
the bounded domain with genus 1 boundary ∂D (a torus) given by
x(θ, φ) = (2+ cos φ) cos θ,
y(θ, φ) = (2+ cos φ) sin θ,
z(θ, φ) = sin φ,
(7.114)
for θ, φ ∈ [0, 2pi)× [0, 2pi). Let us define a local orthonormal basis on ∂D, (φ̂, θ̂, n̂), with
φ̂ = (− sin φ cos θ, − sin φ sin θ, cos φ),
θ̂ = (− sin θ, cos θ, 0),
n̂ = (cos φ cos θ, cos φ sin θ, sin φ),
(7.115)
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where (x, y, z) denotes a Cartesian vector in R3. It is then straightforward to show that on ∂D, a basis for
the two-dimensional harmonic vector fields is
jH1(θ, φ) =
( − sin θ
2+ cos φ
,
cos θ
2+ cos φ
, 0
)
,
jH2(θ, φ) =
(− sin φ cos θ
2+ cos φ
,
− sin φ sin θ
2+ cos φ
,
cos φ
2+ cos φ
)
.
(7.116)
In fact, jH2 = ?2jH1 (= n̂ × jH1 in vector notation). Therefore, the linear combination which satisfies the
requirement
?2 jH = −ijH (7.117)
is given by
jH = jH1 − ijH2 . (7.118)
In order to avoid redundancy, we omit a discussion of the discretization of the boundary ∂D and the fol-
lowing integral operators; we only point out that the surface unknowns (and consequently the Beltrami
fields) are represented by their Fourier series in θ, and the resulting 2D boundary integral equations are
discretized in φ using a 50-point, 16th-order hybrid Gaussian-trapezoidal rule due to Alpert [1, 21]. See
Section 6 of [5] for more details, as well as a forthcoming paper. To summarize, we wish to find frequencies
and fields, k and ξ, respectively, which are non-trivial solutions to
Bξ = k ξ in D,∫
A
ξ = 0,
inξ = 0 on ∂D,
(7.119)
where the cycle A is given by equation (7.114) with φ ∈ [0, 2pi) and θ = 0.
In fact, it is easy to see that the second condition in (7.119) is only non-trivial for solutions that are purely
axially-symmetric. Otherwise, if ξ is a closed 1-form on the boundary with
ξ = (a(φ)dθ + b(φ)dφ) eimθ , (7.120)
where m 6= 0, then imb(φ) = a′(φ) and therefore
ξ =
1
im
d(a(φ)eimθ). (7.121)
To this end, suppressing the separation of variables in the θ variable, we represent the unknown field ξ
as
ξ = ikθ− d∗Ψ+ dα, (7.122)
where θ, Ψ, and α are all assumed to depend on the unknown surface charge q using relations (2.6), (6.2),
(6.3), and (6.4). Note that this representation is analogous to that of the magnetic field used earlier in (2.1).
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Using this representation, the resulting linear system for the unknown q is given by
q
2
+ ik K2,n[m]− K0[q] + K3[j] = 0,∫
A
ξ[q] = 0. (7.123)
Let the discretization of the above linear system be denoted as
A q = 0. (7.124)
When k is a resonant frequency, the matrix A is singular. When k is near a resonant frequency, A is nu-
merically ill-conditioned. If k is allowed to be complex (even though we showed earlier that all Beltrami
resonances are real), then one can use Muller’s method for finding roots, see [14], to find a numerical zero
of the function
f (k) =
1
r1A−1r2 , (7.125)
where r1 and r2 are fixed random vectors with unit `2 norm. The matrixA−1 can be computed via Gaussian
elimination. As A becomes increasingly ill-conditioned, the proxy function f approaches zero. Using this
approach, the first several non-zero Beltrami resonances in Fourier modes 0, 1, and 2 are calculated and
given in Table 1. As a function of the wave-number k, the condition number of the matrix A,
κ =
σmax
σmin
,
where σmax is the largest singular value and σmin is the smallest singular value, is plotted in Figure 1. Spikes
in the condition number correspond to values of k for which the linear system is singular, i.e. Beltrami
resonances.
In order to compute a Beltrami field in the volume once a resonant k has been found, the null-vector, q0,
of A must be calculated. This can be done via Gaussian elimination or the singular-value decomposition.
Once q0 is computed, the Beltrami field may be evaluated in the volume D, off of ∂D, via smooth layer
potential integrals using representation (7.120). Using this method for computing the null-vector, Figure 2
shows a Beltrami vector field in the volume corresponding to the lowest resonance in the axisymmetric m =
0 mode. Figure 3 shows two-dimensional projections in the xz-plane of the Beltrami fields corresponding
to the lowest resonance in the m = 0, m = 1, and m = 2 modes, respectively. The component of the vector
field in the θ̂ direction can be ignored since it necessarily has zero contribution normal to ∂D.
Lastly, the final set of numerical experiments we conduct addresses the relationship between the Bel-
trami resonances k j and a continuous family of boundary value problems. One may replace the integral
condition in the boundary value problem (7.119) with a family of homogeneous topological conditions:
t
∫
A
ξ + (1− t)
∫
B
ξ = 0, (7.126)
with t ∈ [0, 1] and B given by equation (7.114) with θ ∈ [0, 2pi) and φ = pi. We wish to study the depen-
dence of the location of the Beltrami resonances in the axisymmetric mode as a function of t. A plot of the
condition number ofA for various values of k and t is given in Figure 4. Notice that as t moves from 0→ 1,
the location of the first resonance decreases. For t 6= 0, the null-space is spanned by {du : u is harmonic}.
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(a) Mode 0.
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(c) Mode 2.
Figure 1: A plot of the condition number of the linear system (7.3) on the torus (7.114). Peaks correspond to
likely Beltrami resonances.
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Figure 2: A volume plot of the Beltrami field inside the torus corresponding to the lowest resonance in the
purely axisymmetric mode.
At t = 1 the generator ofH1(D) defines an additional one-dimensional null-space since its integral around
the A-cycle vanishes. In the notation of the previous section, this cycle defines λD. It is interesting to note
that while most of the resonances appear to move as the value of t changes, the resonance near 3.8577285...
seems to be fixed (this resonance appears in Table 1). The nature of this behavior has yet to be understood.
Using an analogous code, calculations similar to the previous examples are possible for any genus 1
surface of revolution. Results of those calculations, as well as results for genus > 1 surfaces of revolution,
will be presented in a subsequent paper.
Resonance k | f (k)| dim Null(A)
3.6507029+ i 1.9E-12 1.3E-14 1
Mode 0 3.8577285− i 1.3E-12 7.5E-15 1
4.0272565+ i 2.3E-14 4.3E-14 1
3.3392108+ i 3.2E-13 2.8E-14 1
Mode 1 3.8476760+ i 2.1E-12 3.5E-15 1
4.3727343+ i 1.8E-14 3.4E-14 1
3.1108713− i 1.1E-13 2.1E-14 1
Mode 2 3.9513064+ i 1.7E-12 4.6E-15 1
4.7182683+ i 2.6E-12 1.5E-14 1
Table 1: The first several non-zero Beltrami resonances in the first few Fourier modes for the linear system
(7.3) on the torus (7.114). Each value of k was computed using Muller’s rooting finding algorithm. As
this boundary value problem is self-adjoint it has only real resonances. The imaginary parts in the table,
which are O(10−14), are zero to within the accuracy of this computation. Higher resonances may or may
not correspond to one-dimensional eigenspaces.
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(a) Mode 0.
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(b) Mode 1.
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(c) Mode 2.
Figure 3: Projections in the xz-plane of Beltrami fields corresponding to the lowest resonance in the first
few Fourier modes.
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Figure 4: The condition number of the matrix A for various values of k and t (different boundary condi-
tions) in the axially symmetric mode, see equation (7.126). As described earlier, peaks correspond to likely
Beltrami resonances.
7.4 The Time-Harmonic Maxwell Equation
A similar analysis can be applied to the time-harmonic Maxwell equations. We use the usual inner product:
〈(ξ, η), (α, β)〉 =
∫
D
[ξ ∧ ?3α+ η∧ ?3β]. (7.127)
Let E2(D) be the L2-closure of divergence-free pairs, (ξ, η). Working with smooth forms, we see that
〈L(ξ, η), (α, β)〉 − 〈(ξ, η),L(α, β)〉 = i
∫
∂D
[?3η∧ α− ξ ∧ ?3β]. (7.128)
The integral on the right hand side defines a symplectic structure on the space of tangential boundary data
(ξt, [?3η]t). From this it is clear that the problem of finding domains on which the operator L is essentially
self-adjoint reduces to the problem of finding Lagrangian subspaces relative to this symplectic form.
The classical local boundary conditions, either ξt = 0, or [?3η]t = 0, certainly define such Lagrangian
subspaces. Using the Hodge decomposition on ∂D, formula (7.7), gives a very large and interesting family
of non-local boundary conditions that define unbounded, self-adjoint operators on E2(D).
As noted, the integral on the right hand side of (7.128) defines a symplectic form on the product space
H1dR(∂D) × H1dR(∂D). For each Lagrangian subspace λ ∈ Λ1H(∂D), the subspace λ ⊕ λ is a Lagrangian
subspace of the product space, but there are many others. Let Λ(2)(∂D) denote the Lagrangian subspaces
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of H1dR(∂D)× H1dR(∂D). For λ(2) ∈ Λ(2)(∂D), let D(λ(2)) denote (ξ, η) ∈ E2(D) so that dξ and d∗η are in
L2(D),
d∂Dξt = 0 and d∂D[?3η]t = 0, (7.129)
and the pair of cohomology classes defined by ([ξt], [?3η]t) lies in λ
(2). In terms of the Hodge decomposi-
tion, this can be rephrased as
ξt = d f +ω1 and [?3η]t = dg +ω2 (7.130)
where ([ω1], [ω2]) ∈ λ(2). It is important to note that this condition makes sense even for distributional
solutions of the equation d∂Dωt = 0. It is quite clear that, for two pairs (ξ, η) and (α, β) in D(λ(2)), the
right hand side of (7.128) vanishes. This shows that L with domain D(λ(2)) takes values in E2(D) and is
symmetric.
As in the previous case, a complicating feature of these operators is that each has an infinite dimensional
null-space. Let (u, v) be a pair of W1,2(D) harmonic functions defined in D, then the pair of divergence-free
1-forms (du, ?3dv) belongs to D(λ(2)) for every λ(2) ∈ Λ(2)H (∂D), and clearly L(du, ?3dv) = 0. Indeed this
set constitutes a finite codimension subspace of the null-space of (L,D(λ(2))).
The self-adjointness of these operators is again not entirely obvious. Though we do not give a detailed
proof here, Lemmas 7.2 and 7.7 can be used to give a proof (quite similar to the proof of Theorem 7.3) of the
following theorem.
Theorem 7.13. Let D be a connected bounded domain in R3 with a smooth boundary. For each λ(2) ∈ Λ(2)H (∂D),
the densely operator operator (L,D(λ(2))) is self-adjoint. The self-adjoint operator defined on the orthocomple-
ment of the ker(L,D(λ(2))) has a compact resolvent, and therefore a real, discrete spectrum, {k j(λ(2))}. We let
{(ξ j(λ(2)), ηj(λ(2)))} denote the corresponding eigenvectors. They satisfy
dξ j(λ
(2)) = ik j(λ(2))ηj(λ
(2)),
d∗ηj(λ
(2)) = −ik j(λ(2))ξ j(λ(2)),
(7.131)
and
d∂Dξ jt(λ
(2)) = 0 and d∂D[?3ηj(λ
(2))]t = 0, (7.132)
which, as k j(λ(2)) 6= 0, implies that
inξ j(λ
(2)) = 0 and in ?3 ηj(λ
(2)) = 0. (7.133)
The final statement in the theorem implies that the eigenvectors of these operators are also k j-Neumann
fields. These eigenfields satisfy an additional condition:∫
∂D
ξ jt(λ
(2)) ∧ [?3ηj(λ(2))]t = 0. (7.134)
It should be noted that in the exterior case we proved that if this integral vanishes for an outgoing field,
then it is identically zero. Below we explain why this condition does not hold for every k-Neumannn field
defined in D.
There are several distinguished elements inΛ(2)(∂D), which merit special attention. If λD is the element
defined by H1dR(D) ↪→ H1dR(∂D), then λD ⊕ λD is the analogue of the element defined in the previous
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subsection. We can equally well consider the subspace λDc ⊕ λDc . The eigenfields of (L,D(λD ⊕ λD)) are
k-Neumann fields (ξ, η) with ∫
Aj
ξ = ik
∫
Sj
η = 0,
∫
Aj
?3η = −ik
∫
Sj
?3ξ = 0,
(7.135)
for j = 1, . . . , p. These are zero-flux k-Neumann fields. The existence of these fields is proved in [11].
Let Bj denote a basis of 1-cycles on ∂D that bound 2-cycles in Dc. A closed 1-form, α, belongs to λDc if
and only if for j = 1, . . . , p ∫
Bj
α = 0. (7.136)
From the boundary value problem (L,D(λDc ⊕ λDc)) we get a sequence of frequencies for which there are
k-Neumann fields (ξ, η) defined in D that satisfy:∫
Bj
ξ =
∫
Bj
?3η = 0. (7.137)
We observe that if k is not in the spectrum of either (L,D(λD ⊕ λD)) or (L,D(λDc ⊕ λDc)), then we can
find k-Neumann fields (ξ, η) for which ∫
∂D
ξ ∧ ?3η 6= 0. (7.138)
With this hypothesis on k we can find k-Neumann fields (α1, β1) ∈ D(λD ⊕ λD) so that for j = 1, . . . , p the
integrals ∫
Aj
α1 and
∫
Aj
β1 (7.139)
take arbitrarily specified values, and (α2, β2) ∈ D(λDc ⊕ λDc) so that the integrals∫
Bj
α2 and
∫
Bj
β2 (7.140)
also take arbitrarily specified values. Since λD and λDc are complementary Lagrangian sub-spaces, these
values can be selected so that∫
∂D
(α1 + α2) ∧ ?3(β1 + β2) =
∫
∂D
[α1 ∧ ?3β2 + α2 ∧ ?3β1] (7.141)
is non-zero.
For the study of k-Neumann fields, the elements
λ
(2)
1 = {0} × H1dR(∂D) and λ(2)2 = H1dR(∂D)× {0}
are perhaps of greater interest. Recall that k ∈ E−n if there exists (ξ, η) which is a topologically trivial
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k-Neumann field, that is, [ξt] is trivial in H
1
dR(∂D). The eigenfields of the operator (L,D(λ(2)1 )) are pre-
cisely the topologically trivial k-Neumann fields. Theorem 7.13 shows that the operator (L,D(λ(2)1 )) is
self-adjoint, with compact resolvent on the orthogonal complement of the null-space. The existence of
infinite sequence of real frequencies {k j(λ(2)1 )} for which topologically trivial k-Neumann fields exist is im-
mediate. The spectral theory of the operator (L,D(λ(2)2 )) leads to the existence of a sequence of frequencies
for which there are k-Neumann fields with the η-component topologically trivial. Note that if there is a k0
for which there is a k-Neumann field with both ξt and [?3η]t topologically trivial, then k0 belongs to the
spectrum of the operator (L,D(λ(2))) for every λ(2) ∈ Λ(2)H (D).
For λ(2) ∈ Λ(2)H (∂D), we let σ(L,λ(2)) denote the non-zero spectrum of (L,D(λ(2))). We have the
following analogue of Corollary 7.11:
Corollary 7.14. Let
EL =
⋂
λ(2)∈Λ(2)H (∂D)
σ(L,λ(2)). (7.142)
For k ∈ C+ \ EL, the space of k-Neumann fields, Nk(D), has dimension 2p.
The proof of this corollary is essentially identical to that of Corollary 7.11.
Remark 7.15. It is again quite an interesting question whether or not EL = ∅. As in the Beltrami case, if
EL = ∅, then dimNk(D) = 2p for every k ∈ C+. If EL 6= ∅, then this set is a new spectral invariant of the
embedding of ∂D into R3.
The study of the family of operators {(L,D(λ(2))) : λ(2) ∈ Λ(2)H (∂D)} seems a very natural and interest-
ing problem. In particular it seems quite interesting to analyze how the spectrum depends on the choice of
Lagrangian subspace. The existence of this large family of operators whose spectra include the k-Neumann
resonances shows that these rather mysterious numbers are really part of a larger whole. It seems quite
likely that any real k arises as eigenvalue for one of the operators (L,D(λ(2))).
7.5 k-Neumann fields on the Sphere
If ∂D is simply connected, then there is a unique, self-adjoint boundary value problem (L,D(0)). In this
case
ker(L,D(0)) = {(du, ?3dv) : u and v are harmonic functions}.
This operator has a real discrete spectrum, from which it is apparent that for some values of k, dimNk(D)
does not equal 2p (which in this case is 0). We conclude our discussion by constructing k-Neumann fields
on the unit ball B1.
On the unit ball we can construct k-Neumann fields from scalar Dirichlet eigenfunctions. Let
Lij = xi∂xj − xj∂xi (7.143)
denote the angular momentum operators. As is well known
∆R3 Lij = Lij∆R3 . (7.144)
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(a) Tangent field defined by Y12 . (b) Tangent field defined by Y
2
4 .
(c) Tangent field defined by Y615. (d) Tangent field defined by Y
13
27 .
Figure 5: Tangent components of Beltrami fields on the unit ball defined by different choices of spherical
harmonics.
If ∆u = −k2u and u ‖x‖=1= 0, then the 1-form
ξu = L23udx1 + L31udx2 + L12udx3
=
1
2
?3 d(r2du),
(7.145)
is easily seen to be divergence-free and to vanish along the unit sphere. If we let
ηu =
1
ik
dξu, (7.146)
then d∗ηu = −ikξu. The 1-form ξu vanishes in all directions along the unit sphere, which implies that
ηu TS2= 0, and therefore the pair (ξu, ηu) is a k-Neumann field. Note that not only is ξut closed; it is
identically zero. An easy calculation verifies the general fact that [?3ηu]t does not vanish. This shows that,
even though for most values of k the dimNk(B1) = 0, among k-Neumann resonances it can be arbitrarily
large. From this example it does not seem likely that for general domains D the Dirichlet spectrum of the
Laplace operator on scalar functions will have any connection to interior k-Neumann resonances.
As follows from the general theory, Nk(B1) = N 1,0k (B1) ⊕N 0,1k (B1). Hence, from these fields we can
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create Beltrami fields as ξu ± i ?3 ηu. A calculation shows that
?3ηu = ∆ux · dx− 2du− x · ∂xdu
= −k2ux · dx− 2du− x · ∂xdu.
(7.147)
Eigenfunctions of the Laplace operator are of the form rn f (k2njr
2)Y(θ, φ), where Y is a spherical harmonic
of degree n. The set of spherical harmonics is a 2n + 1-dimensional vector space. The map u 7→ dr ∧ du
is injective unless n = 0, in which case it is zero. It’s quite clear that the subspace of solutions of the form
(ξu, ηu) intersects those of the form (− ?3 ηu, ?3ξu) only in the trivial solution. This is because ξu vanishes
along the sphere and ?3ηu does not. This indicates that dimNk(B1) = 2(2n + 1), and therefore
dimN 1,0k (B1) = dimN 0,1k (B1) = 2n + 1. (7.148)
As ξu vanishes along bB1, we easily see that the tangent components of ξu ± i ?3 ηu along bB1 are con-
stant multiples of the vector field ∇S2Y, the tangential gradient of Y(θ, φ). Several examples are shown in
Figure 5.
A Boundary operators
Let Γ be a smooth boundary of either a bounded domain D or unbounded domain Ω in R3. We now
describe the limits of the tangential components of ξ and η along Γ. Along Γ, we can introduce an adapted
local basis of orthonormal 1-forms, {ω1,ω2, ν}, and n the outward unit normal vector. In this basis we have
ξ± = a±ω1 + b±ω2 + c±ν. The tangential part of ξ± at x ∈ Γ is the 1-form ξ±(x) restricted to directions
tangent to Γ, i.e., TxΓ. In terms of components along Γ we identify the tangential part with
ξ±t = a±ω1 + b±ω2. (A.1)
If the 2-form, η± = e±ω1 ∧ ν+ f±ω2 ∧ ν+ g±ω1 ∧ ω2, then the tangential components of η± along Γ are
identified with the tangential components of the one-form inη± wedged with −ν :
η±t = e±ω1 ∧ ν+ f±ω2 ∧ ν. (A.2)
The normal component of ξ is inξ and that of η is simply η Γ. The boundary operators [4, 5] are given by:
K0[r](x) =
∫
Γ
∂gk
∂nx
(x− y) r(y) dA(y),
K1[r](x0) = ?2dΓ
∫
Γ
gk(x− y) r(y) dA(y) ;
K0 is an operator of order −1 and K1 is an operator of order 0. Furthermore,
K2,n[j](x) = in
[∫
Γ
gk(x− y) j(y) · dx dA(y)
]
,
K2,t[j](x) = ?2
[∫
Γ
gk(x− y) j(y) · dx dA(y)
]
t
.
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These are operators of order −1. Finally, the operators K3 of order 0 and K4 of order −1 are given as:
K3[j](x) =
∫
Γ
dxgk(x− y) · (j(y)× n(x)) dA(y) ,
K4[j](x) =
∫
Γ
[
dxgk(x− y) (j(y) · n(x))− ∂gk∂nx (x− y) j(y) · dx
]
dA(y) .
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