Background: Demand response (DR) is referred to programs designed to manage and control electric loads. DR represents one of the vital tools utilized in power distribution networks to improve network efficiency. Effective implementation of DR programs delivers operational benefits such as reduced peak demands and relieved overloads, which are essential in a power system with growing penetration of fundamentally intermittent renewable energy sources.
Background
Electric power systems are undergoing a profound change. This change is driven by several factors that include technical, economic and environmental factors. We need to deal with an aging infrastructure of power systems and maintain the required level of grid reliability. We need to integrate renewable energy sources, particularly wind and solar, and provide secure power supply to our customers, and at the same time improve operational efficiency. The emerging changes and challenges are particularly significant for distribution grids, where the level of automation or "smartness" is relatively low. Manual and "blind" operations along with old electromechanical relays are to be transformed into a "smart grid". This transformation is necessary to meet environmental targets, accommodate distributed generation, and support plug-in electric vehicles. In fact, these needs present the power industry with the biggest challenge it has ever faced. On one hand, the transition to the "grid of the future" has to be evolutionary -we still need to supply electricity to our customers to keep the lights on. On the other hand, the challenges associated with the smart grid are significant enough to expect revolutionary changes in power system design and operation.
In the past, power utilities aimed to accurately forecast consumer demand for electricity, and then planed the growth of the power supply accordingly. But the energy crisis in the 1970s interfered in this process. In the 1970s the economies of the major industrial countries, particularly the United States, Canada, Western Europe, Japan, Australia, and New Zealand were heavily affected and faced substantial petroleum shortages. As a result, predictable demand and low-cost supply, the foundations of traditional planning, became harder and harder to achieve (Wayne and Gellings, 1984) . It was the time for power companies to turn their attention to the demand side.
Demand response (DR) was introduced more than 30 years ago for shifting or reducing peak electricity demand (Strbac, 2008) . Power systems have been built to meet peak demand -the maximum demand dictates the size of generators and ratings of transmission lines and transformers even if peaks last just a few hours per year.
Billions have been spent on extra capacity and infrastructure to cater for these few hours. On the other hand, power utilities could avoid costly investments by shifting or reducing peak demand. Thus, it made perfect sense to offer lower "interruptible" or "curtailable" rates to large industrial and commercial customers for the right to temporarily reduce their electricity consumption.
With the push for energy conservation, DR is becoming a vital tool under the broad smart grid paradigm. This paper outlines some experience obtained at University of Tasmania, Australia in the development and implementation of a visualisation tool for estimating impacts of demand response programs on loading of power transformers and transmission lines in electric grid. Section The concept of demand response in electric power systems provides a definition of DR and discusses its benefits for power utilities and electricity consumers. Section Methods describes the development of the RD visualisation tool for domestic water heating systems, and Section Results and discussion presents results of the tool implementation.
The concept of demand response in electric power systems Demand response implies many activities such as direct load control, peak shaving, peak shifting, and various load management strategies. According to the US Federal Energy Regulatory Commission, DR is defined as:
"Changes in electric usage by end-use customers from their normal consumption patterns in response to changes in the price of electricity over time, or to incentive payments designed to induce lower electricity use at times of high wholesale market prices or when system reliability is jeopardized".
Effective implementation of DR programs delivers operational benefits such as reduced peak demands and relieved overloads, which are essential in a power system with growing penetration of fundamentally intermittent renewable energy sources (Strbac, 2008) . Successful DR programs also provide economic gains such as deferrals of costly network upgrades as well as network security enhancements. Moreover, in a deregulated electricity market, DR programs offer opportunities for aggregation of demand reduction to support market and network operations of a power system (Nguyen et al. 2011 ). In addition, consumers receive financial incentives through participation in DR programs.
The fundamental benefit offered by demand response is flexibility. In power systems, flexibility is necessary to address critical situations and contingencies when they occur. Today, flexibility is mostly provided by conventional generators because renewable energy sources have very limited capacity to deliver flexibility to the power system. Demand response can provide additional flexibility from the demand side. And it is not always about disconnecting loads. Flexibility also means increasing demand when there is surplus energy and the electricity price is very low or even negative. In general, demand response promotes efficient pricing and efficient utilisation of resources.
However, before we consider all potential benefits of demand response, a word of caution. Flexibility on the demand side has to compete with flexibility offered by Figure 1 The structure of the DR visualization tool. new generation technologies, grid investments and energy storage solutions. Demand response still needs to overcome market rules, regulatory issues, consumer behaviour, and technology and infrastructure barriers before it can reach its real potentials. In the long run, however, investments in generation, consumption and grid may all be just alternative ways to address the need for flexibility in a sustainable energy system of the future.
So, what are benefits provided by demand response? They can be found in the improved economic efficiency of electricity markets, increased reliability of power supply, financial benefits received by electricity consumers and enhanced sustainability of power systems. All these benefits are related to the flexibility offered on the demand side.
Economic benefits are associated with the ability of demand response to defer and even avoid new capital investments in infrastructure (both in generation and grid) by flattening the demand curve. Demand response can also displace the most expensive peak generators. All this leads to lowering wholesale market prices and improving efficiency of the electricity market. Consumers participating in demand response programs also receive financial benefits in the form of the bill savings and incentive payments.
Reliability benefits are associated with changes in electricity usage, which enable power utilities to meet peak loads, and avoid blackouts when there is not enough generation to satisfy demand. In addition, demand response can provide ancillary services such as contingency reserves, regulation and load following. Demand response can react in under a second or within minutes, depending on the type of ancillary service required.
Environmental benefits are provided by enabling power utilities to avoid the use of peaking power plants or "peakers". Peakers typically have higher greenhouse gas emissions. However, most important environmental benefits can be achieved via a large-scale integration of renewable resources such as wind and solar. Because demand response can act as a form of energy storage, it can facilitate in managing periods of excessive generation through the provision of load-following and regulation services that can both increase or decrease demand.
There are three different methods to implement DR in a power distribution network. In indirect load control, consumers manually adjust their consumption in response to incentive programs such as time-of-use (TOU) tariffs (Heussen et al. 2012) . In autonomous load control, devices autonomously adjust their consumption in response to detected changes in the power system or to commands sent from the control centre. In direct load control (DLC), devices are centrally controlled by the utility operator (Kondoh, 2011) .
Water heating load forms a significant share of the total domestic demand. For example, Elphick (2009) estimated that water heating load accounts for up to 40% of domestic energy consumption in Australia, and around one third in Tasmania, Australia. Moreover, domestic water heating systems represent insulated thermal energy storages that continually supply hot water even during periods of power interruption. Hence, they are commonly targeted for DR programs to reduce peak loads and improve the load factor. Well-designed DR programs minimize customer discomfort due to cold showers.
Many schemes for DLC of domestic hot water systems have been proposed. A practical approach introduced in McKelvie et al. (1992) uses a ripple injection system to issue switching signals to households grouped under different modulation codes. Studies in Nehrir et al. (2007) focused on voltage control to reduce domestic hot water loads. In Gomes et al. (1999) , hot water load profiles were simulated using physical models of domestic loads. Households were grouped by the family size to study the effect of DR switching programs on peak load reduction and customer comfort level. In van Tonder and Lane Figure 4 The probability distribution of the shower starting time. (1996), peak load reduction was studied by considering the number of switching groups, target value and a single time-triggered control. In Gomes et al. (2004) , evolutionary algorithms formed the basis for optimizing DR switching programs while maintaining customer satisfaction. A smart grid based control algorithm performing DR on a modified domestic hot water system was proposed by Kondoh et al. (2011) to regulate the aggregated power consumption. Linear programming was used by Lee and Wilkins (1983) to find optimal DR strategies.
The next section presents the development of a visualisation tool that assists in designing a DR program to deliver desired peak load reductions while maintaining satisfactory level of comfort for all customers. The tool estimates the available domestic water heating loads in a controlled area, determines optimal switching programs and presents results to the user in a graphical form. A switching program refers to a direct load control schedule applied to domestic water heating systems (to strategically switch them on and off ) in order to achieve a desired load reduction during peak periods.
Methods

General structure of the DR visualization tool
Main modules of the tool are shown in Figure 1 , as demonstrated in Negnevitsky and Wong (2015) . The modules are grouped in three main functional blocks. The numbered grey circles represent inputs and outputs (I/O).
The Input block represents the user interface, which allows the tool user to enter parameters required for simulation (the number of households in the controlled area, the number of Monte Carlo simulations, the desired peak reduction, etc.) as well as to view default parameters and change them if necessary. The Simulation block is the main block of the tool; it contains four modules: the hot water consumption generator, hot water cylinder model, switching program optimizer, and performance calculator. The Output block contains the exporter, which exports the data to an external (Excel) file.
Default parameters and parameters entered by the user via the user input interface are represented by I/O 1. The hot water consumption generator receives I/O 1 and determines hot water consumption profiles for individual households; these profiles are represented by I/O 2. The hot water cylinder model receives I/O 2 and calculates uncontrolled water heating loads and shower temperatures for the households; the results are represented by I/O 3. The user can observe the aggregate uncontrolled load curve of the households in the controlled area, and proceed with the optimization of switching programs. The switching program optimizer receives I/O 3 and produces switching programs based on the user-defined parameters (the desired peak reduction target, control periods etc.). The best switching programs are presented to the user, so that he/she can select the most suitable switching program. The hot water cylinder model then calculates controlled water heating loads (I/O 5) by applying the user-selected switching program (I/O 4) to the hot water consumption profiles (I/O 2). The performance calculator receives I/O 5 and determines key performance indicators such as peak reductions and customer's comfort. Results in the form of 24-hour load curves are presented to the user (I/O 6), and exported to an external file (I/O 7) via the exporter. Shower gap 5 7 6 1 Figure 6 Block diagram of a domestic electric water heating system.
Hot water consumption generator
The first step in the development of the hot water consumption generator was to acquire knowledge of hot water consumption patterns of households in the controlled area. To achieve this objective, a telephone survey was conducted on 1000 randomly selected households across Tasmania. It recorded demographic data (e.g. number of usual residents, combined income etc.) and details of hot water usages (e.g. average number of showers per day, average shower length etc.) of the surveyed households. This survey focused on two peak periods in the Tasmanian power distribution network, i.e. morning and evening peaks from 6 am to 10 am and from 5 pm to 8 pm, respectively. Figures 2 and 3 show major results of the survey. Figure 2 suggests a positive correlation between the average number of showers and the family size, in the morning and evening peaks. An unexpected drop in the average number of morning showers in households with six or more residents can be explained by a relatively small sample size of this household type (just 2.3% of the total surveyed households).
As can be seen in Figure 3 , the length of a shower can vary from 2 min to 15 min, however, a great majority of showers (about 51%) last from 5 min to 8 min.
To estimate domestic hot water consumption profiles, we also acquired energy metering data of 279 households across Tasmania. These data were obtained from meters dedicated for metering electric water heating alone, and represented water heating energy consumption of individual households recorded in 5-minute intervals. We considered two types of hot water usages: high volume usage that lasts for more than 5 min and low volume usage that lasts for 5 min or less. Based on the modelling, 1 min of hot water usage requires approximately 10 min of heating to restore the temperature set by the thermostat. Thus, a continuous energy consumption (a switched-on condition of the electric water heater) for a period of more than 50 min is regarded as a high volume usage (represented by showers), and a consumption of less than or equal to 50 min is regarded as a low volume usage. Using weekday data only, we derived probability distributions of Both surveys and energy metering data revealed that domestic hot water consumption depends mostly on the family size. Therefore, all households in a controlled area are divided into four groups according to the family type based on the number of residents in a household. Table 1 shows a typical distribution of families in a controlled area.
We need also specify probabilities of household occupants taking morning showers only, evening showers only, or both. Demographic data (Australian Bureau of Statistics, 2012), and household energy consumption records are used to estimate probabilities in Table 2 , which determine the number of showers each family type take in the morning, evening, or morning and evening. Similar to showers, the probability of a low volume usage depends on the family size of a household. The tool uses multipliers to scale this probability up based on the family type. Default values of the multipliers are 1.0, 1.2, 1.6 and 2.0, respectively. The tool user can redefine these values, if required. Figure 5 gives the probability of a low volume usage occurring in a household at a given time.
Shower lengths and gaps between consecutive showers are specified by their mean, maximum and minimum values. We define minimum and maximum to discard unrealistic values (e.g., a one-minute shower) in probabilistic simulations. Normal distributions are assumed. Default values used by the tool are shown in Table 3 . A low volume usage is denoted as a single 5-min draw. If required, the user can redefine these values.
The starting time of each hot water usage is specified based on probability distributions derived from actual energy metering data.
The tool employs a Monte Carlo approach to generate hot water consumption profiles for each household. First, the tool generates random values to determine specific parameters for a single household: family type, when showers are taken (morning, or evening, or morning and evening), number of showers, number of low volume usages, length of each shower and each gap between consecutive showers, starting time for each shower and each low volume usage. Next, using these parameters, the tool generates a 24-hour hot water consumption profile for a single household. The tool then repeats the profile generation process for a specified number of households using a new set of random values each time. Finally, the whole process is repeated for the required number of Monte Carlo iterations. Based on the generated hot water profiles, we can now proceed with calculating loads associated with household hot water usages. However, we need to develop a hot water cylinder model first.
Hot water cylinder model
The block diagram of the system with a single heating element is shown in Figure 6 . For predicting the shower temperature and power consumption for domestic water heating systems accurately, we develop a hot water cylinder model based on the most common domestic water heating system in Tasmania, which has a 165 L cylindrical storage tank and a single 2.4 kW heating element. We validated the model with experimental data and found that predicted and measured values were closely matched. The measured and predicted values of normalized power consumption and top layer temperature over 48 hours are shown in Figures 7 and 8 . Figure 9 shows the measured and predicted shower temperatures during four successive showers.
We found that the mean prediction error in the total energy consumption was less than 6%, while the mean absolute error in predicted shower temperature was less than 3°C. It was considered acceptable for the model to be used in the tool.
Performance calculator
The performance calculator has two main functions: calculating peak reductions in the water heating load and estimating the customers comfort level.
First, it determines an average uncontrolled load profile for each household. The average uncontrolled load profile for a household represents an average profile of the household obtained over a specified number of Monte Carlo iterations.
Then, it determines an aggregate uncontrolled load curve L U by aggregating uncontrolled load profiles for all households. An aggregate controlled load curve L C is obtained in a similar manner after a switching program is applied to the uncontrolled loads produced by the hot water cylinder model for individual households. The peak load reduction R τ of the control period τ is defined as
where max[L C (τ)] and max[L U (τ)] are the peaks of L C and L U the control period τ, respectively. The customer's comfort level depends on the frequency (or probability) of getting a "cold shower"-the event when the shower temperature drops below the comfort temperature (e.g. 43°C) specified by the tool user. Preferred shower temperatures range from 40°C to 44°C, Ohnaka (1994) . Because of a large number of households in the controlled area, we can assume the same comfort temperature for all customers. The tool allows the user to change the comfort temperature if required. The switching program generator uses user-specified control management system parameters and optimized turn-off periods from the optimizer to create switching programs, as shown in Figure 11 . Here a control step is the smallest switching time interval, and a turn-off period is the time interval where the water heating system is turned off for a number of consecutive control steps. A switching cycle consists of the turn-off period followed by the turn-on period. A control period consists of multiple switching cycles (there are two control periods -for the morning peak and for the evening peak). Control groups are formed by shifting the switching cycles by one or more control steps. To ensure the time-shifted switching cycles are contained within a control period, each control group has one switching cycle less than the control period. In Wong and Negnevitsky (2013) , it was demonstrated that division of households based on the family type does not significantly affect the comfort level of household residents. Therefore, the entire set of households can be divided into control groups of approximately the same size regardless of the family type of a household.
Switching program optimization
The load estimator determines the total controlled water heating load by applying a switching program to uncontrolled loads of individual households. The load estimator sets the load to zero during the turn-off periods of the applied switching program and restores the load during the turn-on periods. Water temperature is not considered in the load estimation.
The main function of the optimizer is to optimize turn-off periods of a switching program. It consists of the user-defined control period (UDCP) optimizer and the optimized control period (OCP) optimizer.
The UDCP optimizer determines turn-off periods based on the user-defined control periods and the peak load reduction targets. The control periods remain unchanged throughout the optimization process. The UDCP optimizer implements an iterative process to minimize the mean error between the user-defined target L T and the estimated aggregate controlled load L C in each switching cycle of a switching program. To calculate required changes in the turn-off period for each switching cycle, it applies proportional and integral (PI) functions to the errors. In Figure 12 , e(j,k) and τ off (j,k) are the mean error and the turn-off period of switching cycle j in iteration k, respectively; K p is the proportional gain and T i the integral time of the PI functions.
The proportional function multiplies the error by K p . The integral function sums the errors of switching cycle j from the previous (S-1) iterations to the current one, and multiplies the result by K p /T i . The sum of the current turn-off period and outputs from PI functions is converted by the limiter function into an integer between the minimum and maximum values. The final result is the turn-off period for the next iteration.
The OCP optimizer determines turn-off periods and control periods of a switching program based on the userdefined peak load reduction target L T . First, it finds the starting time t s and finishing time t f of the initial control period. The time t s is found as the first intersection of the aggregate uncontrolled load L U and the target L T , as shown in Figure 13 . To avoid a high payback peak after the control period, the finishing time t f is found by solving the following equation:
where the left hand term represents the total uncontrolled energy consumption between t s and t f .
To further minimize the error between L C and L T , the OCP optimizer iteratively tunes the switching program optimized by the UDCP optimizer. The OCP optimizer increases or decreases the turn-off period τ off of each switching cycle to minimize the error between L T and L C . We define three tolerance levels: L 1 and L 2 are, respectively, 1% and 2% above L T , and L 3 (j) is the difference between L T and the estimated maximum restored load in switching cycle j, if τ off (j) is decreased by one control step:
where τ step is the control step; τ sc is the switching cycle;
is the maximum value of the aggregate uncontrolled load L U over three switching cycles (j-2), (j-1) and j. The OCP optimizer tunes the τ off of all but the last switching cycle within a control period based on the three scenarios shown below, where L C (j) denotes values of L C within switching cycle j.
Scenarios 1 and 2 represent overshooting, whereas Scenario 3 indicates over-control that can potentially create higher payback peaks. The OCP optimizer reduces L C (j) by increasing τ off (j) by one τ step , if either Scenario 1 or Scenario 2 is met. If Scenario 3 is met, τ off (j) is decreased by one τ step . No change is made on τ off (j) if none of the above conditions are met.
Before changing τ off (j), the OCP optimizer considers the current value of τ off (expressed as the number of control steps) and the location of the peak of L C (j) within switching cycle j. For a peak located within control step n of the switching cycle, increasing τ off of this switching cycle will reduce the peak only if the current value of τ off is below or equal to (n-1); decreasing τ off of this switching cycle will increase the peak only if the current value of τ off is below or equal to n.
If j is the last switching cycle of a control period, and either Scenario 1 or Scenario 2 is met, the control period is extended by one switching cycle; τ off (j) is then set to a value equal to a multiple of τ step and proportional to the error between the peak of L C (j) and L T . Through iterations, the OCP optimizer tunes the switching program so that the aggregate controlled load stays below or as close as possible to the user-defined target.
Results and discussion
We conducted several case studies to evaluate the performance of the DR visualisation tool under various scenarios for 279 households. This set of households provided us the opportunity to use actual energy metering data in the developed tool. We used the tool to randomly generate hot water consumption profiles for 279 households and obtained an aggregate uncontrolled water heating load curve, which matched the actual data. In case studies 1 and 2, we investigated potential impacts of using constant values of ambient temperature, cold water temperature and thermostat settings on the simulation results. In subsequent studies, we evaluated the performance of switching programs produced by the optimizer in terms of the peak load reduction and customer comfort level. We used 43°C as the preferred shower temperature for all households. The default switching program configuration had 30 min switching cycles and 5 min control steps. The turn-off period in a switching cycle varied from 5 min to 25 min in the 5-minute step. The households were divided into six control groups of almost equal size. Harmelen and Delport (1999) , but has a smaller range of variation. As can be seen in Figure 14 , values of T a and T c vary considerably over the 24-hour period (particularly, values of T a ), but their variations during peak periods are rather small. Therefore, in the second simulation, T a and T c are set to constant value of 8°C. Figure 15 shows two aggregate uncontrolled water heating load curves obtained using variable and constant values for ambient and cold water temperatures. We find insignificant difference between the two curves. The difference in the total energy consumption is about 1%, and the mean absolute error (MAE) is about 1.3p.u. The results can be explained by the fact that a great majority of hot water usages occur during peak periods when variations of actual cold water temperature are rather small (within ± 1°C, in shaded areas of Figure 14) . On the other hand, although T a varies significantly during the day, its variation has negligible overall effect on the rate of hot water tank heat losses. An insulated hot water tank idles for a long period (usually from 13 to 15 hours) between two consecutive recharges due to heat loss. During this period, the effect of T a variation is smoothed, and the average value of T a produces similar results as its variable values. Thus, variations of T a and T c can be represented with their respective average values in further studies.
Case study 2
This case study compares the performance of the UDCP optimizer and the OCP optimizer. Both use the default switching program configuration to produce optimized switching programs that are applied to the same set of water heating loads. The peak reduction target is 15% in both cases. Figures 16 and 17 show the aggregate controlled load curves produced by the UDCP and OCP optimizers, respectively. Table 4 shows the control periods and peak reductions achieved. The UDCP optimizer keeps user-specified control periods constant in its optimization process. Probabilities of cold showers for each family type are shown in Table 5 -for the uncontrolled scenario, and scenarios controlled by the UDCPoptimized and OCP-optimized switching programs.
Comparing the aggregate controlled load curves produced by both optimizers, we find that the OCP optimizer performs much better in terms of peak load reduction.
The starting and finishing times of control periods in a switching program are vital for peak load reduction. A Figure 18 The OCP optimization of a water heating load profile with the dominant evening peak. Turn-off periods 5, 10, 15, 20, 25 (min) 10, 20 (min) delayed control period produces an initial peak above the target line, as in the evening period of Figure 16 . Starting a control period too early defers loads needlessly and creates slightly higher peaks in subsequent switching cycles of the same control period, as in the morning control period of Figure 16 . Control periods with sufficient length allow a gradual restoration of loads below the target line. Ending a control period prematurely creates an unwanted high payback peak at the end of the control period, as seen at around 11:30 of Figure 16 . Similar results were reported in Kondoh (2011) , and Lee and Wilkins (1983) . Due to shorter than required control periods used for the UDCP optimization, reducing the peaks at 10:30 and 21:30 will produce higher payback peaks at the end of the respective control periods. While both controlled scenarios produce higher probabilities of cold shower than in the uncontrolled scenario, the OCP optimizer degrades the comfort level more than the UDCP optimizer due to its longer control periods (Table 5 ).
Case study 3
In this case study, we evaluate the tool's ability to optimize switching programs for two different water heating load profiles. The first one has a dominant morning peak (this load profile was used in the case study 3) and the second -a dominant evening peak. The default switching program configuration (30 min switching cycle with 5-minute control steps and six control groups) is used. The peak reduction target is 15%. Figure 18 shows the aggregate uncontrolled load curve of the second water heating load profile, and the aggregate controlled load curve after the OCP-optimized switching program is applied.
Optimized morning and evening control periods are from 07:30 to 15:00 and from 17:30 to 23:30, respectively. A 9.1% peak reduction is achieved for the morning control period, and 13.4% for the evening. Table 6 shows probabilities of cold showers estimated for each family type under uncontrolled and controlled scenarios. As can be seen from Figure 18 , the tool cannot further reduce the payback peak detected at 14:30 as the morning control period has reached the maximum limit of 7.5 hours.
Comparison of the results produced by the OCP optimizer in the case studies 2 and 3 (Tables 5 and 6) reveals that customers experience similar comfort under different load profiles.
Case study 4
In this case study, we use the water heating load profile of case study 2 and compare two different switching programs represented in Table 7 . Results produced by the OCP optimizer for case study 3 represent the implementation of the default configuration. Results shown in Figure 19 represent the implementation of the second switching program (configuration 2), and Table 8 shows probabilities of cold showers estimated for each family type. The optimized control period is from 07:30 to 13:30 in the morning and from 17:30 to 00:00 in the evening. Peak reductions for morning and evening control periods are 14.8% and 13.2%, respectively.
The default switching program configuration performs slightly better in peak reduction as it has smaller control Figure 19 The OCP optimization with the switching program configuration 2. 
Conclusions
With a strong drive for energy conservation, demand response is becoming vital for the implementation of the smart grid concept. This paper outlines some experience obtained at University of Tasmania, Australia in developing a DR visualization tool. The visualization tool is designed to recommend optimum DR switching programs for domestic water heating systems. The tool assesses the performance of a DR switching program by estimating potential peak load reductions and customer comfort characterized by the probability of cold showers. The starting time and the length of control periods are crucial in peak reduction. However, the length of control periods must be limited to minimize negative impact on customer comfort. The developed tool aims to assist distribution system operators in designing their DR programs. The results are presented in a graphical form. An operator uses this tool to determine the available domestic water heating load in a controlled area, and predict the potential reduction in peak load. The tool described in this paper has been implemented in the Tasmanian power system since June 2013.
The developed tool has a modular structure, which enables it to be extended to cover air conditioners, pool pumps and electric vehicle charging load.
