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Abstract
In this paper we shall study Hardy spaces of analytic functions in a strip S. Our main result is on one hand
an intrinsic characterization of the spaces and on the second that polynomials are dense. We also present an
orthogonal (in H 2(S)) basis of polynomials.
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1. Introduction
Let Ω be a simply connected domain in the complex plane. By the Riemann mapping theorem,
Ω is conformally equivalent to the unit disc D, so every space of analytic functions on the disc
is isomorphic to some space of analytic functions on Ω and vice versa. It could therefore seem
superfluous to consider other domains than the disc, but nevertheless there are domains that are
of independent interest, as e.g. the upper half-planeH. In the following we shall mainly consider
another domain, the strip S := {z ∈ C | |Im z| < 1}. There are several reasons why strips are of
special interest. The first is that for many important particular functions (e.g. in analytic number
theory) the most interesting properties are related to behaviour in a strip. Another reason is that
spaces of analytic functions in a strip (usually in this case as well as the preceding the strip
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348 A. Bakan, S. Kaijser / J. Math. Anal. Appl. 333 (2007) 347–364{z | 0 < Re(z) < 1}) are useful in functional analysis, both in the theory of interpolation and for
algebras of operators on a Hilbert space. The main reason why we shall consider the particular
strip S is that, as we shall see in the following, it is computationally convenient.
In this paper we shall consider several classes of Hp-spaces with 0 < p < ∞. The first class
consists of the conformally invariant spaces Hp(S), which are defined as isomorphic to the
corresponding spaces Hp(D) of analytic functions in the unit disc.
A second class of spaces which are also often called Hp-spaces are the translation invariant
spaces, defined e.g. by
Hpτ (S) =
{
f ∈ Hol(S)
∣∣∣ ‖f ‖p
H
p
τ (S) = sup0<y<1
+∞∫
−∞
|f (−iy + t)|p + |f (iy + t)|p
2
dt <∞
}
.
This class of spaces is often studied in the context of Paley–Wiener theory and the Fourier trans-
form plays then an important role.
A third class of spaces, Hpw(S) is related to the Poisson measure for the origin. A useful
property of this class of spaces is a natural relation to the spaces Lpw(R) := Lp(R,w(t) dt),
w(t) := 1/(2 cosh π2 t), t ∈ R, which in particular leads to an isomorphism when 1 <p <∞.
Finally one of the main reasons for our interest in the strip is the fact that first of all polyno-
mials are dense in the Hpw(S)-spaces and that furthermore there is a simple family of orthogonal
polynomials related to this strip.
Our main results are that first of all the spaces Hp(S) and Hpw(S) are “identical,” and that
there exist simple isometric isomorphisms between the spaces Hpw(S) and the spaces Hpτ (S).
We shall also define a natural connection between the spaces Hpw(S) and the spaces Lpw(R) and
prove that this connection is an isomorphism for 1 < p < ∞. A useful fact when proving this
isomorphism is that the orthogonal polynomials for L2(R,wdt) and those for H 2w(S) are related
through this above mentioned connection. We shall next prove that the polynomials are dense in
the spaces Hpw(S) (for 0 <p < ∞).
2. Main results
If Ω is a given domain in the complex plane, we shall write Ω to denote its closure and ∂Ω to
denote its boundary. We shall further write Hol(Ω) to denote the set of all holomorphic functions
in Ω and if Ω is simply connected and if φ is a Riemann mapping function, mapping Ω to
the unit disc D, then we shall write Hp(Ω) to denote the space of all f ∈ Hol(Ω) such that
g = f ◦ φ−1 ∈ Hp(D).
In the following we shall consider the case where Ω = S and φ(z) = tanh π4 z. It will also be
convenient to denote by P the set of all algebraic polynomials with complex coefficients and to
write:
w(x) := 1
2 cosh π2 x
, fiy(x) := f (x + iy), x, y ∈ R.
Observe that on the real line w is the Fourier transform of the function 1/ cosh t .
We shall in this paper be considering the following families of spaces defined for all p,
0 <p <∞, namely
Hp(D) :=
{
f ∈ Hol(D)
∣∣∣ ‖f ‖pHp(D) := sup
0r<1
π∫ ∣∣f (reiθ )∣∣p dθ
2π
<+∞
}
,−π
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where φ(z) := tanh π4 z and
‖f ‖Hp(S) :=
∥∥f ◦ φ−1∥∥
Hp(D),
H
p
w(S) =
{
f ∈ Hol(S)
∣∣∣ ‖f ‖p
H
p
w(S) := sup0y<1
∞∫
−∞
|f (t − iy)|p + |f (t + iy)|p
4(cosh π2 t + cos π2 y)
dt <∞
}
,
(2.2)
Hpτ (S) =
{
f ∈ Hol(S)
∣∣∣ ‖f ‖p
H
p
τ (S) := sup0y<1
∫
R
|f (t + iy)|p + |f (t − iy)|p
2
dt <+∞
}
(2.3)
and finally for an arbitrary non-negative and locally integrable function ω on R:
Lpω(R) := Lp(R,ω dt)=
{
f ∈ L0(R)
∣∣∣ ‖f ‖p
L
p
ω(R)
=
∞∫
−∞
∣∣f (t)∣∣pω(t) dt <∞}, (2.4)
where L0(R) denotes the set of all measurable functions on R and Lp(R) := Lp1 (R).
An important role in the following will be played by the operators R and W which connect
analytic functions in the strip S and measurable functions on R. We shall start by describing the
operators and we shall later show that they are well-defined in all cases of interest for us. The
operators are
R(f )(x) = f (x + i)+ f (x − i)
2
, W(f )(z) =
∞∫
−∞
f (t) dt
2 cosh π2 (z− t)
. (2.5)
Our main results are the following.
Theorem 2.1. Let 0 < p < ∞ and W(z) := 1/(4 cosh2 π4 z). The spaces Hpw(S) and Hpτ (S) are
isometrically isomorphic. The isomorphism is given by multiplication by a suitable power of W.
More precisely, if f ∈Hpw(S) then g = W
1
p f ∈ Hpτ (S) with equality of norms:
‖f ‖Hpw(S) = ‖g‖Hpτ (S), (2.6)
and conversely, if g ∈ Hpτ (S) then f = W−
1
p g ∈Hpw(S) with equality of norms (2.6).
Theorem 2.2. For every p ∈ (0,∞) the spaces Hp(S) and Hpw(S) are identical with identical
norms, i.e., Hp(S) =Hpw(S) and ‖f ‖Hp(S) = ‖f ‖Hpw(S) ∀f ∈ Hp(S).
Corollary 2.1. Let 0 < p < ∞. Then every function f ∈ Hp(S) has for almost all t ∈ R a finite
non-tangential limit
f (t ± i) := lim
z→t±i
z∈S
f (z) ∈ Lpw(R), (2.7)
and
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θ→1
θ∈(0,1)
∥∥f (t + σ i)− f (t + σθi)∥∥
L
p
w(R)
= 0, σ ∈ {1,−1}, (2.8)
‖f ‖p
Hp(S) =
∫
R
|f (t + i)|p + |f (t − i)|p
2
dt
2 cosh π2 t
. (2.9)
If 1 p <∞ then it is possible to represent f ∈Hp(S) in S by the Poisson formula:
f (x + iy) = cos
π
2 y
4
∫
R
[
f (t + i)
cosh π2 (x − t)− sin π2 y
+ f (t − i)
cosh π2 (x − t)+ sin π2 y
]
dt,
|y| < 1, x ∈ R. (2.10)
Corollary 2.2. Let 1 <p <∞. Then
Hp(S) =
{
f ∈ Hol(S)
∣∣∣ sup
0y<1
‖Refiy‖Lpw(R) <∞
}
(2.11)
and there exists a finite positive constant Cp depending only on p such that:
‖f ‖Hpw(S)  Cp‖Ref ‖Hp(S) ∀f ∈Hp(S): Imf (0) = 0, (2.12)
where
‖Ref ‖p
Hp(S) :=
∫
R
|Ref (x + i)|p + |Ref (x − i)|p
4 cosh π2 x
dx. (2.13)
For the spaces Hpτ (S) the following Lp-form of the known Hadamard three-lines theorem
(see [16, Chapter XII, 1.3]) holds.
Theorem 2.3. Let 0 <p <∞, f ∈Hpτ (S) and −1 a < b < c 1. Then
‖fib‖Lp(R)  ‖fia‖
c−b
c−a
Lp(R)
‖fic‖
b−a
c−a
Lp(R)
. (2.14)
Corollary 2.3. Let 0 < p < ∞ and f ∈ Hp(S), g ∈ Hpτ (S). Then the two functions of the
variable y ∈ [0,1):∫
R
|f (t − iy)|p + |f (t + iy)|p
4(cosh π2 t + cos π2 y)
dt,
∫
R
|g(t + iy)|p + |g(t − iy)|p
2
dt,
are non-decreasing on [0,1).
Finally the raison d’être for this paper is
Theorem 2.4. For all p, 0 <p <∞, the set of algebraic polynomials is dense in Hp(S).
In [15, 11.8] E.C. Titchmarsh proved that
(R ◦W)(f )= f ∀f ∈ L2(R), (W ◦R)(g) = g ∀g ∈ H 2τ (S). (2.15)
We improve this statement as follows.
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from Hpτ (S) to Lp(R) of norm not greater than max(1,21−p). For 1 < p < ∞ the operator W
is a bounded operator from Lpw(R) to Hpw(S) and from Lp(R) to Hpτ (S). Furthermore for
1 < p < ∞ operators W ◦ R and R ◦W are unit operators on the spaces Hpw(S), Hpτ (S)
and Lpw(R), Lp(R), respectively.
3. Preliminaries
We shall begin by recalling that the function
w = tanh π
4
z = e
πz
2 − 1
e
πz
2 + 1 =: φ(z)
maps the strip S = {z | |Im(z)| < 1} bijectively and conformally onto the open unit disc D =
{z | |z| < 1}. The inverse mapping is given by the function
z = 4
π
arctanhw = 2
π
log
1 +w
1 −w = φ
−1(w).
We shall also need the following identities [1, 4.5.56, 4.5.54]:
2
∣∣cosh(x + iy)∣∣2 = cosh 2x + cos 2y, 2∣∣sinh(x + iy)∣∣2 = cosh 2x − cos 2y, (3.1)
and as a consequence also [1, 4.5.58]
1 − ∣∣tanh(x + iy)∣∣2 = 2 cos 2y
cosh 2x + cos 2y .
If we denote the kernels in the Poisson formula (2.10) by
P±y (x) :=
1
4
cos π2 y
cosh π2 x∓ sin π2 y
, x ∈ R, |y| < 1,
then the integrals (6) and (17) in [4, 1.9] allow us to calculate that for every p, 1 <p <∞:∫
R
cosh
πx
2p
P±y (x) dx =
sin π2p (1 ± y)
sin π
p
,
∫
R
P±y (x) dx =
1 ± y
2
, |y| < 1. (3.2)
Equalities (3.2) and an evident inequality (coshx)α < (e|x|)α < 2 coshαx, α  0, x ∈ R, yield:∫
R
(
cosh
π
2
x
)1/p[
P+y (x)+P−y (x)
]
dx  2
∫
R
cosh
π
2p
x
[
P+y (x)+P−y (x)
]
dx
= 2 cos
π
2py
cos π2p
, (3.3)
and also:∫
|x|δ
(
cosh
π
2
x
)1/p[
P+y (x)+P−y (x)
]
dx 
cos π2 y cosh
π
2p δ
cos π2p sinh
2 π
4 δ
, δ > 0, 1 <p <∞.
(3.4)
It follows from the definition (2.1) that the spaces Hp(S) are isometrically isomorphic to the
spaces Hp(D), so that all conformally invariant properties of the spaces Hp(D) are automati-
cally true also for the spaces Hp(S). Thus, for example, the well-known theorem of Lindelöf (see
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is transformed by the conformal mapping 4
π
arctanh z into a non-tangential path in S to the finite
point 4
π
arctanh ζ ∈ ∂S . Combining the change of variables with the known facts about functions
in Hp(D) (see [11, Chapter IV, C, §§10, 20]) we get validity of the following proposition.
Proposition 3.1. Every function f ∈ Hp(S), 0 < p < ∞, has for almost all t ∈ R a finite non-
tangential limit with properties (2.7) and (2.9). If 1  p < ∞ then it is possible to represent f
in S by the Poisson formula (2.10).
4. Proofs of Theorems 2.1 and 2.2
We first observe that Theorem 2.1 is simply a consequence of the definition of the norm
in Hpw(S) and Hpτ (S), taking into account that the function W(z) defined in Theorem 2.1 is
analytic in the strip {z ∈ C | |Im z| < 2} and satisfies the following identity:∣∣W(x + iy)∣∣= 1|2 cosh π4 (x + iy)|2 = 12(cosh π2 x + cos π2 y) , x ∈ R, |y| < 2. (4.1)
For the proof of Theorem 2.2 we shall need two following lemmas.
Lemma 4.1. Let 0 <p <∞ and f (z) ∈Hp(S). Then f ∈ Hpw(S) and
‖f ‖Hpw(S) = ‖f ‖Hp(S). (4.2)
Proof. Observe that
W
(
(4/π) arctanh z
)= 1 − z2
4
, z ∈D, (4.3)
and due to (2.2) and (4.1):
‖f ‖p
H
p
w(S) =
∥∥W 1p f ∥∥p
H
p
τ (S)
= sup
0y<1
+∞∫
−∞
(∣∣W(t + iy)∣∣∣∣f (t + iy)∣∣p + ∣∣W(t − iy)∣∣∣∣f (t − iy)∣∣p)dt
2
. (4.4)
It follows from (2.1) and Eq. (4.3) that for every p > 0:
f ∈ Hp(S) 
⇒ W1/p · f ∈ Hp(S).
Assume that f ∈ H 1(S) and apply Proposition 3.1 to the function Φ := W · f ∈ H 1(S).
Then the functions Φ(t ± i) belong to L1(R) and the Poisson formula (2.10) for the function Φ
together with Fubini theorem and properties (3.2) allows us to get
+∞∫
−∞
(∣∣Φ(t + iy)∣∣+ ∣∣Φ(t − iy)∣∣)dt  +∞∫
−∞
(∣∣Φ(t + i)∣∣+ ∣∣Φ(t − i)∣∣)dt (2.9)(4.1)= 2‖f ‖H 1(S),
y ∈ (0,1).
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addition using Proposition 3.1 and Fatou lemma it is possible to pass to the limit as y → 1
in (2.2) to get by (2.7) an inverse inequality: ‖f ‖H 1(S)  ‖f ‖H 1w(S). So that
H 1(S) ⊂H 1w(S), ‖f ‖H 1w(S) = ‖f ‖H 1(S), f ∈H 1(S). (4.5)
Fix now an arbitrary p > 0 and let f ∈ Hp(S). Application of F. Riesz theorem about
Blaschke products [7, Chapter II, Theorem 2.3] and change of variables according to the defini-
tion (2.1) and equality (2.9) in Proposition 3.1 result in the existence of the function g ∈ Hp(S)
such that ‖f ‖Hp(S) = ‖g‖Hp(S), g has no zeros in S and for every z ∈ S : |f (z)| |g(z)|. There-
fore gp ∈ H 1(S) and in view of (4.5): gp ∈H 1w(S) and
‖f ‖p
Hp(S) = ‖g‖pHp(S) =
∥∥gp∥∥
H 1(S) =
∥∥gp∥∥
H 1w(S) = ‖g‖
p
H
p
w(S)  ‖f ‖
p
H
p
w(S).
So f ∈ Hpw(S) and since the inverse inequality: ‖f ‖pHp(S)  ‖f ‖pHpw(S), follows from Proposi-
tion 3.1, Fatou lemma, (2.9) and (2.2) then
Hp(S) ⊂Hpw(S), ‖f ‖Hpw(S) = ‖f ‖Hp(S), f ∈Hp(S), p > 0.
The proof of Lemma 4.1 is complete. 
For a given domain Ω in the complex plane we denote by Harm(Ω) the set of all harmonic
functions in Ω . Since the functionals ‖ · ‖Hp(D) and ‖·‖Hp(S), ‖ · ‖Hpw(S) are determined also on
Harm(D) and Harm(S), respectively, then we can extend the spaces Hp(D), Hp(S) and Hpw(S)
with 0 <p <∞ in the following way:
Ĥ p(D) := {f ∈ Harm(D) ∣∣ ‖f ‖p
Hp(D) < ∞
}
,
Ĥ p(S) := {f ∈ Harm(S) ∣∣ f ◦ φ−1 ∈ Ĥ p(D)},
‖f ‖Hp(S) :=
∥∥f ◦ φ−1∥∥
Hp(D), f ∈ Ĥ p(S),
Ĥ
p
w(S) :=
{
f ∈ Harm(S) ∣∣ ‖f ‖p
H
p
w(S) <∞
}
. (4.6)
For any space X consisting of complex-valued functions we denote by ReX the set {Ref |
f ∈X}. It is evident that:
ReHp(D) ⊂ Ĥ p(D), ReHp(S) ⊂ Ĥ p(S), ReHpw(S) ⊂ Ĥ pw(S).
Furthermore the standard theorem about representing an arbitrary function in Ĥ p(D) by the
Poisson formula [11, Chapter I, D, 30], together with M. Riesz’ theorem on conjugate functions
[11, Chapter V, B, 20], implies that for every 1 <p <∞ there exists a finite positive constant Cp ,
depending only on p, such that:
Hp(D) = {f ∈ Hol(D) ∣∣ Ref ∈ Ĥ p(D)}, (4.7)
‖f ‖Hp(D)  Cp‖Ref ‖Hp(D), f ∈Hp(D), Imf (0) = 0. (4.8)
Lemma 4.2. The following inclusions hold:
H
p
w(S) ⊂Hp(S), if 0 <p <∞,
Ĥ
p
w(S) ⊂ Ĥ p(S), if 1 <p <∞. (4.9)
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f ∈Hpw(S) and 1 <p <∞ otherwise. Let now g = f ◦φ−1. Then g ∈ Harm(D) (see [9, 1.5.7])
and g ∈ Hol(D) if f ∈ Hpw(S). We have to prove that sup0r<1 Ig(r) <∞, where
Ig(r) = 12π
π∫
−π
∣∣g(reiθ )∣∣p dθ.
Since the function |g(z)|p is subharmonic in D [9, Chapter II, 2.3, Corollary 2, 3] it is sufficient
to prove that [7, Chapter I, Corollary 6.6] sup0<r<1 Ig(r) = limr→1 Ig(r) <∞.
Towards this we observe that if we denote the strip {z | |Im(z)| < a} by Sa and the disc
{z | |z− iα| < (1 + α2) 12 } by Dα , then a simple computation shows that the image φ(Sa) (of Sa
by the mapping φ) is the set Ωa =Dα ∩D−α where α = tan π2 (1 − a). It follows from this that
if a > 4
π
arctan r then the disc Cr = {z | |z| < r} is contained in Ωa .
Let now r , 0 < r < 1, be given and choose a, 4
π
arctan r < a < 1, so that Cr ⊂ Ωa . Let h
be the restriction of |g|p to Ωa \ {1,−1}. We can denote by vD the Poisson integral on D of
the function hD(z) := h(φ(aφ−1(z))), z ∈D, provided that hD(eiθ ) ∈ L1([−π,π]). Since hD is
non-negative a change of variables gives
‖hD‖L1([−π,π]) :=
1
2π
π∫
−π
hD
(
eiθ
)
dθ
(2.9)
(2.10)=
∫
R
[
P+0 (t)hS(t + i)+P−0 (t)hS(t − i)
]
dt
=
∫
R
[
P+0 (t)hSa (at + ai)+P−0 (t)hSa (at − ai)
]
dt
=
∫
R
|f (t + ia)|p + |f (t − ia)|p
4a cosh πt2a
dt,
where
hS := hD ◦ φ, hSa (z) := hS(z/a) = h ◦ φ(z) =
∣∣f (z)∣∣p, |Im z| = a,
and since
a cosh
πx
2a

a(cosh πx2 + cos πa2 )
1 + cos πa2
,
we find
‖hD‖L1([−π,π]) 
1 + cos πa2
a
‖f ‖p
H
p
w(S). (4.10)
Therefore vD is well-defined and is a non-negative harmonic function on D satisfying vD(z)
hD(z) for every z ∈D (see [7, Chapter I, Theorems 3.1, 6.5]). The conformal change of variables
z = φ(φ−1(ζ )/a), ζ ∈Ωa , in the last inequality yields the existence of a finite harmonic majorant
v of the subharmonic function h = |g|p on the domain Ωa (see [9, 1.5.7]). It follows that
Ig(r) 
1
2π
π∫
−π
v
(
reiθ
)
dθ = v(0) = vD(0) = 12π
π∫
−π
hD
(
eiθ
)
dθ
(4.10)

1 + cos πa2 ‖f ‖p p .
a Hw(S)
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sup
0r<1
Ig(r) = lim
r→1 Ig(r) ‖f ‖
p
H
p
w(S) <∞,
what was to be proved. 
It is evident that the two above lemmas give validity of the equalities: Hpw(S) = Hp(S),
‖f ‖Hpw(S) = ‖f ‖Hp(S), f ∈Hp(S), 0 <p <∞, which prove Theorem 2.2.
5. Proof of Corollary 2.1
Due to Proposition 3.1 it is sufficient to prove equality (2.8) where without loss of generality
we examine only the case σ = 1 using everywhere below the notation fz(x) := f (x + z), z ∈ C.
The proof follows the standard scheme for proving similar assertions (cf. [7, Chapter I, The-
orem 3.1]). The obvious inequality
1
cosh π2 (x − t)

2 cosh π2 t
cosh π2 x
, x, t ∈ R,
allows us to state that for any p, 0 <p <∞, and ϕ ∈ Lpw(R):
‖ϕt‖Lpw(R)  21/p
(
cosh
π
2
t
)1/p
‖ϕ‖Lpw(R), t ∈ R. (5.1)
Let p > 1. It is known (see [5, VI, Theorem 8.6, Example 8.16]) that every ϕ ∈ Lpw(R) can be
approximated in this space by continuous functions with compact support and therefore taking
into account inequality (5.1) we obtain that the shift operator is continuous, i.e.,
‖ϕt − ϕ‖Lpw(R) → 0, |t | → 0. (5.2)
Denote f±t (x) := f (±i + x + t), f±(x) := f (±i + x). Since the functions P±y (t) are even
for every |y| < 1 then due to the Poisson formula (2.10), the integral Minkowski inequality (see
[7, I, §3]) and (5.1) we have the following estimates:∥∥∥∥∫
R
P−y (t)f−t (x) dt
∥∥∥∥
L
p
w(R)
(5.1)
 21/p‖f−‖Lpw(R)
∫
R
cosh
π
2p
tP−y (t) dt
(3.2)
 2‖f−‖Lpw(R)
sin π2p (1 − y)
sin π
p
= O(1 − y), y → 1, |y| < 1;∥∥∥∥f+(x)− ∫
R
P+y (t)f+t (x) dt
∥∥∥∥
L
p
w(R)

∥∥∥∥f+(x)(1 − ∫
R
P+y (t) dt
)∥∥∥∥
L
p
w(R)
+
∥∥∥∥∫
R
P+y (t)
(
f+(x)− f+t (x)
)
dt
∥∥∥∥
L
p
w(R)
from which, taking into account (3.2), we get
‖fi − fiy‖Lpw(R) 
∫
P+y (t)
∥∥f+ − f+t ∥∥Lpw(R) dt +O(1 − y), y → 1, |y| < 1. (5.3)R
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For arbitrary small ε > 0 one can choose in view of (5.2) sufficiently small δ > 0 such that this
integral over the set {t | |t | < δ} will be smaller than ε. The tending to zero of this integral over
the set {t | |t |  δ} follows from the inequality ‖f+ − f+t ‖Lpw(R)  ‖f+‖Lpw(R) + ‖f+t ‖Lpw(R),
and estimates (5.1), (3.4). Hence, the property (2.8) has been proved for σ = 1 and for arbitrary
1 <p <∞.
Consider now the case p ∈ (0,1]. Let f ∈ Hp(S) and choose a positive integer N such that
p ·N > 1. For any two functions F,G ∈ Lp·Nw (R) we have∣∣FN −GN ∣∣= |F −G|∣∣∣∣∣
N−1∑
k=0
FN−1−kGk
∣∣∣∣∣ |F −G| · (|F | + |G|)N−1,
from which by Hölder’s inequality:∫
R
∣∣FN −GN ∣∣pw(x) dx

( ∫
R
|F −G|pNw(x) dx
)1/N( ∫
R
(|F | + |G|)pNw(x) dx)(N−1)/N ,
and since p ·N  1 we can use the triangle inequality for the norm ‖ · ‖
L
p·N
w (R)
to get∥∥FN −GN∥∥
L
p
w(R)
 ‖F −G‖
L
p·N
w (R)
(‖F‖
L
p·N
w (R)
+ ‖G‖
L
p·N
w (R)
)N−1
. (5.4)
According to definition (2.1), f ◦ φ−1 ∈ Hp(D) and it is therefore possible to use for the
function f ◦ φ−1 the well-known theorem of F. Riesz about Blaschke products [7, Chapter II,
Theorem 2.3] to obtain after a change of variables a factorisation: f = b · g, where |b(z)| < 1
∀z ∈ S , the function g ∈ Hp(S) does not become zero on S and ‖f ‖Hp(S) = ‖g‖Hp(S). After-
wards, following Exercise 1 in [7, Chapter II] we get a decomposition
f = ϕ+ − ϕ−, ϕ± := 1 ± b2 g ∈Hp(S), ‖ϕ±‖Hp(S)  ‖f ‖Hp(S), (5.5)
where the functions ϕ± do not vanish on S .
Since ϕ1/N± ∈ HpN(S) and under our choice Np > 1 we can make use of the property (2.8)
for the functions ϕ1/N± . Setting in (5.4): F(x)N = F±(x) := ϕ±(i + x) and G(x)N = G±y (x) :=
ϕ±(iy + x), |y| < 1, it follows from Theorem 2.2 that ‖F± −G±y ‖Lpw(R) tends to zero as y → 1,|y| < 1. Therefore (5.5) and p ∈ (0,1] imply
‖fi − fiy‖p
L
p
w(R)
= ∥∥F+ − F− − (G+y −G−y )∥∥pLpw(R)

∥∥F+ −G+y ∥∥pLpw(R) + ‖F− −G−y ‖pLpw(R) −→ 0, y → 1, |y| < 1,
what was to be proved.
6. Proof of Corollary 2.2
To prove Corollary 2.2 we have to prove that for every p, 1 < p < ∞, there exists a constant
Cp such that given f ∈ Hol(S) with Imf (0) = 0 and Ref ∈ Ĥ pw(S) it follows that f ∈ Hp(S)
and that the inequality (2.12) holds. Towards this we first observe that it follows from (4.9) that
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the fact that (Ref ) ◦ φ−1 = Re(f ◦ φ−1) it follows that f ◦ φ−1 ∈ Hp(D), i.e., by (2.1) that
f ∈Hp(S).
Since also Im(f ◦ φ−1) = (Imf ) ◦ φ−1 it follows from (4.8) that
‖f ‖Hpw(S)
(4.2)= ‖f ‖Hp(S) (2.1)=
∥∥f ◦ φ−1∥∥
Hp(D)  Cp
∥∥(Ref ) ◦ φ−1∥∥
Hp(D).
To complete the proof we observe that |(Ref ) ◦ φ−1(z)|p is subharmonic on D (see [9, Chap-
ter II, 2.3, Corollary 2]), so by Corollary 6.6 in [7, Chapter I], the existence of boundary values
for Ref in (which by (2.7) belong to Lpw(R)) and a change of variables imply that
∥∥Ref ∥∥p
Hp(S) =
∥∥(Ref ) ◦ φ−1∥∥p
Hp(D) = sup
0r<1
1
2π
π∫
−π
∣∣(Ref ) ◦ φ−1(reiθ )∣∣p dθ
= 1
2π
π∫
−π
∣∣(Ref ) ◦ φ−1(eiθ )∣∣p dθ = ∫
R
|Ref (x + i)|p + |Ref (x − i)|p
4 cosh πx2
dx,
what was to be proved.
7. Proof of Theorem 2.3
We recall the Hadamard three-lines theorem (see [16, Chapter XII, 1.3], [13, Chapter I, 4.2;
Chapter VI, §3, Theorem 2]) which in our case implies that if the function f ∈ Hol(S) is uni-
formly bounded on θS for every θ ∈ (0,1) and Mf (a) := sup−∞<x<∞ |f (ia+ x)|, a ∈ (−1,1),
then Mf (b)Mf (a)
c−b
c−a Mf (c)
b−a
c−a , provided that −1 < a < b < c < 1.
Consider now the case p = 2. In the beginning we assume that −1 < a,c < 1. Without loss
of generality one can suppose that ‖fib‖L2(R) = 1 and we let
F(z) =
∫
R
f (z− y)f (ib − y)dy.
It follows easily from analyticity of f in S that F is continuous on S . Applying Fubini and
Morera theorems it follows F ∈ Hol(S). Besides that the Hölder inequality yields
MF(θ) ‖fiθ‖L2(R)  ‖f ‖H 2τ (S), θ ∈ (−1,1),
and MF(a)  ‖fia‖L2(R), MF(c)  ‖fic‖L2(R). So that function F is analytic and uniformly
bounded on S and taking into account the evident inequality: MF(b)  F(ib) = ‖fib‖2L2(R) =
1 = ‖fib‖L2(R), we can apply the three-lines Hadamard theorem to get the required inequal-
ity (2.14). Due to Corollary 2.1 and Theorem 2.1 one can make the passages to the limits in (2.14)
just to get its validity for −1 a < b < c 1.
Consider now the residual case p ∈ (0,+∞) \ {2} assuming as above that −1 < a,c < 1. It is
easy to verify that ϕ ∈ Hpτ (S), where ϕ(z) := f ((c − a)z/2 + i(a + c)/2) and, obviously,
ϕi = fic ◦ α, ϕ−i = fia ◦ α, ϕiβ = fib ◦ α, α(x) := (c − a)x2 , β :=
2b − a − c
c − a .
(7.1)
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Φ ◦ φ−1 ∈ Hp(D) and by the well-known F. Riesz theorem about Blaschke products [7, Chap-
ter II, Theorem 2.3] together with the change of variables: Φ = G · B , where |B(z)| < 1, z ∈ S ,
|B(x± i)| = 1 almost everywhere with respect to the Lebesgue measure (a.e.) on R, G ∈ Hp(S),
‖G‖Hp(S) = ‖Φ‖Hp(S) and G does not become zero on S . Then ϕ = g ·B , where due to Theo-
rems 2.1 and 2.2: g := W1/p ·G ∈Hpτ (S) and ‖g‖Hpτ (S) = ‖G‖Hpw(S) = ‖Φ‖Hpw(S) = ‖ϕ‖Hpτ (S).
Since gp/2 ∈ H 2τ (S) one can apply to the function gp/2 inequality (2.14) and get after raising it
to the power 2/p:
‖giβ‖Lp(R)  ‖g−i‖(1−β)/2Lp(R) ‖gi‖(1+β)/2Lp(R) . (7.2)
Besides that: (1 + β)/2 = (b − a)/(c − a), (1 − β)/2 = (c − b)/(c − a), |ϕiβ | = |giβ | · |Biβ |
|giβ |, and since |ϕ±i | = |g±i | · |B±i | a.e= |g±i |, then ‖g±i‖Lp(R) = ‖ϕ±i‖Lp(R). That is why (7.2)
yields
‖ϕiβ‖Lp(R)  ‖ϕ−i‖(c−b)/(c−a)Lp(R) ‖ϕi‖(b−a)/(c−a)Lp(R) ,
from which using (7.1) one can easily obtain the required inequality (2.14). Corollary 2.1 and
Theorem 2.1 allow us to extend the validity of (2.14) to −1 a < b < c 1 with the help of the
passages to the corresponding limits.
8. Proof of Corollary 2.3
To prove Corollary 2.3 in view of Theorem 2.2 it is sufficient to examine an arbitrary function
f ∈Hp(S) and g = W1/pf ∈ Hpτ (S). Then according to the definitions the two functions of the
variable y ∈ [0,1) in Corollary 2.3 are equal to each other and we have to prove that
‖giy1‖pLp(R) + ‖g−iy1‖pLp(R)  ‖giy2‖pLp(R) + ‖g−iy2‖pLp(R), 0 y1 < y2 < 1. (8.1)
Application of (2.14) to the function g gives
‖giy1‖Lp(R)  ‖g−iy2‖
y2−y1
2y2
Lp(R)
‖giy2‖
y2+y1
2y2
Lp(R)
,
‖g−iy1‖Lp(R)  ‖g−iy2‖
y2+y1
2y2
Lp(R)
‖giy2‖
y2−y1
2y2
Lp(R)
. (8.2)
Since the function ex is convex on R then xθy1−θ  θx + (1 − θ)y, x, y > 0, θ ∈ [0,1], and
therefore (8.2) implies the validity of the following two inequalities:
‖giy1‖pLp(R) 
y2 − y1
2y2
‖g−iy2‖pLp(R) +
y2 + y1
2y2
‖giy2‖pLp(R),
‖g−iy1‖pLp(R) 
y2 + y1
2y2
‖g−iy2‖pLp(R) +
y2 − y1
2y2
‖giy2‖pLp(R),
whose sum coincides with (8.1) and this finishes the proof of Corollary 2.3.
9. Proof of Theorem 2.4
Before proving Theorem 2.4 it is worth mentioning some results concerning weighted poly-
nomial approximation on the real line and on two parallel lines in the complex plane.
Towards this we shall denote by N the set of all positive and decreasing functions
h : [0,+∞) → (0,+∞) such that the function log(1/h(ex)) is convex on R and such that for
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dense and unbounded set E ⊂ C we associate with E the class C0h(E) of all functions f :E → C
which are continuous on E and satisfy: limz∈E, |z|→∞ h(|z|)f (z) = 0. The class C0h(E) is en-
dowed with the seminorm ‖f ‖h := supz∈E h(|z|)|f (z)|. In this context the function h will be
called a weight.
The problem of polynomial approximation in the seminormed space C0h(E) was investigated
by many authors (see survey paper [14]) and it was solved completely in two cases of interest for
us [14, Theorems 11, 26, 28], [8].
Theorem A. Let h ∈ N .
(1) If E = R then algebraic polynomials are dense in the space C0h(R) iff
+∞∫
0
1
1 + x2 · log
1
h(x)
dx = +∞. (9.1)
(2) If E = ∂S then algebraic polynomials are dense in the space C0h(∂S) iff
+∞∫
0
e−
πx
2 log
1
h(x)
dx = +∞. (9.2)
The weight h(|x|) =w(x) does not satisfy equality (9.2) but since in our case we are interested
in functions that are analytic in the strip and since we furthermore replace a uniform norm by an
Lp-norm we shall still be able to prove the polynomial density.
Recall that P denotes the set of all algebraic polynomials with complex coefficients. Since
constant functions belong to P then for all functions f ∈ Hp(S) which should be approximated
in Hp(S) by algebraic polynomials we may assume that: Imf (0)= 0.
Let p > 1 and f ∈ Hp(S). According to (2.12) and (2.13) to approximate a function f by
elements from P it is sufficient to find a sequence of polynomials Pn, ImPn(0) = 0, n 1, such
that: ∥∥Ref (x + i)− RePn(x + i)∥∥Lpw(R) + ∥∥Ref (x − i)− RePn(x − i)∥∥Lpw(R) → 0, (9.3)
as n → ∞. Any polynomial P ∈ P can be written as follows: P = U − iV , where U
and V are polynomials with real coefficients. We suppose that V (0) = 0 to satisfy the condi-
tion ImP(0) = 0. Denote by Dx the differential operator d/dx and introduce the polynomials
AP (x) := (cosDx)U(x) = ReU(x + i) = ReU(x − i),
BP (x) := (sinDx)V (x) = ImV (x + i) = − ImV (x − i), x ∈ R.
Thus, for all x ∈ R:
ReP(x + i) =AP (x)+BP (x), ReP(x − i) =AP (x)−BP (x), (9.4)
and since V (0) = 0:
U(x) = 1
cosDx
AP (x), V (x) =
x∫
Dt
sinDt
BP (t) dt, (9.5)0
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Dx
sinDx
=
∑
n0
(
22n − 2)(−1)n+1 B2n
(2n)!D
2n
x ,
1
cosDx
=
∑
n0
(−1)n E2n
(2n)!D
2n
x ,
and Bn and En denote Bernoulli and Euler numbers, correspondingly. Formulas (9.4) and (9.5)
show how having two independently given polynomials with real coefficients a(x) and b(x) to
construct polynomial P ∈ P such that ReP(x+ i) = a(x), ReP(x− i) = b(x) and ImP(0) = 0.
It follows from this fact and f (x ± i) ∈ Lpw(R) that relation (9.3) would be a corollary of the
polynomial density in the space Lpw(R).
It is easy to verify that for every ρ > 0 function h(x) :=w(x)ρ = 1/(cosh π2 x)ρ belongs to the
class N and satisfies condition (9.1). Therefore by item 1 of Theorem A algebraic polynomials
are dense in the space C0wρ and due to the evident inequality
‖f − Pn‖p
L
p
w(R)
 ‖f − Pn‖pw1/2p ·
∫
R
√
w(t) dt,
which holds for any Pn ∈ P and f ∈ C0w1/2p one can deduce that any continuous function with
compact support can be approximated by polynomials in the norm ‖ · ‖Lpw(R). It is known (see [5,
Chapter VI, Example 8.16]) that each function ϕ ∈ Lpw(R) can be approximated in this space by
continuous functions with compact support. Therefore P is dense in Lpw(R) and by conclusion
above P is also dense in Hp(S), p > 1.
Let now 0 < p  1, f ∈ Hp(S) and choose a positive integer N such that: Np > 1. We use
the representation (5.5): f = ϕ+ − ϕ−, where the functions ϕ± do not vanish on S . It is evident
that the functions ϕ1/N± belong to HpN(S) and since Np > 1 then as proved above we can find
sequences of polynomials P±k , k  1, approximating ϕ
1/N
± in the space HpN(S). Applying the
triangle inequality for the metrics d(f,g) = ‖f − g‖p
Hp(S), 0 < p  1, equality (2.9) for the
norm in Hp(S) and inequality (5.4) with F(x) = ϕ1/N± (x + σ i) and G = P±k (x + σ i), σ ∈
{−1,1}, we get that the sequence of polynomials (P+k )N − (P−k )N , k  1, approximates f in
Hp(S), what was to be proved.
10. Proof of Theorem 2.5
For the proof of Theorem 2.5 we shall need several lemmas beginning with
Lemma 10.1.R is a linear bounded operator from Hpw(S) to Lpw(R) and from Hpτ (S) to Lp(R),
0 <p <∞, and its norm is not greater than max(1,21−p).
Proof. The operator R is well-defined because it follows from Corollary 2.1 and Theorem 2.1
that all functions in the spaces Hpw(S) and Hpτ (S) have boundary values a.e. To see that R is
a bounded operator it suffices to observe that the discrete form of the Hölder [2, Chapter IV,
§2, 2.6] and Minkowski [2, Chapter IV, §2, 2.5] inequalities imply (a + b)p  2p−1(ap + bp)
and (a + b)1/p  a1/p + b1/p , a, b 0, p  1, respectively, and therefore:∣∣∣∣f (x + i)+ f (x − i)2
∣∣∣∣p max(1,21−p) |f (x + i)|p + |f (x − i)|p2 .
Definitions of the norms (2.2), (2.3) and (2.4) finishes the proof. 
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and from Lp(R) to Hpτ (S).
Proof. Let f ∈ Lpw(R) ⊃ Lp(R). Theorem 2.1 and Hölder’s inequality allow us to state that the
integral defining the operator W by the formula (2.5) converges absolutely for every z ∈ S and
application of Fubini and Morera theorems impliesW(f ) ∈ Hol(S).
Let the function ϕ ∈ Lpw(R) be real valued. Then an easy calculation with the help of (3.1)
shows that for every θ ∈ (0,1):
ReWϕ(x + iθ) =
∫
R
cosh π2 t · cos π2 θ
coshπt + cosπθ ϕ(x − t) dt ≡ 2
∫
R
[
P+θ (t)+P−θ (t)
]
ϕ(x − t) dt,
and by formula (16) in [4, 1.9]: ReWϕ(x + iθ) ≡ 1, when ϕ ≡ 1. Therefore one can use an
integral Minkowski inequality in the form given in [7, Chapter I, 30] to get∥∥(ReWϕ)iθ∥∥Lpw(R)  2
∫
R
[
P+θ (t)+P−θ (t)
]‖ϕt‖Lpw(R) dt
(5.1)
 21+1/p‖ϕ‖Lpw(R)
∫
R
(
cosh
π
2
t
)1/p[
P+θ (t)+P−θ (t)
]
dt
(3.3)

22+1/p cos π2p θ
cos π2p
‖ϕ‖Lpw(R), θ ∈ (0,1).
So that by (2.11):Wϕ ∈ Hp(S) =Hpw(S) and in view of (2.12):
‖Wϕ‖Hpw(S) 
22+1/p Cp
cos π2p
‖ϕ‖Lpw(R), 1 <p <∞, (10.1)
keeping in mind that Imϕ(0) = 0.
Decomposing an arbitrary function f ∈ Lpw(R) into the sum of its real and imaginary parts:
f = fR + ifI , one can derive from (10.1) that
‖Wf ‖Hpw(S)  ‖WfR‖Hpw(S) + ‖WfI‖Hpw(S) 
22+1/p Cp
cos π2p
· [‖fR‖Lpw(R) + ‖fI‖Lpw(R)]
 2
3,5Cp
cos π2p
· ‖f ‖Lpw(R),
from which it follows that the operatorW :Lpw(R) →Hpw(S) is bounded.
Examine now an arbitrary function f ∈ Lp(R) and its Hilbert transform f˜ . It is known
[7, Chapter III, Theorem 2.3] that f˜ ∈ Lp(R) and there exists a finite positive constant Ap
depending only on p such that: ‖f˜ ‖Lp(R)  Ap‖f ‖Lp(R). Besides that [11, Chapter VI, D],
[7, Chapter I, §3] the functions
U(z) := 1
π
∫
R
yf (x − t)
t2 + y2 dt, U˜ (z) :=
1
π
∫
R
tf (x − t)
t2 + y2 dt =
1
π
∫
R
yf˜ (x − t)
t2 + y2 dt
(10.2)
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‖Uiy‖Lp(R)  ‖f ‖Lp(R), ‖U˜iy‖Lp(R)  ‖f˜ ‖Lp(R) Ap‖f ‖Lp(R), y > 0. (10.3)
If we multiply the identity
1 − θ
t2 + (1 − θ)2 +
1 + θ
t2 + (1 + θ)2 +
it
t2 + (1 + θ)2 −
it
t2 + (1 − θ)2 =
2
(t + iθ)2 + 1 ,
by 1
π
f (x − t) and integrate it over t ∈ R we get by (10.2) the equality
2
π
∫
R
f (x − t) dt
(t + iθ)2 + 1 =U
(
x + i(1 − θ))+U(x + i(1 + θ))+ iU˜(x + i(1 + θ))
− iU˜(x + i(1 − θ)),
from which it follows that:
Wf (x + iθ) =
∫
R
f (x − t)Kiθ (t) dt +Ui(1−θ)(x)+Ui(1+θ)(x)+ iU˜i(1+θ)(x)
− iU˜i(1−θ)(x), (10.4)
K(z) := 1
2 cosh π2 z
− 2
π
· 1
z2 + 1 , x ∈ R, z ∈ C, θ ∈ (−1,1).
Since |cosh π2 (t + iθ)| |sinh π2 t | and |(t + iθ)2 + 1| t2 then∫
R\[−1,1]
∣∣Kiθ (t)∣∣dt  ∞∫
1
[
1
sinh π2 t
+ 4
π
· 1
t2
]
dt = 4
π
+ 2
π
log
(
1 + 2
eπ/2 − 1
)
<
5
π
.
The well-known formula (4.3.93) in [1] shows that K(z) is analytic in the strip {z ∈ C |
|Im z| < 3} and satisfies the following identity:
K(z) = 4
π
∑
n0
an(z), an(z) := z
2 − cndn
(z2 + c2n)(z2 + d2n)
,
cn := 4n+ 3, dn := 4n+ 5, z ∈ S.
The evident estimates: |(t + iθ)2 + a2|  a2 − 1, a > 1, |(t + iθ)2 − cndn|  2 + cndn,
t, θ ∈ [−1,1], yield∫
[−1,1]
∣∣Kiθ (t)∣∣dt  2∑
n0
2 + cndn
(c2n − 1)(d2n − 1)
 4
∑
n0
(4n+ 3)(4n+ 5)
(4n+ 2)(4n+ 4)(4n+ 4)(4n+ 6)

∑
n0
1
(2n+ 1)(2n+ 2) =
∑
n0
(−1)n
n+ 1 = log 2.
So that
∫
R
|Kiθ (t)|dt  log 2 + 5/π < 3 and we can apply an integral Minkowski inequality in
the form given in [7, Chapter I, 30] to get∥∥∥∥∫ f (x − t)Kiθ (t) dt∥∥∥∥
Lp(R)
 3‖f ‖Lp(R). (10.5)
R
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from which it follows that the operatorW :Lp(R) →Hpτ (S) is bounded. 
The last assertion of Theorem 2.5 follows from the following lemma.
Lemma 10.3. For every 1 < p < ∞ operators W ◦R and R ◦W are unit operators on the
spaces Hpw(S), Hpτ (S) and Lpw(R), Lp(R), respectively.
Proof. It follows from Lemmas 10.1 and 10.2 that the operatorsW ◦R andR◦W are continuous
on the corresponding spaces so Lemma 10.3 will follow from Titchmarsh’s result (2.15) if we can
prove that the sets L2(R)∩Lpw(R), L2(R)∩Lp(R), H 2τ (S)∩Hpw(S) and H 2τ (S)∩Hpτ (S) are
dense in the spaces Lpw(R), Lp(R), Hpw(S) and Hpτ (S), respectively, for every p, 1 <p <∞.
Denote by K(R) the linear space of all complex valued, continuous functions with compact
support on R (see [6, Chapter IV, 4.1]). It is known (see [5, VI, Theorem 8.6, Example 8.16])
that the set K(R) is a dense subset of the spaces Lpw(R), Lp(R), 1 p < ∞, and therefore the
functions in L2(R) ∩ Lpw(R) and L2(R) ∩ Lp(R) are dense in the spaces Lpw(R) and Lp(R),
correspondingly.
According to Theorem 2.1 every function g ∈ Hpτ (S) can be represented as g =W1/pf ,
where f ∈ Hpw(S) and ‖g‖Hpτ (S) = ‖W1/pf ‖Hpτ (S) = ‖f ‖Hpw(S). So that Theorem 2.4 implies
that the setW1/p ·P , P ∈P , is a dense subset of the space Hpτ (S), and since this set is a subset
of H 2τ (S) then H 2τ (S)∩Hpτ (S) is dense in the space Hpτ (S).
For every f ∈ Hpw(S) and ε > 0 denote: [f ]ε(z) := e−εz2f (z), z ∈ S . It is evident that
‖[f ]ε‖Hpw(S)  eε‖f ‖Hpw(S) and ‖f − [f ]ε‖Hpw(S) → 0, as ε ↓ 0. These properties and The-
orem 2.2 imply that the set [P ]ε , P ∈ P , ε > 0, is a dense subset in the space Hpw(S) and since
this set is a subset of H 2τ (S) then H 2τ (S)∩Hpw(S) is dense in the space Hpw(S). Lemma 10.3 is
proved. 
11. Concluding remarks
To conclude this paper we wish to remark that there is a system of polynomials which is
orthogonal for the space H 2w(S). This system was introduced in [10] and its properties were in-
vestigated in [3]. The system is closely related to the system of orthogonal polynomials in L2w(R)
and these belong to the family of Meixner–Pollaczek polynomials. In [10] the orthogonal polyno-
mials for L2w(R) were denoted {τ˜n}∞n=0 and the polynomials for H 2w(S) were denoted {σ˜n}∞n=0.
The τ˜ -polynomials for L2w(R) are normalized while for the σ˜ -polynomials it turns out that
‖σ˜0‖ = 1 while ‖σ˜k‖ =
√
2 if k  1. Furthermore W τ˜n = σ˜n and this implies that ‖W‖ in
L(L2w,H
2
v) is
√
2.
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