Eye movements hold information about human perception, intention and cognitive state. Various algorithms have been proposed to identify and distinguish eye movements, particularly fixations, saccades, and smooth pursuits. A major drawback of existing algorithms is that they rely on accurate and constant sampling rates, impeding straightforward adaptation to new movements such as micro saccades. We propose a novel eye movement simulator that i) probabilistically simulates saccade movements as gamma distributions considering different peak velocities and ii) models smooth pursuit onsets with the sigmoid function. This simulator is combined with a machine learning approach to create detectors for general and specific velocity profiles. Additionally, our approach is capable of using any sampling rate, even with fluctuations. The machine learning approach consists of different binary patterns combined using conditional distributions. The simulation is evaluated against publicly available real data using a squared error, and the detectors are evaluated against state-of-the-art algorithms.
INTRODUCTION
Eye movements hold valuable information about a subject, her intension and cognitive states [Braunagel et al. 2017; Kübler et al. 2017] and are also important for the diagnosis of defects and diseases of the eyes (many examples can be found in [Leigh and Zee 2015] ). Therefore, the detection and differentiation of eye movement types has to be accurate. Most algorithms for eye movement detection apply different dispersion, velocity or acceleration thresholds and validate the detected eye movements based on their duration. This approach seems to be unsatisfactory [Andersson et al. 2017] at its current state. This is partially due to instable or even dynamic sampling rates of eye tracking devices, task specific sources of noise, the interpolation method applied to the data by the eye tracker, and several more [Cornelissen et al. 2002; . Depending on the task at hand, different thresholds are proposed in the literature [Holmqvist et al. 2011] . It is especially difficult to adjust these thresholds for inconsistent sampling rates and noise which is not annotated by the eye tracker. Some commercial eye-tracker differ between tracking the eye and pupil and re-detecting them after a tracking loss, where the latter requires significantly more processing time and thus results in a decreased frame rate. Therefore, the identification of eye movements is still a difficult task; it complicates to confidently generalize research findings across experiments [Andersson et al. 2017] .
Classifying eye movements is the process of separating different intervals in the gaze data to certain oculomotor and cognitive processes. For example visual perception during a saccade is severely limited [Kliegl and Olson 1981; Rayner 1998 ]. In constast to these very fast movements, perception is working during the (much slower) pursuit of a moving object [Rashbass 1961] . Another important eye movement is blinking. While it is not primarily a , , movement of the eyeball, the visual intake is limited before the closing and after the opening [Volkmann et al. 1980] . Therefore, this part has to be marked in the eye tracking data [Holmqvist et al. 2011] . Another interesting event measurable in modern high-speed eye trackers are post-saccadic oscillations. The cornea, a crystalline lens, is deformed during a saccade, thus influencing the pupil center estimation through the distortion of the pupil Tabernero and Artal 2014] . This event is not grouped to fixations nor saccades [Nyström and Holmqvist 2010] . During this event the subject can perceive but with distortions [Tabernero and Artal 2014] .
Up to now the choice of detection algorithm and parameters is up to the researcher, relying on literature values or the unfeasible task to annotate the data manually. The laborious and difficult task when using an algorithm is to adjust its parameters. Unfortunately, theoretically this process has to be repeated multiple times as the quality of the eye-tracking data often varies from subject to subject and between different tasks. If researchers want to analyze novel eye movements for which no gold standard algorithm exists, they have no choice but to annotate the data manually. With the proposed approach it is possible to create detectors theoretically even for yet unknown eye movements. Therefore, we propose to create detectors based on randomly generated binary decisions. We included ten different types of binary decision of which the final detector selects sets. Those sets learn a conditional distribution and can be combined to a single detector. This machine learning approach is random ferns [Ozuysal et al. 2010] . We also propose an eye movement simulator to generate data similar to the data of the eye-tracker and to create a detector based on the simulation. This also enables to create detectors for very specific events such as skewed saccades.
RELATED WORK 2.1 Eye movement simulation
While there is well-funded knowledge about the gaze signal itself, its synthesis is still challenging. In the Eyecatch [Yeo et al. 2012] simulator, a Kalman filter is used to produce a gaze signal for saccades and smooth pursuits. While the signal itself was similar to real eye-tracking recordings, the jitter was missing. The first approach for rendering realistic and dynamic eye movements was proposed in [Lee et al. 2002] , where the main focus was on saccadic eye movements. It also included smooth pursuits, binocular rotations (vergence) and the combination of eye and head rotations. The first data-driven approaches where proposed in [Ma and Deng 2009] and [Peters and Qureshi 2010] . Both simulate head and eye movements together in order to generate eye-tracking data. The main disadvantage of [Ma and Deng 2009] was that head motion seemed to trigger eye movement. In fact, the head orientation is only changed if the necessary amplitude of the eye is larger than a specific threshold [Murphy and Duchowski 2002] (≈ 30 • ). Another data-driven approach was proposed in [Le et al. 2012] , where an automated framework for head motion, gaze and eyelid simulation was developed. The framework generates data based on speech input using trained Gaussian Mixture Models. While this approach is capable of synthesizing non linear data, it only generates unperturbed gaze directions. The approach in models eye rotations using specific eye related quaternions for oculomotor rotations as proposed in [Tweed et al. 1990 ]. The main disadvantage of this approach is that the synthetic eyes cannot be rotated automatically. The approach in [Wood et al. 2015] produces gaze vectors and eye images to train machine learning approaches for gaze prediction, but does not synthesize realistic eye movements.
All of the afore mentioned approaches have their origin in computer graphics with the goal to generate visually realistic head movement and gaze data. The main application of those simulators are to produce realistic interacting virtual humans using parametric models [Andrist et al. 2012; Pejsa et al. 2013] . This leads to the disadvantage, that all movements in the generated data are perfect optimal representatives. In reality an important part of natural eye movements is noise introduces either through actual movements such as microsaccades or inaccuracies of the used eye-tracker. The first approach to simulate a realistic scanpath, i.e., a sequence of fixations and saccades, on static images was proposed in [Campbell et al. 2014] . They use a saliency map together with a unified Bayesian model to generate realistic random walks over a stimulus. A pure gaze data simulation approach including noise was proposed in . Based on this approach, [Duchowski et al. 2016] further improves the noise synthesis by simulating jitter as a normal distribution.
Detection algorithms
The most prominent fixation and saccade detection algorithm is Identification by Dispersion-Threshold (IDT) [Salvucci and Goldberg 2000] . It uses the data reduction proposed in [Widdel 1984 ]. The algorithm uses two thresholds, one is for the maximum fixation dispersion and the other for the minimum fixation duration. Another simple to implement algorithm is the Identification by Velocity Threshold (IVT) [Salvucci and Goldberg 2000] , where each sample below a chosen velocity threshold is classified as fixation and above as saccade. It is mostly applicable for high speed recordings. Based on the IVT algorithm, a self-adaptive approach was proposed in [Engbert and Kliegl 2003; Engbert and Mergenthaler 2006] , where it was developed to detect microsaccades. In that approach, the velocity threshold is automatically adapted to the noise level in the eye-tracking data. An algorithm especially designed to cope with noisy data is the Identification by Kalman Filter (IKF) algorithm [Komogortsev and Khan 2009] . It uses the Kalman filter to predict the next sample value based on previous values. Therefore, it interpolates the data in an online fashion. For classification, two thresholds are used: one for the predicted value (velocity or distance) and one for the minimum fixation duration. Similar to this algorithm an implementation using the ÏĞ2-test instead of the Kalman filter was proposed in [Komogortsev et al. 2010] . In [Veneri et al. 2011] , the Covariance Dispersion Algorithm (CDT) was proposed. It is an improvement of the F-tests dispersion algorithm (FDT) [Veneri et al. 2010] . The F-test measures if two data samples belong to the same class and due to the assumption that the data follows normal distributions it is sensitive to noise. The improvement by the covariance matrix is introduced to cope with this problem. The algorithm needs three thresholds, one for the variance, one for the co-variance, and a third threshold for the minimum duration. The identification by a Minimal Spanning Tree , , (IMST) [Komogortsev et al. 2010] creates a tree upon the data, where the samples represent the leafs. The goal is to select all samples with a minimum of branches given a connected graph (the data). Hidden Markov Models (HMM) have been proposed in [Kasneci et al. 2014; Komogortsev et al. 2010; Santini et al. 2016; Tafaj et al. 2012 ] to separate fixations from saccades and even to detect smooth pursuits. The HMM consists of at least two states (fixation and saccade). For each new velocity sample the model decides whether it belongs to the current state (classification) or a state transition has occurred. After each sample, the model is updated to adapt to the data. The first algorithm that detects post saccadic movements was proposed in [Nyström and Holmqvist 2010] . Based on the noise in the data the algorithm also adapts its velocity thresholds. The Binocular-Individual Threshold (BIT) algorithm [van der Lans et al. 2011] was also designed to detect small saccades in noisy data. Therefore, it applies its thresholds to the data of both eyes, following the ideas that both eyes have to perform the same movement. This algorithm also adapts its thresholds automatically. An algorithm detecting fixations, saccades, post saccadic movement and smooth pursuits was proposed in [Larsson et al. 2013] . This algorithms adapts the parameters automatically and is the first method capable of detecting all these eye movements at the same time. For high-speed eye-tracking data an algorithm for fixation, saccade and smooth pursuit detection was proposed in [Larsson et al. 2015] . The algorithm uses three stages to classify the data, starting with a preliminary segmentation and then evaluating each segment again, followed by the final classification. Figure 1 : Work-flow of generating eye movement data. First, a sequence of eye movement types is generated. In the second step, a model of each eye movement type is generated (F:Fixation, S:Saccade, SM:Smooth pursuit). This model allows for an almost infinite sampling rate, which is in the next stage interpolated to a target sampling rate (Red:Fixation, Green:Saccade, Blue:Smooth pursuit). Finally, noise is added on top of the signal (gray).
SIMULATION
The entire work-flow of the simulator is shown in Figure 1 . Generating an eye movement velocity profile is done in four steps. The first step chooses a sequence of eye movement types (Fixation, Saccade, Smooth pursuit) without any time or velocity constrains. Afterwards, each movement type in this sequence is assigned a velocity profile generated by preliminary set parameters. The mathematical model behind these profiles allows sampling at an extremely high, almost arbitrary rate. The target sampling rate is obtained by interpolating this frequency, which also allows for dynamically adjusting the target sampling rate. In the last step, noise is added which represents measurement errors. Each step of this eye movement simulator is described in the following subsections in more detail. The simulator also includes a random walker generator to model fixation direction [Engbert et al. 2011] ; saccade and smooth pursuit directions are generated randomly (but consistently within a movement) since this are stimuli-and task-dependent.
Eye movement sequence
Generating a sequence of eye movement types can be done either by sampling from a uniform distribution, setting it manually, or by following construction constrains. In case of the uniform distributed eye movements, the generator script randomly selects between three types of eye movements. If the amount of each type is specified a priori, the probability is automatically adjusted. This means that after each insertion the probabilities are computed based on the remaining quantity of each type to favor higher quantities. This process can also be constrained, e.g., by forcing the algorithm to insert a saccade after each fixation or before a smooth pursuit.
Fixation
Fixations are generated based on two probability distributions which can be specified and parametrized. The first distribution determines its duration, the second the consistency of the fixation. For the duration and consistency the minimum and maximum can be set. As distributions, the simulator provides Normal and Uniform random number generation. For the Normal distribution, the standard deviation can be specified. consistency describes the fluctuations in the velocity profile and is used as such in the entire document. 
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In Figure 2 , two artificially generated fixations are shown. The consistency was set to one degree per second and the standard deviation for the normal distribution to two (Figure 2 (a) ). As can be seen in the figure, the Uniform distribution looks more similar compared to real data although we have set the consistency very high with one degree per second.
Saccade
The most complex part of the eye movement generator are the saccades. For the length, we follow the same approach as for the fixations, in which a minimum and maximum length has to be set. The selectable distributions are Normal and Uniform. The result of the length also influences the maximum speed of the saccade. Therefore, the two random numbers are multiplied (both in the range between zero and one). This means that shorter saccades are limited to lower maximal velocities. To generate the velocity profile, minimum, maximum and the distribution tyoe have to be set.
The most characteristic property of a saccade is its velocity profile. In our simulator this is generated as a Gamma distribution. Therefore, the minimum and maximum skewness has to be specified. In [Van Opstal and Van Gisbergen 1987] it was found that the Gamma function can be considered suitable to approximate saccade profiles (yet not perfect). To achieve more realistic data, a consistency minimum, maximum and distribution can be specified. This generates the jitter along the velocity profile. Figure 3 shows some generated saccades of fixed length length. We simulated two large and two slightly left skewed saccades. The maximum velocity was selected from a range between 300 and 500 degrees per second. As can be seen from the Figure, the profile contains on-and offset of a saccade. The profile itself is smooth and follows the Gamma distribution. Post-saccadic movement is as of now missing in the simulator. In Figure 3 (b) and (d), a small amount of jitter was added to simulate measurement inaccuracy. This usually occurs through the approximation on image pixels or ellipse fit inaccuracy in pupil detection.
Smooth pursuit
For generating smooth pursuits we also simulate the onset following the findings in [Ogawa and Fujita 1998 ]. The authors did not provide a final function for the description of the velocity profile but visualized and described it precisely. The shape of the onset of a smooth pursuit follows a non linear growing function similar to the sigmoid function. While this equation is not scientifically proven, our framework allows to simply replace it once a better model is available. The most complex part of the pursuit model is the onset, followed by a regular movement.
The parameters that can be specified are the minimum and maximum length together with their distribution type. For the velocity and the length of the onset the same parameters can be adjusted. To include the measuring error, the consistency parameters are also configurable. For the pursuit itself we included linear growing, decreasing and constant profiles. In case of the growing, again the minimum, maximum and consistency function can be specified. Figure 4 shows simulated smooth pursuits. For the visualization of the linear decreasing and increasing function, extreme values were used. The first column shows a smooth pursuit for a constantly moving object, which is often observed in laboratory experiments. The increasing and decreasing profiles are for objects which move further away or come closer to the subject with a constant speed. Other profiles may occur in real settings too, where the object has a slightly varying speed but these are future extensions of the generator and not part of this paper.
Sampling
After generating and linking the eye movements, they have to be interpolated to a sampling rate. This is necessary to simulate different recording frequencies. Here it is important to mention that not all modern eye trackers record at a constant frequency. On the one hand image acquisition rates can vary depending on illumination changes that affect the aperture time of the camera and timestamps generated by the eye-tracker can vary in accuracy. On the other hand, image processing time, e.g. for eye and pupil detection, are not necessarily constant and might change depending on how easy the pupil can be identified. For example, detection of the pupil is usually more time-consuming than keeping track of a previously detected pupil. Some systems, especially when running on mobile devices, may run into a state where frames are dropped in order to maintain real time performance. We found systems where the timestamps are generated by the CPU time (which may be inaccurate for fast sampling rates) and even timestamps that Eye movement simulation and detector creation to reduce laborious parameter adjustments , ,
Figure 4: Generated smooth pursuits with jitter (b,d,f) and without (a,c,e). For (a) and (b), the pursuit movement was constant. In (c,d) and (e,f) it was linear increasing and decreasing.
are generated after image processing. Therefore, our simulator is capable of simulating varying sampling rates. The parameters for this step are the minimum and maximum sampling rate and also the consistency function. The interpolation itself computes the mean of all values from the last sampling position to the new sampling position. In Figure 5 (a) a generated velocity profile is shown. The initial sampling frequency was set to 1000 Hz but any other sampling rate is possible. For (b), a constant sampling frequency of 60 Hz was used. In (c), the sampling frequency varies between 50 and 70 Hz (with a mean of 60 Hz), wherein the Normal distribution was used as random number generator. It differs significantly from the constant sampling rate in (a) and also has a different length. For (d), the sampling frequency also varied between 50 and 70 Hz with the difference that the Uniform distribution was used as random number generator. The length is therefore similar to the constant sampling rate but it still differs especially for the saccadic peeks.
Noise
For generating noise, two distributions are used: one for the location where to place the noise in the data and the second for the velocity change to apply. Therefore, the user has to specify the types for both distributions and the minimum and maximum velocity of noise. The amount of noise is specified as a percentage of the samples that should be influenced. Figure 6 shows two types of Noise added to the velocity profile shown in (a). The amount of noise added was 10%. For the Normal distributed noise in (b) it can be seen that the peaks are mostly high. In comparison to it, the Uniform distributed noise in (c) produces more peaks of different heights.
DETECTOR CREATION
In state-of-the-art algorithms there are thresholds for upper and lower limits as well as for ranges which have to be fulfilled. The main disadvantage is that those thresholds are difficult to adjust to new data, where the sampling rate is not constant or no time information is given [Andersson et al. 2017] . Another issue with those thresholds is that for some data they work very well while for more noisy data they do not work at all or need intensive preprocessing (such as smoothing filters and outliers detection). Our idea is to use the traditional thresholding approach but to adapt the algorithm to the data. The first step in our algorithm is to randomly generate different types of thresholding approaches and thresholds. The following binary decisions are generated:
where P1 and P2 are two samples of the generated sequence, e.g., two velocities. These points are not required to be sequential, in
(c) Figure 6 : Generated velocity profile of an eye movement sequence (a). In (b), noise is added based on a Normal distribution and in (c) a Uniform distribution was used.
fact P1 can be earlier or later than P2 in the sequence of samples. Their relative offsets to the sample that is currently in consideration for being classified is generated randomly. Therefore, the binary decisions consist of up to two distances to the current classification position and up to two thresholds (T H 1,T H 2). Based on the two distances, the sample positions P1 and P2 are computed. For those distances there is also the option to restrict them to samples preceding the current position, so that classification can be performed online, without the knowledge of future samples. An example of such binary decisions is shown in Figure 7 . Red is the inspected sample for which a decision is to be made. The two binary decisions are colored blue and green. Blue is an example for an online applicable decision and green would be applied to an already complete recording or delayed to the recording. As can be seen, for each generated binary decision five parameters have to be selected (the fifth being the equation to use). A scan of all possible combinations of each parameter value would be far too extensive. Therefore, we generate hundreds of thousands randomly. Key to a good decision making is the selection of those parameter combinations that are relevant for determining an eye movement type. This means that we can assign a higher feature quality value to decisions that result in a true binary condition for a certain detection task, and vice versa. Afterwards, only the top ten percent with the highest quality values assigned to them are further used. The next step is to combine these binary decisions to a detector. This is done by computing a conditional distribution for a randomly selected set of ten binary decisions (B).
Equation 1 describes this conditional distribution. X is the current sample point, B are the binary decisions and p is the probability of the sample to be an eye movement type. Figure 8 shows the Figure 8 : The binary decisions (red) represent an index in the distribution (blue) which holds the probability.
conditional distribution p in blue. Each binary decision represents a digit, that is used as index in the conditional distribution. This combines multiple binary decisions to one detector. For training we use two distributions, one for valid examples and one for wrong examples. This allows to compute the final distribution without negative probabilities or to stop at zero. The difference between both distributions is the final score for a sample (p posit ive (X |B) − p neдat ive (X |B)). The computation of each distribution is a simple lookup by the binary decisions index number and increasing the respective histogram index. The increment has to be normed to equalize the amount of positive and negative samples (the ratio between both occurrences in the training set). After training of the conditional distributions for the so-called ferns, we have thousands of randomly selected weak detectors available. To create one strong detector we combine multiple of these, again randomly. Therefore, we compute a quality score for each fern similar as it was done for the binary decisions, and again consider only the top ten percent. Afterwards, we randomly select ten ferns and combine them under the independence assumption to one strong detector.
Equation 2 describes this computation where D 1 , ..., D n are the ferns and B 1 , ..., B n are their binary decisions. For each eye movement type, we randomly generate hundreds of such detectors and score them as described for the binary decisions. After scoring, we select the top ten percent and evaluate them in combination. For combining the classifiers of different eye movement types, we consider only the combinations of equally ranked classifiers, e.g. the best fixation classifier with the best saccade classifier.
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The final result is obtained using Equation 3, where the highest probability decides which type is detected. The best combination of individual movement classifiers for the evaluation on the training set is selected as final detector. This also shows that it is easy to extend the detector for novel eye movement types or to train it only for specific events like the beginning of a movement or movement combinations such as regressions during reading.
EVALUATION
For the entire evaluation we transformed the input signal to a sample per sample velocity signal. This was done to have an extremely challenging signal to simulate and for the detection. Most of the state-of-the-art algorithms apply smoothing or compute the velocity from multiple sequential samples. While such methods can always be applied the purpose of this evaluation is to show that our approach can adapt to the noise level even for challenging conditions. This sample per sample velocity signal is used in the entire evaluation. The evaluated data sets of annotated eye movements are chosen from [Dorr et al. 2010; Larsson et al. 2013; Santini et al. 2016] and contain multiple annotators. We evaluated each annotation separately, meaning that each annotator was evaluated as ground truth independent of the others. The first subsection presents the evaluation of the proposed simulator, where examples are given showing real velocity profiles of recorded saccades from publicly available data sets. In the second part of this section, the trained detectors are evaluated and compared to state-of-the-art algorithms. Figure 9 shows the per sample point squared error as whisker plots of our simulator in comparison to the publicly available data sets. The error was computed based on the squared difference between each sample. Therefore, we simulated each fixation, saccade, and smooth pursuit ten times with the same length as in the available data sets. For a fixation, the simulator got the information of the mean velocity and the standard deviation to generate a profile. The information of a saccade was the peak velocity and the position of this peak. For smooth pursuits, the simulator got the information of the mean velocity and the standard deviation.
Evaluation of the simulation
As can be seen in Figure 9 (b), the error for saccades was the largest. This is due to the noisy signal which comes from the sample per sample velocity. Figure 10 shows some saccades which produced high squared errors. The red line corresponds to the simulation result, whereas the blue line corresponds to the real data. As can be seen, the course of the velocity profile is well simulated, which is well in line with previous findings in [ Van Opstal and Van Gisbergen 1987] . The high errors originate mainly from measurement inaccuracies in the real data. This also highlights the difficulty in detecting eye movements in such a signal. For the data set from [Santini et al. 2016 ](I-BDT), the error for saccades was lowest. This is due to the low sampling rate of the used eye tracker (30 Hz), for which large fluctuations do not occur. This is similar to smoothing or using multiple samples for the velocity computation. In contrast, the smooth pursuits error was the largest in the I-BDT data set. This is because in such low sampling rates the onset of a smooth pursuit is hardly represented. Our simulator is capable of simulating this (sampling 3.5) but for the evaluation it was not used. We only used the generators to simulate the eye movements.
Evaluation of the detectors
For comparison, we adapted the algorithms from [Santini et al. 2016 ] (I-BDT), [Nyström and Holmqvist 2010] (EV), and [Larsson et al. 2013] (LS) to work with the velocity profile instead of x, y coordinates. We chose those algorithms because all come together with a self-adaptation procedure. I-BDT initializes itself on a part of the data and continues updating its probability distributions during runtime. For initialization, in the evaluation we provided the algorithm with the computed mean and standard deviation of the data it was evaluated on instead of the initial 15 seconds as done in the original implementation. The algorithm EV automatically adjusts its thresholds. Therefore, we provided it with the appropriate computed values for minimum velocity, maximum velocity, minimum duration, maximum duration, mean noise velocity etc. from the data it was evaluated on. LS is the representative for a segmentation-based self-adapting algorithm. We provided the statistical data similar to EV. As for I-BDT and EV, this means that for each evaluation we computed the statistics for the algorithms as initialization of their parameters based on the data they are evaluated on. This was done to simulate a handcrafted initialization. For the proposed approach we used simulated data to train and select a detector which was afterwards evaluated on the annotated data set. We did not use any post-or preprocessing of the data, nor segmentation or similar. Table 1 shows the correctly detected results per data set for all evaluated algorithms. As can be seen, our approach results in constantly balanced accuracies for fixations, saccades, and smooth pursuits for all data sets without having seen any of the real recordings. The other algorithms tend to prefer different types of eye movement. I-BDT for example cannot handle high speed recordings because the probability for smooth pursuits dominates. This is additionally supported by noise in the data which the algorithm is not designed to detect. The probably best performing competitor is LS [Larsson et al. 2013] . For EV [Nyström and Holmqvist 2010] has to be mentioned, that it does not detect smooth pursuits at all, significantly simplifying the classification problem as the probably hardest to classify class [Komogortsev and Karpov 2013] (where velocities are somewhere in the middle) is left out. Still noise and saccades are often confused. The results of our detector could simply be improved by applying post processing to avoid too short or too long durations. The detectors could also be selected by evaluating combinations on the training set not only the ones which are ranked equally. Another improvement is to detect only the start and ending points of eye movements and set the data in between accordingly (similar to the segmentation in [Larsson et al. 2013] ) but this is out of scope of this paper and will be part of further research.
CONCLUSION
We proposed a novel eye movement detection approach which is based on machine learning. It is capable of training detectors for specific eye movements and expendable to new findings. The detectors are capable of outperforming the state-of-the-art and adaptable to new challenges from new eye trackers. In addition the detectors can be trained for offline and online analysis enabling a second validation and refinement stage for eye movement detection. The underlying simulator, which generates the training data is based on scientific findings to generate the velocity profiles of eye movements. It is capable of simulating any static or dynamic sampling rate and allows to select different distributions for noise, sampling shift, eye tracker accuracy etc. Further research will be the extension of the simulator to be also capable of generating post saccadic, optokinetic and vestibulo-ocular movement. Additionally, a validation and correction extension will be developed to refine eye movement data based on known velocity profiles and validate gaze positions.
