The National Oceanic and Atmospheric Administration/Earth System Research Laboratory/Chemical Sciences Division (NOAA/ESRL/CSD) has developed a versatile, airborne lidar system for measuring ozone and aerosols in the boundary layer and lower free troposphere The system also provides uncalibrated aerosol backscatter profiles at 18-m vertical and 600-m horizontal resolution. TOPAZ incorporates state-of-the-art technologies, including a ceriumdoped lithium calcium aluminum fluoride (Ce:LiCAF) laser, to make it compact and lightweight with low power consumption. The tunable, three-wavelength UV laser source makes it possible to optimize the wavelengths for differing atmospheric conditions, reduce the interference from other atmospheric constituents, and implement advanced analysis techniques. This paper describes the TOPAZ lidar, its components and performance during testing and field operation, and the data analysis procedure, including a discussion of error sources. The performance characteristics are illustrated through a comparison between TOPAZ and an ozonesonde launched during the TexAQS 2006 field campaign. A more comprehensive set of comparisons with in situ measurements during TexAQS 2006 and an assessment of the TOPAZ accuracy and precision are presented in a companion paper.
Introduction
The formation and transport of ozone and aerosol pollution in the lower troposphere is of great interest because of the negative impacts these pollutants have on both air quality and climate (The Royal Society 2008, and references therein). These processes have been studied extensively over the last several decades, with numerous field studies aimed at providing detailed measurements of the ozone and aerosol distribution in and around large urban areas where many of the photochemical precursors of these pollutants are emitted. In many of these studies, airborne lidar systems have played a key role by providing highly resolved measurements of the threedimensional distribution of ozone and aerosols. Several research groups have built and deployed lidar systems for airborne detection of ozone using a variety of transmitter and receiver designs. These systems are based on the differential absorption lidar (DIAL) technique (Schotland 1974) , and generally fall into two design classes. The first approach, pioneered by the National Aeronautics and Space Administration (NASA) Langley Research Center (e.g., Browell et al. 1983) , uses high-power tunable dye lasers for the lidar transmitter. The resulting system is extremely versatile, but is relatively large with high power consumption, and thus is restricted to large aircraft platforms, which are costly to operate. The second approach, which uses fixed-wavelength lasers (e.g., Uthe et al. 1992; Alvarez et al. 1998; Ancellet and Ravetta 1998) , can be made more compact for operation on smaller aircraft, but cannot be optimized (Proffitt and Langford 1997) to maximize the spatial and temporal resolution and minimize unwanted interferences.
Recent developments in tunable UV solid-state laser technology (Coutts and McGonigle 2004) have bridged the gap between these two approaches (Elsayed et al. 2002; Fix et al. 2002; Prasad et al. 2006; Rambaldi et al. 1995) . Building upon the National Oceanic and Atmospheric Administration (NOAA)/Earth System Research Laboratory's experience with ground-based and airborne tropospheric ozone lidars (Machol et al. 2009; Alvarez et al. 1998) , we have designed and built the Tunable Optical Profiler for Aerosol and Ozone (TOPAZ) lidar (Alvarez et al. 2008 ), a new airborne lidar system for measurements of ozone and aerosol backscatter in the lower troposphere. This system incorporates recent advances in state-of-the-art lasers and computers resulting in a more compact and lighter lidar with lower power requirements that can be deployed on smaller aircraft platforms, including the NOAA Twin Otter. TOPAZ uses a laser with high pulse rates and low pulse energy to permit eye-safe operation with short integration times while airborne. This tunable, three-wavelength UV laser provides TOPAZ with significantly enhanced capabilities, including the optimization of wavelengths for differing atmospheric conditions, the reduction of interference from other atmospheric constituents, and the option to use the dual-DIAL technique to measure ozone concentration profiles. Fig. 1) is an airborne, nadir-viewing, threewavelength DIAL system. It provides ozone and aerosol backscatter profiles from approximately 400 m below the aircraft to near ground level [flights are typically conducted at altitudes ranging from 3000 to 5000 m above mean sea level (MSL)]. Profiles are acquired continuously at 10-s intervals, providing a two-dimensional ''curtain'' measurement of ozone and aerosol backscatter as the aircraft moves along the flight path. These curtain plots can be combined to show the three-dimensional structure or time evolution of the ozone and aerosol distribution. During flights, a real-time display allows the operators to monitor preliminary ozone and aerosol profiles, which can be used to optimize the flight track for efficient mapping of ozone and aerosol plumes. Data are stored for more detailed postflight processing. A description of the lidar components is given in the following sections, and a schematic diagram of the lidar system is shown in Fig. 2 .
Lidar description

TOPAZ (
a. Laser and transmitter
The lidar transmitter is based on a compact solid-state laser system originally developed by Science and Engineering Services, Inc. (SESI) for NASA Langley under a Small Business Innovative Research (SBIR) program (Fromzel and Prasad 2003; Prasad et al. 2006; Fromzel et al. 2007 ). The laser system uses a commercial laser (Coherent Evolution TEM00) to pump the custom laser section developed by SESI. The TEM00 is a diodepumped, neodymium-doped yttrium lithium fluoride (Nd:YLF) laser operating at a fundamental wavelength of 1053 nm. Intracavity frequency doubling in a lithium triborate (LBO) crystal generates a 527-nm output beam that is directed into the SESI laser where it is again frequency doubled in a cesium lithium borate (CLBO) crystal. The resulting 263-nm beam then pumps a tunable cerium-doped lithium calcium aluminum fluoride (Ce:LiCAF) laser. The final laser output can be tuned from approximately 283 to 310 nm with a bandwidth of 0.2 nm, a pulse-to-pulse wavelength stability of ,0.1 nm, FIG. 1. Cutaway view of Twin Otter fuselage showing typical installation of the TOPAZ system. The lidar frame including the laser (green), telescope, and receiver optics (dark blue), and the field-programmable gate array (FPGA)-digitizer-preprocessing computer (magenta) is mounted on shock-absorbing mounts (red) in the aft section of the cabin over the port in the underside of the fuselage. The remaining computers (magenta) and control electronics (cyan) are mounted in racks forward of the lidar. The laser chiller (orange) and a nitrogen gas cylinder (yellow) for the laser pressure control (and purge) system are mounted forward of the racks.
a pulse repetition rate of 1000 Hz, and a pulse width of 100 ns. The laser is controlled via a computer interface, and can be tuned on a pulse-to-pulse basis. This is accomplished by controlling the timing of the laser trigger relative to the position of an oscillating galvo-mounted end mirror in the Ce:LiCAF cavity. This oscillating mirror in conjunction with a tuning prism in the Ce:LiCAF cavity enable the rapid tuning of the laser. For TOPAZ, the laser is configured for three-wavelength operation with each of the wavelengths generated sequentially in the following order: l 1 , l 2 , l 3 , . . . Thus, each of the wavelengths is separated in time by 1 ms and a complete set of wavelengths is generated at a repetition rate of 333 Hz. The wavelengths are monitored by a fiber-coupled spectrograph that samples a portion of the Ce:LiCAF output beam. The laser has peak output energy at ;290 nm, which then drops to half-power at 65 nm from the peak; however, by varying the relative timing of the pulses to allow more pump buildup time, the longer wavelength outputs (needed as mentioned in the analysis section below) can be strengthened at the expense of the near-peak wavelength outputs. The laser is typically operated with an average output pulse energy of ;0.1 mJ per pulse (with the longer wavelength pulses having 30%-85% of the energy that the near-peak wavelength pulses have, depending on the wavelengths and the timing parameters set) which is less than the maximum rated output of 0.2-0.8 mJ per pulse (depending on wavelength) in order to reduce optical damage to the components within the laser. Table 1 includes a summary of the laser and lidar specifications. Several components have been found to develop surface optical damage from the 263-nm pump light. These include a pair of calcium fluoride prisms used to separate the 263-nm light from the residual 527-nm light after the fourth harmonic generation, the lenses and mirrors in the pump beam path, and the Ce:LiCAF crystal itself. Even with the reduced operating power, it is still necessary to reposition (or replace) the optics and crystal periodically (after ;30 h of laser operation for the prisms, and longer for other components) to move the damaged surfaces out of the beam path. The laser was designed with the capability to translate the Ce:LiCAF crystal resulting from damage issues, but additional modifications have been made to the laser including the ability to translate the prisms mentioned above when they become damaged.
The ;1-mm-diameter laser beam is sent through a 5-times beam expander (BE1; see to set the beam divergence to ;0.5 mrad (full angle), making the transmitted beam eye safe at ranges greater than 200 m. The expanded beam is reflected from a transmitter mirror (M3; see Fig. 2 ) located on the axis of, and directly behind the secondary mirror of the receiver telescope. The transmitter mirror can be remotely adjusted in flight using piezoelectric-driven adjustment screws to optimize the overlap between the laser beam and the receiver field of view (FOV). This optimization is accomplished by looking at a computer display of the graph of ln(Sr 2 ) versus r, where S is the signal at range r from the lidar (resulting in an approximately linear graph for a uniform atmosphere), and making laser-pointing adjustments until both the near-field (NF) and far-field (FF) signals are maximized.
b. Receiver and detectors
The lidar receiver uses an f/2 0.5-m-diameter, lightweight (honeycombed) mirror in a Newtonian telescope to collect the backscattered laser light. Because the return signals decay rapidly (;r
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) at close range, two techniques are implemented to accommodate the large dynamic range. First, a beamsplitter (BS2; see Fig. 2 ) divides the collected light into NF and FF channels. The first aperture (A1; see Fig. 2 ) sets the FOV for the near-field channel to 3.0 mrad to allow full overlap of the transmitted laser light with the receiver FOV ;300 m from the lidar, while a second aperture (A2; see Fig. 2 ) sets the FOV for the far-field channel at 1.5 mrad, resulting in complete overlap at ;800 m. To compensate for the peak signal differences, the beamsplitter directs more (90%) of the received light to the far-field channel. In addition to these ''passive'' dynamic range compression techniques, a computer-controlled variable-gain amplifier (VGA) after each detector can change the gain settings between each pulse (and thus wavelength). This allows for dynamic adjustment for the differences in signal level resulting from variations in the laser pulse energy as a function of wavelength, as well as the increased atmospheric attenuation of the shorter wavelengths in high ozone conditions. The variable-gain amplifier settings span 8-31 dB gain, and the typical variations of the signals from each channel-wavelength combination require settings ranging from 24 to 31 dB. The implementation of the near-and far-field channels along with the programmable amplifiers allows for better matching of the very different return-signal amplitudes to the full-scale digitizer range.
Both detector channels use Hamamatsu R2076 photomultiplier tubes (PMTs) that have been tested and selected for very linear responses when operated in voltage divider bases that have been optimized for gated operation. The PMTs are operated in an analog (current source) mode and are gated to reduce saturation and signal-induced bias (SIB) effects, thus providing enhanced pulsed response linearity (Lee et al. 1990; Bristow et al. 1995; Zhao 1999; Bristow 2002; Machol et al. 2009 ). The optical paths to both detectors have short-pass filters (Barr Associates, l pass # 301 nm) that reduce the solar background light within the PMT spectral sensitivity range by a factor of 10 6 while transmitting .65% of the backscattered UV laser light. 
c. Computer controls and data acquisition
The control and data acquisition tasks are distributed among three computers in the system. All three computers use solid-state drives for operation in the unpressurized Twin Otter because traditional hard drives are unreliable at altitudes above about 3 km. The first computer handles the direct control of the lasers and was provided as part of the SESI laser system. This computer controls the pump laser current, the wavelength scanningtuning, pulse timing, etc., along with providing outputs to monitor the laser operating status and wavelengths as well as generating timing pulses to synchronize the data acquisition system to the laser output.
The second computer provides the principal data acquisition components. This computer includes a custom field programmable gate array (FPGA) that is configured with two 14-bit digitizers that operate at a 100-MHz sample rate. This corresponds to a dwell time of 10 ns or an atmospheric range resolution of 1.5 m. This resolution is higher than that provided by the 100-ns laser pulse, but the signals are averaged as described below. The signals are digitized over a range from 0 to ;11.5 km so that the farthest range gates (corresponding to ranges beyond ground level in the nadir-looking airborne operation) may be used to determine the background signal level resulting from scattered light, amplifier offset, etc. The FPGA also accumulates the signals in range (to range gates of 6 m and resulting in 16-bit values) and in time (to a 5-Hz data rate). This accumulation helps reduce the statistical noise in the signals and decreases the rate at which data are written to the drives. The accumulation steps include a check whether signals are between lower and upper threshold levels that can be set by the user. The portions of the signals that are found to be out of range (e.g., resulting from strong backscatter signals from clouds) are not accumulated into the 5-Hz data. The number of samples that were accumulated at each 6-m range gate is stored together with the 5-Hz data so that the correct signal averages can be calculated prior to the aerosol and ozone calculations as described in the analysis section below. The FPGA also keeps track of the wavelengths to check for missed laser pulses or missed triggers to the data system, and controls the settings of the VGAs mentioned in the receiver description section above. This computer also provides an interface to a low-speed digitizer used to sample in situ measurements of temperature, pressure, and ozone concentration at flight level as well as surface (land-water) skin temperature measured with a nadir-pointing infrared pyrometer (Heitronics KT15.85D). (These extra measurements provide contextual information that can be used in the later application and analysis of the ozone and aerosol data provided by the lidar.) All of the data are then transferred to the third computer via a network connection.
The third computer is responsible for saving the raw data to the disk drives and performing a preliminary analysis of the ozone and aerosol profiles (as described below) for real-time feedback to the lidar operators on board. This computer also includes a GPS receiver that provides time and location stamps for the lidar data records.
Airborne operation
Operation of a lidar or other sensitive optical instrument on an unpressurized airborne platform poses many challenges beyond those found in a laboratory environment. These include significant limitations on the instrument size and weight along with the need for operation in a harsh environment that includes high noise and vibration along with wide variations in ambient temperature and pressure. In addition to the technical requirements for the lidar operation, safety and structural requirements need to be met for airworthiness certification from the appropriate agencies.
The TOPAZ lidar system is designed to fly aboard relatively small aircraft platforms, such as the DeHavilland DHC-6 Series 300 Twin Otters operated by the NOAA Aircraft Operations Center (AOC). These aircraft typically fly at altitudes below ;5 km MSL at a mean survey speed of ;60 m s
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. The aircraft is crewed with two pilots, and there are typically two or three lidar operators on board. The entire TOPAZ system has a gross weight of ;400 kg or ;46% of the useful Twin Otter payload of 865 kg. (Individual component weights and sizes are given in Table 1 .) This allows enough fuel for typical research flights of up to 6-h duration, depending on the individual aircraft fuel tank configuration and what additional equipment is installed. The lidar and its components are secured to the seat-mounting tracks in the aircraft cabin (Fig. 1) . The main lidar structure containing the lasers and optics is modeled after the older NOAA airborne ozone lidar (Alvarez et al. 1998) and is attached to the tracks by shock-absorbing mounts to reduce vibrations transmitted from the airframe to the laser. The closed-loop chiller for the laser is mounted separately on the tracks, and the computers and control electronics are housed in 19-in. equipment racks certified for aircraft use. The electrical power required to operate the entire system is approximately 3 kW.
Because the Twin Otter is unpressurized and the lidar port does not have a window (a large and expensive fused silica window would be required for transmission in the UV range), large variations in the temperature and pressure surrounding the lidar are experienced during flight. The initial test flights of the lidar revealed that these environmental changes caused significant variations in the laser alignment and the temperature control of the nonlinear crystals, resulting in reduced laser power and optical damage to several of the internal laser components. To reduce these effects, a baffle system (consisting of plywood and flexible tape that seals the gap between the edge of the telescope tube and the edge of the hole in the aircraft floor) was added to reduce the amount of cold outside air that blows onto the laser, and a temperature control system with thermal insulation was added to the laser housing to better stabilize the laser temperature. Additionally, the laser housings were sealed so that a pressure control system can be used to maintain near-ground level pressure within the laser cavity.
Signal processing
After the digitized and accumulated lidar signals from the FPGA are stored on the disk drives, these raw TOPAZ data undergo several processing steps prior to the DIAL analysis.
a. Averaging and basic corrections
The 5-Hz data records for each wavelength and the near and far channels from the FPGA are first averaged to 1-s time resolution (while maintaining the 6-m data resolution). (Note that the 100-ns pulse length dictates that independent data points are $15 m apart, but the data are kept at 6-m resolution because it is still useful for identifying thin layers or edges of layers even though some smearing of these features will occur.) The average signal over 100 range gates at a range of ;10 km is used to determine the signal offset for each of the six return signals. For a nadir-viewing airborne operation, this offset reference range is several kilometers beyond the groundreturn spike. Next, the electromagnetic interference (EMI) noise associated with laser firing and other synchronous processes is subtracted from each of the six signals. Because the laser system has no flash lamps, the EMI is relatively small and reproducible and generally does not change much over the course of a flight. The EMI noise is determined about every 30 min by blocking both the outgoing laser beam and aperture A1 (Fig. 2) for about 1 min. The averaged EMI file that is nearest in time is subtracted from each 1-s signal trace.
The offset-and EMI-corrected near and far channel data are concatenated to form ''blended'' signals for each wavelength. The blending region is typically set at 1100-1200-m range or about 300 m beyond the point where the laser beam and the far channel field of view completely overlap. The far channel data are then scaled to match the near channel data in the blending region. Additionally, because there is no information about the pointing angle of the laser beam during aircraft turns, these periods are identified from the GPS data and the lidar data are discarded. Aircraft attitude information is not recorded except for a simple measurement of the typical aircraft pitch during flight, which is then used to account for the slightly off-nadir pointing of the laser beam during straight flight legs.
Cloud tops and the ground location are identified using the blended data at the longest wavelength, which is least attenuated by ozone. A spike in the signal qualifies as a hard target return from either a cloud or the ground when the derivative (with respect to range) of the range-squared corrected signal (normalized to the signal at 300-m range) exceeds an empirically determined threshold value. The data for all three wavelengths both at and beyond the three range gates (18 m) above the cloud top or the ground are discarded.
b. Signal-induced bias and amplifier overshoot correction
Because the offset-and EMI-corrected signals should be zero beyond a hard target return, any deviations in the baseline must be due to SIB in the PMTs or nonlinearities in the amplifier response. Signal-induced bias or afterpulsing is a well-known problem in lidar systems that appears as one or more exponentially decaying tails in the anode current following exposure of a PMT to a short light pulse (Lee et al. 1990 ). However, laboratory and field measurements show that amplifier overshoot is generally larger than SIB in the TOPAZ detection system, as can be seen from the typical signal trace showing the ground-return spike in Fig. 3 . The maximum negative bias in the baseline beyond a hard target spike is generally only about one or two digitizer counts or ;10 24 of the full-scale signal, except when the hard target is close to the aircraft, for example, during takeoff or landing, or when clouds are encountered near the aircraft. However, if improperly corrected, even this small overshoot can cause significant biases in the retrieved ozone concentrations at maximum range in the lowest several hundred meters above ground where the return signals are weak because of the strong attenuation by the ozone and aerosols (Fig. 3) . The companion paper by Langford et al. (2011) discusses this potential source of error in more detail.
Because some SIB is convolved with the overshoot in the amplified PMT signals, both biases are corrected by empirically fitting an exponential function to the negative signal just beyond the ground spike (Fig. 3) . This function is then extrapolated to the first range gate and subtracted from the lidar signal. The best results are OCTOBER 2011 obtained using a function of the form f(r) 5 a 1 exp(2br) 1 a 2 r 1 a 3 , where r is the range gate number and a 1 , a 2 , and a 3 are the fit parameters. The function f(r) is fitted to the ''tail'' of the blended signal for each wavelength from 360 m beyond the hard target return to the 10-km range. The exponent b is fixed, so that when extrapolated to the first range gate the fit function does not vary too greatly from one 1-s profile to the next. A mean value of b 5 0.007 was determined by a simple exponential fit of the form a 3 exp(2br). To reduce noise in the data for the fitting process, the 1-s data are averaged by a 60-s gliding filter (630 s), except at the beginning or end of the dataset.
Prior to the ozone and aerosol backscatter retrieval, the blended 1-s lidar signal data, now corrected for offset, EMI, and baseline deviations, and screened for aircraft turns and hard target returns resulting from the ground and clouds, are averaged in time over 10 s. This results in a horizontal resolution of 600 m at the typical Twin Otter survey speed of ;60 m s
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.
DIAL analysis
Ozone profiles are computed from the processed TOPAZ lidar data using the DIAL technique (Schotland 1974; Browell et al. 1985) . This technique determines range-resolved concentrations through time-dependent differences in the backscattered light at two wavelengths absorbed to different degrees by the molecule of interest, that is, ozone. (The two wavelengths are generally referred to as the online and offline wavelengths for the more absorbed and less absorbed wavelengths, respectively.) The Hartley absorption band between ;(260 and 300) nm in the near UV is the spectral region of choice for lidar measurements of tropospheric ozone, and the vast majority of past and current tropospheric ozone lidar systems use UV laser transmitters operating in this range (e.g., Grant and Hake 1975; Pelon and Mégie 1982; Browell et al. 1983; Uthe et al. 1992; Proffitt and Langford 1997; Richter et al. 1997; Weidauer et al. 1997; Alvarez et al. 1998; Ancellet and Ravetta 1998; Fix et al. 2002; Meister et al. 2003; Machol et al. 2009 ). Longer wavelengths are typically used for stratospheric measurements. The TOPAZ lidar is unique, however, in that it employs a tunable ultraviolet laser that transmits three wavelengths, which allows the instrument to be optimized for differing atmospheric conditions and to use alternate analysis techniques. This optimization includes the ability to select wavelengths that have appropriate amounts of absorption for the concentration of ozone present in the atmosphere, to minimize the interference by other trace gas constituents such as sulfur dioxide (SO 2 ), and to use advanced, multiwavelength analysis techniques.
The full tuning range of the TOPAZ laser extends from about 283 to 310 nm, which covers much of the Hartley absorption band (Fig. 4) . However, laser pulse energies below ;286 and above 300 nm are very low (when operated at the reduced power setting described in section 2) and not suitable for DIAL measurements. In addition, the cutoff filters in the receiver section block light at wavelengths greater than 301 nm. Therefore, the three TOPAZ wavelengths are typically set in the ranges of 286 # l 1 # 289 nm, 292 # l 2 # 296 nm, and 296 # l 3 # 300 nm. Wavelengths at the lower end of the respective ranges, corresponding to stronger attenuation of the laser light by ozone, are chosen when low to moderate atmospheric ozone levels are expected. Longer wavelengths that are less attenuated by ozone are used under high ambient ozone conditions. Measurements with optimized wavelength pairs have yielded ozone profiles with good precision under a variety of atmospheric conditions, with ozone levels ranging from 20 ppbv in clean marine air to more than 200 ppbv in polluted urban air masses.
Although any combination of the three TOPAZ wavelengths can be used to retrieve ozone profiles with the standard, two-wavelength DIAL technique, most measurements are made using the l 1 -l 3 wavelength pair, because it yields data with good signal-to-noise ratios (SNRs) over a wide range of atmospheric conditions. To minimize interference by SO 2 we choose the onand offline wavelengths in such a way that the differential SO 2 absorption cross section is very small (Fig. 4) . As a result, the bias in the ozone retrieval resulting from the SO 2 interference is less than about 1 ppbv even when high concentrations of SO 2 are present. TOPAZ can also be configured to measure SO 2 simultaneously with ozone. For example, when tuned to 288.8, 299.3, and 300.0 nm, the l 1 -l 3 wavelength pair can be used as usual for the ozone retrieval, while l 2 and l 3 serve as off-and online channels for the DIAL SO 2 retrieval (Fig. 4) . The third wavelength (l 3 ) is centered on the peak of the strongest SO 2 absorption line in the near-UV spectral region, while l 2 is tuned to a region of low SO 2 absorption adjacent to the absorption line. The first wavelength is tuned to the peak of another SO 2 absorption line, resulting in a small differential SO 2 absorption cross section for the l 1 -l 3 pair, thus minimizing the SO 2 interference on the ozone retrieval. The ozone measurements can be used to correct for the interference of ozone on the SO 2 retrieval. Cao et al. (2006) describe a similar approach to measure atmospheric ozone and SO 2 concentrations simultaneously; however, they used a dye laser system to generate tunable wavelengths in the UV spectral region. Future tests are planned to determine whether TOPAZ is suitable for atmospheric SO 2 measurements and what precision and accuracy can be expected. In particular, we will assess whether the wavelength stability (better than 0.1 nm) and laser line width (0.2 nm) of TOPAZ are sufficient for SO 2 retrieval, which makes use of rather narrow absorption features (FWHM ' 1 nm) compared to the broad Hartley absorption band used in the ozone DIAL measurements.
Ozone retrievals with the standard two-wavelength DIAL technique may be biased because of differences in aerosol extinction and backscatter between the two DIAL wavelengths (Browell et al. 1985) . These differential aerosol effects can be corrected by using aerosol information from the longer offline DIAL wavelength, but uncertainties remain. As an alternative to the standard DIAL technique, ozone profiles can also be calculated using the three-wavelength dual-DIAL technique (Kovalev and Bristow 1996; Wang et al. 1997) . The tunability of TOPAZ allows us to choose the appropriate spacing between the three wavelengths to optimize the dual-DIAL retrieval. As Kovalev and Bristow (1996) and Wang et al. (1997) have shown, this method significantly reduces the uncertainties in the ozone retrieval resulting from aerosol effects. In fact, this technique does not require any information about aerosol properties in order to retrieve ozone profiles. However, this convenience comes at the expense of significantly increased noise in the ozone data compared to the two-wavelength DIAL technique. Therefore, we generally use the standard DIAL technique, except under conditions when a satisfactory estimate of the aerosol properties required for the differential aerosol correction cannot be obtained. Another three-wavelength technique to retrieve ozone profiles has been described by Eisele and Trickl (2005) . In addition to ozone concentration and aerosol backscatter, their approach also yields estimates of extinctionto-backscatter ratio and wavelength dependences of aerosol backscatter and extinction. This analysis technique appears to be quite sensitive to statistical noise in the data and generally requires longer averaging times than what is feasible for the airborne TOPAZ lidar. Therefore, we did not consider using this technique for the TOPAZ lidar data retrieval. 
a. Ozone retrieval and aerosol correction
As mentioned above, ozone retrieval using the l 1 -l 3 wavelength pair requires correction of potential biases resulting from differences in aerosol extinction and backscatter between the two DIAL wavelengths. As described by Browell et al. (1985) , these biases can be particularly large in regions of strong aerosol gradients, which typically occur near clouds or at the top of the planetary boundary layer. These differential aerosol effects are explicitly corrected using aerosol backscatter and extinction profiles derived from the l 3 data following the approach of Fernald (1984) and assuming backscatter and extinction wavelength dependences. However, because ozone extinction is still significant at wavelengths between 296 and 300 nm and is comparable to the extinction resulting from aerosol and Rayleigh scattering, the l 3 aerosol data also have to be corrected for ozone extinction. Immler (2003) suggested an algorithm, the so-called Klett-DIAL method, which allows the computation of ozone and aerosol backscatter profiles simultaneously. This technique was demonstrated using simulated ozone DIAL data for two closely spaced DIAL wavelengths with a separation of 3.5 nm. However, it is unclear how well this technique would work with measured DIAL data that are subject to noise and what the implications of the larger TOPAZ wavelength spacings (;10 nm) would be. For these reasons, we chose a scheme that computes ozone and aerosol backscatter profiles iteratively until the measured ozone concentrations converge. For the first step in our iteration, we compute preliminary ozone profiles, generally using the l 1 -l 3 wavelength pair, without any differential aerosol backscatter and extinction correction. For the DIAL calculation, only data beyond the 400-m range (when the telescope field of view and the lidar beam are in full overlap) are used and the lidar signals are averaged range-wise over 90 m. The derivative in the DIAL equation is computed as the slope of the least squares linear fit over five adjacent 90-m gates and the resulting ozone value is assigned to the middle gate. This process is repeated in a gliding fashion over the entire measurement range. At the edges of the measurement range, three and two adjacent 90-m gates are used for the ozone calculation at the next-to-last and last gates, respectively. The reported ozone range resolution is 90 m, and layers of this thickness are still visible in the data; however, completely independent data points are spaced 450 m apart. The preliminary ozone profiles are used to correct the lidar data at l 3 for ozone extinction, and these corrected data are utilized to compute aerosol backscatter and extinction profiles. The aerosol data are retrieved at an 18-m resolution. To compute aerosol backscatter and extinction profiles from single-wavelength lidar data, an aerosol backscatter reference value at a given range and the extinction-to-backscatter ratio have to be prescribed (e.g., Fernald 1984) . For the aerosol backscatter reference range, it is advisable to use a region at the far end of the measurement range (close to the surface for the nadir-looking TOPAZ lidar) because otherwise the aerosol backscatter retrieval may become computationally unstable. Therefore, we typically choose a region within the boundary layer a few hundred meters above ground level. The aerosol backscatter reference value and the extinction-to-backscatter ratio (which is usually assumed to be constant with altitude) are estimated based upon collocated measurements of aerosol properties (if available) or literature values for the type of aerosol (urban, continental, maritime, dust) that is assumed to be prevailing during the measurement. The aerosol backscatter and extinction wavelength dependences, which are needed to correct differential aerosol effects in the ozone calculation, are assumed to follow a power law. In most cases, we use a power-law exponent of 0 (no wavelength dependence) for aerosol backscatter and an exponent of 20.5 for aerosol extinction. These values seem to be a good compromise for a wide range of aerosol types (Vö lger et al. 1996) .
In the second iteration step, ozone profiles are computed with aerosol correction using the aerosol backscatter and extinction profiles from the first step. These ozone profiles are then used to provide a more accurate ozone extinction correction of the signal data at l 3 , which in turn results in more accurate aerosol profile retrieval. This iteration procedure is repeated until the ozone profiles produced in successive iteration steps converge. Convergence is reached when the absolute difference between successive ozone profiles is less than 2.5 3 10 15 m 23 (corresponding to about 0.1 ppbv) at all range gates. The DIAL retrieval yields ozone profiles in units of number density. To convert these data to ozone mixing ratios, we use temperature and pressure fields initially from standard atmosphere profiles and, once available (;1 month delay), from the National Centers for Environmental Prediction/Climate Data Assimilation System (NCEP/CDAS) reanalysis data (Kalnay et al. 1996) at a spatial resolution of 18 3 18. Temperature and pressure information is also required to compute Rayleigh backscatter profiles (which are needed for the aerosol retrieval) and to account for the temperature dependence of the ozone absorption cross sections. Over the TOPAZ tuning range used for the ozone DIAL retrieval, ozone absorption cross sections vary by less than 0.2% K 21 . Temperature and geopotential height data at pressure levels of 1000, 925, 850, 700, and 600 hPa are averaged spatially over the area covered by a given flight (or several segments of a flight, if the covered area is significantly larger than 18 3 18) and then interpolated in altitude to yield average temperature and pressure profiles for a given flight.
During research flights, the TOPAZ data are analyzed in near-real time using an abbreviated version of the analysis procedure described above for the real-time display. No baseline correction is made and data collected during aircraft turns or beyond cloud or ground hard target returns are included. Temperature and pressure information is taken from standard atmosphere profiles. The preliminary ozone and aerosol backscatter profiles are displayed as a continuously updated curtain plot to allow the TOPAZ operators to make adjustments to the flight track or altitude in order to optimize the data collection.
b. Systematic errors
The retrieved ozone concentrations are subject to several other potential sources of error in addition to those discussed above. In particular, the retrieved concentrations are directly proportional to the reciprocal of the ozone differential absorption cross sections. To select the most appropriate ozone absorption crosssectional data for the DIAL retrieval, we conducted a review of several datasets, including those of Bass and Paur (1985) , Molina and Molina (1986) , Malicet et al. (1995) , Burrows et al. (1999), and Bogumil et al. (2003) . These datasets are available at the database of the Max Planck Institute for Chemistry in Mainz, Germany (online at http://www.atmosphere.mpg.de/enid/2295). The ozone cross-sectional measurements by these five authors are reported at different wavelength resolutions and for various sets of temperatures ranging generally from 203 to 298 K. We excluded the Molina and Molina (1986) dataset because of its rather coarse wavelength resolution of 0.5 nm, compared to the 0.01 to about 0.11 nm for the other datasets. The remaining four datasets were interpolated to 0.01 nm, and at each wavelength step, a quadratic fit of the absorption cross section as a function of temperature was performed. Over the TOPAZ wavelength range of 286-300 nm, the interpolated absorption cross-sectional datasets have maximum deviations from the mean (four dataset average) of about 61.8% for temperatures ranging from 283 to 313 K, which covers the ambient temperatures encountered during the TOPAZ field campaigns. Absolute mean differences (averaged over the TOPAZ wavelength range) from the mean are less than 1%. From the four absorption cross-sectional datasets that we compared, we selected the Burrows et al. (1999) dataset following a recommendation of the Sander et al. (2006) report. Based on our comparison study, we estimate the accuracy of the Burrows et al. data to be better than 2%. This uncertainty in the absorption cross-sectional data translates into a bias of the same magnitude in the ozone retrieval.
The accuracy of the ozone retrieval is also affected by a number of other factors. Biases in the ozone retrieval resulting from uncertainties in the atmospheric temperature and pressure profiles taken from the NCEP CDAS reanalysis data are estimated to be about 2% and 0.5%, respectively. The TOPAZ wavelengths tend to drift very slightly over the course of a research flight. As a result, the wavelength differential Dl 5 l 1 -l 3 has an uncertainty of less than 0.1 nm, which translates into an error in the ozone retrieval of #1%. To estimate the effect of uncertainties in the baseline correction on the ozone retrieval, we vary the SIB/overshoot correction parameters within reasonable bounds, perform the full DIAL calculation with these modified parameters, and use the differences in the resulting ozone profiles as an indicator for the associated uncertainties. For the SIB/ overshoot correction we vary the fixed exponent b in the fit function [ f(r) 5 a 1 exp(2br) 1 a 2 r 1 a 3 , as described earlier] from 0.0065 to 0.0075 around the mean value of 0.007. Residual errors in the ozone calculation resulting from inaccuracies in the SIB/overshoot correction are typically in the 2%-3% range, but under low signal-tonoise ratio conditions (i.e., at ranges .2.5 km with high ozone concentrations), the errors can be as large as 15% as is shown in the companion paper by Langford et al. (2011) . Under low SNR conditions, applying the correction can result in a relatively large change in signal levels (Fig. 3b) , and thus any uncertainties in the correction may result in larger residual biases in the signal levels and, in turn, the ozone calculations. To estimate the magnitude of the residual errors of the aerosol correction on the ozone retrieval, we varied the assumed aerosol backscatter wavelength dependence between l 21 and l 11 . The wavelength dependence of aerosol extinction is held fixed at l 20.5 , because models indicate that for typical aerosol mixtures the power-law exponent is close to 20.5 (Vö lger et al. 1996) . While variations in the extinction-to-backscatter ratio and aerosol backscatter reference value can lead to significant changes in the aerosol backscatter and extinction profiles, the impact on the ozone retrieval is generally small. Errors in the correction of differential aerosol effects depend on the actual aerosol spatial distribution encountered during a flight. They are generally most pronounced in regions of strong vertical aerosol gradients and can be as large as a few parts per billion by volume.
c. Statistical uncertainties
The statistical uncertainty or precision of the TOPAZ ozone measurements is computed by using the autocovariance method (Lenschow et al. 2000) on the ozone time series data at each range gate. Prior to applying the autocovariance method, the data at each range gate are linearly detrended. We calculate the ozone rootmean-square (rms) error for each time step and at each range gate by applying the autocovariance method to a 10-min window of data for a given range gate that is moved in a gliding fashion across the time series at each range. Ozone RMS errors increase with range away from the lidar because of the increasing extinction of the lidar signal, and thus the decreasing signal-to-noise ratio. The precision of the ozone retrieval also usually varies with time over the course of a flight depending on the ambient ozone and aerosol levels and changes in the laser output power. For ozone retrievals at the standard vertical resolution of 90 m and time resolution of 10 s, the overall error is dominated by statistical uncertainties. The 1s statistical errors typically vary from 2 to 5 ppbv (5%-8%) at ranges close to the lidar, and they can range from 5 to 35 ppbv (12%-30%) at ranges of 2.5 km and beyond, with the largest uncertainties occurring under low SNR conditions at large ranges with high ozone concentrations. The precision of the ozone measurements can be improved substantially by averaging over longer time intervals or larger range bins (Langford et al. 2011 ).
Measurements and validation
The TOPAZ lidar has been deployed on one of the NOAA Twin Otter aircraft during several field experiments since 2006, including the second Texas Air Quality Study (TexAQS 2006; Parrish et al. 2009; Langford et al. 2010b; Senff et al. 2010; Banta et al. 2011 ), the 2008 Front Range Air Quality Study (Senff et al. 2009 ), the 2009 PreCalNex study (Langford et al. 2010a) , and the CalNex 2010 experiment. During these studies, TOPAZ was successfully used to investigate the three-dimensional distribution of urban ozone and aerosol plumes, estimate the horizontal flux of ozone from urban areas, characterize the transport of ozone in and near complex terrain, and determine the spatial distribution of the planetary boundary layer height. Figure 5 shows an example of the data collected with TOPAZ during the TexAQS 2006 experiment. In this case, we used TOPAZ to characterize the structure of the urban ozone plume and the horizontal ozone flux downwind of Houston, Texas. More detailed information about this case can be found in Senff et al. (2010) .
As an illustration of the performance of TOPAZ during TexAQS 2006, we have compared TOPAZ profiles with those measured by electrochemical cell (ECC) ozonesondes launched from the University of Houston campus as part of the Intercontinental Chemical Transport Experiment (INTEX) Ozonesonde Network Study (IONS) sampling program (Thompson et al. 2008; Rappenglü ck et al. 2008; Morris et al. 2010) . One of these launches occurred at 1829 UTC 31 August as the Twin Otter flew near the launch site. The area surrounding the launch site is shown in detail in Fig. 6 , along with the flight track of the northbound Twin Otter. The black squares represent the center locations of the individual 10-s TOPAZ profiles, and the filled squares show the three profiles closest to the launch site (red circle). The dotted red line shows the ground track of the ozonesonde as it ascended from the surface to 4 km MSL. A plume of high ozone advected northwestward from the Houston ship channel by the bay breeze passed to the south of the university during the afternoon (Langford et al. 2010b) . This is seen more clearly in Fig. 7 , which shows a latitude-height curtain plot of the TOPAZ ozone profiles along the Twin Otter flight track from Fig. 6 . The black squares, once again, represent the locations of the TOPAZ profiles with the filled black squares and the dashed box indicating the profiles nearest the ozonesonde. The dotted black lines show the flight path of the ozonesonde launched at 1829 UTC as the Twin Otter flew past. The profile is color coded to show the measured concentration. The sea-breeze front was located near the University of Houston at the time of the launch (Banta et al. 2005) , and the balloon rose almost vertically to about 1500 m MSL, where it was blown southward over the ozone plume by strong northerly winds aloft (Fig. 6) . Figure 7 shows the value of the additional context provided by the lidar technique in areas with strong vertical and horizontal inhomogeneities in the ozone distribution. Also, note the increased scatter in the 10-s lidar measurements near the surface compared to the ozonesonde profile. This reflects the greater statistical uncertainty in these measurements.
The strong horizontal gradient in ozone at the edge of the plume limits the number of TOPAZ profiles that can be compared to the ozonesonde to three. Figure 8 plots the ozonesonde profile (red line), and the average (black line, 61s) of the three TOPAZ profiles (gray lines) corresponding to the filled black squares and dashed boxes in Figs. 6 and 7. The agreement between the two profiles is quite good except near the top of the plume where the five-gate (450 m) smoothing of the DIAL profile degrades the vertical resolution. The small vertical displacement between the two profiles may reflect the 2-km horizontal averaging of the TOPAZ profile and the high spatial variability of the mixed layer height on 31 August (Langford et al. 2010b ).
Summary and conclusions
The TOPAZ system represents a significant advancement in lidar for tropospheric ozone measurements. The incorporation of state-of-the-art UV laser technology makes the system uniquely flexible in terms of deployment and application. The tunable, three-wavelength laser enables optimization of the lidar for differing atmospheric conditions, reduction of interference from other atmospheric constituents, and dual-DIAL operation. The high pulse rate and low pulse energy permit eye-safe, airborne operation while the smaller size, weight, and power requirements of the system have made deployment easier and less expensive. The performance of the TOPAZ lidar (Table 1) has been found to either meet or exceed that of the prior NOAA airborne ozone lidar, and the data compare well with other instrumentation. With a resolution of 90 (vertical) and 600 (horizontal) m, the error in the ozone measurements is typically ,5%, but can be as high as 15% under low SNR conditions at large ranges with high ozone concentrations. Similarly, the precision of the ozone measurements is typically 6(2-5) ppbv (5%-8%) at ranges of 400-600 m, and falls to 6(5-35) ppbv (12%-30%) at ranges .2.5 km, with the largest uncertainties occurring under low SNR conditions at large ranges with high ozone concentrations. The abilities of the TOPAZ lidar have been successfully demonstrated in the field, and the highly resolved measurements of ozone in the boundary layer and lower troposphere provided by the TOPAZ lidar have proven to be an exceptionally useful tool for studying the three-dimensional distribution of tropospheric ozone, mapping out ozone plumes emanating from urban areas or power plants, and characterizing ozone transport processes on local and regional scales.
