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Abstract 
Monfroglio, A., Integer programs for logic constraint satisfaction, Theoretical Computer Science 
97 (1992) 105-130. 
Logic constraint satisfaction problems are in general NP-hard and a general deterministic poly- 
nomial time algorithm is not known. Since several logic constraint problems can be reduced in 
polynomial time to the satisfaction of a conjunctive normal form (CNF-SAT), this case is very 
important. We present here a technique to transform a CNF-SAT problem in an integer optimiza- 
tion problem that can be solved by linear programming. The size of the obtained integer program 
has a polynomial growth in comparison with the original problem size. 
1. Introduction 
Logic constraint satisfaction plays a crucial role in the real world and in the field 
of Artificial Intelligence. Several discrete optimization problems, planning problems 
(scheduling, engineering, timetabling, robotics), operations research problems (pro- 
ject management, decision support systems, advisory systems), data base manage- 
ment problems, pattern recognition problems, multitasking problems, may be partly 
reduced to constraint satisfaction problems, cf. [48, 9, 19, 461. An introduction to 
programming by constraints may be found in [52]. 
A good introductory theory of discrete optimization is [45]. 
Unfortunately, the general constraint satisfaction problem belongs to the NP class 
of hard problems for which polynomial time deterministic algorithms are not known, 
cf. [8, 171. 
Following [27], the general constraint satisfaction problem (CSP) may be formu- 
lated in formal terms: Given a set of n variables, each with an associated domain 
and a set of constraining relations each involving a subset of k variables in the form 
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of a set of admissible k-tuples of values, find one or all possible n-tuples such that 
each n-tuple is an instantiation of the n-variables satisfying all the relations, i.e. 
included in the set of admissible k-tuples. 
Here, we only consider finite domains, that is, variables that range over a finite 
number of values. For instance, consider the following CSP: 
variables: x, , x2, x3, x,; 
domains: Dx, = {a, b, c, d}; Dx, = {b, d}; Dx3 = {a, d}; Dx4 = {a, b, c} 
constraints: c, = x, < x2, x3 > x4 in alphabetical order; 
x1, x2, x3, x4 must each have a different value; 
an admissible instantiation is x, = a, x2 = b, x3 = d, x4 = c. 
As pointed out by Berge [3,4], graph theory has proved to be a useful tool for 
solving combinatorial problems and it was natural to try and generalize the concept 
of a graph, in order to attack additional combinatorial problems. 
In regarding a family of sets as a generalized edge and calling the family a 
“hypergraph”, the idea was to try to extend certain classical results of graph theory. 
Let X=(x,, x2,. .., x,} be a finite set. A hypergraph on X is a family H = 
(E,,Ez,..., E,) of subsets of X such that 
l Ei is not empty 
l theunionofEifori=l,2,...,misequaltoX. 
Rossi [49] shows the mapping between a CSP and a logic program. That paper 
formally defines a CSP as a labelled connection hypergraph and introduces a theorem 
which states that given a CSP C and the mapped logic program P(C), the solution 
for P(C) coincides with the solution of C. A CSP is then defined as a hypergraph 
(TV, A, c, I, a), where: 
l N is a set of variables {x,, x2,. . . , x,} to be instantiated in a given finite domain 
U, with #N=n; 
l A is a ranked set of hyperarcs, called constraints; 
l c is the connection function and c(h) = (x,, . . . , xk) means that h connects the 
nodes x, , . . . , xk in this order; 
l 1 is the labelling function, I : A + L, where L is a finite set of labels; 
l a is an additional hyperarc, called connection hyperarc, that connects the nodes 
which we are interested in, from the solution point of view. 
For a survey on hypergraphs the reader may consult [4]. 
The solution of a CSP is defined as the instantiation of the variables connected 
by the connection hyperarc, such that all the constraints in A are satisfied, that is, 
all the variables in any constraint have an admissible value. 
Any variable in a CSP can be represented by a corresponding variable in logic 
programming, any constraint by an atom whose predicate symbol is the name of 
the constraint and whose arguments are the variables connected by that constraint. 
Due to its relational form and the possibility of writing metaprograms in the same 
language, it is evident that logic programming is a convenient programming language 
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to represent, relax and solve constraint satisfaction problems, but most of the times 
the logic program produces the solution of the CSP in a very inefficient way. 
Some CSPs can be reduced to the maximum matching in bipartite graphs and 
this problem is well solved in polynomial time. 
The general CSP problem can easily be reduced to the maximum matching problem 
for hypergraphs. This problem is well solved too, if the hypergraph is a generalization 
of a bipartite graph. An hypergraph is a generalization of a bipartite graph if the 
correspondent incidence matrix is totally unimodular. We will study this case in 
the following sections. So our approach can be summarized as follows: a class of 
CSPs are reduced to a well solved problem in bipartite graphs. The general CSP is 
reduced to a problem in hypergraph. The problem is well solved if the hypergraph 
is a generalization of a bipartite graph. Can we represent our problem in such a 
form that gives a “bipartite” hypergraph? We attempt to answer this question in 
the following sections. 
1.1. Related work 
Some CSPs can be reduced to a resource allocation problem and some resource 
allocation problems can be reduced to the matching problem for bipartite graphs 
(with the simplifying assumptions that all variables can be assigned a resource). A 
polynomial time approach for the maximum matching in arbitrary graphs is given 
in [15]; in [21] an 0(r1*.~) algorithm for maximum matching in bipartite graphs is 
presented. In [30], an algorithm for maximum matching in general graphs is given 
which is deterministic and has a complexity of the square root of the number of 
vertices times the number of edges. 
CSPs in logic programming can be treated through the well-known depth search 
and backtracking method. However, in the opinion of [55, 561, backtracking (intelli- 
gent backtracking included) is more a remedy to a symptom of the malady than to 
the malady itself. 
Therefore, new techniques have been presented that avoid failures by reducing 
the search space in an “a priori” way and are consistency techniques introduced 
by Waltz, Mackworth, Montanari, Martelli, Freuder, Mohr, Henderson and others. 
These techniques are also called relaxation algorithms when applied as a preprocessor 
before the backtrack search, see [42]. 
Van Hentenryck [55,56] gives a survey of consistency techniques in logic program- 
ming to solve CSPs and other combinatorial problems. A new logic programming 
language is introduced that incorporates consistency techniques as an extension of 
Prolog. 
The key idea is to introduce the domain concept inside logic programming and 
some declarations for inference rules. The domain concept allows the user to specify 
the range of a variable. The consistency techniques are for example forward checking 
and looking ahead. 
Forward checking makes sure that each variable which is not yet assigned, has at 
least one consistent value with the already assigned variables. 
Looking ahead makes sure that each variable which is not yet assigned has at 
least one consistent value with all the other variables not yet assigned. 
Van Hentenryck has tested the new language to solve a series of constraint 
satisfaction and optimization problems such as puzzles (N-queens, mastermind, 
cryptarithmetic, etc.) and operations research applications (graph coloring, schedul- 
ing with disjunctive constraints, etc.). The results are better than any form of 
intelligent backtracking yet implemented. 
Recently, Jaffar and Lassez [23] proved that it is possible to define languages in 
a more general logic framework, called the Constraint Logic Programming Scheme. 
Specific Prolog extensions, such as Colmerauers’s PROLOG II and PROLOG III, 
were then proven to be instances of the scheme. 
[l], [14] and [57] discuss some important issues in logic constraint satisfaction 
and contain some up-to-date bibliographical references. 
2. The shared resource problem 
In the context of constraint satisfaction problems and symbolic computation, a 
choice in a usual logic programming representation of the CSPs corresponds to the 
instantiation of a variable. 
Many constraint satisfaction problems belong to the case of shared resource 
allocation. We suppose that we have a lot of variables and a lot of shared resources 
which represent the alternative values that we can choose for the variable. Each 
variable can obtain a resource among a choice of alternatives, i.e. it can be instanti- 
ated to a value chosen in the domain of the variable. Two or more variables may 
not have the same resource (i.e. the same value). This constraint is that the values 
Xl,..., x, must all be different. 
It is usual to represent constraints as networks. A binary CSP is a network in 
which all the constraints involve only pairs of variables. It is easy to see that any 
CSP may be transformed in a binary CSP without loss of generality. A binary CSP 
can be associated with a graph called constraint graph in which nodes represent 
variables and arcs connected pairs of constrained variables. 
The constraint graph is here a complete graph, since each variable is constrained 
by the others not to share a resource (alternative). Even in the conjunctive normal 
form satisfaction problem which we describe in the following sections, the graph 
is a complete graph, too. So we cannot use the fundamental result of Freuder [16], 
which states that a sufficient condition for a backtrack-free search is that the level 
of strong consistency is greater than the width of the constraint graph. A connected 
constraint graph has width 1 if and only if it is a tree. 
In fact, our constraint graph is not a tree and the width is equal to the order of 
the graph minus 1. 
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Dechter and Pearl [ 1 l] present a systematic way of regrouping constraints into 
hierarchical structures capable of supporting search without backtracking. A general 
strategy is used to form clusters of variables such that the interactions between the 
clusters are tree structured and then to solve the problem by efficient tree algorithms. 
However, the subproblems must be solved by some approach such as ours. Moreover, 
the complete constraint graph found for the problems we are here considering, is 
not well suited for clustering. 
As an example of our problem consider 
v, : 6 C, B 
v2: A, E, B 
vi : C, A, B 
v4 : 6 0, D 
v5: D, F, B 
v6 : B, F, D 
where ul, u2, Q, u4, v5 and v6 are variables (or processes) and E, C, etc. are 
resources. A variable cannot share a resource with another variable. 
Remember that a graph is bipartite if and only if it is free of odd (edge cardinality) 
cycles. Equivalently, a graph is bipartite if and only if the vertex set of a graph can 
be partitioned into two subsets v, and v2 such that every edge in the graph is incident 
to a vertex in one subset and a vertex in the other. 
The problem of finding a subset of edges, no two elements of which are incident 
to the same vertex, is called matching and the problem of the maximum subset is 
called maximum matching. 
It is easy to see the correspondence between our resource allocation problem and 
the matching problem in bipartite graph: the two subsets of the bipartite graph are 
the subset of the variables and the subset of the resources. 
As we have said, Hopcroft and Karp [21] give an O(U’.~) algorithm for maximum 
matchings in bipartite graphs. If we restrict our study of CSPs to the present problem, 
without considering the CNF-SAT problem of the successive sections, we can use 
that algorithm. Our study in the present paper, however, is more general. 
2.1. Formal description 
In formal terms we have: 
21,: all, a12,..., a,,, . . . , alM,, 
v2 : a21, a22,...,a2,,...,a2Mz, 
21, : a!, 2 &2, . . . , a(, , . . . , a,M,, 
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with M,, n > 0 and finite and, lexicographically ordered, a finite number P 3 n of 
distinct alternatives. 
Each variable must have an assignment among a set of alternatives and two or 
more variables cannot have incompatible assignments (here, the incompatibility 
means equality, in the following application, two assignments are incompatible if 
they are the negated and unnegated versions of the same literal). We must find the 
following assignments: 
v, : alk, 
VI : a2i, 
v, : an=, 
with alk not equal to a,,, etc. 
3. The satisfaction of a conjunctive normal form (CNF-SAT) 
Now let us consider a different situation: the classic problem of the satisfaction 
of a conjunctive normal form. This problem is considered an NP problem (NP- 
complete as decision problem and NP-hard as solution for more than two variables) 
and is very important because all NP problems may be reduced in polynomial time 
to CNF satisfaction [S]. 
In formal terms the problem is: given a conjunctive normal form, find an assign- 
ment for all variables that satisfies the conjunction. 
An example of CNF is 
(A+B). (C+D) .(-B+-C). (-A-t--D), 
where + means OR, . means AND and - means NOT. A possible assignment is 
A = true, B = false, C = true, D = false. 
We change the problem into a shared resource allocation: 
we call “variable” each term (A+ B), (C + D), etc., 
each term must be satisfied: since this term is a logical OR, it is sufficient that A 
or B is true, 
we consider as “alternative” each literal A, B, etc., 
we use upper case letters for non-negated alternatives and lower case letters for 
negated alternatives. 
So we obtain: 
v, : A, B, 
1.3: C, 0, 
~3 : b, c, 
214: a, d. 
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Of course, the choice of A for the variable q does not permit the choice of NOT 
A, that is the alternative a, for the variable uq. 
When we find an allocation for the variables, we find also an assignment true/false 
for the CNF. For example, 
v, : A 
v2: c 
us : b 
v4: d 
leads to: A = true, C = true, B = false, D = false. 
There may be cases where the choices leave some letter undetermined. In such 
a case 
that is 
The 
more than one assignment is possible. Consider the example 
(A+B). (-A+-C+D) . (-A+-B+C). (-D), 
transformed in 
u,: A, B 
v2 : a, c, D 
v3 : a, b, C 
v4: d. 
choice: 
u,: B 
v2: a 
v3: a 
vz,: d 
leads to the assignment: A =false, B = true, D = false and C = undetermined 
(C = true or C = false). 
Each upper case letter excludes the same lower case letter and vice versa. A with 
A, b with b, c with c, or B with B, etc. are of course not considered mutual exclusive. 
Iwama [22] describes a new algorithm, called IS, developed specifically for 
CNF-SAT and investigates its complementary nature against the conventional back- 
tracking approach. The average time complexity is polynomial, but the worst case 
remains NP because it has exponential growth. Even Brown and Purdom [6] and 
Purdom and Brown [47] show that random CNF-SAT problems can be solved in 
polynomial average time by improvements of backtracking. 
We present a technique to solve a CNF-SAT problem by means of integer linear 
programming (I LP). 
Useful insight for this work may be found in [45, 2, 7, 15, 18, 291. 
3.1. Conjunctive normal form satisfaction and linear programming 
As is well known, every linear program can be rearranged to have the matrix 
form (called primal) 
min clxl+ c2x2 
A2,x, + A22x2 = b2 
with x, 20 and x2 unrestricted. 
By adding nonnegative slack or surplus variables to convert any inequalities to 
equalities, replacing any unrestricted variables by differences of nonnegative vari- 
ables, deleting any redundant rows, and taking the negative of a maximize objective 
function (if any), a linear program can be written in the famous simplex standard 
form 
min cx 
Ax=b 
x 2 0. 
Modern optimization began with George Dantzig’s development of the simplex 
algorithm (1947). 
However, the worst case complexity of the simplex algorithm is exponential, even 
if the simplex typically requires a low-order polynomial number of steps to compute 
an optimal solution. 
Recently, Khachian’s ellipsoid algorithm [26] and Karmarkar’s projective scaling 
algorithm [24], have been introduced; they are provable polynomial. 
An integer problem in Simplex standard linear programming has the form 
min cx 
Ax=b 
x20, x integer. 
The integrity constraint renders the problem more difficult and in fact, O-l integer 
solvability is in general an NP-hard problem, while linear programming is in the 
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class of P-complexity. Remember that O-l integer solvability may be formulated as 
follows: given an integer matrix A and an integer vector b, does there exist a O-l 
vector x such that Ax = b? 
The maximal set of linearly independent columns of a linear program is called 
a basis submatrix. A constraint matrix A is said to be unimodular if every basis 
matrix B of A has determinant det( B) = +l or -1. 
Veinott and Dantzig [58] show that if A is an integer matrix with linearly 
independent rows and A is unimodular then extreme-points of S = {x: Ax = b, x > 0} 
are integral for any integer right-hand side b. 
A matrix A is said to be totally unimodular if every square submatrix of A has 
determinant = +l or -1 or 0. 
Hoffman and Kruskal [20] show that if A is an integer matrix and is totally 
unimodular then extreme-points (among which there are the solutions of the optimiz- 
ation problem) are integer for any integer right-hand side b. The proof is an easy 
application of Cramer’s Rule for solving systems of linear equations [5]. 
Of course, totally unimodular matrices are desirable in discrete optimization, 
because they assure integer solvability (for integer right-hand side), i.e. we have the 
fundamental result that we can solve the problem through linear programming and 
the known LP algorithm, without considering the additional integrity constraint. 
That is, we can solve the problem by linear programming and the solution is 
guaranteed to be integral without resorting to additional techniques for integer 
programming: very little knowledge in integer programming is thus needed. 
A hypergraph is said to be unimodular if its incidence matrix is totally unimodular. 
An unimodular hypergraph has no odd cycles and is a generalization of bipartite 
graphs, see Berge [3,4]. So the matching problem is well solved in bipartite graphs 
through the algorithm of Hopcroft and Karp, the CNF-SAT problem is well solved 
if we can use hypergraphs generalizing bipartite graphs, i.e. without odd cycles. 
Seymour [51] has developed an elegant scheme for checking if a generic matrix 
is totally unimodular that is based on regular matroids. We do not present here a 
complete treatment on matroid: for a survey the reader can consult [3,4,5,45,59]. 
The concept of matroid was introduced by Whitney in 1935 in order to generalize 
linear independence. 
M constitutes a matroid on a finite set E = {e, , e2, . . , e,} if 
(1) M is a set of subsets of E and 
(2) {e,}r M (i= 1,2,. . ., m) and 
(3) FE M, F’#(d, F’c F=+F’E M, and 
(4) for each SG E, if F and F’ are two members of M contained in S and 
maximal with this property, then IFI = IF’1 (that is they have the same size). 
A collection of linearly independent subsets of columns of a matrix A is a 
representable matroid. Moreover, a representable matroid over integers modulo 2 
is called binary and is regular if each square submatrix has determinant 0, +l, -1. 
The identification of regular matroids with unimodular hypergraph is due to Tutte, 
Camion and Seymour. 
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In matroid theory, the elements of E are the elements of the matroid M and the 
members of M are independent sets. They are also the edges of the hypergraph M. 
Those sets which do not appear in M are the dependent sets. A minimal dependent 
set is called a circuit. 
3.2. Transformation of a CNF-SAT problem in an integer LP problem 
We show here how we can transform a generic CNF-SAT problem in an integer 
LP problem of the form 
min cx 
Ax = b, x 3 0, x integer, 
with A integer matrix, b, c integer vectors. Moreover, all elements of A, b, c are 0 
or 1. The solution of the integer LP problem is a valid solution of the CNF-SAT 
problem. 
We suppose to have the CNF-SAT problem in the form of Section 3: 
0, : alI, a12,. . . , alp, 
v* : a2l, a22, . . . , aZpz 
v, : amI, am2,...,amprtl, 
with m variables, n distinct nonnegated alternatives, n negated alternatives, i.e. 2n 
distinct alternatives. 
In Karp [25], the following problem is classified as NP (CNF-SAT): Given an 
integer matrix A and an integer vector b, does there exist a O-l vector x such that 
Ax = b?, where a, = 1 if xi is a literal in clause ci, -1 if negated xi is a literal in 
clause q, 0 otherwise. 
With this representation, the problem is NP, because the matrix A is specific of 
the particular instance of the CNF-SAT problem. Therefore, to say that the n- 
dimensional CNF-SAT problem with a particular dimension n, is solvable by LP, 
we must test all instances of that dimension. These instances grow exponentially 
with the dimension of the problem. 
3.2.1. Formal description of the general algorithm 
We present here our algorithm in formal terms and we then illustrate it by some 
examples. 
The idea is to devise a transformation from SAT to integer programming (IP) in 
which the resulting matrix A and the right-hand side b depend only on the numbers 
of variables and clauses in the instance, not on their identity. The identity is encoded 
into the weight vector c. 
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We use a representation different in respect to that of Karp. Our representation 
gives a matrix A that is general and valid for any n-dimension instance of the 
problem, we represent the problem in general terms, as follows: 
A B C . . . a b c . . . 
01 x11 Xl2 x,3 . . . XI. XI. X1,2n 
v2 x21 x22 x23 . . . x2. x2. X2,2* (1) 
. . . 
0, XMl &I2 &?I3 ... m. x XI??. -%l.2n 
with m, n >O, where x,,, x12, etc. are O-l values to assign: 0 means the respective 
alternative is not chosen, 1 means it is chosen. 
Then we rearrange the matrix of xii in a column vector x: 
XII Xl 
x12 x2 
. . . . . . 
%n,2n x2m 
of m times 2 times n values. At this point, we construct our constraint matrix 
The constraints are: 
(c) multiple choice constraints which ensure that exactly one of several O-l 
A. 
xij 
in each row must equal 1, i.e. for each variable ZI, and for each j of xii in (l), a 
l-value must be present in the matrix A; 
(e) constraints which ensure that each pair literal such as A and a, B and b, etc. 
(i.e. nonnegated and negated forms) are mutual exclusive, that is at most one of 
two is 1. For each couple of such LI values, the respective positions in the matrix 
A must hold a l-value. 
3.2.2. Some examples 
Let us illustrate our formal algorithm by some examples. For instance, if m = 2, 
n = 2, we have: 
A B a b 
VI x11 Xl2 Xl3 Xl4 
fJ2 x21 x22 x23 x24 
Xl = XII x column vector of 8 elements, 1 b column vector 
x2 = x12 (t4 slack variables) 1 of 6 elements 
x3=x13 1 
x4 = x14 1 
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x5=x21 
X6 = x22 
x-i = x23 
x*=x24. 
The matrix A becomes: 
11110000 
00001111 
10000010 
01000001 
00101000 
00010100 
0 0 0 0 (c) 
0 0 0 0 (c) 
1 0 0 0 (e) 
0 1 0 0 (e) 
0 0 1 0 (e) 
~ 0 0 0 1 (e) 
where (c), (e) denote the type of constraint. 
The first row assures x,, + x,~+x,~+x,~ = 1, i.e. exactly one of the O-l xi1 must 
equal 1, that is, one alternative is chosen for the variable v,. The second row is 
analogous. 
The third and the following rows ensure compatibility among the choices. For 
example, the third row ensures that x,, +x2X =S 1, i.e. either A or a, in exclusive 
manner, is chosen. The “ s ” is necessary here, because there may be cases where 
neither A nor a is chosen. As usual for the simplex, we add a slack variable to gain 
equality. 
It is easy to see that the number of e-type constraints is 
2xnxmx(m-1)/2=2n*m(m-1)/2. 
The column vector b does contain m +2n * m(m - 1)/2 elements all equal 1. The 
vector c of the integer linear program is constructed with respect to the particular 
problem and serves to maximize the assignments for all variables. It contains m * 2n 
elements +2n * m (m - 1)/2 (slack) elements. 
For example, if we have the problem: 
v,: A, b 
v2: a 
the c row vector is: 
100100100000 
(1 for each alternative in the problem) which is then transformed into 
-10 0 -10 0 -10 0 0 0 0 
to obtain a minimization problem from the original maximization, as required. 
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After a suitable simplex procedure, we find for the above example the following 
tableau 
2 0 1 0 1 1 1000000 
0 11 1 0 0 -1 0 0 0 0 0 -1 
0 0 1 1 0 1 0 0 l-l 0 0 -1 
1 0 0 -1-l 0 1 1 0 0 0 1 1 
1 0 0 -1 0 0 0 0 -1 1 0 1 1 
1 001010000010 
1 000101000001 
which gives for the non-basis variables the usual zero values: 
x,=0 =a x,2= 0 (in the original matrix) 
x,=0 =3 x,x=0 
x,=0 =3 x21=0 
x,=0 =3 x22=0 
x,=0 =+ x0*= 0 (slack variable in the original constraints) 
X ,2=0 3 x,,,=O (slack variable) 
and for the 6 basic variables: 
x,=b,=O a x1,=0 
xq=b8=1 + x14=1 
x, = b3 = 1 + x23 = 1 
x8=b,=0 =a x2z,=0 
xl0 = b, = 1 + xo2 = 1 (slack variable) 
xl1 = bs = 1 =+ xo3 = 1 (slack variable). 
The meaning is: 
X r4= 1 * u, is assigned to b 
X 23 - - 1 j v2 is assigned to a 
xoZ = 1, xo3 = 1 slack variables equal to 1 
(because A is not chosen for v,, etc.). 
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The objective function is minimized for -2, i.e. it is maximized for a value of 2, 
that is the two variables to which assign a value. 
Note that for each variable exactly one alternative is chosen, then the only way 
to maximize the objective function is to give an assignment to all variables and the 
choice must be one where the corresponding alternative is present. Thus the original 
problem is solved. 
The matrix A is general and valid for any 2-variable problem, the c vector is 
specific. 
Consider now the 3-variable case, i.e. the case with m = n = 3. If we re-order the 
alternatives, we find: 
AaBbCc 
01 X11 Xi2 Xl3 X14 X15 Xl6 
v2 X21 X22 X23 X24 x25 X26 
v3 X31 x32 Xi3 X34 X35 X36 
The resulting matrix A is shown in Tableau 1, where for simplicity only the l-values 
are reported. 
Consider the following instance of the 3-variables case: 
v, : A, B, C 
v2 : 4 b 
vj: a 
The c row vector is: 
101010100100010000000000000000000000 
transformed in: 
-10 -10 -10 -10 0 -10 0 0 -10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0. 
We obtain the tableau shown in Tableau 2. 
After a suitable simplex procedure (with pivot-operation for suitable elements in 
the first 3 rows of matrix A, we obtain the tableau shown in Tableau 3 which gives 
for the non-basis variables the zero-values, and for the 21 basis variables: 
x5=1,x,O=1,x,4=1 (non-slack) + v,: C, v2: b, v3: a 
=+ A=B=FALSE, C=TRUE 
x,9=1, x2”=1, x2,=0, x22-1, x2,=0, x24= 1, x1,=0, x*6=1, x27= 1, 
x2,=1, x29=0, x3,=1, x3,=0, x3,=1, x,3=1, x3,=0, xj5=1, 
X - 1 36 (slack variables). 
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3.3. Soundness 
In general the matrix A is constructed with modules of the matrices for the 
problems with lower dimensions and has an even repetition schema for any 
dimension of the original problem, that is by means of a recursive use of modules 
from constructions for smaller values of the parameters of our problem. The even 
parity of the schema is also shown (see Section 4) by the complexity. We have 
ci + c2 columns, with 
c, = 2n * m, and 
c,=2n * m(m-1)/2, 
which are both even numbers. 
Consider the 2-case and the 3-case. In the 2-case we have as modules or building 
blocks for the matrix A: 
11110000 
00001111, 
(1) 
0000 
0 0 0 0, 
(2) 
10000010 
01000001 
00101000 
00010100, 
1000 
0100 
0010 
0 0 0 1. 
In the 3-case, we have an even repetition schema. 
111111000000000000 
000000111111000000 
000000000000111111, 
000000000000000000 
000000000000000000 
000000000000000000, 
(3) 
(4) 
(1) 
(2) 
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blocks of similar matrices built up from 
10 01 
01 10 
(III) 
with an even repetition scheme. 
Identity matrix. (4) 
The possible values for the determinant of all square submatrices we can find in 
the 3-case are the same in a generic n-case with n > 3. 
3.3.1. Formal description 
The generic form of module (1) is 
2m 1 -values . . . all 0 
2m O-values 2m l-values . . all 0 
O-values . . . 2m l-values. 
Module (2) has all O-values, module (3) contains 0 square submatrices and the same 
square submatrix (III), module (4) is the identity matrix. 
As said in previous sections, totally unimodular matrices are those that produce 
regular matroids. 
Seymour [51] has developed a formally efficient (polynomial time) mechanism 
for checking if a matroid is regular, i.e. for checking if the corresponding matrix is 
totally unimodular. The key notion is sums of matroids. Seymour constructively 
characterizes regular matroids in terms of matroids sums: l-sum, 2-sum, 3-sum. For 
instance, a l-sum among graphic matroids is: 
1001000000 
10010 
10011 
1100100000 
11001 11000 
0110010011 
+ 
01101 01101 
=0011100000 
0000011000 
00111 00110 
0000001101 
0000000110 
An example of 2-sum is: 
10001 
1001 110 11000 
1100 + 011=01100 
0110 10 1 00110 
00011. 
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Finally, an instance of 3-sum for graphic matroids is the following: 
101000100 110100000 
110000010 101001 011000010 
011100000 110010 000000011 
+ 
000110001 011100 =000001100 
000011100 000111 000110000 
000001011 000011001. 
Thus, testing total unimodularity of our matrix A for any dimension rn can be done 
efficiently, by means of Seymour’s algorithm and Seymour’s theorem, because our 
problem representation gives a general matrix A for an n-dimension CNF-SAT 
case. Seymour’s theorem for recognizing totally unimodular matrices, decomposes 
the matrix in typical building blocks and checks these blocks to see whether the 
corresponding component matroids are graphic, cographic or isomorphic to a special 
totally unimodular matrix not arising from any graph: 
1000011001 
0100011100 
0010001110 (RIO) 
0001000111 
0000110011. 
All such decompositions can be produced in polynomial time and checking the 
blocks can also be done in polynomial time. Thus regularity of a matroid and total 
unimodularity of a matrix can be determined in polynomial time. 
Theorem 1. If the matrix A is integer solvable in the 3-SAT then is integer solvable 
for each n-SAT, with n > 3. 
Note that the proof is not the same for the “2-case + m-case” implication. In 
fact, the 2-case is a special case because every column has only two l-values and 
the LP of matrix A is said to be a generalized network problem [5]. We know in fact 
that the 2-CNF-SAT problem is well solved. With m > 2, every column has q > 2 
l-values and the proof should be totally different: we cannot say that if the 2-case 
has a totally unimodular matrix, the m-case has also a totally unimodular matrix. 
Proof of Theorem 1. The 4 building blocks (l), (2), (3) and (4) for the 3-case and 
for the m-case have the same even repetition schema. Our general procedure for 
solving the integer problem is the following: 
(1) consider the linear program in the general form of the Section 3.2.1; 
(2) consider the obtained simplex tableau; 
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(3) for some negative values in the first row of such a tableau, i.e. in the row of 
vector c, operate a pivot operation in the correspondent column and in a suitable 
row of the first m rows of the matrix A, i.e. in the rows 2, . . , (rn + 1) of the tableau, 
until the tableau is in the canonical form. Note that these pivot operations may be 
chosen in m ! different ways and in general may require m ! steps. Moreover, if the 
instance of the SAT problem (encoded in the vector c) does not have a solution, 
we cannot obtain such a canonical form and the tableau gives a bi < 0 with all a,, = 0 
(j = 1,. . .). 
The pivot-operation is performed as follows. 
Step 1. Choose a c, < 0 in the first row of the tableau with an a, > 0 in the column 
j (note that there always exists such a term a,, > 0 because the matrix A has all O-l 
values). 
Step 2. Add the row i to the first row in the tableau. 
Step 3. If in the column j there are terms ay > 0 then consider the row k and 
subtract the row i from the row k. 
Sfep 4. Repeat Step 3 for all a,, > 0. 
Remember that the matrix A has all terms 0 or 1. After the steps 1, 2, 3 and 4, the 
matrix A contains 0, 1 and -1 values. The solution is always integer. 
We say that a linear program is in canonicalform if 
l given S={s,,s, ,..., s,,} with p integer values (p is the number of rows in the 
matrix A, i.e. the number of equations) 
l C.5 = (C,, , C,,, . . . C,,) column vector of dimension p obtained from the c vector 
of the original problem 
l A, = identity matrix I,, of dimension p (p = the number of rows in matrix A) 
l c,=o 
l bz=O. 
For our matrix A, there are 
m * 2n + 2n * m(m - 1)/2 columns and 
m +2n * m(m-1)/2rows. 
We must provide an identity matrix of dimension p = m +2n * m( m - 1)/2. The 
module (4) of our matrix A, as we have shown at the beginning of this section, 
offers us an identity matrix of dimension 2n * m(m - 1)/2. We must add m columns 
and m rows. We achieve this result by performing m pivot-operations. After these 
m pivot-operations in the 2 . . . (m + 1) rows of the tableau, it is easy to see that the 
c vector (that is the first row of the tableau) has all values 20. The 2 . . . (m + 1) 
rows in fact have the structure 
11 . . . 1 
11 . . . 1 
1 1 . . . 1, 
etc. 
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Thus, after adding these rows to the first row (the c vector of the original LP 
problem), the first row becomes >O, because all -1 values are reduced to O-values. 
In an LP problem in canonical form, there always exist an admissible solution, 
called basic solution: 
x&=b; iE{1,2 )...) p}, x, = 0. 
The fundamental theorem of the simplex algorithm ensures that the basic solution 
is optimal because our c has all values 20, and the special form of the matrix A 
ensures that the solution is also integer. So, the key result is to have our LP in 
canonical form. 
In general, without considering any particular instance of the SAT problem, it is 
always possible to perform m pivot operation and to preserve the solvability of the 
LP, that is to avoid cases of 6, < 0 with all aV = 0. In fact, the matrix A, as one can 
easily see, does always permit such a pivot operation. 
Suppose that each pivot operation in a row does not permit successive pivot 
operations which preserve LP solvability: that would mean that each assignment of 
a variable in the correspondent clause would be not admissible, which is absurd. 
Of course, our matrix A (for each dimension n) cannot present that situation, as 
one can easily see. Each pivot-operation in the first m rows of matrix A is incompat- 
ible with only one pivot-operation in another of the first m rows. For example: 
111111 
111111 
1 etc. 
1 1 
A pivot-operation in a,, is incompatible with a pivot-operation in azR. This is 
obvious because the assignment A in the first clause is incompatible with the 
assignment a in the second clause. 
We can conclude that it is in general always possible to make m pivot operations 
in the first m rows and to reduce the matrix A in echelon form. 
We must then observe that the total unimodularity of the matrix A is not strictly 
necessary for our problem to be solvable. The total unimodularity is a stronger 
property that gives extreme points of the LP problem are integer for any integer 
right-hand side b. Our problem has a special b vector of all l-values and a special 
A matrix. It is sufficient that our m-CNF-SAT integer problem has the same type 
of A-matrix and b-vector as the 3-CNF-SAT integer program. This is our case and 
very little knowledge in integer programming is needed to solve the problem. 
Theorem 2. The solution of the integer program derived from the original CNF-SAT 
problem is a solution for the latter and if the CNF-SAT problem has a solution the IP 
problem has also a solution. 
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Proof. (a) Correctness. The integer program solution provides exactly one alternative 
for each variable among the set of available choices, thus each variable is assigned 
a value. 
The e-type constraints of Section 3.2 assure that no incompatible values can be 
chosen, so the solution is admissible. 
In conclusion, the solution of the IP is always a solution for the CNF-SAT problem. 
(b) Completeness. One can be in doubt whether there may be cases where the IP 
has no finite solution for an original CNF-SAT problem which is solvable. 
The simplex convergence theory assures that an LP, in canonical form, after a 
finite number of steps, shows either an optimal solution or that the objective function 
is not limited. 
Suppose that a CNF-SAT has a solution, then the associate LP problem has 
always a solution, because all variables have an assignment and thus all rows have 
exactly one element equal to 1, all (e) constraints of Section 3.2 are satisfied and 
the objective function is maximized. 
In conclusion, the simplex algorithm must find such a solution in a finite (may 
be exponential) number of steps. Moreover, the special form of the matrix A ensures 
that this solution is also an integer solution. 
4. Complexity 
The worst case complexity in the dimensions [m * n] of our original CNF-SAT 
problem is for our algorithm 
number of columns: m * 2n f2n * m(m - 1)/2, 
number of rows: m +2n * m(m - 1)/2. 
If we consider the case where m = n. we have 
c=n3+n2, 
r=n’-n*+n, 
giving a cubic worst case complexity (we must then add the complexity of solving 
linear programming). However, we have considered the complete-case, i.e. the case 
where for each variable each alternative is present. Of course, this is not the case: 
if all alternatives are present the problem is already solved. 
Thus the number of constraints that are necessary is always lower and therefore 
also the complexity. 
Moreover, if the CNF-SAT does not have a complete solution, our algorithm can 
find the largest possible assignment. 
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In [38] we have presented an heuristic algorithm to solve CNF-SAT that has an 
average-case complexity of polynomial type and that has a favourable performance 
comparing it with all known algorithms. 
It is well known that the simplex algorithm is exponential in the worst case, but 
typically requires a low-order polynomial number of steps to compute an optimal 
solution. We have investigated the average performance of the algorithm described 
in the present paper, under reasonable assumptions on random data and in typical 
situations: if n = number of clauses, rn = number of literals for n = m, n 3 m and 
n < m. 
The average-time performance was very favourable, as expected. Karmarkar’s 
algorithm for linear programming is of course polynomial, even in the worst case. 
5. Further work and conclusions 
We have implemented the above presented algorithms during five years of research 
on logic constraint solving and discrete combinatorial optimization aiming to reduce 
or eliminate backtracking. Our first application has been the timetabling problem, 
and our work concerning this, is described in detail in [31,32,36]. Previous illustra- 
tions in Italian of the proposed algorithms appeared in [33,39]. 
Dechter [12] contains a useful survey of techniques for constraint satisfaction, 
including the technique we have used and presented in the above references. 
The approach described in the present paper may be useful in the symbolic 
computation field in several ways: other applications can be constructed or the 
techniques can be embedded in a symbolic computation language. A graphics 
interface for linear programming, based on artificial intelligence techniques such as 
[43] can then help to model systems. 
In [13], expert systems and integer programming formulation of the timetabling 
problem are explored by generating a plan for assuming faculty to courses. The 
results are in accordance with the ones we have found and described in [31,36]. 
An important contribution of the present paper is that we have described a 
technique to reduce in polynomial time an n-dimension CNF-SAT problem to an 
integer program, which is general for any n-dimension case and which can then be 
solved through linear programming (simplex or Karmarkar algorithms). 
A very promising approach for discrete optimization and constraint satisfaction 
is polyhedral description and cutting through automatic construction of valid 
inequalities. Cutting is currently viewed as probably exponential. 
As discussed in [45], for a number of specific discrete problems, direct investiga- 
tion, like ours in this work, has produced families of inequalities that are provable 
“facetial” thus solving the CSP. We do not give an automatic procedure for produce 
valid inequalities for a generic CSP. However, it is probably not even possible to 
construct facetial inequalities, for some CSP’s, in polynomial time, and we agree. 
In order to discuss these complexity considerations, Papadimitriu and Yannakakis 
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[44] have introduced a new complexity class, the Dp class, which consists of problems 
that are the intersection of one problem in NP and one problem in CoNP. Facetial 
inequality recognition for most optimization problems seems to belong to Dp. The 
question is open. 
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