Introduction
We consider the system of large sparse linear equations background of such problems can be found in [1, 2, 3, 4, 5, 6, 7] and its references.
For (1), Bai, Golub and Ng put forward the HSS [8] iteration method in 2003.
Any matrix can be decomposed into the sum of symmetric matrices and skew symmetric matrices so that we can get the formula: where α is normal number. Bai and others proved its unconditional convergence to the unique solution of (1) in [8] .
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In order to speed up the HSS iteration method, Bai and others put forward the PHSS iteration method [9] [10] [11] . Decompose coefficient matrix A into the sum of symmetric matrices and skew symmetric matrices and we can get the formula:
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where ( )
is Hermite positive definite matrix. Therefore, we can get the HSS iterative format: where α is normal number. Bai and others proved its unconditional convergence to the unique solution of (1) in [10] .
The PHSS iterative method for the generalized Lyapunov equation
Many methods to solve the standard Lyapunov equation have been put forward in [12] [13] [14] [15] [16] [17] [18] [19] .In the literature [12] 
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, A is an asymmetric positive definite matrix, C is a symmetric matrix and Let's suppose that α is a normal number, then the decomposition of A is similar to (2):
Then the iterative format can be obtained: 
,
According to the nature of Kronecker product, we can get
,then, according to the nature of Kronecker product, we can get
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The convergence of the iterative scheme (4) is equivalent to the convergence of the iterative scheme (5) and their convergence factors are the same. (4) is the spectral radius of matrix Proof. The first form of the iteration format (5) is brought into the second form, and its iteration matrix is obtained: , .
H P HP S P SP
Because G is similar to 
j j j G P G P 
P P I H P P I H P P I S P P I S P P P P I S P PP I S P P I H P N N P P S P P I H I H I S I S
α α α α α α α α α α α α α − − − − − − − − − − − − − − − = − − − − − = = − + − + − + + + ⊗ ⋅ + = − + − +             1 1 1 1 1 1 2 2 1 2 ( ) ( ) ( ) ( ) ( ) , m j j j I S P I S P I H P N N P I S α α α α α − − − − − − = − + + + ⊗ +      we can get that 1 2 2 1 1 2 1 1 1 1 1 2 2 2 2 2 2 1 2 2 2 1 1 2 1 1 1 2 2 2 1 2 () ( ) ( ) ( )( ) ( )( ) 2 ( ) ( ) ( ) ( )( ) ( )( ) 2 ( ) ( ) ( ) .
P x
− is a non-zero column vector by means of proof of absurdity. Then we can see that
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Therefore, H  is a positive definite matrix, S  is a semi positive definite matrix.
H is a real symmetric matrix and S is an antisymmetric matrix, so we can see
Therefore, H  is a symmetric positive definite matrix, S  is an antisymmetric semidefinite matrix. Meanwhile, since
we can conclude that H  is similar to 
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Let's suppose that 
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It's easy to see that ( ) ( ) 
Through the formula (6), (8) and (9), we can see that How to obtain the optimal parameters needs to be further studied.
The actual iterative parameter α is advisable to be = α α  .Because 
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To sum up, the PHSS iterative method is convergent for the generalized Lyapunov equation (3) which satisfies the condition.
Inexact PHSS (IPHSS) iterative algorithm
In order to reduce the computational complexity of the HSS iterative method for solving the generalized Lyapunov equation, Xu Qingqing and others proposed an IHSS iteration method for solving the generalized Lyapunov equation in [12] .
Similarly, the IPHSS iteration method for solving the generalized Lyapunov equation can be derived from the PHSS iteration method for solving the generalized Lyapunov equation.
Taking k X as the initial value, the following generalized Lyapunov equation is approximated by iterative method, and
. Proof. Because 
we can bring the formula (13) into the type (12) and see that 
Through the first equation in formula (14), we can see that
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.
If we accurately solve the Lyapunov equation (10) and (11) 
Numerical experiments
In this section, we test the IPHSS algorithm for solving the generalized The preconditioned matrix P is selected as the diagonal matrix of the coefficient matrix A . Through the IPHSS algorithm we can get Table 1 as follows: The numerical results in the analysis Table 1 show that the amplitude of the number of iterative times for the IHSS iteration and the IPHSS iteration of the generalized Lyapunov equation is smaller, which indicates that the two methods are very stable, but the number of iterations and times of the IPHSS iteration are far smaller than that of the IHSS iteration, and the relative error of the IPHSS iteration is also less than the relative error of the IHSS iteration. Not only that, it can be seen that the gap between the iterative time of the IPHSS iterative method and the iteration time of the IHSS iteration method is larger, as we can see the higher order of the matrix, and thus the IPHSS iterative method for solving the generalized Lyapunov equation is more effective than the IHSS iteration.
Conclusion
In this paper, a new method of solving the generalized Lyapunov equation by PHSS iterative method is proposed and its convergence is proved. Then, the IPHSS algorithm for solving the generalized Lyapunov equation is put forward, and the convergence of the generalized Lyapunov equation is proved. Finally, a numerical experiment is carried out to compare the new method with the existing methods. It is found that compared with the IHSS iteration method, the IPHSS iteration method has obvious improvement effect.
