Abstract-In this paper, we study channel tracking for the wireless energy transfer (WET) system, which is practically a very important, but challenging problem. Regarding the timevarying channels as a sequence to be predicted, we exploit the recurrent neural network (RNN) technique for channel tracking. Particularly, combining the deep long short-term memory (LSTM) RNN with the deep feedforward neural network, we develop a novel channel tracking scheme for the WET system, which estimates the channel state information (CSI) at the energy transmitter based on the previous CSI estimates, and the current and previous harvested energy feedback information from the energy receiver. Numerical results demonstrate the superior performance and effectiveness of the proposed scheme.
I. INTRODUCTION Radio frequency (RF) wireless energy transfer (WET) is a very promising technology for energy-constrained networks and it has broad applicability to wireless sensor networks, Internet-of-Things (IoT), etc [1] [2] [3] [4] [5] [6] . To overcome the short WET distance and low WET efficiency due to the propagation loss, in the WET systems, it is common to transfer the RF energy using the multiple-antenna technique, e.g., the energy beamforming [1] , [2] . To transfer the RF energy as much as possible via the energy beamforming, the channel state information (CSI) must be perfectly or accurately known at the energy transmitter (ET), which, however, is practically very challenging. This is because almost all of the existing CSI acquisition algorithms developed for the wireless information transfer system are very difficult to realize at the energy receiver (ER) due to the strictly limited (essentially, no) capability of RF-to-baseband conversion and baseband processing of the practical energy harvesting circuits [3] , [4] .
Considering the above critical issue, in [3] [4] [5] , several effective CSI acquisition schemes were developed for the WET system under the assumption of quasi-static block fading: the channels remain constant over the duration of each transmission block (i.e., several consecutive symbol times) and vary from one block to another block independently. In the real-world scenario, however, the fading channel varies dependently, e.g., as in the realistic continuous-state Markov channel model [7] . Also, in practice, the channel varies even within a block, e.g., due to the mobility and/or the timevarying nature of the wireless environment. In the realistic scenario of the time-varying channels, the schemes of [3] [4] [5] are neither effective nor efficient, because the channels J.-M. Kang are estimated independently without considering the temporal dependencies or correlations of the channels and the channel estimation task involving the complicated optimization process must be carried out frequently.
To address the above issue, in [6] , an effective and efficient time-varying channel tracking scheme was developed for the WET system based on the Kalman filter. It was demonstrated that this scheme works well in the realistic time-varying scenario [8] . However, in the channel tracking scheme of [6] , the time-varying channels were indirectly estimated: the Gram (or one-sample correlation) matrices of the channels (rather than the channels themselves) were first estimated, from which the channels were then obtained via the rank-one approximation. Thus, the channel tracking performance of the scheme of [6] is not satisfactory due to the approximation error. Moreover, the scheme of [6] is effective when the dynamics of the time-varying channels is linear. However, when the channel dynamics is nonlinear (as in [9] ), the scheme might not be as effective as in the linear case. To the best of our knowledge, all of the above critical issues have not been addressed in the literature. This motivated our work.
In this paper, we propose a new channel tracking scheme for the WET system based on the recurrent neural network (RNN) technique, which estimate the channel at the ET based on the previous channel estimates, and the current and previous harvested energy feedback information from the ER. To this end, we construct a deep RNN architecture by combining the long short-term memory (LSTM) with the feedforward neural network (FNN). The key idea of our proposed scheme is as follows: we regard the time-varying channels as a sequence to be predicted and we estimate the channels sequentially via the constructed deep RNN. To the best of our knowledge, our work is the first to use the RNN technique for channel tracking in the literature. The significant benefits of the proposed scheme over the conventional scheme of [6] are as follows: the channel tracking performance is significantly improved by successfully and effectively learning the temporal dependencies of the time-varying channels, and the proposed scheme can be used whether the channel dynamics is linear or not.
Notation: The transpose, the conjugate, the Hermitian transpose, the absolute value, the Euclidean norm, the trace, the element-wise multiplication, and the gradient operator with respect to x are denoted by (·)
T , (·) * , (·) H , | · |, · , Tr(·), , and ∇ x , respectively.
II. SYSTEM MODEL AND CONVENTIONAL SCHEME

A. System Model
We consider a WET system composed of an ET and an ER, where the ET has M antennas and the ER has a single arXiv:1812.02986v1 [cs.IT] 7 Dec 2018
T ∈ C M ×1 denote the channel vector from the ET to the ER at the nth symbol time, where h m (n) is the channel coefficient from the mth antenna of the ET to the ER. We will refer to the nth symbol time simply as time n. We assume the time-varying channel, i.e., the channel varies from one time to another. Also, we assume that each time duration is normalized to unity. Thus, at time n, the harvested energy at the ER is given by Q(n) = ζ x T (n)h(n) 2 , where 0 < ζ ≤ 1 is the energy conversion efficiency and x(n) ∈ C M ×1 is the energy signal sent from the ET. From the Cauchy-Schwarz inequality, it follows that
, where the equality is achieved when x(n) = κh(n) for some constant κ, which is called the energy beamforming technique [1] [2] [3] [4] [5] [6] . This means that the channel vector h(n) must be estimated or tracked at the ET as accurately as possible to transfer the energy as much as possible via the energy beamforming.
B. Channel Tracking Problem
For the channel estimation purpose, at each time, the ER feeds back the amount of harvested energy to the ET. The feedback link is assumed to be error-free as in [4] [5] [6] . The harvested energy feedback signal r(n) received by the ET is then given by
where η(n) is the noise-plus-error term, which accounts for the impairments in the measurement and quantization processes such as the antenna noise, the rectifier noise, the measurement error, the feedback quantization error, etc. Letĥ(n) denote the estimate of h(n). In this paper, the goal of the channel tracking is as follows: at time n, the current channel vector h(n) is estimated by the ET based on the estimates {ĥ(t)} n−1 t=1 of the previous channel vectors, and the current and previous harvested energy feedback information {r(t)} n t=1 . This problem is a nonlinear estimation problem because the observations {r(n)} of (1) are all nonlinear in the variables {h(n)} to be estimated. Therefore, for the WET system, the channel tracking is generally very challenging.
C. Conventional Channel Tracking Based on Kalman Filter
In [6] , a channel tracking scheme was developed for the WET system based on the Kalman filter. Specifically, the harvested energy feedback information {r(n)} of (1) can be rewritten as
where H(n) = h(n)h H (n) and X(n) = x * (n)x T (n) are the (rank-one) Gram matrices of the channel vector and the energy signal, respectively. Note that in (2), the observations {r(n)} are all linear in {H(n)}. Also, X(n) is known at the ET because x(n) is known. Based on these results and the assumed channel model (i.e., autoregressive (AR) channel model), in [6] , the channel Gram matrices {H(n)} (rather than the channel vectors {h(n)}) were tracked using the Kalman filter. LetĤ(n) denote the estimate of H(n) obtained by the scheme of [6] . Then, using the eigenvalue decomposition, the rank-one approximation ofĤ(n) is given byĤ(n)
and u 1 is the eigenvector corresponding to λ 1 . From this, the estimate of the channel vector h(n) can be obtained asĥ(n) = √ λ 1 u 1 . Although the conventional scheme of [6] can be used to track the channel vectors, it has certain limitations. First of all, there exists the error in the rank-one approximation because the estimated channel Gram matrixĤ(n) is not always guaranteed to be rank-one. This approximation error deteriorates the channel tracking performance. Furthermore, the scheme of [6] was developed for the case when the dynamics of the time-varying channel vectors is linear, i.e., when the current channel vector is represented by a linear combination of the previous ones. Thus, when the channel dynamics is nonlinear (as in [9] ), it is not clear whether the scheme of [6] works as effectively as in the linear case. To circumvent the above limitations intelligently and effectively, in the next section, we exploit the deep RNN technique.
III. PROPOSED CHANNEL TRACKING BASED ON DEEP RECURRENT NEURAL NETWORK
In this section, we develop a novel channel tracking scheme for the WET system by constructing a deep RNN architecture. First, the structure and operation of the proposed scheme are presented. Then we present the training procedure of the proposed scheme.
A. Structure and Operation of the Proposed Scheme
The structure of the proposed channel tracking scheme is shown in Fig. 2 , which is composed of two parts. In the first part, we construct a deep RNN by stacking the LSTMs (which is referred to as the deep LSTM RNN) to coarsely estimate the current channel vector. In the second part, we construct a deep neural network by stacking the FNNs (which is referred to as the deep FNN) to fine-tune the channel vector estimated by the deep LSTM network. In the following, the network architecture and operation of each part is explained in detail.
1) Coarse Channel Estimation with Deep LSTM RNN:
The LSTM is an advanced RNN, which is able to efficiently and effectively learn the long-term dependency or temporal property of the sequential data by resolving the vanishing/exploding gradient problem involved in the the naive (or vanilla) RNN [10] , [11] . In the LSTM, the following three gates are utilized: the forget gate g f (n) ∈ R q×1 , the input gate g i (n) ∈ R q×1 , and the output gates g o (n) ∈ R q×1 , which are given by
where i(n) ∈ R d×1 and c(n) ∈ R q×1 are the input and output of the node at time n, respectively, and σ(·) is the activation function. Also, W j ∈ R q×d and U j ∈ R q×q are the weight matrices and b j ∈ R q×1 is the bias vector. Note that the goal of the forget gate is to determine what redundant information is discarded; the goal of the input gate is to determine what new information is stored in the internal state; and the goal of the output gate is to determine what information to output. Fig. 1 . Structure of the proposed channel tracking scheme.
Once the above three gates are computed, the LSTM updates its internal state s(n) ∈ R q×1 as
which determines how much the previous state information is kept and how much the current state information is allowed. Then the output c(n) ∈ R q×1 of the LSTM is given by
In the proposed deep LSTM RNN, T LSTMs are stacked vertically for the temporal processing and K LSTMs are stacked horizontally for the deep architecture, as shown in Fig.  2 . This enables to extract the high-level nonlinear temporal dependencies of the time-varying channels. We take the input sequence of the first T LSTMs (i.e., from the (1, 1)th to the (T, 1)th LSTMs) as the previous T channel estimates {ĥ(n − t)} T t=1 , and the current and previous (T − 1) harvested energy feedback information {r(n − t)} T −1 t=0 . Also, we use the output of the last LSTM (i.e., the (T, K)th LSTM), which is denoted byh(n), as the coarse (or initial) estimate of h(n).
2) Fine-Tuning of the Estimated Channel with Deep FNN: Note that the previous channel estimates {ĥ(n − t)} T t=1 (i.e., the inputs of the deep LSTM network) involve the estimation errors, and thus, directly using the outputh(n) of the deep LSTM RNN as the channel estimate might not yield the satisfactory performance. To mitigate the impacts of the estimation errors and to further improve the performance, we propose to fine-tune the channel value estimated by the deep LSTM network using the deep FNN.
In the proposed deep FNN, there are the input layer, the L hidden layers, and the output layer, where the nodes in each layer are fully connected to those in the next layer. The input of the deep FNN is the output ofh(n) of the deep LSTM network. Also, the output is the estimateĥ(n) of the current channel vector h(n) as the output, which is fed into the deep LSTM RNN at the next time. Thus, the number of the input nodes as well as the output nodes is given by M . In the kth hidden layer, we employ s k nodes. The output o k ∈ R s k ×1 at the kth hidden layer and the output o o ∈ R M ×1 at each of the output nodes are given by
where ϕ j , ι j , V j , and β j are the activation function, the input, the weight matrix, and the bias vector, respectively.
B. Training of the Proposed Scheme
In order to learn how to track the channels {h(n)} as accurately as possible, we use the mean square error (MSE) of the channel estimation given by (7) (at the top of the next page) as the loss function for the training of our proposed scheme. In (7), N is the number of training samples and θ denotes the set of all the parameters (i.e., weights and biases) of the proposed scheme. Also, F(·; θ F ) and G(·; θ G ) denote the overall mathematical functions of the proposed deep LSTM RNN and deep FNN, respectively, where θ F and θ G are the sets of the parameters of the deep LSTM RNN and the deep FNN, respectively. By minimizing the loss function L(·; θ) of (7) with respect to θ, the proposed scheme can be trained and the parameters θ can be optimized. To this end, we update the value of θ according to the gradient descent method as
where α > 0 is the learning rate or the step size of the update. We note that the proposed scheme can be trained offline. Specifically, using the training samples of the channels {h(n)} N n=1 and the noises {η(n)} N n=1 generated from the channel and noise processes, respectively, the gradient step of (8) can be performed solely at the ET offline without the need for the ER to feed back the harvested energies online. Thus, the proposed scheme is very useful and suitable for the practical applications because during the training, the ER does not need to carry out the feedback transmission, which may require to consume a lot of energy at the ER and large amounts of time and bandwidth of the system. Once the proposed scheme is trained, it can be used to efficiently and effectively track the channels at the ET in real-time based on the harvested energy feedback information. Also, the proposed scheme can be used for the channel tracking whether the dynamics of the timevarying channels is linear or not, which is in sharp contrast to the conventional scheme of [6] .
IV. NUMERICAL RESULTS
In the numerical simulations, we consider a WET system with M = 2. The channel vectors are generated according to the Gaussian-Markov model: h(n) = γh(n − 1) + u(n), n = 1, · · · , 1000, where γ ∈ [0, 1] is the temporal fading correlation coefficient and each element of u(n) is the 
Conventional [6] Conventional [6] 0 200 400 600 800 1000 Gaussian process with zero mean and variance (1 − γ 2 ). We set γ = 0.998. The elements of {x(n)} are drawn equally likely from {−1, 1} and those of {η(n)} are generated independently according to the Gaussian distribution with zero mean and variance ς 2 . Thus, the signal-to-noise ratio (SNR) is given by 1 ς 2 . In our proposed scheme, we set T = 2, K = 3, and L = 2. Also, the number of the hidden nodes in both the deep LSTM RNN and the deep FNN is set to be 20. The activation functions are set to σ(x) = tanh(x), ϕ k (x) = max{x, 0}, k = 1, · · · , K FNN , and ϕ o (x) = x. The proposed scheme is trained using N = 10 4 training samples with the minibatch size of 10 3 and the training epochs of 10 2 . Then its performance is evaluated using 2 × 10 6 test samples that are different from the training samples.
In Fig. 2 , the channel estimation MSEs of the proposed and conventional schemes are shown versus the SNR, where the proposed scheme is trained at the SNR of 30 dB. In this figure, the average harvested energies are also shown when the channel estimate is used as the energy beamforming, i.e., x(n) =ĥ(n)/ ĥ (n) , ∀n. It can be seen that the proposed scheme has much lower MSE than the conventional scheme. Thanks to this, the proposed scheme also harvests more energy than the conventional scheme. 1 In Fig. 3 , to see the channel tracking results, we plot the channel estimates obtained by the proposed and conventional schemes versus time n when the SNR is 30 dB. The results of Fig. 3 indicate that the proposed scheme is able to accurately track or predict the time-varying channels by learning the temporal property of the channels very well. In Fig. 4 , we evaluate the performance of the proposed scheme when it is trained at different SNR values. The MSEs at 10 dB, 20 dB, and 30 dB are lowest when the proposed scheme is trained at 10 dB, 20 dB, and 30dB, respectively.
V. CONCLUSION A deep RNN based channel tracking scheme was proposed for the WET system. The numerical results demonstrated that the proposed scheme considerably outperformed the existing scheme in terms of the MSE and harvested energy.
