Uncertain variables are measurable functions from uncertainty spaces to the set of real numbers. In this paper, a new kind of convergence, convergence uniformly almost surely (convergence uniformly a.s.), is presented. Then, relations between convergence uniformly almost surely and convergence almost surely (convergence a.s.), convergence in measure, convergence in mean, and convergence in distribution are discussed.
relationships between them are discussed. The interested reader may consult Liu [16] , Wang and Liu [17] , Zhu and Liu [18, 19] , Li and Liu [15] and Liu [2] , and books related to measure theory. Inspired by this, in this paper, a further investigation into the mathematical properties of uncertain sequences will be made. Section 2 recalls some definitions and theorems in uncertainty theory, which will be used in the posterior section discussion. In Section 3, some limit theorems of uncertain sequences will be discussed. Then some convergence theorems will be given in Section 4, and the relationships between them are discussed. Finally, a brief summary is given.
Preliminaries
Let Γ be a nonempty set, and L a σ -algebra over Γ . Each element Λ ∈ L is called an event. To measure uncertain event, uncertain measure was introduced as a set function satisfying the following axioms: Axiom 1 (Normality). M {Γ } = 1.
Axiom 2 (Monotonicity
Axiom 3 (Self-duality). M {Λ} + M {Λ c } = 1 for any event Λ.
Axiom 4 (Countable Subadditivity).
For every countable sequence of events {Λ}, we have
Since uncertainty phenomena exist widely in real life, the concept of uncertain variable was introduced by Liu [2] as a measurable function from an uncertainty space (Γ , M, L) to the set of real numbers. It is obvious that random variables, fuzzy variables, hybrid variables (introduced by Li and Liu [15] ) are all uncertain variables.
The expected value operator of an uncertain variable was defined by Liu [2] as
provided that at least one of the two integrals is finite.
The function Φ(x) = M {γ ∈ Γ |ξ (γ ) ≤ x} is called the uncertainty distribution of the uncertain variable ξ .
Considering the important role of sequence convergence in mathematics, some concepts of convergence for uncertain sequences were introduced in [2] as follows:
An uncertain sequence {ξ n } is said to be convergent almost surely (a.s.) to an uncertain variable ξ if there exists an event Λ with M {Λ} = 1 such that
An uncertain sequence {ξ n } is said to be convergent in measure to an uncertain variable ξ if 
Let Φ, Φ 1 , Φ 2 , . . . be the uncertainty distributions of uncertain variables ξ , ξ 1 , ξ 2 , . . . , respectively. The sequence {ξ n } is called convergence in distribution to ξ if Φ n → Φ at any continuity point of Φ.
Relations among convergence concepts
In uncertainty theory, the concepts of convergence a.s., convergence in measure, convergence in mean and convergence in distribution are defined and their relationships are given. To describe convergence a.s., we give the following proposition: 
Proof. It is easy to be proved by the definition of convergence a.s.
To make a further investigation into uncertain sequence, a new kind of convergence, convergence uniformly a.s. is introduced.
Definition 3.1. Let ξ n , ξ , n ≥ 1 be uncertain variables defined on the uncertainty space (Γ , L, M). The sequence {ξ n } is said to be convergent uniformly a.s. to ξ if there exists {E k }, M (E k ) → 0 such that ξ n converges uniformly to ξ in Γ − E k , for any fixed k.
Similarly, to describe convergence uniformly a.s., we have: 
Proof. If {ξ n } converges uniformly a.s. to ξ , then for any δ > 0, there exists B such that M {B} < δ and {ξ n } converges uniformly to ξ on Γ \ B. Thus, for any ε > 0, there exists m > 0 such that |ξ n (γ ) − ξ (γ )| < ε, where n ≥ m and γ ∈ Γ \ B.
That is
On the contrary, if
for any ε > 0, then for any given δ > 0 and k ≥ 1, there exists m k such that
The proposition is proved.
Next, relationships between convergence uniformly a.s. and convergence a.s., convergence in measure, convergence in mean, convergence in distribution will be studied. 
taking the limitation of m → ∞ on both side of above inequality, we have
It follows from Proposition 3.1 that {ξ n } converges a.s. to ξ .
Since 
Therefore, {ξ n } converges in measure to ξ .
It is well known that {ξ i } converges a.s. if and only if {ξ i } converges uniformly a.s. in the sense of probability measure.
Since probability measure is special uncertain measure and convergence in probability does not imply convergence a.s. in Liu [2] , we can infer that convergence in measure does not imply convergence uniformly a.s. 
. . , and ξ = 0. In this case, {ξ i } are random sequence. For any small number ε > 0,
That is, the sequence {ξ i } converges in measure to ξ , or the sequence {ξ i } converges in probability to ξ . However, for any ω ∈ [0, 1], there is an infinite number of intervals of the form [k/2 j , (k+1)/2 j ] containing ω. Thus lim i→∞ ξ i (ω) = 0. That is, the sequence {ξ i } does not converge a.s. to ξ . Since {ξ i } converges in probability if and only if {ξ i } converges uniformly a.s., the sequence {ξ i } does not converge uniformly a.s. to ξ . Proof. Since convergence in measure means convergence in distribution in the sense of uncertain measure, it follows from Theorem 3.2 that {ξ n } converges in distribution to ξ . 
for i = 1, 2, . . . , and ξ = 0. In this case, {ξ i } are random sequence. Let ξ i = −ξ . Then ξ i and ξ are identically distributed. Thus the sequence {ξ i } converges in distribution to ξ , or the sequence {ξ i } converges in probability to ξ . However, for any ε > 0, we have
That is, the sequence {ξ i } does not converge a.s. to ξ . Since {ξ i } converges in probability if and only if {ξ i } converges uniformly a.s., the sequence {ξ i } does not converge uniformly a.s. to ξ .
Since convergence in credibility does not imply convergence in mean, convergence uniformly a.s. does not convergence in mean in the sense of uncertain measure. At the same time, since convergence in mean does not imply convergence a.s. in the sense of probability measure, convergence in mean does not imply convergence uniformly a.s. in the sense of uncertain measure. But convergence in mean implies convergence in measure, which can refer to Liu [2] . Proof. Suppose {ξ n } converges in measure to ξ . Let {ξ n } be the subsequence of {ξ n }. Then {ξ n } converges in measure to ξ . It follows from the definition of convergence in measure that there exists subsequence {ξ n k } of {ξ n } such that
that is to say, {ξ n k } converges uniformly a.s. to ξ . On the contrary, suppose {ξ n } does not converge in measure to ξ . Then there exists some ε > 0, such that lim sup n→∞ M {γ ∈ Γ ||ξ n (γ ) − ξ (γ )| ≥ ε} > δ > 0.
Thus, there exists subsequence {ξ n } of {ξ n } such that M {γ ∈ Γ ||ξ n (γ ) − ξ (γ )| ≥ ε} > δ. It is obvious that {ξ n } has no subsequence converges uniformly a.s. to ξ , then {ξ n } converges in measure to ξ .
The proposition is proved. Proof. It is easy to be proved by Proposition 3.3 and Theorem 3.1.
Conclusions
This paper is mainly to discuss some limit theorems of uncertain variables based on continuous uncertain measure. Then some sufficient and necessary conditions for convergence of uncertain sequences are proposed. Furthermore, the relationships between them are as shown in Table 1: 
