I. INTRODUCTION
We study the problem of existence of perfect codes in poset metric spaces, which are a generalization of the Hamming metric space, see [2] . There are several papers [1] , [3] , [4] on the existence of 1-, 2-, or 3-error-correcting poset codes. The approach of the present work is opposite; we start to classify posets that admit the existence of perfect codes correcting as many as possible errors with respect to the code length and dimension, i. e., when the number of errors is close to the code codimension.
As stated by Lemma 2-5 below, the codimension m of an r-errorcorrecting (n, 2 n−m ) code cannot be less than r. And the posets that allow binary poset-codes of codimension m to be m-perfect have a simple characterization (Theorem 2-6).
The main results of this work, stated by Theorem 4-4 and Theorem 6-1, are criteria for the existence of (m − 1)-and (m − 2)-perfect (n, 2 n−m ) P -codes. The intermediate results formulated as lemmas may also be useful for the description of other poset structures admitting perfect poset codes.
Let P = ([n], ) be a poset, where [n] {1, . . . , n}. A subset I of [n] is called an ideal, or downset (an upset, or filter) iff for each a ∈ I the relation b a (respectively, b a) means b ∈ I. For a1, ..., ai ∈ P denote by <a1, ..., ai> or <{a1, ..., ai}> the principal ideal of {a1, ..., ai}, i.e., the minimal ideal that contains a1, ..., ai; and by >a1, ..., ai< or >{a1, ..., ai}<, the minimal upset that contains a1, ..., ai.
Denote by I r P ⊂ 2 [n] the set of all r-ideals (i. e., ideals of cardinality r) of P , where r ∈ {0, 1, ..., n}.
If S is an arbitrary set (poset), then the set of all subsets of S is denoted by 2 S . The set 2
[n] will be also denoted as F n , and we will not distinguish subsets of [n] from their characteristic vectors; for example, 2
[5] ∋ {2, 4, 5} = (01011) ∈ F 5 .
Ifx ∈ 2 [n] , then the P -weight wP (x) ofx is the cardinality of <x>. Now, for two elementsx,ȳ ∈ F n we can define the P -distance dP (x,ȳ) wp(x +ȳ), where + means the symmetrical difference in terms of subsets of [n] and the mod 2 addition in terms of their characteristic functions.
For r ∈ {0, ..., n} we denote by B r P {x ∈ F n | wP (x) ≤ r} the ball of radius r with center in the all-zero vector0. A subset C of F n is called an r-error-correcting P -code (r-perfect P -code) iff each elementx of F n has at most one (respectively, exactly one) representation in the formx =c +b, wherec ∈ C andb ∈ B r P . In other words, the balls of radius r centered in the codewords of an r-error-correcting P -code C are mutually disjoint (the ballpacking condition) and, if C is r-perfect, cover all the space F n . As a consequence, |C| ≤ |F n |/|B r P |
(the ball-packing bound), where equality is equivalent to the rperfectness of C.
For the rest of the paper we will use the following notations. Let C ⊂ F n be a P -code and0 ∈ C; denote
I (studying r-perfect codes, we can call e P r the "essential part" of P ; indeed, the ball B r P is the Cartesian product of B r−u e P r and 2
• λ |P r | − r,
• max(R) denotes the set of maximal elements of a poset R,
• min(R) denotes the set of minimal elements of a poset R,
Note that u, λ, and k depend on P and r though the notations do not reflect this dependence explicitly.
II. m-ERROR-CORRECTING POSET CODES
We start with several auxiliary statements. The first one is easy and well known. Proof: Letx ∈ B r P , i. e., wP (x) = |<x>| ≤ r. By Proposition 2-1 there exists an ideal I ∈ I r P such that <x> ⊆ I. So, we havē x ⊆ <x> ⊆ I, andx ∈ 2 I . Conversely, ifx ∈ 2 I for some I ∈ I r P , then <x> ⊆ I and wP (x) = |<x>| ≤ |I| = r.
Since |I r P | ≥ 1 by Corollary 2-2, we immediately obtain Corollary 2-4: |B r P | ≥ 2 r . The following lemma is straightforward from the ball-packing bound and Corollary 2-4.
Theorem 2-6 (characterization of m-error-correcting P -codes): An (n, 2 n−m ) code C is an m-error-correcting P -code if and only if the following two conditions hold: a) I m P contains exactly one ideal I; b) there is a function f : 2 P \I → 2 I such that C = {Y ∪ f (Y )|Y ∈ 2 P \I }, i. e., the code C is systematical with information symbols P \I and check symbols I.
Every m-error-correcting P -code is an m-perfect P -code. Proof: We first show that a) and b) hold for any m-errorcorrecting P -code C. If I m P contains more than one ideal, then |B r P | > 2 m , and we have a contradiction with the ball-packing condition. So, I m P contains exactly one ideal, say, I. If there is no such a function as in b), then there are two codewords c1,c2 ∈ C that coincide in P \I. Thenc1 +c2 ⊆ I, and dP (c1,c2) = |<c1 +c2>| ≤ |I| = m; therefore C is not m-error-correcting. So, b) is a necessary condition.
Assume a) and b) hold. We show that C is an m-perfect code. We need to check that for eachȳ ∈ F n there exists a uniquec ∈ C such that dP (c,ȳ) ≤ m. Suchc can be defined byc =ȳ ∩ (P \I) ∪ f (ȳ ∩ (P \I)). It is a code vector by the definition of f ; and dP (c,ȳ) ≤ m becausec +ȳ ⊆ I. The uniqueness follows from the equalities
III. USEFUL STATEMENTS

Proposition 3-1:
A P -code C is r-error-correcting if and only if for each differentc1,c2 ∈ C and each I ′ , I ′′ ∈ I r P we havec1 +c2
′′ by assumption. So, C is not r-error-correcting. If: Let the P -code C be not r-error-correcting. Then there exist two different codewordsc1,c2 ∈ C and a vectorv ∈ F n such that dP (v,c1) = |<v +c1>| ≤ r and dP (v,c2) = |<v +c2>| ≤ r. By Proposition 2-3 we have thatv +c1 ⊆ I ′ andv +c2 ⊆ I ′′ for some
The statement (Corollary 3-9) that we will use for proving the main result can be derived from each of the following two lemmas.
Lemma 3-2:
If there is an r-error-correcting (n, 2
. This contradicts Proposition 3-1. Lemma 3-3: Suppose there exists a vectorv ∈ F n \B r P such that for each I ∈ I r P it is true thatv ∪ I ⊆ I ′ ∪ I ′′ for some I ′ , I ′′ ∈ I r P . Then no r-perfect P -codes exist.
Proof: Assume the contrary, i. e., there exists an r-perfect Pcode C and0 ∈ C. Letc be a codeword such that dP (v,c) ≤ r. Then v +c ∈ B r P and by Proposition 2-3 it is true thatv +c ⊆ I for some I ∈ I r P . Thereforec ⊆v ∪ I. By hypothesis,c ⊆ I ′ ∪ I ′′ for some I ′ , I ′′ ∈ I r P , and we get a contradiction with Proposition 3-1. The following two corollaries are weaker than Lemma 3-3, but their conditions are more handy for verification. Given an ideal V , denote
It is clear that W (V ) is an ideal and it includes V \ max(V ). Assume a) holds. By Lemma 3-3 withv = V , I ′ = V \{b}, I ′′ = I, we get the nonexistence of r-perfect P -codes. Example 3-5: (Fig. 1. ) If | min(P )| = r + 1, then the ideal V min(P ) satisfies the conditions of Corollary 3-4; hence, there exist no r-perfect P -codes.
Example 3-6: (Fig. 2. ) Let a be a minimal element of P and let Pa be the ideal Pa {b | b a}. If |Pa| = r, then no r-perfect Pcodes exist, because the ideal V {a} ∪ Pa satisfies the conditions of Corollary 3-4.
Example 3-7: Let P be a poset that consists of t ≥ 2 disjoint chains and t − 1 ≤ r < n. Then no r-perfect P -codes exist. Indeed, it is easy to see that an arbitrary (r + 1)-ideal V that contains all t minimal elements of P satisfies the conditions of Corollary 3-4.
The subcase of Example 3-7 where t = 2 and the chains are equipotent coincides with the binary case of [2, Theorem 2.2] (which was proved for codes over arbitrary finite field).
In the next example we see that r-perfect P -codes do not exist for sufficiently large r if P is the crown, i. e., n = 2t ≥ 4, i t + i, i + 1 t + i, 1 2t, t 2t, and these are the only strict comparabilities in P . The existence of 1-, 2-, and 3-perfect crowncodes has been studied in [1] , [4] .
Example 3-8: Let P be a crown with n = 2t ≥ 6 and let t/2 ≤ r < n; then no r-perfect P -codes exist unless t = 3 and r = 4. Indeed, it is not difficult to check that condition b) of Corollary 3-4 is satisfied with the following choice of V : if t/2 ≤ r < t then V = [t]\{2, 4, . . . , 2(t − r − 1)}; if t ≤ r < n then V = [r + 1] (Fig. 3 , where V = V1 + V2 + V3).
Corollary 3-9: Suppose there exist two different ideals I ′ , I ′′ ∈ I r P such that P r = I ′ ∪ I ′′ . Then no r-perfect P -codes exist. Proof: Approach 1: apply Lemma 3-3 withv = P r . Approach 2: if r-perfect P -codes exist, then |P r | > m (indeed, 2 is not empty. By Corollary 3-11 there are two ideals I ∈ I ′ and I l+1 ∈ I r P \I ′ such that dJ (I, I l+1 ) = 1. Then I l+1 contains exactly one element from P r \N ; denote this element by a l+1 . So, (1) holds automatically for i = l + 1.
We use the last proposition to derive the following bound: Proposition 3-13: |B r P | ≥ 2 r−1 (2 + λ). Proof: Let I0, I1, . . . , I λ ∈ I r P and a1, . . . , a λ ∈ [n] be sequences satisfying (1) .
Consider the sets J0
. We have that
• the sets J0, J1, . . . , J λ are pairwise disjoint;
• |J0| = 2 r , |Ji| = 2 r−1 , i = 1, . . . , λ. n−m ) P -code with r = m − 1, then λ = 2. In the next proposition we describe the structure of a poset P admitting the existence of (m − 1)-perfect P -codes. Then, in Proposition 4-3, we prove the existence of (m − 1)-perfect P -codes for admissible posets. Theorem 4-4 summarize the results of this section.
So, |B
Proposition 4-2: Assume that there exists an r-perfect (n, 2 n−m ) P -code with r = m − 1. Then I r P = {I ∪ {a1}, I ∪ {a2}, I ∪ {a3}}, where I ∈ I r−1 P and a1, a2, a3 ∈ [n]\I. Proof: By Corollary 4-1 we have λ = 2. By Proposition 3-12 there are I1, I2, I3 ∈ I r P such that I1 ∪ I2 ∪ I3 = P r . By Corollary 3-9 we have that I2 ∪ I3 = P r \{a1}, I3 ∪ I1 = P r \{a2}, and I1 ∪ I2 = P r \{a3} for some a1, a2, a3 ∈ P r . This implies that I1 = I ∪ {a1}, I2 = I ∪ {a2}, and I3 = I ∪ {a3}, where I = I1 ∩ I2 ∩ I3. It is easy to see that I is an ideal.
By the ball-packing condition we have |B and a1, a2, a3 ∈ [n]\I. Leth1, ...,hn ∈ F m . Assume thathi, i ∈ I ∪ {a1, a2} are linearly independent andha 3 = P i∈I αihi + ha 1 +ha 2 where αi ∈ {0, 1}, i ∈ I. Then the linear code C defined by C {c ∈ F n | P i∈ch i =0} is an (m − 1)-perfect P -code. Proof: The P -code C is (m − 1)-perfect if and only if for each v ∈ F n there exists a uniqueē ∈ B m−1 P such thatv +ē ∈ C, i. e., P i∈vh i = P i∈ēh i. So, it is enough to show that for eachs ∈ F m there exists a uniqueē ∈ B m−1 P such that P i∈ēh i =s. Since {hi} i∈I∪{a 1 ,a 2 } is a basis of F m , for eachs ∈ F m there exists a (unique) representation s = X i∈I βihi + γ1ha 1 + γ2ha 2 , βi, γ1, γ2 ∈ {0, 1}.
Since P i∈I αihi +ha 1 +ha 2 +ha 3 =0, we can writē
By grouping the terms differently we can rewrite it as follows.
where = {I ∪ {a1}, I ∪ {a2}, I ∪ {a3}} for some I ∈ I m−2 P and a1, a2, a3 ∈ [n] \ I. It is easy to check that this is equivalent to conditions a) and b).
V. MORE FACTS
Before dealing with the case r = m − 2, it will be useful to prove some more facts. We first show that we can restrict ourselves to consider only the essential part e P r of the poset P . Lemma 5-1: The following statements are equivalent. a) There exists an r-perfect P -code C. b) There exists an r-perfect P r -code C ′ . c) There exists an (r −u)-perfect e P r -code C ′′ (recall u = |P r \ e P r |). The cardinalities of the codes satisfy
Proof: a)⇔b). By the definition, a perfect code corresponds to a partition of the space into the balls centered in the code vectors. In our case, the ball B n−m ) P -code, then the height of e P r is not more than m − r (the height is the maximum length of a chain in the poset).
Proof: Assume the contrary, i. e., e P r contains m−r+1 pairwise comparable elements a0 a1 . . . am−r. Since a0 ∈ e P r , there exists an ideal I1 ∈ I r P such that a0 ∈ I1. Then a0, a1, . . . , am−r ∈ I1. Since am−r ∈ e P r , there exists another ideal I2 ∈ I r P such that am−r ∈ I2. Then a0, a1, . . . , am−r ∈ I2. We have that |I1 ∪ I2| ≥ |I1 ∪ {a0, a1, . . . , am−r}| = r + (m − r + 1) = m + 1 > m, which contradicts Lemma 3-2.
Proposition 5-3: Let U be an upset of P , l = |P \U | ≤ r, and there be an r-error-correcting (n, 2 n−m ) P -code C. Then a) |B and, consequently, e P r ⊆ U . Recall that k is the number of maximal elements in e P r and λ = |P r | − r. (Note that if |I r P | > 1, then max(P r ) = max( e P r ), and thus k = max(P r ).) Lemma 5-4: If there is an r-error-correcting (n, 2 n−m ) P -code and k ≥ λ, then
Proof: Every subset of P r with not more than r − (r + λ − k) elements of max( e P r ) belongs to B r P , because its principal ideal contains the same number of elements of max( e P r ) and at most |P r | − | max( e P r )| = (r + λ − k) other elements (in total, not more than r). So, the number of such subsets does not exceed |B 
σ=0`k σ´o f subsets that have more than k − λ elements in max( e P r ). . If r = m, then by Theorem 2-6 we have e P r = ∅ and k = 0. Proposition 5-6: Assume that P = e P r . Recall that λ = n − r in this case. Then a) for each a ∈ P we have |P \<a>| ≥ λ; b) if there exists an r-perfect (n, 2 n−m ) P -code, then for each a, a ′ ∈ P we have |P \<a, a ′ >| ≥ r + λ − m; c) for each b ∈ P we have |>b<| ≤ λ;
Proof: a) Since P = e P r , an element a belongs to at least one r-ideal I. Since <a> ⊆ I, |I| = r, and |P | = r + λ, there are at least λ elements in P \<a>. b) As in p. a), there are r-ideals I ∋ a and I ′ ∋ a ′ . Since <a, a ′ > ⊆ I ∪ I ′ , the statement follows from Lemma 3-2. c) Since P = e P r , there is at least one r-ideal I that does not contain b. Then the upset >b< is disjoint with I and its cardinality does not exceed |P \I| = λ.
VI. THE CASE r = m − 2 Theorem 6-1: An (m − 2)-perfect (n, 2 n−m ) P -code exists if and only if e P m−2 is one of the posets illustrated below:
Proof: Assume an r-perfect (n, 2 n−m ) P -code exists with r = m − 2. By Lemma 5-1 we can assume P = e P r .
By Lemma 5-2 the height of P is 1 or 2. So, P consists of maximal and nonmaximal elements, where each nonmaximal element is also a minimal one. For a ∈ P denote valency(a) |{b ∈ P | b ≺ a or b ≻ a}|. Proposition 5-6(a) means that valency(a) ≤ r − 1 for each maximal a. Proposition 5-6(c) means that valency(b) < λ for each nonmaximal b.
By Lemma 3-15 we have λ ∈ {3, 4, 5, 6}. So, by Corollary 5-5 the number of admissible values (λ, k) is finite. Note that the case k ≤ 2 is impossible by Proposition 5-6(b). The other pairs admitting either (2) or k < λ are the following: (3, 3), (3, 4), (3, 5), (4, 3) , (4, 4) , (4, 5), (5, 3), (5, 4), (5, 5), (5, 6), (6, 3), (6, 4), (6, 5), (6, 6). In all cases we denote by {a1, . . . , a k } the set of maximal elements of P . Furthermore, we claim that in all cases except (3, 5) the poset contains at least one nonmaximal element. Indeed, otherwise |P | = k, r = k − λ and, since m = r + 2, we have |B
, which is not true for all considered pairs except (3, 5) (in fact, P = max(P ) means that we have the usual Hamming metric).
Case λ = 3, k = 3. Let b1 ∈ P be a nonmaximal element. W. l. o. g. assume b1 ≺ a1. By Proposition 5-6(a) there exists another nonmaximal element b2 which is noncomparable with a1. W. l. o. g. assume b2 ≺ a2. By Proposition 5-6(c) valency(bi) ≤ 2 for i = 1, 2. The possible cases are: 1) b1≺a1, b2≺a2; 2) b1≺a1, b2≺{a2, a3}; 3) b1≺{a1, a2}, b2≺a2; 4) b1≺{a1, a2}, b2≺{a2, a3}; 5) b1≺{a1, a3}, b2≺a2; 6) b1≺{a1, a3}, b2≺{a2, a3}. All the cases up to isomorphism are illustrated in the following figures (we emphasize that P can have more elements, but in any case it includes an upset shown in one of the figures, where the dashed lines denotes "optional" relations); In all these cases we get a contradiction with Corollary 3-4 applied for V being the set of all not shown elements of P and those that are banded by the closed line. The elements of > max(V )<, which are not in W (V ), are marked by black nodes in the figures. We see that > max(V )< has at least 4 elements; so, |W (V )| ≤ |P | − 4 < |P | − λ = r, and by Corollary 3-4(b) no r-perfect P -codes exist.
Case λ = 3, k = 4. As proved above, P has a nonmaximal element. Its valency is 1 or 2 by Proposition 5-6(c). The situation is illustrated by the following figure. (c) As in the previous case we get a contradiction with Corollary 3-4.
Case λ = 3, k = 5. By proposition 5-3(b) the set of maximal elements coincides with P . In this case the poset metric coincides with the Hamming metric and there exists a 2-perfect repetition code {(00000), (11111)}.
Case λ = 4, k = 3. By Proposition 5-6(b) for each two maximal elements a, a ′ we have |P \<a, a ′ >| ≥ r+λ−m. Since r+λ−m = 2, there is a nonmaximal element b noncomparable with a and a ′ . So, there is an upset of P illustrated below (d) and again we get a contradiction with Corollary 3-4.
Case λ = 4, k = 4. We claim that there are no subcases different from the ones shown below
