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V. Abstract 
 
Although renewable energy sources and electric vehicles are gaining momentum in the energy and 
transportation markets, respectively, hydrocarbon-based fuels will maintain a strong presence in both of 
these markets for the foreseeable future. That is, projections suggest that the demand for conventional fuels, 
such as gasoline, natural gas, and coal, will remain high well beyond 2040 in order to accommodate global 
energy demands. To combat the negative health and environmental effects that will accompany the 
continued consumption of hydrocarbon fuels, progress is being made to better facilitate clean combustion. 
For example, reducing the formation of particulate soot during practical combustion phenomena, e.g., 
within internal combustion engines, is a critical challenge associated with the consumption of hydrocarbon 
fuels, one that will require the commercialization of new, renewable, carbon-neutral fuels.  
The focus of the current study was to provide a detailed characterization of the sooting propensities of 
several research-grade gasolines, namely FACE A, C, F, G, and J, developed by Chevron Phillips Chemical 
Company. Specifically, laser-induced incandescence (LII) was used to measure spatially-resolved soot 
volume fractions as a function of strain rate and reactant concentration in counterflow diffusion flames. LII 
results were accompanied by planar laser-induced fluorescence (PLIF) measurements of OH radicals and 
polycyclic aromatic hydrocarbons (PAHs), although the fidelity of the latter measurements is disputed 
herein. Furthermore, particle image velocimetry (PIV) was used to characterize flow fields, and the results 
suggested that analytical strain rate calculations do a poor job predicting local strain rates in counterflow 
diffusion flames. The combination of LII, OH-PLIF, PAH-PLIF, and PIV datasets resulted in a 
comprehensive description of soot formation in counterflow flames, which can be used to 1) validate soot 
models for the combustion of gasoline fuels, and 2) improve upon the fuel property database of FACE 
gasolines so that the sooting propensities of surrogate fuels can be quantitatively compared to those of their 
target fuels.
 1 
Chapter 1: Introduction 
1.1. Motivation 
According to the 2018 World Energy Outlook [1], global energy demand is projected to 
increase by more than 25% by 2040. Despite continued growth in the renewable energy market, 
forecasts suggest that conventional energy sources, such as coal, natural gas, and petroleum, will 
continue to dominate the energy sector well beyond 2040 [2]. In the transportation industry, for 
example, oil demand will maintain positive growth even though the consumption of oil by cars is 
expected to peak within the next decade; that is, increased electrification of passenger vehicles 
might reduce the demand for oil within some parts of the automotive industry, but this reduction 
will be overshadowed by increases in demand by freight trucks, ships, and planes [1]. Regardless, 
even if up to 50% of cars are electric by 2040 [1], the transportation sector will remain heavily 
dependent on internal combustion (IC) engines and, thus, hydrocarbon fuels for the foreseeable 
future. 
Concerns regarding the consumption of petroleum-based fuels extended beyond the 
production of greenhouse gases and the reality that supplies are finite and limited. The combustion 
of commercial liquid fuels also results in hazardous pollutants that pose a serious threat to human 
health, as well as to the environment. Furthermore, the particulate byproducts of combustion, i.e., 
soot, have been shown to adversely affect the longevity of practical combustors, such as those 
found in jet and automobile engines. Although progress has been made to attenuate soot 
production, the negative effects of soot remain pressing and relevant with respect to the 
environment, human health, and mechanical longevity. 
Studies suggest that the particulate soot is one of the leading causes of climate change, 
second only to carbon dioxide [3]–[6]. Specifically, estimates suggest that the total climate 
 2 
forcings of soot and carbon dioxide are 1.07 and 1.56 W m-2, respectively [3]; for context, a 
positive climate forcing results in an increase in energy stored within Earth’s atmosphere, and vice 
versa. Unlike greenhouse gases, e.g., carbon dioxide and methane, however, the total climate 
forcing of soot is not dominated solely by radiative forcing, i.e., the absorption and scattering of 
sunlight. Instead, the total climate forcing of 1.07 W m-2 can be attributed to three general forcing 
components: atmospheric absorption and scattering effects (0.71 W m-2), cloud and semi-direct 
effects (0.23 W m-2), and snow and sea ice effects (0.13 W m-2) [3]. Particulate soot, often referred 
to as black carbon (BC), residing in the atmosphere absorbs both incident and reflected sunlight, 
causing an appreciable change in the radiative balance of Earth. Similarly, BC deposition on snow 
and ice has been shown to increase sunlight absorption, i.e., reduce albedo, accelerating melt rates 
[3], [7], [8]. Although the direct and indirect effects of soot are complex, the general consensus is 
that soot has a net-positive forcing effect on the climate. 
When comparing the damaging effects of atmospheric soot and conventional greenhouse 
gases, it is important to consider their atmospheric lifetimes. According to Ref. [3], the lifetime of 
soot in the atmosphere is approximately a week, whereas the lifetimes of carbon dioxide and 
methane are measured in decades. Thus, global reductions in soot production would result in an 
almost immediate effect on Earth’s energy balance, while the environmental benefits of a global 
halt in the production of carbon dioxide and methane would take substantially longer to 
materialize. 
Regarding human health, particulate byproducts of combustion have been shown be 
carcinogenic [9]. Specifically, studies suggest that polycyclic aromatic hydrocarbons (PAHs) are 
the primary carcinogenic constituents of particulate soot [10]–[12]. For example, PAHs have been 
shown to cause lung [13] and prostate cancer [14]. Carcinogenic concerns are not the only concerns 
 3 
associated with soot, as soot is also linked to respiratory and cardiovascular disease [9]. Namely, 
asthma and chronic obstruction pulmonary disease (COPD) are the two most common forms of 
respiratory diseases caused by soot inhalation [15]. While the full extent of the health effects of 
soot are beyond the scope of this paper, the ease at which soot, and especially non-aggregated 
particulate soot (<100 nm), can penetrate deep into respiratory system should be emphasized [16]. 
Unfortunately, the reduction of soot emissions is a complex issue, the feasibility of which 
is strongly dependent of compromise. That is, while fuel and engine optimization can help mitigate 
the negative effects of some issues, such as soot production, doing so often exacerbates the 
negative effects of others. For example, nitric oxide (NOx) emissions produced during high-
temperature combustion are one of the leading causes of acid rain [17]. To combat NOx, exhaust 
gas recirculation (EGR) is frequently used in IC engines to prevent the formation of NOx emissions 
by lowering flame temperatures. However, an inadvertent consequence of EGR is an increase in 
soot formation. Specifically, EGR reduces NOx emissions at the expense of increased engine wear, 
as increased soot loads have been shown to negatively effect on the lubricity of engine oil [18]. 
The soot-NOx trade-off is one of numerous examples that demonstrate the ongoing competition 
between engine performance, emissions regulation, and mechanical longevity. 
 
1.2. Combustion responses: improving technology 
While anthropological soot is not the sole perpetrator of the aforementioned issues, 
minimizing the sooting propensities of IC engines would have a profound effect on the 
environment, human health, and mechanical longevity. However, the elimination of soot must be 
done in tandem with improvements to engine efficiency, emissions output, and fuel sustainability. 
Additionally, the simultaneous advancement of both fuels and engine designs is imperative, as 
 4 
higher thermodynamic efficiencies are obstructed by current engine designs, yet new engine 
architectures and operating strategies are not necessarily compatible with current fuels. The 
severity of these issues has resulted in aggressive research and design initiatives. For example, the 
U.S. Department of Energy (DOE) introduced the Co-Optimization of Fuels & Engine (Co-
Optima) initiative [19] to facilitate the concurrent development of sustainable, clean-burning fuels 
and high-efficiency engines. 
The advancement of gasoline fuels for next-generation engines demands a detailed 
understanding of fuel properties, both physical and chemical. To assist with the characterization 
of different gasolines fuels, the Coordinating Research Council’s (CRC) Advanced Vehicle, Fuel, 
and Lubricant (AVFL) Committee established the Fuels for Advanced Combustion Engines 
(FACE) Working Group. Their objective was to formulate research-grade fuels, i.e., FACE 
gasolines, tailored around four distinct properties, namely aromatic content, Research Octane 
Number (RON), n-paraffinic content, and Octane Sensitivity (S=RON-MON, where MON stands 
for Motor Octane Number). The isolation and characterization of these key properties enables the 
controlled study of combustion performance as a function of fuel properties across multiple 
laboratory settings. 
In the current study, the sooting propensities of five FACE gasolines were investigated, 
i.e., FACE A, C, F, G, and J, as these fuels represent three distinct groupings. Before discussing 
said groupings, however, it is important to first highlight the financial incentives that will keep 
light hydrocarbon fuels, such as gasolines, relevant in the future despite shifts in demands for 
heavier hydrocarbon fuels, e.g., diesel and jet fuels. Currently, the ratio of the demand for diesel 
and jet fuels to that of gasolines is approximately 1.5, but this ratio is projected to grow to 
approximately 2.4 by 2040 [20]. As the oil industry adjusts to accommodate these shifts in demand, 
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lighter distillates will be in high abundance. Thus, the availability and affordability of gasolines, 
and especially low octane gasolines, may act as a compelling driver for the development and 
adoption of new gasolines engines, with an emphasis on gasoline compression ignition (GCI) 
engines [21]. 
FACE A and C, which comprise the first grouping, were chosen because of their low 
aromatic content and high paraffinic content are comparable to those of renewable diesel fuels. 
Since RON values of 70 to 85 are deemed as optimal for GCI engines [22], FACE A (RON = 83.5 
[23]) and FACE C (RON = 84.7 [23]) are candidate fuels for future GCI technology. FACE A and 
C are also candidate fuels for current and future spark ignition (SI) engines, as well as for some 
Advanced Combustion Engines (ACE), such as reactivity-controlled compression ignition (RCCI) 
engines. While SI and GCI engines will be discussed in greater detail later, a brief overview of 
RCCI engines is presented here. Unlike most engines that utilize a single type of fuel, e.g., gasoline 
or diesel, but not both, RCCI engines utilize both a high-octane fuel and a low-octane fuel [24]. 
Specifically, an RCCI engine operates like a partially premixed compression ignition (PPCI) 
engine, except the high octane number of the primary fuel inhibits autoignition. Instead, a small 
quantity of the second, low-octane (high CN) fuel is subsequently injected to ignite the partially 
premixed mixture. Operating in this capacity, RCCI engines can utilize both gasoline- and diesel-
like fuels to achieve superior fuel efficiency compared to current SI and compression ignition (CI) 
engines, as well as achieve ulta-low NOx and soot emission [25]. 
The second grouping is comprised of FACE J. Although this fuel has substantially higher 
aromatic content (31.69 vol. % [23]) than FACE A and FACE C–and thus a higher sooting 
propensity–its low octane numbers (RON = 73.8, MON = 70.1  [23]) make it a candidate fuel for 
ACE technologies that utilize low-temperature combustion (LTC), such as GCI, PPCI, and RCCI 
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engines [26]. While the relatively low RON of FACE J may make it incompatible with some RCCI 
designs, FACE J is an ideal candidate for GCI technologies (recall that the optimal RON range for 
GCI engines is 70 to 85 [22]). For clarity, it should be noted that RCCI and PPCI engines are 
subsumed by the more general class of GCI engines, although there are inherent differences 
between the two designs. In addition to high efficiency and low emissions, GCI engines also have 
the potential to be appreciably less expensive than conventional diesel CI engines [21]. 
Specifically, since fuel and air enter the cylinder relatively early on during the compression stroke 
of a GCI engine to accommodate longer ignition delays, increased levels of mixing are observed 
as compared to conventional diesel engines, in which fuel is injected near top dead center (TDC). 
As a result, GCI engines do not require the sophisticated, high-pressure injection systems found in 
diesel engines, which contributes to a cost-effective design. 
FACE F and G comprise the third and final grouping: fuels with high octane numbers, but 
also high octane sensitivities. Although FACE F and G have similar anti-knock indices (AKI = 
(RON + MON)/2) of 91.6 and 91.6, respectively, and are both regarded as highly-sensitive 
gasolines, the sensitivity of FACE G (11.0) is appreciably higher than that of FACE F (5.6); 
furthermore, the molecular compositions of FACE F and G are quite distinct. These fuels are of 
practical importance because their high octane numbers allow them to act as research-grade 
proxies to commercially-available gasolines. Thus, FACE F and G can help facilitate the 
systematic study of next-generation spark ignition (SI) engines. According to Sarathy et al. [27], 
the modernization of SI engines has resulted in higher intake pressures due to boosting, yet lower 
unburned mixture temperatures for a given pressure due to EGR. As SI engines change in this 
manner, the antiknock characteristics and, hence, sensitivity of a gasoline fuel become increasingly 
important. In brief, studies have shown that the efficiency of modern SI engines is correlated with 
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fuel sensitivity, as gasolines with high sensitivities typically demonstrate superior antiknock 
characteristics than their low-sensitivity counterparts [20], [28]. 
While enhancing the combustion community’s understanding of FACE gasolines is 
important for the sake next-generation IC engines, an improved understanding also benefits the 
optimization of current IC engines, especially with respect to soot production. In particular, 
gasoline direction injection (GDI) engines would benefit from an improved understanding of the 
sooting propensities of FACE gasolines, as these engines produce appreciably more soot than 
conventional port-fuel injection SI (PFI-SI) engines do [29], [30]. Even though the soot production 
from PFI-SI engines is minimal, increased demand for greater fuel efficiency has resulted in a 
growing displacement of PFI-SI engines by more fuel-efficient GDI engines, with 51% of 2018 
model year vehicles possessing GDI technology [31]. As compared to that of PFI-SI engines, the 
soot yield of GDI engines is significantly higher with respect to number density, albeit the total 
soot yield by mass remains significantly less than that of a diesel CI engine. This increase in soot 
production in GDI engines is attributed to locally rich zones that are caused by mixture 
inhomogeneity; that is, the direction injection in GDI engines is similar to that of diesel engines in 
that both result in fuel-rich regions that are prone producing soot. Gasoline particulate filters 
(GPFs) can help mitigate engine-out particulate emissions, but these filters are neither cost-
effective nor capable of combating the soot-induced wear caused within combustion chambers 
[18]. Thus, although great efforts are being made to eliminate the production of particulate matter 
from gasoline-fueled engines, soot will remain a pressing issue for the foreseeable future. 
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1.3. Combustion responses: improving numerical models 
In general, the typical life cycle of soot starts with the formation of soot precursors, namely 
PAHs, from gas-phase species, and is followed by PAH growth, primary particle inception, 
primary particle surface growth and coagulation, primary particle agglomeration, and then, finally, 
oxidation [32]. While this progression by itself is complex, the overall complexity is compounded 
by the non-trivial convective/diffusive transport and turbulence present in practical combustors 
[33]. Thus, to better isolate the life-cycle progression of soot, researchers began conducting soot 
studies in laboratory-scale flames with steady, laminar flow fields. Some examples of laboratory-
scale flame configurations used in soot studies include counterflow diffusion flames, e.g., [34]–
[38], coflow diffusion flames, e.g., [39]–[42], and burner-stabilized flat premixed flames, e.g., 
[43]–[45]; soot studies have also been conducted in non-flame environments, such as stock tubes, 
e.g., [46]–[48]. While each configuration has inherent strengths, the counterflow flame is of 
particular interest because the centerline of the flame can be modelled as a quasi-one-dimensional 
flame. Consequently, counterflow flames are far less computationally cumbersome than other 
flame configurations, such as two-dimensional coflow flames; additional benefits of counterflow 
flames will be discussed in subsequent sections. 
Despite decades of work trying to elucidate the formation, growth, and oxidation 
mechanisms of soot, large discrepancies still exist between numerical models and experimental 
data. Thus, there is a strong demand for experimental data from counterflow diffusion flames that 
can be used to validate soot models, especially with respect to real fuels, e.g., gasolines. In a recent 
publishing [49], Wang and Chung provided a comprehensive list of all soot-related studies in 
counterflow flames conducted over the past several decades. The list highlights that the majority 
of experiments were conducted on gaseous fuels, e.g., ethylene, while limited experiments were 
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conducted on liquid fuels–of which only a few were real, non-surrogate liquid fuels, e.g., jet fuels 
[35]. To the best of my knowledge, no soot studies have been performed on a real gasoline fuel, 
let alone a FACE gasoline fuel, in a counterflow diffusion flame. Fundamental counterflow data 
on the sooting propensities of FACE gasolines are therefore of particular value as they can be used 
to help validate soot models. Furthermore, validated soot models can be augmented to laminar 
flamelet models, allowing for the quantitative prediction of soot in turbulent environments, such 
as in gasoline engines. 
Additionally, since FACE gasolines contain hundreds of hydrocarbon species, developing 
detailed chemical kinetic models for these fuels is impractical. There is therefore a demand to 
develop surrogate fuels with similar a) physical characteristics, e.g., average molecular weight and 
density, b) chemical characteristics, e.g., H/C ratio and heat of combustion, and c) combustion 
characteristics, e.g., laminar flame speed, autoignition characteristics, and sooting propensities, as 
their FACE gasoline target fuels. Detailed formulation procedures for diesel, jet fuel, and gasoline 
surrogates are discussed in detail in Refs. [50]–[52], respectively. Regardless of fuel type, though, 
successful surrogate formulation methodologies generally account for the following: key 
functional groups, aromatic and olefinic content, distillation curve, and H/C ratio [53]. In brief, if 
a target fuel and its surrogate have similar amounts of key functional groups, then similar chemical 
behavior is expected; if they have similar aromatic and olefinic content, then similar emission 
propensities, e.g., soot, are expected; if they have similar distillation curves, then similar physical 
properties, e.g., molecular weight, are expected; and if they have similar H/C ratios, then similar 
adiabatic flame temperatures, as well as similar PIONA content, are expected. (Note that PIONA 
is a convenient acronym for n-paraffins, iso-paraffins, olefins, naphthenes, and aromatics.) While 
an understanding of the ignition characteristics of FACE gasolines is of primary importance for 
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engine design, e.g., [54], a detailed characterization is not complete without a comprehensive 
understanding of the sooting propensities of each FACE gasoline. That is, fundamental soot data 
can be used to verify that the sooting propensity of a FACE gasoline surrogate matches that of the 
target fuel. 
 
1.4. Objectives 
The primary objective of the present study was to collect experimental data on the sooting 
propensities of FACE gasolines A, C, F, G, and J in a counterflow diffusion flame configuration 
that can be used to 1) validate soot models for the combustion of gasoline fuels, and to 2) improve 
upon the fuel property database of FACE gasolines so that the sooting propensities of surrogate 
fuels can be quantitatively compared to that of their target fuels. Soot volume fraction 
measurements were the primary means of quantifying the sooting propensities of FACE gasolines 
C, F, G, and J as a function of strain rate and reactant concentrations, i.e., fuel and oxidizer mole 
fractions. Qualitative PAH measurements were also collected to provide additional information on 
soot formation chemistry, while particle image velocimetry (PIV) was used to characterize the 
flow field. Secondary objectives were to investigate the PAH extinction limits of FACE gasolines, 
as well as to gauge the effects of PAH interference on LII signal as a function of detection delay 
time.  
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Chapter 2: Theory and Experimental Specifications 
2.1. Counterflow burner facility 
This section describes the counterflow burner apparatus and the flow control system 
employed for laser-induced incandescence (Section 2.2), light extinction (Section 2.3), planar 
laser-induced fluorescence (Section 2.4), and particle image velocimetry (Section 2.5); specific 
experimental setups and procedures will be discussed in subsequent sections. The counterflow 
burner used in the current study consisted of two opposing nozzles, one for the fuel stream and the 
other for the oxidizer stream; the top and bottom nozzles will henceforth be referred to as the 
oxidizer and fuel nozzles, respectively. Both nozzles had diameters of 10 mm and the separation 
distance between them was 12.5 mm during ambient temperature tests, i.e., 25º C, and 11.5 mm 
during elevated temperature tests, i.e., 165º C; note that the change in separation distance with 
increasing temperature is attributed to thermal expansion. Concentric nozzles surrounding the fuel 
and oxidizer nozzles produced protective shrouds of nitrogen coflow that shielded the fuel and 
oxidizer streams from the ambient, as shown in Fig. 1. 
 
Figure 1. Counterflow flame configuration with concentric nitrogen coflow. 
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Figure 2 depicts a schematic of the counterflow burner assembly. The cross-section view 
shown in Fig. 2 is of the oxidizer side of the counterflow burner assembly. Although a cross-
section view of the fuel side is not included, the fuel side (bottom) is perfectly symmetric with 
respect to the oxidizer side (top). Aerodynamically-converging nozzles are used to achieve top-
hat-like exit velocity profiles, and both nozzles are accompanied by co-annular coflow nozzles that 
produce curtains of nitrogen that envelop the fuel and oxidizer streams, shielding them from the 
ambient. The burner assembly also contains cooling compartments, in which water can be 
circulated to actively cool the burner. Although active cooling was not used when testing FACE 
gasolines at an elevated pre-heat temperature, i.e., 165º C, it was used during all ethylene tests at 
ambient temperatures. Since the counterflow burner chamber was originally designed for tests at 
elevated pressures, e.g., [55], optical access to the flame is limited to four windows. However, the 
limited optical access was not a constraint in the present study. 
 
Figure 2. Schematic of counterflow burner 
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Figure 3 depicts a schematic of the flow control system used to control the fuel and oxidizer 
streams of the counterflow burner. Flow fromm the oxidizer nozzle consisted of oxygen that was 
diluted with nitrogen, e.g., XO2 = 0.45, XN2 = 0.55, while flow from the fuel nozzle consisted of a 
fuel, either ethylene or a pre-vaporized FACE gasoline, that was diluted with nitrogen. All tests 
conducted during the present study can be subsumed by two general categories: ambient 
temperature tests and elevated temperature tests. Ethylene tests were conducted at ambient 
temperature, i.e., no pre-heating of fuel and oxidizer streams, while FACE gasoline tests were 
conducted at an elevated temperature of 165º C (438 K). The pre-heat temperature of 165º C was 
chosen to ensure that the vaporized FACE gasolines, and especially the heavier components within 
the FACE gasolines, would not re-condense. Specifically, the Antoine equation was used to 
determine the saturated vapor pressure of various hydrocarbon species as a function of 
temperature. A temperature of 165º C was then deemed appropriate for the liquid fuels being 
investigated, as it ensured that the partial pressures of all species remained well below their 
respective saturation pressures. Fuel pyrolysis was assumed negligible at this pre-heat temperature.  
As shown in Fig. 3, liquid fuel is introduced to the system via a high-precision syringe 
pump (Teledyne Isco D-series Syringe Pump). Initially, the liquid fuel flows through a syringe 
needle that runs concentrically through a heated pipe. Acting as a parallel heat exchanger, thermal 
energy is transferred from the pre-heated nitrogen flowing through the outer pipe to the liquid fuel 
until the fuel ejected from the syringe needle into the co-flowing nitrogen. The liquid fuel atomizes 
as it is impacted by the pre-heated nitrogen, which then transports the atomized droplets to the pre-
vaporizer. The vaporization of the liquid fuel is completed in the mixing chamber that follows the 
pre-vaporization. PID-controlled heating elements are used to ensure that the temperature of the 
flow remains at 165º C. The same PID controllers (Omega Series CN7500 Microprocessor Based 
 14 
Temperature Process Control) and heating tape (Omegalux Rope Heaters) are used to pre-heat the 
oxidizer stream to 165º C. Referring to Fig. 3, regions depicted in blue represent ambient 
temperature flow, while those depicted in red represent pre-heated flow. Note that heating 
elements are turned off during all ethylene tests. Furthermore, the syringe pump shown in Fig. 3 
is replaced by an ethylene cylinder (not shown) during ethylene tests. 
 
Figure 3. Schematic of flow control system for counterflow burner assembly. 
Excluding the flow of liquid fuel, all flow rates are controlled using sonic orifice nozzles. 
The average uncertainty of volumetric flow rates, quantified via linear error propagation analysis, 
was found to be approximately ±3% (see Appendix A). The flow through the system is comprised 
of three general sub-flows: oxidizer flow, fuel flow, and coflow. As discussed previously, the 
oxidizer flow consisted of ultra-high-purity (UHP) oxygen and nitrogen, the fuel flow consisted of 
vaporized FACE gasolines (or ethylene) and UHP nitrogen, and the coflow consists of only UHP 
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nitrogen. As compared to the flow system used in previous studies, e.g., [34], [55], that used in the 
present study had to be modified to accommodate nebulizers for the atomization of silicone oil. 
These modifications, which will be discussed in greater detail in Section 2.5, were added to ensure 
that the optimal amount of flow, i.e., that which results in the optimal seeding density, was directed 
through both the fuel and oxidizer stream nebulizers, while also ensuring that enough nitrogen was 
available to atomize and convect the liquid fuel to the pre-vaporizer. 
Although the effects of coflow were not investigated in the present study, observations 
suggest that flow field structure is a strong function of coflow flow rates. A discussion on how 
coflow influences flame location and stability, as well as how PIV can be used to elucidate the 
effects of coflow, is included in Section 6.2.3. However, since coflow flow rates were held constant 
for all tests conducted in the present study, the operating assumption is that coflow had a negligible 
effect on the structure of the flow field and, thus, soot yields. 
2.2. Laser-induced incandescence (LII) 
Section 2.2 is comprised of two subsections: one that focuses on the energy and mass 
balances of a soot particle during laser-induced incandescence (Section 2.2.1), and a second that 
focuses on the practical application of LII for soot volume fraction studies (Section 2.2.2). 
Although the equations presented in Section 2.2.1 are of greater relevancy to numerical LII studies 
than to experimental LII studies, they are included here for completeness. Furthermore, various 
terms within Eq. (1) will be referenced in due course, as they provide insight into experimental 
best practices and limitations. 
2.2.1. LII theory 
Laser-induced incandescence (LII) in a laser diagnostic technique that involves heating 
soot particles with a high-energy laser pulse. Soot particles absorb the incident laser beam, causing 
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a rapid increase in particle temperature throughout the duration of the laser pulse [56]. At the 
conclusion of the laser pulse, stimulated soot particles emit traceable amounts of thermal radiation, 
i.e., incandescence [56]. The energy balance of a soot particle during LII, according to Michelsen 
et al. [56], can be represented as follows: 
                              bz{|}bC = \̇^6_ + \̇9^b + \̇aL`b + \̇_c6 + \̇LM + \̇^`` + \̇CD79d.                          (1) 
 
Figure 4. Mature soot aggregate with heating/cooling mechanism depicted. Figure adapted from Ref. [56]. 
According to Eq. (1), the time rate of change of the internal energy of a soot particle, A`C, is a 
function of the particle’s heating rates via absorption, \̇^6_, oxidation, \̇LM, and annealing, \̇^``, 
and the particle’s cooling rates via radiation, \̇9^b, conduction, \̇aL`b, sublimation (vaporization), \̇_c6 , and thermionic emissions, \̇CD79d . Figure 4 depicts a mature soot aggregate experiencing 
the aforementioned heating and cooling mechanism during LII. 
The absorptive-heating rate of a soot primary particle [56] can be expressed as: 
                                                               \̇^6_ = y^6_47(3),                                                             (2) 
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where y^6_ is the absorptive cross section of a primary particle and 47(3) is the irradiance of the 
incident laser beam as a function of time. The absorptive cross section [34], [56]–[59] can be 
expressed as: 
                                                                 y^6_ = ÄÅbÇÉÑ(d)VÖ .                                                               (3) 
According to Eq. (3), the absorptive cross section of a primary particle is a function of particle 
diameter, the refractive index function for absorption, and the laser wavelength, which are denoted 
as 20, 4(5), and uv, respectively. Equation (3) assumes that all soot primary particles are 
spherical, and that the particles reside in the Rayleigh regime, i.e., 20 is much less than uv. The 
refractive index function for absorption [56] can be expressed by Eq. (4), in which 5 is the 
complex index of refraction, i.e., 5 = Ü − BI, and Im represents the imaginary component of the 
complex number. 
                                                               4(5) = −Im âdÅ-.dÅäFã                                                       (4) 
The radiative-cooling rate of a soot primary particle [60] can be expressed as: 
                                                   \̇9^b = 	å20F ∫ sé20, uèUV6êë (g, u)2u,                                         (5) 
where s is the emissivity, g is particle temperature, u is representative of all incandescence 
wavelengths present in the broadband emission spectrum, and UV6 is Planck’s law on blackbody 
radiation [61]. Emissivity, s, and Planck’s law, UV6, can be expressed by Eqs. (6) and (7), 
respectively [61]. 
                                                            sé20, uè = >ÄbÇÑ(d)V                                                                    (6) 
                                                        UV6(g, u) = FÄDaÅVíé7ìî/ñóòô-.è                                                       (7) 
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Constants present in Eq. (7) include Planck constant, h (6.626x10-=>	Js), the speed of light, c 
(2.998x10*ms-.), and Boltzmann constant, I6 (1.381x10-F=JK-.). As is discussed in the work 
of Michelsen et al. [56], the conductive-cooling rate of a soot primary particle according to the 
McCoy-Cha expression [62] is: 
                                                        \̇aL`b = − FöõÄbÇÅbÇäúvùûü (g − gë),                                                        (8) 
where QRST is the mean free path of the soot particle, t^ is the thermal conductivity of the 
surrounding bath gas, and G is a function of the thermal accommodation coefficient, op, and the 
heat capacity ratio, q = !0 !1⁄ , as expressed by Eq. (9). 
                                                                    8 = F(°¢-£)§ô(¢ä.)                                                                   (9) 
The sublimation- (or evaporative-) cooling rate of a soot particle, according to Michelsen et al. 
[56], can be expressed as: 
                                                               \̇_c6 = •¶ß®ß ©bRbC ™_c6,                                                      (10) 
where W[  and Δ:[	are the average molecular weight and enthalpy of formation of the vaporized 
carbon clusters, respectively, and M is particle mass. 
According to [56], the oxidation-heating rate of a soot primary particle is neglected for 
most LII models, and has thus been omitted here. Furthermore, Michelsen et al. [63] suggested 
that particle cooling via thermionic emissions can be omitted from LII models, as their effects are 
regarded as minimal. For this reason, the thermionic-cooling rate of a soot particle is also not 
included. Similarly, although Ref. [56] indicated that annealing should act as a heating mechanism 
for a soot particle as the process is expected to be exothermic, its effects can be regarded as 
negligible. However, while annealing may not have a significant influence on the heating rate of a 
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particle, Ref. [56] suggested that annealing can have a significant effect on the optical properties 
of a soot particle. 
Regarding the mass balance of a soot primary particle during LII, there are two primary 
methods of mass loss, namely mass loss due to sublimation and mass loss due to oxidation. As a 
soot particle is heated by a laser pulse, the corresponding rapid increase in temperature causes the 
particle to sublime, with mass loss according to Eq. (11). 
                                                      ©bRbC ™_c6 = -ÄbÇÅ®ß§ù0ß´p © ´pFÄ®ß™¨                                           (11) 
Equation (11) indicates that mass loss from sublimation is a function of the mass accommodation 
coefficient, oR, the mean saturation pressure of the vaporized carbon cluster, Z[ , and a constant H, whose value ranges from 0.4 to 0.5 [64]. As previously discussed, oxidation also has a 
significant effect on soot primary particle mass loss [56], with the rate of mass loss expressed as: 
                                                              ©bRbC ™LM = -ÄbÇÅ®≠FÆØ∞±≤ ,                                                      (12) 
where W. is the atomic weight of carbon, XY is the Avogadro number, and ILM is the rate constant 
for the following reaction: 2C + OF → 2CO. It should be noted, though, that overall oxidation rates 
may be impacted substantially by large concentrations of radical species, such as OH and O [57]–
[59]. 
In order to simplify the energy and mass balances employed by most LII models, physical 
observations are used to justify various simplifying assumptions. The first observation is that a 
typical soot particle is comprised of an agglomerate of primary particles [65]. Secondly, since the 
primary particles within an agglomerate are loosely packed, i.e., the fractal dimension is less than 
2, the total laser energy absorbed by an aggregate is simply a function of the total number of 
primary particles within the aggregate and their respective diameters [66]. Lastly, according to 
[67], all of the primary particles within a soot aggregate can be regarded as uniform in size, i.e., 
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uniform particle diameter,	20, because the flame dimensions are generally much greater than the 
LII measurement volume. As a result of these observations, the energy and mass balance of an 
individual soot primary particle, rather than an entire soot aggregate, is sufficient to model the LII 
measurement process [65]. LII models can be further simplified by assuming that temperature 
gradients within a primary particle are negligible, i.e., lumped capacitance. That is, lumped 
capacitance is a reasonable assumption, as internal temperature decay rates occur at rates 
significantly faster than heat transfer rates between a primary particle its surroundings, e.g., 
conductive-cooling rate [68]. This assumption becomes invalid, however, if the wavelength of the 
incident laser beam is less than the size of the soot primary particles. 
Under these assumptions, the temperature history, g0(3), and diameter history, 20(3), of a 
soot primary particle can be calculated using Eqs. (1-12) and similar equations thereof. 
Consequently, the incandescent signal of an excited soot primary particle, f0, can be expressed as 
follows [65]: 
                                                     f0 ∝ å20F ∫ 89(u)sê-ê é20, uè46(g, u)2u,                                 (13) 
where u is representative of all wavelengths within the incandescent spectrum, 89  is the spectral 
response of the detector and filter used, s is the spectral emissivity of a primary particle, and 46  is 
the spectral radiance. Equation (13) can be modified to account for incandescent signals of all 
primary particles,	fv¥¥ , within a measurement volume, as shown by Eq. (14): 
                                      fv¥¥ ∝ å20FX ∫ U(3)µë k(3) ∫ 89(u)sé20, uè46(g, u)2u2∂VÅV≠ ,                 (14) 
where X is the number density of soot particles per aggregate, U(3) is the soot mass concentration 
with respect to time, k(3) is a window function corresponding to the collection gate width, and ∂ 
is the duration of the collection gate width [34]. Pulling 20 out of the spectral emissivity variable 
results in the following simplified expression for fv¥¥  [69]: 
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                                                                    fv¥¥ ∝ å20=X.                                                               (15) 
The significance of Eq. (15) is realized by comparing Eq. (15) to the analytical expression for soot 
volume fraction, ∑1 : 
                                                                      ∑1 = ÄbÇÉ±∏ .                                                                 (16) 
That is, a comparison of Eq. (15) and Eq. (16) indicate that fv¥¥  is proportional to ∑1 . In other 
words, the amount of incandescence signal emitted by soot particles within a particular 
interrogation region during LII is proportional to the soot volume fraction within that region. The 
linear relationship between LII signal intensity and soot volume fraction is the primary operating 
assumption for all experimental LII studies. 
The validity of this operating assumption has been substantiated both numerically and 
experimentally. For example, the numerical studies of Melton [70] demonstrated that the detected 
LII signal was proportional to 20=äë..£> Vπ∫}⁄ , where ub7C (in units of wm) is the detection 
wavelength. In the current study, LII signal was detected at ub7C = 0.450	wm, which results in that fv¥¥,b7C	 ∝ 	 20=.=>, where fv¥¥,b7C	 is the detected LII signal. Although Melton’s empirical 
relationship approaches fv¥¥,b7C	 ∝ 	 20= as detection wavelength increases, which is optimal because 
the volume of a soot primary particle is proportional to 20=, numerous experimental studies, e.g., 
[69], [71], have found good agreement between soot volume fraction and fv¥¥,b7C	when ub7C was 0.450	wm. Specific reasons for choosing a detection wavelength of 0.450	wm will be discussed in 
the subsequent section. 
While the present study does not work directly with Eqs. (1-14), these equations, and 
variations thereof, are frequently used in LII models, such as LIISim [72]. Nonetheless, an 
understanding of the various energy and mass balance equations for a primary soot particle are 
critical for understanding the limitations of LII models, as well as for understanding how 
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experimental conditions can be optimized to mitigate the effects of some terms in Eq. (1), e.g., the 
oxidation term, in efforts to provide an experimental dataset of high fidelity for the validation of 
numerical models. 
2.2.2. LII experiment 
Section 2.2.2 is divided into several subsections to isolate key aspects of the experimental 
setup (see Fig. 5). The objective of this section is to discuss all of the components depicted in Fig. 
5, as well as to discuss the best practices for data quality optimization.  
 
Figure 5. Schematic of LII experimental setup. 
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2.2.2.1. Excitation wavelength 
Although numerous excitation wavelengths have been used for LII measurements [73], the 
fundamental and the second harmonic wavelengths of an Nd:YAG laser are the wavelengths most 
frequently used in literature [56]. In general, studies suggest that longer wavelengths, e.g., infrared 
(IR) or near infrared (NIR), are preferred, as shorter wavelengths have been shown to increase the 
probability of unwanted fluorescence [56], [74]–[76]. More specifically, laser wavelengths ranging 
from the ultraviolet (UV) to the visible, e.g., ~100-700 nm, can cause PAHs to enter an excited 
state, which consequently results in the emission of broadband fluorescence as they return to a 
ground state [74]–[79]. Furthermore, lasers operating in the UV range have shown to induce 
fluorescent interference from a variety of other species in addition to PAHs [80]. 
For the current study, LII measurements are conducted using an Nd:YAG laser (Continuum 
Powerlite 8010) operating at the second harmonic frequency, i.e., 532 nm, and a 10 Hz repetition 
rate. Although the consensus in literature is that exciting at 1064 nm, the fundamental wavelength 
of an Nd:YAG laser, is more ideal than exciting at 532 nm with respect to PAH interference, the 
latter excitation wavelength was used for three primary reason. First, light at 532 nm is required 
to pump a dye laser in order to produce a beam at 566 nm, which can then be doubled to produce 
a beam at 283 nm. Thus, the use of the second harmonic wavelength enabled LII and laser-induced 
fluorescence measurements (excitation wavelength of 283 nm) to be completed without having to 
remove the doubling crystal within the Nd:YAG laser. The second reason is that gating methods 
can be exploited to mitigate the interference from PAH species without introducing particle size 
biases in the LII signal; additional details will be provided in due time. Lastly, compared to 
invisible beams, e.g., UV/IR beams, visible beams, e.g., 532 nm, better facilitate safe, precise laser 
alignment. 
 24 
2.2.2.2. Detection wavelength 
As was discussed in Section 2.2.1, soot primary particles emit traceable amounts of thermal 
radiation, i.e., incandescence, when excited by a high-energy laser pulse. Although these 
incandescent signals can be detected across a broad wavelength spectrum, care must be taken in 
choosing an appropriate detection wavelength to avoid interference. Namely, narrowband filters 
should be employed when collecting LII signal to help reduce interference from Swan-band 
emissions, which occur at 468, 516, 550, and 580-620 nm [81]–[83]. As a high-powered laser heats 
a soot particle, temperatures may be achieved that cause the particle to sublime, i.e., 3500-4000 K 
[84]. In addition to sublimation, these elevated temperatures can also cause excited CF species to 
achieve a vibrationally and rotationally hot state that ultimately leads to Swan-band emissions at 
the vibrational bands previously discussed [61], [81], [82], [85], [86]. However, limiting the 
interference from Swan-band emissions should not be the only criterion when choosing a detection 
wavelength. That is, the intensity of the quasi-blackbody radiation and the quantum efficiency 
(QE) of an intensified charge-coupled device (ICCD) camera at a particular detection wavelength 
must also be considered. 
As is depicted in Fig. 6, the ICCD camera used in the current study (Princeton Instruments, 
PI-MAX3) had an intensifier (Gen II RB Enhanced) with a spectral range of 180-900 nm. Although 
peak blackbody radiation intensities for LII-relevant temperatures, i.e., temperatures at or below 
4000 K, peak in the NIR or IR, the QE of the ICCD camera used in the current study experiences 
a peak at approximately 450 nm and then decreases rapidly with increasing detection wavelength. 
A detection wavelength of 450 nm was chosen as the detection wavelength for all LII studies 
because it offers maximum QE and acceptable radiance intensity, and mitigates the influence of 
Swan-band emissions. Specifically, a band-pass filter with a central wavelength of 450±2 nm and 
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a full-width-half-maximum (FWHM) of 10±2 nm was used to isolate LII signal at the target 
detection wavelength.  
 
Figure 6. Blackbody radiation spectra and intensifier quantum efficiency. Quantum efficiency data replotted from 
PI-MAX 3 user manual. Spectral radiance curves generated using Planck’s law of blackbody radiation. 
2.2.2.3 Detection delay and gate width 
Although detecting LII signal at 450 nm helps mitigate Swan-band fluorescent interference 
from CF species, additional measures can be taken to further eliminate any potential interference. 
Specifically, since Swan-band fluorescence is relatively short-lived, i.e., ~5 ns, delaying the gating 
of the ICCD camera relative to the incident laser pulse can further help avoid interference in the 
LII signal. In general, though, there are two gating approaches found in literature, e.g., [71], [87], 
[88]. The first approach involves opening the ICCD camera gate, i.e., commencement of signal 
collection, promptly after peak time-resolved LII (TiRe-LII) signal or promptly after the laser is 
introduced to the test section, and is accordingly known as prompt gating. Typical TiRe-LII curves 
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with a time of 0 ns representing the approximate time that the laser is introduced to the test section 
are depicted in Fig. 7. In the current experiment, prompt gating starts the instant the laser enters 
the flame, i.e., at 0 ns (see Fig. 7a). Prompt gating was included in the present study to investigate 
the effects of Swan-band interference on sooting trends, as Swan-band fluorescence, if present, 
will be captured during prompt gating. 
The second approach, known as delayed gating, involves delaying the collection of signal 
until the conclusion of the sublimation cooling region, i.e., delaying until approximately 30-40 ns 
after peak TiRe-LII signal. Interference from Swan-band emissions can be omitted entirely by 
employing delayed gating, as LII signals will not be sampled during the beginning of the 
sublimation region where Swan-band emissions are strongest. A delay of 50 ns relative to the laser 
entering the test section was used in the current study for delayed gating tests (see Fig. 7c). 
Although delayed gating is beneficial for its ability to avoid Swan-band emissions, it is, however, 
also limited as it tends to introduce a particle size bias. Namely, since small soot primary particles 
experience faster cooling rates than larger primary particles do, delayed gating fails to accurately 
account for the LII signals of smaller primary particles. Swan-band emissions and particle size 
bias can both be mitigated, however, by choosing a hybrid gating approach [71], [87], [88]. For 
example, a gate width of 80 ns with a gate delay of 5 ns from peak signal, as shown in Fig. 7b, has 
been shown to reduce interference from Swan-band emissions, while also mitigating the 
aforementioned particle size bias [34]. 
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Figure 7. Gating methods on TiRe-LII curve. 
In the current study, a hybrid (normal) gating technique was adopted for the majority of 
LII tests, and it involved a delay of 25 ns relative to the laser entering the test section, a delay 
presumed long enough to avoid most, if not all, Swan-band interference. As shown in Fig. 7a-c, a 
gate width of 80 ns was used for all three gating methods. Although various gate widths can be 
found in literature, previous work from the current experimental setup [34], [35], [55] found that 
the LII results from an 80 ns gate width demonstrated the best agreement with corresponding light 
extinction results.  
In the works of Singh et al. [34] and Xue et al. [89], TiRe-LII was first used to determine 
the location of peak LII signal, and then gating delays were set accordingly. Using the TiRe-LII 
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the peak location of this curve, i.e., ~20 ns, and then set a gate delay of 5 ns relative to that peak 
time. That is, they would adjust their ICCD camera to begin gating after a delay time of 25 ns. 
Note, however, that the internal timing of the camera does not coincide with that of the 
aforementioned example. Namely, while Fig. 7 indicates that the laser enters the test section at 0 
ns and that the peak signal occurs at approximately 20 ns, these events may actually occur at 140 
ns and 160 ns, respectively, with respect to the internal timing of the camera. Using TiRe-LII to 
determine a reference point for setting gate delays is flawed for three primary reasons.  
The first limitation of the TiRe-LII method is that sooting loads must be sufficiently high 
in order to obtain good TiRe-LII profiles with distinct peak locations. Specifically, since the gate 
widths used in TiRe-LII must be short, e.g., 3 ns, to resolve a TiRe-LII trace during scanning 
without introduced substantial signal convolution, only small amounts of signal can be collected 
per exposure as compared to the relatively large amounts of signal that are collected during LII 
when an 80 ns gate width is employed. Thus, the SNR of TiRe-LII measurements is often too weak 
to accurately determine a peak location. The second reason is that TiRe-LII does not account for 
how peak signal location may change as a function of soot loading and, thus, how differences in 
peak signal location may affect the uncertainty in soot volume fraction measurements. The third 
reason is that TiRe-LII is relatively time consuming. For example, if Q-switch delay is used to 
regulate laser power, e.g., [34], [89], then TiRe-LII must be used to determine peak LII location 
every time the power is changed, as Q-switch can have an appreciable effect on when the beam 
enters the test section. Let t = 0 corresponds to when the ‘Trigger’ signal from the laser is 
introduced to the camera, and let t = t* correspond to when the laser pulse is introduced to the test 
section. The t* time of one Q-switch delay will differ from that of another Q-switch delay. For 
example, a 1 ws change in Q-switch delay in the current experimental setup results in 1-3 ns shift 
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in t*. Consequently, TiRe-LII must be repeated any time power is adjusted via Q-switch delay in 
order to determine the new peak TiRe-LII location. 
In the current study, a different procedure that that of Refs. [34], [89] was used to determine 
reference points for gate delay timing. Specifically, signal from a photodetector (ThorLabs 
PDA36A – Si Switchable Gain Detector) was used to determine the approximate time when the 
laser pulse passed the center of the nozzles. The photodetector collected laser light scattered from 
the furthest downstream optic, as shown in Fig. 5. Since the burner nozzles and the photodetector 
were spaced equidistant from the scattering optic, the operating assumption was that scattered light 
reached the photodetector sensor at the same time that the incident laser reached the center of the 
burner nozzles. The output signal from the photodetector was sent via BNC cable to an 
oscilloscope (LeCroy 9450A Dual 300 MHz Oscilliscope). For clarity, Fig. 8 illustrates a signal 
timing scheme representative of that displayed on the oscilloscope during testing. A reference time 
of 0 ns was established at the instant where the photodetector signal begins to increase, as shown 
in Fig. 8; this reference time is representative of when the incident laser beam passes through the 
center of the counterflow burner’s nozzles. It should be noted that the response time of the 
photodetector was assumed to be infinitely fast, as specs were not provided by the manufacturer. 
 Once a reference time of 0 ns is established, camera settings could be adjusted to achieve 
a desired gate delay. This is made possible by the ‘Monitor’ connection on the PI-MAX 3 camera. 
Specifically, the ‘Monitor’ connection outputs a signal whose rising edge coincides with the gating 
open of the intensifier photocathode with an uncertainty of ±5 ns. That is, the ‘Monitor’ connection 
outputs a signal that marks the instant the PI-MAX 3 camera first sees LII signal. Camera delay 
settings are adjusted until the timing scheme displayed on the oscilloscope mirrors that depicted 
in Fig. 8 for a given gate delay. Setting gate delays with the aid of an oscilloscope is substantially 
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faster than doing so via the TiRe-LII method. Furthermore, it nullifies the other complications 
associated with the TiRe-LII method discussed previously.  
The accuracy of this timing method, however, is heavily dependent on BNC cable length 
and type. Namely, the BNC cables connecting the photodetector and ICCD camera to the 
oscilloscope must be identical to ensure that artificial timing delays are not introduced. Since 
electrical signals travel at finite speeds through BNC cables, i.e., cable delay of ~1.5 ns/ft, 
differences in BNC cable lengths can results in appreciable signal delay. For example, if the BNC 
cable connecting the ICCD camera to the oscilloscope is 10 feet longer than that connecting the 
photodetector to the oscilloscope, then it will take electrical signal from the ICCD camera ~15 ns 
longer to reach the oscilloscope than it will take the electrical signal from the photodetector to 
reach the oscilloscope.  
 
Figure 8. Oscilloscope signals and gate delay timing scheme. 
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2.2.2.4. Laser alignment, spatial profile, and power 
As if shown in Fig. 5, the beam from the Nd:YAG laser (532 nm) passes through a series 
of optics before entering the test section. The objective of these optics is to turn the Gaussian beam 
(8 mm diameter) into a laser sheet of minimal thickness (~ 0.2 mm) that can be used to collect LII 
signal with two-dimensional resolution. To accomplish this, the incident beam first passes through 
a plano-convex cylindrical lens with a focal length of f = 500 mm; this lens is oriented such that 
the incident beam begins to converge in the horizontal direction, but not in the vertical direction. 
Next, the beam travels through a plano-concave cylindrical lens with a focal length of f = -50 mm; 
this lens is oriented such that the incident beam begins to diverge in the vertical direction, but not 
in the horizontal direction. The result of these two optics is a laser sheet that is expanding 
vertically, yet contracting horizontally with minimal sheet thickness being achieved at the center 
of the counterflow nozzles. A second plano-convex cylindrical lens is also used to stop further 
beam expansion before the test section. That is, a plano-convex cylindrical lens (f = 250 mm) is 
placed 200 mm downstream of the plano-concave lens in order to create a Galilean telescope, as 
shown in Fig. 9. The Galilean telescope prevents additional beam divergence that would otherwise 
result in a continuously changing laser fluence as the beam diverges. In other words, the Galilean 
telescope ensures that the fluence of the laser sheet does not change as the beam travels through 
the test section. 
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Figure 9. Galilean telescope for LII sheet. 
 Although not shown in Fig. 9, the collimated laser sheet also passes through an iris that 
clips all but the central 11 mm of the laser sheet, the reasons being twofold. First, the laser sheet 
must be clipped to prevent scattering off of the fuel and oxidizer nozzles. Since the fuel and 
oxidizer nozzles are 11.5 mm apart during elevated temperature tests, a sheet height of 11 mm 
ensures that neither nozzle will be clipped (assuming proper alignment) without significantly 
compromising the effective LII test cross-section. Second, clipping the central portion of the 
Gaussian sheet results in a sheet with approximately uniform fluence. 
As is discussed in the work of Singh et al. [34], the LII responses of soot primary particles 
for a given laser fluence may vary with particle size, as cooling rates have been shown to be 
dependent on particle diameter. Fluctuations in laser fluence due to jitter can further convolute LII 
results if LII signal is sensitive to laser fluence. To mitigate both uncertainties from laser jitter and 
unwanted LII signal biases due to varying primary particle size, Singh et al. [34] analyzed LII 
signals integrated across an entire counterflow flame as a function of laser fluence, a procedure 
similar to that of Bladh and Bengtsson [90]. The experimental results of Singh et al. [34] suggested 
that integrated LII signals increase with laser fluence until a peak signal is achieved; said signal is 
l = 200 mm
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then maintained with further increases in laser fluence, creating the plateau region described in 
Ref. [90]. This finding substantiates the findings of Vander Wal and Weiland [85], amongst other 
works [69], [87], [91]. The consensus of these works is that peak internal energy of a primary 
particle increases with increasing laser fluence up to a point where a critical sublimation 
temperature is reached, after which any additional increases in laser fluence have negligible 
influences on internal energy and, thus, the integrated LII signal. The same procedure as Ref. [34] 
was followed in the current study to determine the fluence plateau region (see Fig. 10) in which 
integrated LII signal is saturated. Ultimately, an upstream laser power, i.e., laser power before the 
beam passes through any sheet optics, of 350 mW (35 mJ/pulse) was chosen, as shown in Fig. 10.  
 
Figure 10. Integrated LII signal as a function of laser power. 
 Although LII signal plateau regions are typically reported with respect to laser fluence, 
e.g., [34], [35], the plateau region of the current study is reported with respect to laser power due 
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of a laser sheet is not possible without having a complete understanding of the Gaussian energy 
distribution within the laser beam before the beam passes through the sheet optics, which is only 
possible with a laser spatial profiler. Furthermore, burn paper does an inadequate job of 
determining sheet thickness, resulting in a considerable amount of uncertainty in fluence 
calculations. For those trying to reproduce the current experimental setup, however, it is not 
recommended that a power of 350 mW is indiscriminately adopted, as each experimental setup is 
unique.  
2.2.2.5. Camera settings 
 As was discussed in Section 2.2.2.3, gate delays of 0, 25, and 50 ns and a gate width of 80 
ns were used in the current study. WinSpec/32 software package was used to modify the delay and 
gate width settings of the ICCD camera. Other camera settings that were specified in the 
WinSpec/32 software included camera gain, number of images per trial, and number of gates per 
exposure (or shots-per-image (SPI)). Optimizing the gain, number of images, and SPI is critical 
not only to improve SNR, but also to guarantee convergence. Focusing first on camera software 
settings, rather than physical camera settings, e.g., camera f-stop, the best way to improve SNR is 
by increase SPI. Of course, doing so is only possible for the current study because the counterflow 
flame is steady, i.e., LII signal is constant with respect to time. In general, SNR is believed to 
increase proportionally with the square-root of SPI [92]. For example, the SNR of an image with 
an SPI of 100 will be 10-times greater than that of an image with an SPI of 1. An SPI of 50 was 
deemed appropriate for the current study as it allowed for improved SNR without fear of pixel 
saturation. The benefits of a high SPI, however, are not limited to improved SNR.  
According PI-MAX 3 user manual, the response linearity of the camera is a strong function 
of how signal is acquired. Specifically, best linearity is achieved when relatively low amounts of 
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signal are accumulated across multiple exposures or accumulated across multiple gates for a single 
exposure, i.e., high SPI. Conversely, poor linearity occurs when large amounts of signal are 
captured for a single gated exposure. Since soot volume fraction is proportional to LII signal, 
camera linearity is imperative. However, one drawback of high SPI values as opposed to single 
snapshots is that minute flame movements may render some diagnostics impractical. For example, 
an SPI of 50 and a laser repetition rate of 10 Hz means that each image takes 5 seconds to acquire. 
If the sooting zone of a flame oscillates by as little as 0.1 mm during the 5 second acquisition 
period, then it will be difficult to accurately determine the FWHM of the axial soot volume fraction 
profile; for this reason, individual snapshots, i.e., an exposure with a single gate, are recommended 
for determining soot layer thickness.  
  A gain setting of 40 was chosen for the current study. Unlike SPI, though, gain does not 
affect SNR, as increasing gain results in a proportional increase to both the LII signal intensity and 
noise. Modifying f-stop, however, does have an appreciable effect on SNR. That is, minimizing 
the f-stop, i.e., f/4.5, resulted in a maximum aperture diameter, which consequently allowed for 
the maximum amount of signal to be collected through the camera lens. Furthermore, minimizing 
the f-stop resulted in the smallest possible depth of field (DOF), which helped mitigate unwanted 
noise. A UV-enhanced camera lens (UV-Nikkor 105 mm 1:4.5) was used for all LII tests so that 
the lens would not need to be changed when switching from LII to planer-laser-induced 
fluorescence (PLIF). Two extension tubes (Nikon PK-12 14 mm and Rokunar 31 mm) were 
augmented to the lens, effectively turning the lens into a macro lens, i.e., improved lens 
magnification. Like decreasing f-stop, adding extension tubes decreases DOF.  
While minimizing DOF is advantageous with respect to reducing noise, it can also be 
problematic if the laser sheet and camera are not perfectly aligned. Camera-laser alignment is best 
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achieved by first positioning an alignment jig so that the laser sheet illuminates one side of the jig, 
as shown in Fig. 11, and then focusing the camera on the precisely-positioned alignment jig. Note 
that both the 532 nm beam for LII (Fig. 11a) and the 283 nm beam for PLIF (Fig. 11b) must align 
perfectly to the same jig in order to optimize the camera alignment for both diagnostics.   
 
Figure 11.Laser alignment for (a) LII and (b) PLIF. 
 Arguably the most important LII camera setting is the number of images per trial. That is, 
an understanding of how many images are required in order for the average LII signal value to 
achieve convergence is critical. Convergence tests conducted on an ethylene flame (K = 100 s-1, 
Xf = 0.5, XO2 = 0.8) found that approximately 25 images are required to achieve convergence, as 
shown in Fig. 12. Table 1 summarizes camera/lens specs, as well as all software/lens settings used 
for LII (and PLIF) measurements.  
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Figure 12. LII convergence study. 
Table 1. WinSpec/lens settings and camera/lens specs. 
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ICCD Camera PI-MAX 3 (256x1024)
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2.3. Laser light extinction (LE) 
Section 2.3. is comprised of two subsections: one that focuses on light extinction (LE) 
theory (Section 2.3.1), and a second that focuses on the practical application of LE for quantitative 
soot volume fraction studies (Section 2.3.2). In addition, Section 2.3.2 addresses how the 
quantitative soot volume fraction data from LE can be used to calibrated the qualitative soot 
volume fraction data from LII. 
2.3.1. LE theory 
When a laser beam passes through a sooting counterflow flame, the soot particles within 
the flame will cause beam attenuation. That is, the intensity of the laser beam entering the flame, ΩL, will be greater than that of the beam as it leaves the flame, Ω, due to soot-induced attenuation. 
The Bouguer’s Law suggests that the ratio of the attenuated intensity to incident intensity can be 
expressed as: 
                                                      © ¥¥Ø™ = æ-¨∫∞}bø,                                                         (17) 
where 2j is the diameter of the counterflow flame and H7MC is the representative extinction 
coefficient for a given laser line-of-sight through the flame. Referring to Fig. 13, a laser beam is 
shown being attenuated as it travels through the counterflow flame. Thus, for the line-of-sight 
depicted, there is a unique representative extinction coefficient. However, for a different line-of-
sight, i.e., different x-position, there would be another unique representative extinction coefficient. 
For example, if a laser scans from r=0 to r=R with step size increments of R/10, then there should 
be 10 unique representative extinction coefficients.  
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Figure 13. Spatial coordinates of light extinction. 
 Although H7MC values, by themselves, are not particularly practical, a connection can be 
made between H7MC values and local soot volume fraction values by assuming that extinction is 
solely a function of absorption, rather than a function of absorption and scattering. Namely, the 
Rayleigh limit, i.e., 20 ≪ uv, suggests that the coefficient of absorption, I^6_, is much greater than 
the coefficient of scattering, I_a^CC. Thus, since the coefficient of absorption, I7MC, is equal to the 
sum of I^6_ and  I_a^CC, I7MC is approximately equal to I^6_. Under this assumption, local 
extinction coefficient values, I7MC(¡), can be expressed as:  
                                                    I7MC(¡) = I^6_(¡) = ∏ÄÑ(d)VÖ ∑1(¡).                                         (18) 
 Equation 18 indicates that I7MC(¡) is a function of excitation wavelength, uv, local soot 
volume fraction, ∑1(¡), and the refractive index function for absorption, 4(5)–recall that an 
expression of E(m) was defined previously in Section 2.2.1. Solving Eq. (18) for ∑1(¡) results in:  
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                                                             ∑1(¡) = VÖ∏ÄÑ(d) I7MC(¡).                                                  (19) 
Equation 19 is significant because it suggests that if I7MC(¡) can be determined experimentally, 
i.e., via LE, then local soot volume fraction values can easily be calculated. However, an 
intermediate step, i.e., Abel’s Inversion, is required to transform line-of-sight extinction data from 
LE to local extinction data that can be used to determine ∑1(¡). That is, Abel’s Inversion (Eq. 20) 
enables the extraction of local extinction data, i.e.,	I7MC(¡), from LE data through the systematic 
deconvolution of discrete line-of-sight extinction measurements.  
Specifics for the LE procedure used in the current study will be discussed in the subsequent 
section, but the general procedure starts with the collection of experimental attenuation 
measurements, i.e., Ω ΩL⁄ , at various discrete radial positions across a counterflow flame (see Fig. 
13). Then, the attenuation data, which represents the line-of-sight extinction data from -R to R for 
a particular axial height, is deconvoluted using Abel’s Inversion:  
                                                   ∑1(¡) = VÖ∏ÄÅÑ(d) ∫ b{√ƒ[¥(M) ¥Ø⁄ ]}bM bM√MÅ-9Å9´ ,                                    (20) 
where 2l is the step size, l is the x-position, ¡ is the radial position, and Ω(l) ΩL⁄  is the absorption 
ratio at a particular x-position, as defined in Fig. 13. Since Eq. 20 represents Abel’s inversion in 
integral form, yet LE data is collected at discrete locations, Eq. 20 must be discretized in order to 
transform LE data into local extinction data. Common algorithms for discretizing the Abel’s 
Inversion integral include the Onion-Peeling method, the Hankel-Fourier method, the Direct 
Discretization method, and the Nestor-Olsen method. Although each method has its own strengths 
and weaknesses, specifics are beyond the scope of the current thesis.  
As compared to data processed via the Onion-Peeling method, e.g., [34], [35], [55], data 
processed via the Hankel-Fourier method contained substantially less noise. Consequently, the 
Hankel-Fourier method was ultimately used to process all LE data for the sake of LII calibration 
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(see Section 3.2). The discretization of Eq. 20 via the Hankel-Fourier method in normal 
coordinates (see Fig. 13) is as follows: 
     ∑1(¡) = VÖ.FÄÅÑ(d)•M[(F±ä.)]Å ∑ ∑ ln[Ω(lA) ΩL⁄ ]∑ cos	 Œ© AF±ä.™Iœ I–L © —ÆF±ä.™±Æ“ë±A“-±±—“. ,     (21) 
where 2X + 1 is equal to the total number of discrete locations between -R and R, and –L is a zero-
order Bessel function. A refractive index value of 5 = 1.57 − 0.56i was used in the current study, 
as this value is frequently used in literature, e.g., [34], [35], [55], [89]; furthermore, the validity of 
this refractive index value has been corroborated for a variety of fuels and flame environments, as 
is discussed in detail by Singh et al. [34]. 
2.3.2. LE experiment 
 The experimental setup for LE is depicted in Fig. 14. A continuous wave (CW) He-Ne laser 
(ThorLabs HNL150L) was used for all LE experiments. The CW 632.8 nm beam from the He-Ne 
laser was modulated by a ThorLabs optical chopper and chopper wheel to produce a pulsed beam 
with a repetition rate of 1000 Hz. Optics used included a neutral density (ND) filter and a spherical 
plano-convex lens (f = 170 mm). After passing through the test section, the attenuated beam was 
collected by a photodetector (ThorLabs PDA36A – Si Switchable Gain Detector). A ThorLabs 
bandpass filter with a central wavelength of 632.8±2 nm and a FWHM of 10±2 nm was positioned 
in front of the photodetectors’s sensor to help mitigate noise from ambient light sources. Signal 
from the photodetector was sent to a lock-in-amplifier (Stanford Research Systems: Model SR830 
DSP Lock-In Amplifier); the lock-in-amplifier also received a reference signal (1000 Hz) from the 
mechanical chopper. Output signal from the lock-in-amplifier was sent to a computer via a 
National Instruments GPIB-USB-HS Interface Adapter Controller where it was then processed in 
LabView to determine absorption ratio, Ω ΩL⁄ . 
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Figure 14. Schematic of LE experimental setup. 
 As is depicted in Fig. 14, the LE setup was able to translate approximately 40 mm to allow 
for the laser to scan the entire flame. Translation stages with micrometer actuators were used to 
translate the LE setup at increments of 0.25 mm. A low strain rate ethylene flame (K = 57 s-1) was 
chosen to ensure that the flame diameter was less than the maximum translation range, i.e., 40 mm. 
Furthermore, reactant concentrations (Xf = 0.29, XO2 = 0.9) were judiciously chosen to ensure 
adequate soot loads for LE. Horizontal scans were performed at various distances above the fuel 
nozzle (alternatively, height above burner (HAB)). Specifically, scans were conducted at HABs of 
3.32, 3.12, 3.02, 2.92, and 2.82 mm. The absorption ratios outputted from LabView were processed 
using the Hankel-Fourier algorithm in MATLAB to determined quantitative soot volume fraction 
values; the quantitative data was subsequently used to calibrate the inherently qualitative LII data.  
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2.4. Planar laser-induced fluorescence (PLIF) 
Section 2.4. is comprised of two subsections: one that focuses on the theory of planar laser-
induced fluorescence (PLIF), and a second that focuses on the practical implementations of PLIF. 
The former subsection will also add emphasis to the limitations of using PLIF for measuring PAH 
concentrations, as well as determining the peak location of OH radicals.  
2.4.1. PLIF theory 
 Hydroxyl (OH) radicals are important intermediate species in any combustion phenomena, 
and their concentration distributions are good indicators of flame surface and structure [93]. OH-
PLIF is a non-intrusive method that can be used to detect relative concentrations of OH radicals in 
a flame environment. Specifically, OH-PLIF consists of the excitation of OH radicals via a UV 
laser followed by the imaging of the subsequent fluorescent emissions as the OH radicals return to 
their electronic ground states. The operating assumption of OH-PLIF is that signal intensity is 
proportional to OH radical concentration. Although OH-PLIF coupled with formaldehyde-(CH2O) 
PLIF, e.g., [94], provides information on both preheat and heat release zones, respectively, and is 
therefore more insightful than OH-PLIF alone, OH-PLIF remains a valuable tool.  
 In the current study, a UV laser beam was used to excite OH radicals via the XFΠ →AFΣ	electronic transition. Specifically, this transition consists of OH radicals absorbing photons at 
approximately 282.92 nm, and then subsequently emitting photons, i.e., fluorescence, at 
approximately 308 nm. An excitation wavelength of 282.92 nm was chosen because OH 
absorption is relatively insensitive to changes in temperature at this excitation wavelength for 
flame-relevant temperatures, as shown in Fig. 15. Thus, OH-PLIF signal should be proportional to 
OH concentration regardless of temperature, assuming constant excitation power.  
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Figure 15. OH absorption spectra at flame-relevant temperatures generated using LIFBASE. 
 Unlike the absorption cross-section of OH radicals that are highly sensitive to UV 
excitation wavelength, as is illustrated in Fig. 15, those of PAH species are relatively insensitive 
to UV excitation wavelength. That is, PAH species maintain large absorption cross-sections across 
a broad range of UV and visible excitation wavelengths [95]. For example, Zizak et al. [96] found 
that PAH emission characteristics were insensitive to excitation wavelength for excitation 
wavelengths ranging from 265 nm to 297 nm. Thus, the UV laser used for OH-PLIF in the current 
study was also used for PAH-PLIF.  
 According numerous studies, e.g., [74], [96], [97], PAH-PLIF emission wavelength 
increases with the size of the PAH molecule. That is, for a given excitation wavelength, the 
emission wavelength of a relatively small PAH molecule will be shorter than that of a relatively 
large PAH molecule. For example, Refs. [98]–[100] found that the fluorescent emissions of A2 
and A3 aromatic species, such as naphthalene and anthracene, respectively, as well as their 
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molecular derivatives, experienced a peak at approximately 330 nm; Ref. [101] found that the 
fluorescent emissions of A4 aromatic species, such as pyrene, experience a peak at approximately 
400 nm; Refs. [96], [102] found that detection wavelengths of 450 nm and 492 nm could be used 
to detect progressively larger and larger aromatic species. Despite dissimilarities in emission 
wavelength between PAH species of difference size, though, all PAH species follow a similar 
progression after being excited by a UV light source. Specifically, exciting PAH species with a 
UV light source initially causes excited electrons to jump from an electronic ground state, i.e., S0, 
to an elevated electronic state, i.e., ≥S2. However, fluorescent emissions observed during PAH-
PLIF are not attributed to electronic transitions from the initial elevated state to the ground state; 
instead, the fluorescent emissions are attributed to electronic transition from S1 to S0, which occurs 
after ro-vibrational and internal conversion processes cause the excited molecules to relax from  f⁄F to S1. In the current study, PAH-PLIF signal was detected at four different detection 
wavelengths, namely 334, 400, 450, and 492 nm. The central wavelengths of the filters used to 
isolate the aforementioned detection wavelengths had uncertainties of ±2 nm and FWHM values 
of 10±2 nm.  
 Although certain OH-PLIF transitions can be isolated to prevent absorption cross-sections 
from being temperature-dependent, various studies, e.g., [97], [103], [104], have shown that 
typical PAH-PLIF transitions are temperature-dependent, i.e., absorption cross-sections and 
Boltzmann factors are strong functions of temperature. Collisional quenching, e.g., quenching 
effect of oxygen, can further complicate the relationship between PAH-PLIF signal intensities and 
species concentrations [104]–[107]. Although sampling techniques may better facilitate the 
analysis of individual PAH species, these ex-situ techniques are also flawed as sampling probes 
can distort flame structure and, consequently, species concentrations. Despite its limitations, 
 46 
though, PAH-PLIF remains the predominant in-situ diagnostic for analyzing PAH formation [34], 
[108]–[111]. In consideration of the aforementioned uncertainties associated with PAH-PLIF, 
however, readers are encouraged to interpret PAH-PLIF signal intensities with caution.  
2.4.2. PLIF experiment 
 Similar to the laser alignment used for LII, that of OH- and PAH-PLIF also utilizes a series 
of optics to create a laser sheet, as shown in Fig. 16. Note that the experimental setup depicted in 
Fig. 16 is similar to that depicted in Fig. 5. Switching between LII (532 nm) and PLIF (282.92 nm) 
is achieved through the use of translation stages with micrometer actuators. Specifically, four 
translation stages, each of which are connected to optics/mirrors, are used to switch between LII 
and PLIF. The first translation stage, positioned immediately downstream of the Nd:YAG laser, is 
translated during PLIF measurements to remove a mirror from the beam path of the 532 nm beam, 
allowing the beam to pump the dye laser (Continuum ND6000 Dye Series Laser). Rhodamine 590 
is used within the dye laser to produce a new beam at approximately 566 nm. A laser wavelength 
meter (Coherent WaveMaster Laser Wavelength Meter) was used to accurately determine the 
wavelength of the beam outputted by the dye laser, which was found to be 565.84 nm. The beam 
from the dye laser then enters a Continuum ultraviolet tracker (UVT) doubler that doubles (halves) 
the frequency (wavelength) of the 565.84 nm beam, resulting in a UV beam at a wavelength of 
282.92 nm.  
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Figure 16. Schematic of OH- and PAH-PLIF experimental setup. 
 Three additional translation stages were used to reposition mirrors and optics downstream 
of the UVT doubler. Note that high-precision micrometer actuators enabled beam alignment after 
switching from LII to PLIF, and vice versa, to be highly repeatable. Similar to the sheet optics 
used for LII, a plano-convex cylindrical lens (f = 500 mm) and a plano-concave cylindrical lens (f 
= -150 mm) were used to create the laser sheet. However, unlike the LII optical setup, a Galilean 
telescope was not employed in the PLIF optical setup to prevent power loss from an additional 
plano-convex cylindrical lens. In LII measurements, uniform laser fluence with respect to radial 
position is critical, as radial soot volume fraction profiles are required to LII calibration via LE. In 
PLIF measurements, however, only signal profiles along the centerline of the counterflow flame 
 48 
are relevant, thus eliminating the need for uniform fluence in the radial direction and, in turn, a 
Galilean telescope.  
 Similar to the plateau region in LII measurements, there also exists a plateau region for 
OH-PLIF measurements, in which the fluorescent signal becomes saturated. Unfortunately, 
though, signal saturation is only achieved through the use of extremely high laser fluences, 
fluences that are substantially higher than that used in the current study. Before the saturated 
regime, OH-PLIF signal intensity increases monotonically with laser irradiance, with the 
relationship being approximately linear for low fluences [112]. Consequently, a laser sheet with a 
non-uniform power distribution can distort PLIF profiles along the centerline of the flame. To 
ensure that power distributions were approximately uniform, quartz cuvettes (ThorLabs 
CV10Q3500) filled with gaseous acetone were used to analyze laser sheet power profile. Since the 
vertical profile of acetone fluorescence demonstrated minimal variance within the central region 
of interest, i.e., HAB range of ~1 to 6 mm, power corrections were deemed unnecessary.  
 Regarding camera setup, the same field of view and settings used for LII (see Table 1) were 
used for OH- and PAH-PLIF measurements, with gate width and gate delay being the only 
exceptions. That is, like LII, PLIF signal was collected via a UV-enhanced lens (f/4.5) and imaged 
via an ICCD camera, and trials consisted of 25 images with an SPI of 50 and a gain of 40. Unlike 
LII measurements, though, gate width and gate delay were set at 30 ns and 0 ns, respectively, 
matching those of Ref. [110]. Since the photodetector used for LII gate delay timing had an 
operating range of 350–1100 nm, the TiRe method was used to determine when the 282.92 nm 
beam entered the test section, i.e., the reference time of 0 ns.  
 As was discussed in the previous section, various bandpass filters were used to isolate the 
fluorescent signals corresponding to PAH molecules of different sizes. Filters were readily 
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changed to best ensure that the flame environment imaged through the first filter was as similar as 
possible to that imaged by the last. For a given flame condition, fluorescent signal was first 
detected at 308 nm, followed by 334 nm, 400 nm, 450 nm, and, lastly, 492 nm, and laser power 
was checked every time a filter was changed. The total elapsed time to complete all five PLIF 
diagnostics was approximately 15 minutes per flame condition. Although simultaneous PLIF 
images are ideal, the operating assumption of the current study was that the counterflow flame 
remained perfectly steady for the entirety of the test duration, thus allowing PLIF measurements 
to be acquired in a simultaneous-like manner.  
 As was discussed in Section 2.2.2.5, both the 532 nm (LII) and 282.92 nm (PLIF) sheets 
had to be as coplanar as possible, with both residing within the center of the ICCD camera’s DOF 
(see Fig. 11). For the same reasons discussed in Section 2.2.2.4, UV laser power immediately 
upstream of the sheet optics will be reported rather than laser fluence. Namely, a UV laser power 
of 50 mW (5 mJ/pulse) was used for all PLIF measurements. This amount of power ensured that 
the same camera settings could be used for all detection wavelengths without fear of saturating 
camera pixels. For example, max counts of approximately 45,000 per pixel were observed when 
collecting signal at 334 nm. If laser power were higher, say 100 mW, then the 16-bit pixels, i.e., 
max count of 65,536, might be damaged due to saturation. Furthermore, a laser power of 50 mW 
ensures that even liberal estimates of laser sheet fluence are comfortably below the incandescence 
fluence threshold [105], [113]. That is, the UV laser sheet used in the current study was not intense 
enough to cause incandescent interference from soot particles.  
2.5.  Particle image velocimetry (PIV) 
 One of the benefits of conducting fundamental soot studies in counterflow diffusion flames, 
as opposed to coflow diffusion flames, is the improved ability to control strain rate and, in turn, 
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residence time within the flame [49]. While analytical equations can be used to predict strain rate 
in counterflow flames, experimental velocity profiles are necessary to provide a more 
comprehensive understanding of the flow field. Thus, there is tremendous value in coupling LII 
soot volume fraction data with particle image velocimetry (PIV) data.  
2.5.1. PIV theory 
PIV is a non-intrusive laser diagnostic capable of determining instantaneous two-
dimensional velocity fields corresponding to the cross-sectional slices of three-dimensional flows. 
Although methods exist for resolving three-dimensional velocity fields, i.e., stereoscopic PIV, the 
focus of the current work was on traditional, two-dimensional PIV. The operating principle of PIV 
stems from the following simple relation: €‹ = ∆fi‹ ∆3⁄ . That is, average velocity, €‹ , is equal to the 
displacement, ∆fi‹, divided by the change in time, ∆3.  
In practice, the exploitation of this equation starts with the seeding of a flow with particles 
capable of scattering laser light. However, the seeding particles must also be able to attain velocity 
equilibrium with the fluid flow, i.e., particles must follow the flow with minimal response time, ∂_. That is, if the response time of a seeding particle is small, then the velocity of the seeding 
particle will mirror that of the surrounding fluid flow with high fidelity. Equation 22 shows that ∂_ 
is a function of particle diameter, 20, particle density, x0, and dynamic viscosity of fluid, w [114]. 
                                                                     ∂_ = 20F flÇ.*‡                                                             (22) 
Referring to Eq. 22, it is obvious that small particles will follow fluid flow better than large 
particles of equal density will, but care must be taken when selecting seeding particles, as larger 
particles, in general, scatter more light [115]. Since the counterflow flame investigated in the 
current study had steady, laminar flow fields, errors in flow field tracing were deemed negligible; 
specifics regarding seeding particles will be discussed in due course. However, for turbulent 
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flames, additional consideration is required to ensure that seeding particles adequately follow the 
flow.  
 Once a flow has been properly seeded (see Fig. 17), the laser sheet can be used to illuminate 
a two-dimensional slice of the flow. That is, as a laser sheet slices through the particle-seeded flow, 
the seeding particles scatter the light in all directions. Since particle scattering characteristics are 
a function of laser power, wavelength, and polarization, as well as a function of particle size and 
shape, refractive index ratio, and detection angle, a detailed discussion is beyond the scope of this 
thesis. For additional information, readers are encouraged to review Refs. [115], [116] for a 
comprehensive overview of particle scattering characteristics, as well as for an in-depth summary 
of particle dynamics. Nonetheless, it is important to stress that laser power and seeding density are 
important factors in achieving high-fidelity data, as the scattering observed during PIV 
measurements typically falls within the Mie scattering regime. Namely, Mie scattering, as opposed 
to Rayleigh scattering, is usually present during PIV measurements, as the effective diameters of 
scattering particles are typically much greater than the excitation wavelength, i.e., 20>>uv. In this 
scattering regime, side scattering, i.e., scattering in the direction normal to the laser sheet, is 
substantially less than forward scattering, making it challenging to collect sufficient signal when 
imaging the side scattering. 
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Figure 17. Sample image of scattering seeding particles. 
 Returning to the principle equation of PIV, i.e., €‹ = ∆fi‹ ∆3⁄ , particle displacement is 
determined by imaging scattered light from two sequential laser pulses, i.e., image frames F1 and 
F2, that are separated in time by ∆3. The field of view imaged by the camera is divided into 
interrogation areas (IAs), and the IA of F1 are adaptively correlated with those of F2. Unlike the 
traditional cross-correlation method in which IAs are fixed in size and shape, the adaptive method 
utilizes IAs whose size and shape change iteratively. That is, adaptive IAs will change to better 
accommodate differences in local seeding densities and velocity gradients; specifics will be 
discussed in the subsequent section. Nonetheless, readers are encouraged to review Ref. [117] for 
additional information. In the comparison of F1 and F2, signal peaks corresponding to individual 
scattering particle are identified, and the resulting displacement, ∆fi‹, is then calculated. Since the 
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time between laser pulses is user-defined, velocity vectors can consequently be determined. A 
visual representation of the PIV process is depicted in Fig. 18.  
 
Figure 18. Visual representation of PIV data collection and processing methodologies. Figure adapted from Ref. 
[117]. 
 When performing adaptive PIV in DantecStudio, input settings must be specified on the 
following four tabs: Interrogation areas, Window/Filter, Validation, and Adaptivity. All settings 
are summarized in Table 2 by tab name. Note that a sensitivity study was not performed on the 
aforementioned input settings, although experience suggested that they were appropriate for the 
current experimental setup and flow conditions. Readers are encouraged to review Refs. [117], 
[118] for additional information regarding the specific parameters listed in Table 2.  
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Table 2. DantecStudio input settings for Adaptive PIV. 
 
 
 The uncertainty of PIV measurements was quantified by analyzing the full-scale accuracy 
and resolution uncertainties of the measurements. As is defined in Refs. [119], [120], the full-scale 
accuracy of PIV measurements is represented by:  
                                                          ·f‚ = [(yC g⁄ )F + (yb „⁄ )F]./F,                                     (23) 
where yC and yb are the discriminative minimum period between laser pulses and displacement, 
respectively, and g and „ are the time between laser pulses and the maximum displacement (as 
Width Height
Grid Step Size 32 32
Minimum IA Size 64 64
Maximum IA Size 256 256
Window Function
Filter Function 
Peak Height
Pk Height Ratio
S/N-Ratio
Neighborhood 
Min. Normalization
Acceptance Limit
Substitute
Validate
Adapt IA Size to Particle Density
Particle detection limit
Desired # of particles/IA
Convergence limit (pixel)
Adapt IA Shape to Velocity Gradients
|Ux |, |Vx| , |Uy|, |Vy| ≤
√ (Ux2 + Vx2 + Uy2 + Vy2) ≤ 0,20
checked 
5,0
10.00
0,01
checked
0,10
1.4
4
unchecked
Adaptivity
5x5
0.10
2.00
checked
Interrogation areas
Window/Filter
Validation
N/A
N/A
1.25
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per the quarter rule), respectively. Since the discriminative minimum period between laser pulses 
is typically much less than the time between laser pulses for Nd:YAG lasers, i.e., yC ≪ g, the first 
term in Eq. 23 can be disregarded [119], leaving	·f‚ = yb „⁄ . Following the work of Westerweel 
[121], the discriminative displacement was defined as yb = 0.1 pixels. The maximum 
displacement was set at „ = 16 pixels, or ¼ of the height and width of an IA comprised of 64x64 
pixels. Note that since adaptive PIV methods were used in the current study, not all IAs were of 
the same size. However, since the majority of IAs contained 64x64 pixels, this IA size was adopted 
for determining the maximum displacement. The resulting full-scale accuracy was found to be 
0.625% of the maximum displacement.  
 The uncertainty due to the full-scale accuracy of the PIV measurements was combined with 
that due to image resolution uncertainty. That is, the image resolution was determined to be 131±2 
pixels/mm for all PIV measurements, and the uncertainty in image resolution propagated into the 
uncertainty of PIV measurements, as the image resolution was used to calibrate particle 
displacement readings (pixels per image pair). Linear error propagation analysis was used to 
quantify the effect of image resolution on velocity uncertainty. The total uncertainty of PIV 
measurements on a vector-by-vector basis was then calculated as the root sum square of the FSA- 
and resolution-induced uncertainties. A convergence study was also performed to determine the 
number of image pairs required to achieve convergence of velocity values.   
2.5.2. PIV experiment 
 In the current study, PIV measurements were performed using a Litron Nano (L200-15PIV) 
laser that outputted 532 nm beams at a repetition rate of 12 Hz and a pulse energy of 200 mJ. 
Scattered light was collected by an AF Micro-Nikkor 200 mm lens (f/16) and then imaged using a 
Dantec Dynamics FlowSense 4M MKII camera (12-bit), which was equipped with a bandpass 
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filter that had a central wavelength of 532 nm; the QE of the camera was approximately 55% at 
532 nm. The optics used to generate the laser sheet for PIV are the same as those used to generate 
the laser sheet for LII (see Section 2.2.2.4). Figure 19 depicts a schematic of the PIV experimental 
setup.  
 
 
Figure 19. Schematic of PIV experimental setup. 
 
 Medical nebulizers (Sunrise Medical HHG Inc) were a cost-effective means of generating 
seeding droplets. As shown in Fig. 3, both the fuel and oxidizer streams were equipped with a 
nebulizer that was filled with silicone oil (50 cSt). During PIV tests, flow was directed through 
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these nebulizers to atomize the silicone oil, resulting in micron-sized [122] spherical droplets. The 
flow rates through the fuel stream and oxidizer stream nebulizers were maintained at 2 and ≥3 
L/min, respectively. Note that 2 L/min of nitrogen (at room temperature) was deemed the 
maximum amount of nitrogen that could be diverted from the main fuel stream to the nebulizer 
without negatively impacting the atomization of the liquid fuel as it entered the pre-vaporizer. Also 
note that although the varying flow rates through the two nebulizers inevitably resulted in 
differences in seeding density between the fuel and oxidizer streams, the discrepancy in seeding 
density was regarded as a non-issue because adaptive PIV accounted for local seeding density 
when assigning IA size. However, if PIV vectors were generated using IAs of fixed size, then the 
differences in seeding density could be problematic. To best guarantee the convergence of velocity 
values, a minimum of 180 image pairs were collected during each test.  
 Although the nebulizers provided an inexpensive, easy to control means of generating 
seeding particles, this methodology was not without faults. For example, unlike alumina oxide 
(Al2O3), silicone oil has a boiling point (570 K) that is well below flame-relevant temperatures. 
Thus, silicone oil droplets are unable to resolve the velocity field near the reaction zone of a 
counterflow flame, whereas alumina oxide particles would be able to resolve the velocity field in 
these high-temperature regions. Figure 20 illustrates how seeding density changes as the silicone 
droplets approach the flame. Even if alumina oxide were used instead of silicone oil, however, 
accurately resolving the velocity field in the high-temperature region of a counterflow flame is 
complicated by thermophoretic effects, e.g., [123], which can cause the velocity of seeding 
particles to deviate from that of the surrounding flow field. Furthermore, solid seeding particles, 
such as alumina oxide, have a tendency to clog burners [124], potentially modifying the flow.  
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Figure 20. Sample image of silicone droplets during reacting PIV. 
2.6. Extinction limits of polycyclic aromatic hydrocarbons  
A detailed understanding of soot formation is not possible without a comprehensive 
understanding of the extinction limits of soot precursors, such as PAHs. That is, if flame conditions 
for which PAH formation becomes extinguished are identified, then said conditions can be used 
to validate numerical models analyzing PAH inception and growth, which, in turn, can be used to 
validate numerical models analyzing soot inception and growth.  
 The extinction limits of PAHs in a counterflow flame environment are divided into three 
general types: 1) For a given set of fuel and oxidizer mole fractions (Xf , XO2), at what strain rate 
(K) will PAH-PLIF signal become negligible; 2) for a given strain rate and fuel mole fraction, at 
what oxidizer mole fraction will PAH-PLIF signal become negligible; 3) for a given strain rate 
and oxidizer mole fraction, at what fuel mole fraction will PAH-PLIF signal become negligible. 
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As will be discussed in the next section, fuel and oxidizer mole fractions must be judiciously 
chosen to ensure that the stoichiometric mixture fraction, and therefore flame structure, remain 
constant for a given strain rate. Consequently, the second and third type of extinction limits were 
not investigated in the current study, as changing the fuel (oxidizer) mole fraction while keeping 
the oxidizer (fuel) mole fraction fixed for a given strain rate results in non-constant stoichiometric 
mixture fractions. That is, analyzing the extinction limits via the second and third methods can be 
misleading because the changes in flame structure prevent the effects of fuel and oxidizer mole 
fractions on PAH extinction from being isolated. However, the effects of strain rate on PAH 
extinction limits are independent of flame structure effects, as stoichiometric mixture fraction is 
independent of strain rate.  
 In the current study, the feasibility of using PAH-PLIF to determine the extinction limits 
of PAH species as a function of strain rate was investigated. Specifically, since different detection 
wavelengths correspond to different sized PAH species, the objective was to determine whether or 
not PAH-PLIF could be used to identify the strain rate extinction limits of different sized PAH 
species for given reactant concentrations and fuel type. The experimental setup of PAH-PLIF 
extinction measurements was identical to that of the normal PAH-PLIF measurements (see Fig. 
16). Note that all of the limitations of PAH-PLIF discussed in Section 2.4.1 are also relevant to 
PAH extinction limits.  
2.7.  Experimental test matrix 
The purpose of this section is to analyze the test matrices of each experimental technique, 
as well as to provide additional insight as to why certain test conditions were chosen.  
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2.7.1. LII and PLIF  
Table 3 summarizes the experimental test matrix of LII, OH-PLIF, and PAH-PLIF. 
Specifically, Table 3 summarizes which diagnostic techniques were applied to each flame 
configuration, which were a function of fuel type, reactant concentrations, and strain rate. Fuel 
types included FACE gasolines A, C, F, G, and J, although each fuel was studied to a varying 
degree depending on its sooting propensities, e.g., FACE A had the lowest sooting propensity and 
was therefore investigated to a minimal degree. Three different reactant concentrations were 
investigated to isolate the effects of reactant concentration on soot volume fraction for a fixed 
flame structure. Global strain rates were also modified to investigate the effects of residence time 
on LII and PAH signals.  
The three different combinations of fuel and oxidizer mole fractions, i.e., (Xf, XO2), 
investigated in the current study were (0.078, 0.49), (0.070, 0.45), and (0.063, 0.41). As has been 
shown in various studies of counterflow diffusion flames, e.g., [34], [35], [55], [89], soot volume 
fraction increases with increasing fuel and oxidizer mole fractions. Thus, the aforementioned 
reactant concentrations represent high, intermediate, and low sooting cases, respectively. These 
particular mole fractions were chosen because they possess similar stoichiometric mixture 
fractions, i.e., n_C= 0.40 ± 0.01. The analytical expression for n_C is as follows:  
                                      n_C = ‰1 + Âø®ÊÅÁÊÅÂÊÅ®øÁø Ë-. = © ÈÊÅ®ÖÁÊÅ™ ‰ ÈÊÅ®ÖÁÊÅ + Èø®ÍÁøËÎ ,                         (24) 
where m and fi are mass and mole fractions, respectively, W is molecular weight, and Ï is 
stoichiometric coefficient; subscripts Ì2 and ∑ represent the oxidizer and fuel streams, 
respectively, and subscripts Q and 0 correspond to the oxidizer nozzle boundary (Ó = Q) and fuel 
nozzle boundary (Ó = 0), respectively.  
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Since n_C has been shown to have a significant effect on the flame structure of diffusion 
flames [125], and since the flames investigated in the current study have similar n_C values, flame 
structure is assumed to be constant. Furthermore, since all n_C values were less than 0.5, flames 
were regarded as soot formation (SF) flames [126], i.e., soot is convected away from the flame 
front before it can be oxidized. Although the reader is encouraged to review Ref. [49] for a detailed 
discussion on the differences between SF flames (n_C < 0.5) and soot formation-oxidation (SFO) 
flames (n_C > 0.5), it is important to stress the primary benefit of SF flames with respect to 
numerical simulations. That is, the oxidation of soot particles adds an additional layer of 
complexity to soot models; thus, it is easier to model SF flames than it is to model SFO flames, as 
soot formation and growth processes are convoluted by oxidation in the latter, but not in the former. 
In summary, structural and oxidative effects are regarded as negligible in the current study because 
fuel and oxidizer mole fractions were chosen to ensure stoichiometric mixture fractions were 
roughly constant and less than 0.5.  
Global strain rate, which has been and will continue to be used synonymously with strain 
rate in the current thesis, can be expressed as:  
                                                              H = F[Öv ‰1 + [ÍÒflÍ[ÖÒflÖË                                                        (25) 
where H is the global strain rate, Q is the distance between the fuel and oxidizer nozzles, €ë and €v  
are the exit velocities of the fuel and oxidizer nozzles, respectively, and xë and xv  are the densities 
of the fuel and oxidizer streams, respectively. Flow rates were set so that €v  was approximately 
equal to €ë. Experimental strain rates ranged from 356 s-1 to 570 s-1, and therefore represent 
relatively high strain rate range as compared to other counterflow studies, e.g., [34], [55], [89], 
[127]. Although low strain rates are more conducive to soot production than are high strain rates, 
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a minimum strain rate of 356 s-1 was used to prevent flame instabilities, a phenomenon caused by 
limitations in the liquid fuel delivery assembly.  
 The test matrix summarized in Table 3 was designed to ensure sufficient PLIF signal at the 
lowest (356 s-1) and highest (570 s-1) strain rates for all detection wavelengths, i.e., 308, 334, 400 
450, and 492 nm, as well as for all FACE gasolines, excluding FACE A; test conditions could not 
be optimized to accommodate FACE A while also ensuring that the signal from the other FACE 
gasolines would not saturate pixels on the ICCD array. Given the vastly different sooting 
propensities of the FACE gasolines, FACE G was the only fuel that produced appreciable amounts 
of LII signal at each strain rate. LII signal was detected for FACE J at various strain rates, while 
signal was only detected for FACE F during the lowest strain rate and highest reactant 
concentration case. Since LII signals were negligible for FACE gasolines A and C during the 
presumably sootiest case, i.e., Xf=0.078, XO2=0.049, K= 356 s-1, no additional LII tests were 
conducted on these fuels. In hindsight, the LII/PLIF test matrix should have been optimized for 
conditions more conducive to high LII signal intensity, especially for FACE gasolines A, C, and 
F, even if doing so compromised the ability to take some PLIF measurements to prevent pixel 
saturation. Nonetheless, the current study was still able to produce a comprehensive LII dataset, 
especially for FACE G, that can be used to validate soot models.   
 The uncertainty of LII measurements was quantified using an ethylene reference flame 
(K=285 s-1, Xf=0.4, XO2 = 0.4). A total of nine LII trials were conducted for this ethylene case 
across three separate days with three trials being conducted per day–one at the beginning, middle, 
and end of FACE gasoline experiments. Since a typical FACE gasoline experiment takes 
approximately two hours, any uncertainties caused by time-dependent changes to the experimental 
setup that occur during testing should be reflected in the standard deviation of the three ethylene 
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trials. Furthermore, since trials are collected across several days, the standard deviation of all nine 
trials should capture some of the day-to-day uncertainty in the experiment. The standard deviation 
of the nine trials, which was approximately 8%, was used to represent that relative uncertainty of 
all the LII measurements. Although using a single ethylene reference case to quantify LII 
uncertainty has its flaws, e.g., relative LII uncertainty may change as a function of soot load, this 
method was deemed more appropriate than letting the standard deviation of the 25 images taken 
per trial represent the uncertainty of that trial.  
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Table 3. LII and PLIF test matrix for FACE gasolines. 
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2.7.2. LE and LII 
 LE was used in the current study to calibrate LII measurements. That is, since LII is an 
inherently qualitative diagnostic, LE, a quantitative diagnostic, is required to quantify LII signals. 
Since LII signal intensity is proportional to soot volume fraction, a calibration constant determined 
for one soot load should be equal to that of all other soot loads, assuming everything else is held 
constant, e.g., camera settings. It should be noted that a detailed sensitivity analysis of the LE/LII 
calibration process was not performed in the current study. As this thesis is being written, however, 
plans are underway to more rigorously investigate how calibration constants change as a function 
of soot load and fuel type, as well as to better quantify the repeatability of LE/LII calibration 
experiments.  
 Ethylene was used during the LE/LII process because low strain rates can be achieved with 
gaseous fuels–recall that flame instabilities occur during liquid fuel tests at low strain rates. The 
benefit of using low strain rates is that the axial thickness of the sooting zone roughly scales with 
K-1/2 [55], meaning that low strain rate flames have thicker sooting zones than those of high strain 
rate flames. Thick sooting zones are preferred as they allow for more horizontal scans during LE. 
For example, the sooting zone thickness of the flame used for LE was approximately 0.75 mm 
(thickness measured via LII images), which allowed for six high-attenuation scans to be collected 
at vertical increments of 0.1 mm. The sooting zones of high strain rate flames are appreciably 
thinner than 0.75 mm, which means that fewer LE scans can be performed if vertical increments 
remained fixed at 0.1 mm. Additionally, since flame diameter decreases with decreasing strain 
rate, a relatively low strain rate helped ensure that the diameter was less than the maximum 
scanning distance of the LE setup, i.e., 40 mm.  
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 The specific ethylene flame case used in the LE/LII calibration process consisted of a fuel 
mole fraction of Xf = 0.29, an oxidizer mole fraction of XO2 = 0.29, and a strain rate of 57 s-1. Six 
horizontal scans were collected at the following HABs: 2.82, 2.92, 3.02, 3.12, 3.22, and 3.32 mm. 
During the LII portion of the calibration process, the same experimental specs as those discussed 
in Section 2.2.2 were used. Peak locations of radial LE/LII profiles acted as calibration points. 
Radial profiles were compared at various heights to ensure good agreement between LE profiles 
and LII profiles.  
2.7.3. PIV 
 As shown in Table 3, PIV was performed for strain rate cases of 427, 463, 498, 534, and 
570 s-1. Do to flow limitations, i.e., not enough flow through nebulizer to achieve sufficient seeding 
density, PIV was not performed on strain rate cases of 356 s-1 and 391 s-1. To consolidate the PIV 
test matrix, the following assumptions were made: For a given strain rate case, the resulting PIV-
derived flow field is 1) independent of fuel and oxidizer mole fractions, and 2) independent of 
FACE gasoline fuel type. Operating under these assumptions, reactive PIV experiments were 
conducted using FACE F, while fuel and oxidizer mole fractions were fixed at Xf=0.070, and 
XO2=0.45, respectively. Non-reactive PIV experiments were also conducted, although only for 
strain rates of 463, 498, 534, and 570 s-1. To gauge the validity of the first operating assumption, 
PIV tests were conducted for all three reactant concentrations using FACE F and a strain rate of 
427 s-1; to gauge the validity of the second operating assumption, PIV tests were conducted on 
FACE gasolines F, G, and J using a constant strain rate (498 s-1) and the same reactant 
concentrations (0.070, 0.45).  
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Chapter 3: Soot Formation in FACE Gasoline Combustion 
3.1. Introduction 
 Since previous sections have already stressed the importance of studying soot formation in 
counterflow diffusion flames and since a detailed discussion on soot formation pathways is 
provided in Appendix C, the focus of this section is to answer the question: Why FACE gasolines? 
Although Section 1.2 discussed how the different FACE gasoline formulations are relevant to 
different combustion technologies, an alternative answer is that FACE gasolines represent a fuel 
type seldom used in counterflow studies: liquid fuel. That is, since gaseous fuels, e.g., ethylene, 
are used in the vast majority of counterflow soot studies, interest has recently shifted towards pre-
vaporized liquid fuels [49]; readers are encouraged to review Table 1 in Ref. [49] for a 
comprehensive summary of all soot studies performed in counterflow flame configurations. 
Considering that commercial transportation fuels, e.g., gasoline, diesel, and jet fuel, exist in a 
liquid phase (at standard temperatures and pressures), it is only logical that additional emphasis is 
added to understand the sooting propensities of liquid fuels in counterflow flame configurations. 
Examples of liquid fuel soot studies in counterflow flames include Refs. [34], [35], [89], [126], 
[128], [129].  
While the discrepancy between the number of gaseous fuel studies and liquid fuel studies 
is changing as interest in the latter grows, the sooting propensities of FACE gasolines have yet to 
be studied in a counterflow diffusion flame. In fact, although various studies have been conducted 
on FACE gasolines, the majority of these studies focus on ignition delay characteristics, e.g., [26], 
[54], or surrogate formulation strategies, e.g., [130]–[132], and those that do investigate sooting 
propensities primarily do so for FACE gasoline surrogates, e.g., [38]. Thus, the current study is of 
value because it involves liquid fuels whose sooting propensities have yet to be investigated in 
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counterflow flame configurations. Furthermore, the method through which sooting propensities 
are studied, i.e., LII, is of particular interest when compared to alternative methods, such as Smoke 
Point (SP) and Threshold Sooting Index (TSI), for reasons that will be discussed in due time.  
3.2.  Calibration of LII Signal 
 Following the procedure outlined in Refs. [34], [35], the LII calibration constant was 
determined by scaling LII radial soot profiles until they overlapped with the corresponding LE 
radial soot profile for a given axial height. (Recall that LE was performed on an ethylene flame 
with Xf=0.29, XO2=0.8, K=57 s-1.) As shown in Fig. 21, the LII profiles demonstrate good 
agreement with the LE profiles at outer radial positions, although the agreement near the flame 
axis was less ideal. Since the highest soot volume fraction was observed at an axial height of 3.12 
mm, the LE/LII profiles corresponding to this height were used to determine the calibration 
constant. That is, the LII profile at 3.12 mm was scaled by a calibration constant of 2.78x10-10 in 
order to achieve the overlap depicted in Fig. 21b; scaling was deemed optimal once the LE and 
LII profiles coincided at the location of peak radial soot volume fraction.  
It should be noted that the LE/LII profiles corresponding to a single axial were used to 
determine calibration constant, as per Refs. [34], [35]. Furthermore, no attempts were made to 
quantify the uncertainty of the LII calibration constant, and said uncertainty was regarded as 
negligible in the current study. Although determining unique calibration constants for each 
horizontal slice and then letting the standard deviation of these calibration constants represent the 
uncertainty was considered, this method was deemed insufficient. Instead, an alternative, more 
rigorous method was proposed (see Section 6.2.1). As this thesis is being written, however, our 
colleagues at BUAA School of Energy and Power Engineering have yet to complete the 
uncertainty analysis.  
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Figure 21. Radial soot volume fraction profiles at axial heights of a) 3.22 mm, b) 3.12 mm, c) 3.02 mm, and d) 2.92 
mm; LII profiles scaled by a calibration constant of 2.78x10-10 to match LE profiles. 
3.3  Effects of gating delay on sooting trends 
 According to various sources found in literature, e.g., [34], [35], gating delays can be 
employed to mitigate the effects of fluorescent interference, such as Swan-band emissions. In 
attempts to quantify the effects of said interferences during LII measurements, the current study 
investigated three different gating delays, namely delays of 0, 25, and 50 ns. Using these delays 
and the standard LII procedure outline in Section 2.2, qualitative LII signal was investigated for 
FACE G flames for two different reactant concentrations at six different strain rates. The objective 
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of these tests was to determine if sooting trends with respect to strain rate and reactant 
concentration were independent of gate delay time.  
As shown in Fig. 22, normalized peak axial soot volume fraction, fv,max, trends appear to 
be independent of gating delay for the high reactant concentration case (Fig. 22a), yet dependent 
on gating delay for the low reactant concentration case (Fig. 22b). Specifically, for the reactant 
case of Xf=0.070 and XO2=0.45, the curves corresponding to normal gating (25 ns) and delay gating 
(50 ns) demonstrate good agreement with one another, but poor agreement with the curve 
corresponding to prompt gating (0 ns). The discrepancy observed in Fig. 22b may be attributed to 
substantial amounts of fluorescent interference inflating the amount of detected signal. Recall that 
a gate delay of 25 ns should adequately eliminate any fluorescent signals that would otherwise 
interfere with LII signals, as they are typically short-lived, i.e., <25 ns from initial laser excitation. 
Thus, the LII signal collected after gating delays of 25 and 50 ns should be entirely attributed to 
incandescent emissions from laser-heated soot particles, whereas that collected after a gating delay 
of 0 ns will consist of both incandescent signal from soot particles and fluorescent signal from 
Swan-band interference. Such a hypothesis could explain why fv,max is more sensitive to changes 
in strain rate for normal and delayed gating cases than for prompt gating cases.  
However, Fig. 22a suggests that the relative effects of fluorescent interference decrease 
with increasing LII signal. That is, for a given change in strain rate, the percent change of fv,max is 
approximately constant across all gating methods when compared to those depicted in Fig. 22b. 
As will be discussed in subsequent sections, the LII signal, and hence soot volume fraction, of the 
higher reactant concentration case is substantially higher than that of the lower reactant 
concentration case. Thus, it is possible that the fluorescent interference that is inevitably present 
during prompt gating has a more noticeable impact on the lower reactant concentration case than 
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on the higher reactant concentration case, as the LII signal of the former is appreciably less than 
that of the later. For example, assume that the fluorescent interference during prompt gating is 
equal for both reactant concentration cases for a given strain rate, and that the true incandescent 
signal of the high reactant concentration case is significantly greater than the interfering 
fluorescent signal, e.g., SNR=10:1, but the true incandescent signal of the low reactant 
concentration case is approximately equal to the interfering fluorescent signal, e.g., 1:1. Since the 
incandescent-to-fluorescent SNR of the former is 10:1, then the interfering fluorescence will have 
a relatively minor effect on sooting trends, potentially resulting in all curves coinciding, regardless 
of gating method. However, for the low reactant concentration case, the interfering fluorescence 
will have a sizable effect on the prompt gating curve, causing it to deviate from those of the normal 
and delayed gating methods.  
 Even though fluorescent interference appears significant during prompt gating of low 
reactant concentration cases, said interference is mitigated by employing a 25 ns gate delay. 
Furthermore, the curves corresponding to the normal (25 ns) and delayed (50 ns) gating cases in 
Fig. 22 demonstrate good agreement for both reactant concentration cases, suggesting that particle 
size biases (cf. Section 2.2.2.3) are negligible. In summary, these tests suggest that the 
experimental practices used in the current study, i.e., 25 ns gate delay and 80 ns gate width, are 
indeed capable of minimizing fluorescent interference and particle size biases.  
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Figure 22. Normalized fv,max with respect to strain rate for different gating delays and for reactant concentrations of 
a) Xf=0.078 and XO2=0.49, and b) Xf=0.070 and XO2=0.45. 
3.4. Sooting propensities of FACE gasolines 
As was discussed in Section 2.7.1, the LII/PLIF experimental test matrix was optimized 
for PLIF signal, rather than for LII signal. Thus, while PLIF signal was detected for the majority 
of cases, regardless of fuel type, strain rate, and reactant concentration, LII signal was only 
detected for a relatively limited number of cases (see Table 1). The disparities in sooting yield are 
illustrated in Fig. 23, in which the peak axial soot volume fraction, fv,max, of FACE G is 
significantly greater than those of FACE F and FACE J, with that of FACE F appearing as 
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negligible. The strain rate (K=356s-1) and reactant concentrations (Xf=0.078, XO2=0.49) 
corresponding to Fig. 23 represent the highest soot-yield case, further highlighting the relatively 
limited sooting propensity of FACE F. FACE A and C were also tested under these conditions, yet 
LII signals were nonexistent; consequently, no additional LII tests were conducted for FACE A 
and C. While future sections will quantify the sooting propensities of the different FACE gasolines, 
Fig. 23 captures the general sooting trends of FACE F, G, and J, namely fv,G > fv,J >> fv,F. 
 
Figure 23. Axial soot volume fraction profiles of FACE F, G, and J for a strain rate of K=356 s-1 and reactant 
concentrations of Xf=0.078 and XO2=0.49; data plotted in (b) identical that in (a), but zoomed in. 
3.5. Effects of reactant concentration and strain rate on soot volume fraction 
 Three different reactant concentrations (Xf, XO2) were investigated using FACE G, namely 
(0.078, 0.49), (0.070, 0.45), and (0.063, 0.41). The effects of reactant concentration on soot yield 
for a fixed strain rate are illustrated in Fig. 24. Similar to how fuel type has a profound effect on 
soot yield, reactant concentration also has a significant effect on soot yield; in general, sooting 
propensities as a function of reactant concentration, regardless of fuel type and strain rate, rank as 
follows from highest to lowest: (0.078, 0.49), (0.070, 0.45), and (0.063, 0.41). These results are 
consistent with those found in literature, e.g., [34], [35], [89].  
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Figure 24. Axial soot volume fraction profiles of FACE G as a function of reactant concentration for K=356 s-1. 
 Regarding the effects of strain rate on soot yields of FACE G, Figs. 25a and 25b clearly 
illustrate that fv,max decreases with increasing strain rate, although the rate at which fv,max decreases 
appears to be a function of reactant concentration. Note that the monotonic decrease in fv,max with 
respect to increasing strain rate observed in Figs. 25a and 25b is not observed in Fig. 25c. The 
reason for this discrepancy is that LII signals corresponding to soot volume fractions below a 
certain threshold value are dubious due to low SNR, and should be disregarded. Normalized fv,max 
values are replotted in Fig. 26 to further highlight the monotonic behavior of the (0.078, 0.49) and 
(0.070, 0.045) reactant concentration cases, as well as the non-monotonic behavior of the (0.063, 
0.41) reactant concentration case.   
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Figure 25. Axial soot volume fraction profiles of FACE G as a function of strain rate for (Xf, XO2) of (a) (0.078, 0.49), 
(b) (0.070, 0.45), and (c) (0.063, 0.41). 
 
Figure 26. Normalized fv,max of FACE G as a function of strain rate for different reactant concentrations.  
Figure 26 is insightful for two reasons: 1) It highlights that normalized fv,max values for a 
given strain rate decrease as reactant concentrations decrease, and 2) there is a signal threshold 
below which the fidelity of LII data becomes questionable. Regarding the first reason, the effect 
of reactant concentration on fv,max is most apparent for an increase in strain rate from 356 s-1 to 391 
s-1, which caused fv,max to decrease by approximately 69% for the (0.070, 0.45) case, but only 
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approximately 37% for the (0.078, 0.49) case; a similar trend was observed for JP-5, a type of 
conventional jet fuel, in the work of  Xue et al. [35]. Although fv,max for the (0.063, 0.41) case does 
decrease in accordance to the aforementioned trend as strain rate is increased from 356 s-1 to 391 
s-1, additional increases to strain rate results in trends dissimilar to those observed for the other 
reactant concentration cases. This discrepancy was attributed to a decrease in LII data fidelity when 
soot volume fraction decreases below approximately 7x10-9, which corresponds to a raw pixel 
count (after background subtraction) of approximately 200 counts. Considering that each 16-bit 
pixel has a maximum possible pixel count of 65,536 and that the average pixel count of the noise 
floor of each image was around 550 counts, it becomes apparent that the current experimental 
setup is not optimized for detecting soot volume fractions less than 7x10-9. That is, for SNRs less 
than approximately 0.36, i.e., 200/550, signal quality was deemed insufficient for accurately 
measuring soot volume fraction.  
 Although Fig. 26 does show that fv,max decreases with increasing strain rate, it does not 
clearly communicate the relative changes in fv,max as reactant concentrations decrease for a given 
strain rate. Thus, an additional plot (see Fig. 27) was generated to determine whether or not the 
percent change in fv,max caused by a change in reactant concentration is dependent or independent 
of strain rate; normalizing fv,max values by dividing by the max fv,max value, i.e., that corresponding 
to the reactant concentration case of (0.078, 0.49), for every strain rate enables the relative effects 
of reactant concentration on soot yield to be isolated. Referring to Fig. 27b, five of the six curves, 
each of which corresponds to a unique strain rate, appear to collapse onto a single curve, suggesting 
that a change in reactant concentration results in a constant percent change in fv,max for strain rates 
ranging from 391 s-1 to 534 s-1. Caution must be taken when interpreting data of the (0.063, 0.41) 
case, however, as most of the fv,max values corresponding to this case are below that aforementioned 
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threshold. Furthermore, due to the high uncertainty associated with fv,max values less than 7x10-9, 
the analysis depicted in Fig. 27b could not be applied to FACE J, as all but one of the fv,max values 
corresponding to the (0.070, 0.45) case were less than the threshold value. However, the collapsing 
behavior of normalized data observed for FACE G (Fig. 27b) is nonetheless insightful.  
Specifically, these results suggest that changing the reactant concentration from (0.078, 
0.49) to (0.070, 0.45) while keeping strain rate constant will result in an approximately 90% 
decrease in fv,max, i.e., the 90%-trend. Since the data suggests that this conclusion is only applicable 
for strain rates ranging from 391 s-1 to 534 s-1, additional work is needed to better understand how 
decreasing (increasing) the strain rate below 391 s-1 (above 534 s-1) will influence the validity of 
this 90%-trend. For example, it is possible that the 90%-trend is not applicable for strain rates less 
than 391 s-1, which might explain why the trend of the 356 s-1curve differs from those of the other 
curves. Additional studies can also be used to determine if the trend between (0.078, 0.49) and 
(0.070, 0.45) is linear, parabolic, exponential, etc.; note that for a reactant concentration case of 
(Xf, XO2), where 0.070< Xf<0.078 and 0.45< XO2<0.49, Xf and XO2 must be chosen to ensure that 
the stoichiometric mixture fraction remans equal to that of the other reactant concentration cases.  
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Figure 27. (a) fv,max and (b) normalized fv,max trends of FACE G with respect reactant concentrations for different 
strain rates. 
 When experimental soot volume fraction data is collected in counterflow diffusion flames 
for the sake of soot model validation, the presence of reference (anchor) points is imperative. In 
many counterflow soot studies, e.g., [34], [35], [55], [89], peak axial soot volume fraction, fv,max, 
values are typically reported with respect to distance from fuel nozzle (HAB). However, using 
HAB as a reference coordinate is flawed, as one-dimensional soot models cannot account for the 
interactions between the counterflow flame and the combustion chamber, i.e., flame anchoring, 
which can influence the axial location of fv,max (see Section 6.2.3). Furthermore, modifying soot 
models to account for a two- or three-dimensional flow field is counterproductive, as the 
computational benefit of a one-dimensional flame is the primary driving force behind counterflow 
studies. It should be noted that the interaction between the outer radial portions of the counterflow 
flame and the upper (or lower) flanges of the burner assembly (see Fig. 2) will indeed cause the 
axial location of the reaction front/sooting zone to change, but the operating assumption of the 
current study was that these interactions have a negligible impact on a) local strain rate relative to 
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flame location, b) flame structure, and c) fv,max. In general, using a HAB reference domain is not 
ideal, as factors not accounted for in one-dimensional models can cause the axial location of fv,max 
relative to the fuel nozzle to differ between experimental and numerical results. (A more detailed 
discussion is included in Section 6.2.3.)  
 Instead of reporting soot volume fraction data in terms of a HAB domain, the current study 
decided to report data with respect to a flame reference domain (FRD), or alternatively flame 
space. FRD, like HAB, is a measure of axial location within the counterflow flame, but the zero 
coordinate resides at the location of peak axial OH-PLIF signal, rather than at the exit location of 
the fuel nozzle. Note that the author recognizes that peak OH-PLIF signal is not a true indication 
of the reaction zone; nonetheless, FRD/flame space will be used for convenience despite the minor 
inaccuracies with respect to terminology. The primary benefit of reporting LII data in flame space 
is that peak OH-PLIF signal is a more reliable anchor point than is the location of the fuel/oxidizer 
nozzle. That is, while interactions between the flame and the burner assembly may cause the 
location of fv,max to change in the HAB domain, said interactions should have a negligible effect 
on the location of fv,max in the FRD, as the distance between fv,max and peak OH-PLIF signal should 
remain consistent. Although using OH-PLIF to establish an FRD is not without fault (additional 
details will be provided in subsequent sections), this method is unequivocally superior than 
reporting data in the HAB domain.  
 Axial locations of fv,max values in flame space with respect to strain rate are depicted for 
FACE G and FACE J flames in Fig. 28 and Fig. 29, respectively. The error bars shown in these 
figures illustrate the uncertainty in peak soot volume fraction locations in flame space. The 
uncertainty in fv,max location, !"#,%&', was quantified as sum of two different uncertainties: one 
pertaining to LII measurements and the other to OH-PLIF measurements. That is, in LII 
 80 
measurements, the axial location of fv,max was determined for each of the 25 images taken per test, 
and the standard deviation of these measurements was used to represent the first sigma value, !()). 
The second sigma, !*+, value was calculated in a similar manner, except this time the standard 
deviation of the axial locations of peak OH-PLIF signal for each of the 25 images was used. The 
sum of !"#,%&' and !*+ was used to represent the uncertainty of each axial height measurement, as 
doing so allowed for a clearer illustration of the statistical range of distances that fv,max could occur 
at in flame space. For completeness, however, the data plotted in Figs. 28 and 29 is replotted in 
Section 4.3, except separate error bars corresponding to !"#,%&'  and !*+ are used for LII and OH-
PLIF data, respectively.  
 Referring to Figs. 28 and 29, one important distinction is that LII measurements were 
conducted at twice as many strain rate increments as were OH-PLIF measurements. As a result, 
the HAB locations of peak OH-PLIF signals were interpolated to determine intermediate HAB 
locations for strain rates of 391, 463, and 534 s-1; these interpolated HAB locations were, in turn, 
used to establish an FRD for peak LII locations. Focusing first on Fig. 28, the location of fv,max for 
FACE G flames of K=391-534 s-1 appears to be trending towards peak OH-PLIF signal, i.e., an 
FRD axial height of zero, as strain rate increases, which is consistent with the work of Sung et al. 
[125] that showed that the thickness of a counterflow flames decreases with strain rate. However, 
the non-monotonic behavior observed in both Fig. 28a and Fig. 28b for the entire range of strain 
rates challenges this conclusion. Furthermore, the error bars in Fig. 28b are statistically large 
enough to accommodate linear trendlines that have both a positive and negative slope, suggesting 
that a definitive conclusion cannot be made regarding how the axial location of fv,max varies in 
flame space changes with strain rate. Non-monotonic behavior is also observed for FACE J flames, 
as shown in Fig. 29. However, the soot volume fraction threshold (7x10-9) renders two data points 
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in Fig. 29a and four data points in Fig. 29b as suspect. Although no definitive trends can be 
discerned from the experimental data plotted in Figs. 28 and 29, this data can nonetheless be used 
to establish the approximate location at which fv,max should occur with respect to peak OH-PLIF 
signal for various strain rates.  
 
Figure 28. Location of fv,max in FACE G flames as a function of strain rate in flame space for reactant concentrations 
of (a) (0.078, 0.49), and (b)(0.070, 0.45); fv,max values corresponding to each data point are included for reference. 
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Figure 29. Location of fv,max in FACE J flames as a function of strain rate in flame space for reactant concentrations 
of (a) (0.078, 0.49), and (b)(0.070, 0.45) ; fv,max values corresponding to each data point are included for reference. 
3.6.  Correlation between sooting propensities and fuel characteristics 
 Understanding how fuel characteristics affect sooting propensities is imperative for the 
development of robust soot models, especially with respect to the formation of nascent soot. Fuel 
characteristics included in the current parametric study include the volumetric percentages (vol.%) 
of aromatics, poly-aromatics, n-paraffins, iso-paraffins, naphthenes, and olefins. Furthermore, soot 
volume fraction data is also compared with different lumped parameters that are also used to 
quantify sooting tendencies with the hope of identifying additional time- and cost-saving insights. 
For example, the ASTM D1322 [133] standard Smoke Point (SP) test is a relatively simplistic and 
cost-effective method for measuring the sooting propensities of liquid fuels, as compared to LII; 
thus, if SP values can be correlated to fv,max values, then the standardized SP test can be used in 
lieu of LII to determine soot volume fraction data once a sufficient database has been established.  
Fuel characterization data, i.e., PIONA data,  for FACE F, G, and J, which was adapted 
from Ref. [23], can be found in Table 4; fuel characterization data for FACE A and C is also 
included for completeness. As is discussed in detail in Ref. [23], three different characterization 
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methods were used to collect the data shown in Table 4, namely Detailed Hydrocarbon Analysis 
(DHA), Supercritical Fluid Chromatography (SFC), and Fluorescence Indicator Absorption (FIA). 
Although not shown in Table 4, the uncertainty of the characterization data was represented by the 
standard deviation of all trials for a specific characterization test. For example, the volume 
percentage of n-paraffins in all FACE gasolines was measured via DHA by two separate labs, and 
the standard deviation of results was used to quantify the corresponding uncertainty. If multiple 
trials were not performed, however, then the measurement uncertainty could not be quantified. 
The fuel characterization data in Table 4 is supplemented by additional metrics in Table 5. These 
metrics, which include SP, MW/SP, TSI, and hydrogen/carbon (H/C) ratio, are regarded as lumped 
parameters and are frequently correlated with sooting propensity. Values for molecular weight 
(MW), SP, TSI, and H/C ratio, as well as their corresponding uncertainties, were taken from Refs. 
[23], [130]; linear error propagation analysis was used to determine the uncertainty of MW/SP.  
 
Table 4. Fuel characterization data of FACE gasolines A, C, F, G, and J. 
 
 
Table 5. Additional sooting metrics for FACE gasolines A, C, F, G, and J. 
 
Methodology FIA
Fuel 
n-paraffins 
(vol. %)
iso-paraffins 
(vol. %)
naphthenes 
(vol. %)
olefins 
(vol. %)
aromatics 
(vol. %)
aromatics 
(vol. %)
aromatics 
(wt. %)
poly-aromiatcs 
(wt. %)
FACE A 11.65 85.99 1.61 0.21 0.38 - 0.70 0.00
FACE C 24.43 69.73 0.36 1.27 3.92 2.10 6.00 0.00
FACE F 4.40 67.56 10.98 9.42 7.72 5.80 10.00 0.00
FACE G 6.73 38.43 11.52 8.11 33.63 33.50 40.50 1.10
FACE J 31.64 33.64 2.29 0.60 31.69 27.90 39.00 0.30
DHA SFC
Fuel MW (g/mol) SP (mm) TSI MW/SP (g/mol-mm) H/C Ratio (molar)
FACE A 99.78 ± 5.0 67.9 ± 18.7 2.2 ± 1.7 1.47 ± 0.41 2.29
FACE C 97.7 ± 5.0 49.8 ± 4.8 4.4 ± 1.2 1.96 ± 0.21 2.21
FACE F 95.6 ± 5.0 37.4 ± 1.0 6.6 ± 1.5 2.56 ± 0.15 2.12
FACE G 99 ± 20.0 15.6 ± 1.0 22.1 ± 13.5 6.35 ± 1.35 1.84
FACE J 95.4 ± 20.0 18.0 ± 1.0 17.7 ± 11.5 5.30 ± 1.15 1.86
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Following the work of Xue et al. [35], fv,max values for FACE F, G, and J were plotted with 
respect to H/C ratio, SP, MW/SP, and TSI in Fig. 30. Note that these trends were only investigated 
for a single reaction concentration case, i.e., Xf = 0.078, XO2 = 0.49, as there was insufficient data 
for other cases. Nonetheless, fv,max demonstrates clear increasing monotonic behavior for all strain 
rates as H/C ratio decreases (Fig. 30a), as SP decreases (Fig. 30b), as MW/SP increases (Fig. 30c), 
and as TSI increases (Fig. 30d). The general shapes of the curves appear similar, suggesting that a 
multiple regression analysis could not be used to determine the relationship between fv,max, the 
independent variable, and these independent variables because the independent variables 
demonstrate strong multicollinearity. Readers are encouraged to review Appendix D for detailed 
information on the differences between SP, MW/SP, and TSI. In summary, though, it is important 
to note that TSI is a derivative of SP and the MW/SP is proportional to TSI.  
Referring to Fig. 30, it is apparent that fv,max does not scale linearly with H/C ratio, SP, 
MW/SP, and TSI. In fact, Fig. 30 suggests that fv,max is very sensitive to changes in these 
independent variables for certain ranges, yet insensitive for others. For example, in Fig. 30a, fv,max 
decreases significantly as H/C ratio decreases from 1.86 to 1.84, yet decreases gradually from 1.84 
to 2.12; similarly, Fig. 30b shows that fv,max decreases significantly as SP decreases from 15.6 mm 
for FACE G to 18.4 mm for FACE J, yet decreases gradually as SP decreases from 18.4 mm to 
37.4 mm for FACE F. These results suggest that, although H/C ratio, SP, MW/SP, and TSI are 
generally associated with sooting propensity, they do an inadequate job of capturing the vast 
differences in the sooting propensities of FACE G and FACE J for the cases investigated herein. 
As is illustrated by the horizontal error bars in Figs. 30c and 30d, the significant amounts of 
uncertainty in MW/SP and TSI values, which is primarily attributed to the large amounts of 
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uncertainty in the molecular weights of FACE G and FACE J (see Table 6), render any relationship 
between fv,max and these metrics questionable. Thus, the analysis presented in the current work will 
focus on the relationship between fv,max and SP, as well as that between fv,max and H/C ratio. 
 
Figure 30. fv,max as a function of (a) H/C ratio, (b) Smoke point, (c) MW/SP, and (d) TSI. 
 In the work of Xue et al. [35], fv,max values of three conventional and three alternative jet 
fuels were analyzed as a function of SP and MW/SP. Referring to Fig. 31, which was adapted from 
Ref. [35] for convenience, fv,max values of conventional jet fuels appear to demonstrate a nearly 
linear relationships with respect to both SP and MW for all strain rates, with the same being true 
for the fv,max values of alternative jet fuels. However, for a1,2 given strain rate, the slope of the line 
used to fit the fv,max values of the conventional, higher-sooting fuels is different than that of the 
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alternative, lower-sooting fuel. Furthermore, the slope of the best-fit lines changes as a function of 
strain rate. Since the relationships between SP and fv,max and MW/SP and fv,max are strong functions 
of fuel type, e.g., conventional versus alternative jet fuel, Xue et al. [35] concluded that SP and 
MW/SP cannot be used to predict soot yields during combustion.  
The findings of Xue et al. [35] are substantiated by those of the current study, as Fig. 30a 
indicates that for a given strain rate, a linear best-fit curve cannot accurately capture the 
relationship between fv,max and SP for all fuels. As an example, the high sensitivity of fv,max with 
respect to SP for FACE G and FACE J (Fig. 30b) is similar to that observed for JP-8 and ATJ (Fig. 
31a), and the low sensitivity of FACE F and FACE J (Fig. 30b) is similar to that of ATJ and HEFA-
Camelina (Fig. 31a). In summary, the current investigation of fv,max with respect to SP and MW/SP 
supports the work of Xue et al. [35], which found that a direct correlation neither exists between 
fv,max and SP, nor between fv,max and MW/SP–and thus TSI.  
 
 
Figure 31. fv,max values of various conventional (JP-5, Jet-A, and JP-8) and alternative (ATJ, FT-SPK, and HEFA-
Camelina)  jet fuels with respect to (a) SP, and (b) MW/SP. Figure adapted from Ref. [35]. 
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 Unlike a high SP, a high H/C ratio is conducive to a low sooting propensity, as fuels with 
a high H/C ratio contain high (low) hydrogen (carbon) content, i.e., high saturation level. 
Specifically, H/C increases a) as the amount of unsaturated species, e.g., aromatics and olefins, 
decrease, and b) as the amount of heavier paraffins decrease, and vice versa. For example, the H/C 
ratio of naphthalene (C10H8), a relatively heavily-sooting fuel, is 0.8, while that of decane (C10H22), 
a relatively lightly sooting fuel, is 2.2. In general, as H/C ratios decrease due to increases in a) 
aromatic content, b) naphthenic content, and c) paraffin size, sooting propensities increase [37]. 
Referring to Fig. 30a, fv,max is seen to increase monotonically with decreasing H/C ratio, as is 
expected. However, since only three fuels were analyzed in the current study, i.e., not enough fuels 
with distinct H/C ratios, any additional conclusions regarding the relationship between fv,max and 
H/C ratio would be speculative.  
Although the limited number of fuels investigated in the current study may prevent a 
definitive relationship between H/C ratio and fv,max from being established, the current datasets can 
be used to gauge the effect of PIONA concentrations on fv,max. Unlike in Fig. 30 where fv,max 
demonstrated a monotonic relationship with H/C ratio, SP, MW/SP, and TSI, only two of the trends 
illustrated in Fig. 32, which shows fv,max as a function of aromatic, poly-aromatic, n-paraffinic, iso-
paraffinic, naphthenic, and olefinic contents, are monotonic. That is, fv,max increases monotonically 
with aromatic content (Fig. 32a) and poly-aromatic content (Fig. 32b), which is consistent with 
literature, e.g., [35], [134], [135]. Given the complexity of soot formation, hydrocarbon classes, 
e.g., PIONA, alone are unable to definitively predict sooting propensity, as hydrocarbon size 
(carbon number) has a significant effect of soot formation and growth [136]. However, the 
following ranking can be used to roughly estimate the relative sooting propensities of different 
neat hydrocarbon fuels in diffusion flames from highest to lowest: 1) naphthalenes, 2) 
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alkylbenzenes, 3) alkynes, 4) alkenes, 5) naphthenes (cyclo-paraffins) and iso-paraffins, and 6) n-
paraffins [136].  
 
Figure 32. fv,max as a function of (a) aromatic content, (b) poly-aromatic content, (c) n-paraffinic content, (d) iso-
paraffinic content, (e) naphthenic content, and (f) olefinic content. 
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to be substantially greater than that of  FACE F, as the former two fuels have aromatic contents 
(vol.%) of 33.63% and 31.69%, respectively, while that of the latter fuel is only 7.72% (see Table 
4). However, the non-linear behavior depicted in Fig. 32a suggests that aromatic content alone 
cannot accurately predict sooting propensity. That is, even though the aromatic content of FACE 
G and FACE J are similar, there is a significant discrepancy between their respective fv,max values 
for all reactant concentration and strain rate cases. For example, despite only a 6% difference in 
aromatic content, the fv,max of FACE G (2.6x10-7) was more than 4.5 times greater than that of 
FACE J (5.6x10-8) for the case of Xf = 0.078, XO2 = 0.49, K = 356 s-1. Figure 33 illustrates that the 
discrepancies in soot yield between FACE G and FACE J persist regardless of what method was 
used to measure aromatic content, i.e., DHA, FIA, or SFC. Figure 33 also illustrates that the 
relationship between fv,max and aromatic content by volume percentage closely matches that 
between fv,max and aromatic content by mass percentage. The lack of a definitive relationship 
between fv,max and aromatic content highlights the complexity of soot formation and growth by 
stressing the roles of a) different types of aromatics and b) different hydrocarbon classes.  
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Figure 33. fv,max as a function of aromatic content determine by DHA (vol.%), FIA (vol. %), and SFC (wt.%) for FACE 
F, G, and J. 
Since single-ringed aromatic species, e.g., benzene, play a critical role in the formation of 
PAHs, and since PAHs are the primary precursors to particulate soot (see Appendix C), it reasons 
that fuels with more aromatics will produce more soot than those with fewer aromatics. However, 
this generalization is not always correct, as the type of aromatic species, whether it be single-, 
double, or multi-ringed has a significant effect on soot formation pathways and reaction rates. (For 
brevity, a detailed discussion on soot formation pathways is omitted here, but readers are 
encouraged to review the comprehensive summary provided in the work of Wang and Chung [49] 
and Appendix C for additional information.) For example, a recent study found the maximum soot 
yield of 1,2,4-trimethylbenze, as determined via LII, to be approximately 50% greater than that of 
n-propylbenzene, a meaningful result considering that 1,2,4-trimethylbenzene and n-
propylbenzene are both aromatic fuels with identical molecular weights [137]. The effects of 
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propylbenzene were also investigated in Ref. [137]; blending naphthalene with n-propylbenzene 
resulted in a greater increase in soot yield than did blending naphthalene with 1,2,4-
trimethylbenze, as compared to base soot yields of the individual fuels. Such an example highlights 
the complexities of the blending/synergistic effect of different aromatic species, in addition to 
substantiating the claim that aromatic content alone cannot predict soot yield.  
 Although FACE G and FACE J have similar aromatic content by volume, the specific types 
of aromatic species subsumed by this general category differ. Referring to the DHA data depicted 
in Fig. 34, it is evident the aromatic species in FACE G differ from those in FACE J. Although 
DHA is unable to discern the exact aromatic species, e.g., 1,2,4-trimethylbenzene versus n-
propylbenzene, it can differentiate aromatic species by carbon number. Specifically, the aromatic 
species in FACE F, G, and J are mostly C8, C9, and C10 aromatics. However, since the soot yield 
of FACE F is substantially less than that of FACE G and FACE J, it reasons that C8 aromatics, 
which represent the majority of the aromatic content in FACE F, do not contribute to soot 
production as much as C9 and C10 aromatics do for the current flame conditions. While the DHA 
data does not specify the type of C8 aromatic, the work of McEnally and Pfefferle [138] suggested 
that the sooting propensities of the most fuel-relevant C8 aromatics, i.e., ethylbenzene, o-, m-, or 
p-xylene (dimethylbenzene), are similar because they have similar Yield Sooting Index (YSI) 
values–see Appendix D for additional information of YSI. Thus, since a) the aromatic content in 
FACE F is predominately C8 aromatics, b) fuel-relevant C8 aromatics, excluding styrene, have 
similar sooting propensities, c) FACE F has minimal amounts of C9 and C10 aromatics as 
compared to FACE G and FACE J, and d) the soot yield of FACE F is effectively negligible for 
all cases investigated while those of FACE G and FACE J are not, it reasons that C8 aromatics 
alone are unable produce soot yields large enough for LII measurements under the conditions 
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investigated in the current study. That is, the soot yield of FACE G and FACE J are greater than 
that of FACE F because the two former fuels contain C9 and C10 aromatics in addition to C8 
aromatics. It is worth noting that styrene (ethenylbenzene), which has a noticeably lower YSI value 
than other C8 aromatics [138], could be the primary C8 aromatic species in FACE F but not in 
FACE G and FACE J, potentially explaining–at least in part–why the fv,max values of FACE F are 
so much lower than those of FACE G and FACE J. However, the make-up of C8 aromatic species 
is assumed to be constant across FACE gasolines.    
What is unclear, however, is whether or not C8 aromatics contribute to soot formation and 
growth in FACE G and FACE J despite having a negligible effect on soot formation in FACE F. 
Specifically, even though C8 aromatics were unable to produce much soot in the FACE F cases, 
these aromatic species may interact with other aromatic species in a synergistic manner. It is also 
worth stressing that the low sooting propensity of FACE F observed in the current study does not 
suggest that FACE F will fail to produce significant amounts of soot in other flame conditions, 
especially those in which strain rates are lower and fuel reactant concentrations are higher. 
Regardless, what is evident is that C9 and C10 aromatic species govern soot production in FACE 
G and FACE J counterflow flames, and that the sooting behavior of FACE F provides insight as 
to why that of FACE J is less than that of FACE G.  
For the sake of discussion, assume that C8 aromatics have a negligible contribution to soot 
formation in FACE G and FACE J flames, i.e., no synergistic effect, and that aromatics of ≥C9 are 
the primary contributing species to soot formation. If this is indeed the case, then an effective 
aromatic content, i.e., the aromatic content that contributes directly to soot formation, can be 
defined. Recall that the aromatic content of FACE F, G, and J are approximately 8%, 34%, and 
32% by volume, respectively. However, if the volume percentages of aromatics of C8 and lower 
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are approximately 8%, 5%, 15% for FACE F, G, and J, respectively, then their effective aromatic 
contents are approximately 0%, 29%, and 17%, respectively. Replotting Fig. 32a with respect to 
effective aromatic content (Fig. 35) results in a curve that demonstrates significantly better 
linearity than that of fv,max versus aromatic content, suggesting that effective aromatic content may 
be better than aromatic content at predicting fv,max. 
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Figure 34. Detailed hydrocarbon analysis of (a) FACE F, (b) FACE G, and (c) FACE J. Figure adapted from Ref. [23]. 
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Figure 35. fv,max as a function of (a) aromatic content and (b) effective aromatic content. 
 Regardless of whether C8 aromatics play an synergistic role in soot formation, it is clear 
that aromatics of C9 and higher appear to be stronger contributors to soot formation than are 
smaller aromatics, an argument that is supported by the work of McEnally and Pfefferle [138]. 
Although the general trends presented by McEnally and Pfefferle [138] suggest that YSI 
(generally) increases with carbon number, there are instances where this generalization is invalid. 
Averaging the values presented in Table 1 of Ref. [138] results in the following averaged YSI 
values for C6, C7, C8, C9, and C10 aromatic species, respectively: 31±5, 38±7, 48±8, 76±15, 
81±18. (Note that standard deviations were used to represent YSI uncertainties.) These numbers 
do indeed suggest that soot yield (or at least YSI) increases with aromatic carbon number, but the 
increasing standard deviations are also suggestive of how this generalization is not always sound. 
For example, the YSI value of indene, a C9 aromatic species, is 100.3, yet the YSI value of 
butylbenzene, a C10 aromatic species, 57.7. Nonetheless, since DHA is unable to differentiate 
between different types of aromatic species, the general sooting propensities of different sized 
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generalization that appears consistent with the findings of the current study. In summary, the 
previous analysis has resulted in the following conclusions:  
1) The minimal soot yield of FACE F suggests that C8 aromatics, in the absence of larger 
aromatics, do not contribute significantly to soot formation in the counterflow flames 
investigated in the current work. However, the current study is unable to determine whether 
or not C8 aromatics play a synergistic role in the formation of soot when in the presence 
of large aromatic species, i.e., in FACE J and G flames.  
2) The difference in soot yield of FACE G and FACE J suggests that effective aromatic 
content, i.e., the aromatic content of ≥C9 species, is a better predictor of fv,max than is 
aromatic content alone. That is, FACE G has a greater sooting propensity than FACE J 
because it contains more aromatic species of ≥C9 than FACE J does.   
 
Although effective aromatic content appears to be the dominating factor when it comes to 
soot yield, Fig. 32 suggests that other hydrocarbon classes may also contribute to the elevated soot 
yields of FACE G. Referring to Fig. 32b, it is evident that fv,max increases approximately linearly 
with poly-aromatic content. Thus, it is possible that the large disparity in soot yield between FACE 
G and FACE J is exacerbated by there being more poly-aromatic content in FACE G than in FACE 
J, assuming that the poly-aromatic species in FACE G are approximately the same as those in 
FACE J. The credibility of this hypothesis is substantiated by the typical soot formation pathways 
found in literation, e.g., hydrogen-abstraction-acetylene-addition (HACA) (see Appendix C), 
which suggest that poly-ringed aromatics, e.g., naphthalene, are prerequisites of large PAH species 
and, thus, soot. However, since only small weight percentages of poly-aromatics are present in 
FACE F, G, and J (ranging from 0% to 1.1%), it is difficult to gauge the significance of this 
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correlation between fv,max and poly-aromatic content. Furthermore, the SFC method used to 
determine the poly-aromatic content of FACE gasolines could neither differentiate between the 
specific types of poly-aromatic species nor the different types of poly-aromatic species by carbon 
number, which adds additional uncertainty to the proposed correlation between fv,max and poly-
aromatic content.  
While aromatic species are presumed to be the governing influencers of soot formation in 
the current study, Fig. 32 suggests that other hydrocarbon classes may also play a supporting role. 
Specifically, Fig. 32 highlights the difference in the non-aromatic composition of FACE G and 
FACE J, as well as highlights how large concentrations of non-aromatic species are 
inconsequential with respect to soot formation if not coupled with aromatics (at least for the current 
conditions). Recall that, in general, the sooting propensities of different hydrocarbon classes rank 
as follows: 1) naphthalenes, 2) alkylbenzenes, 3) alkynes, 4) alkenes, 5) naphthenes (cyclo-
paraffins) and iso-paraffins, and 6) n-paraffins [136]. Converting this ranking to match the classes 
depicted in Fig. 32 results in the following ranking: 1) poly-aromatic and aromatic content, 2) 
olefinic content, 3) naphthenic and iso-paraffinic content, and 4) n-paraffinic content. Analyzing 
volume percentages of different hydrocarbon classes in accordance to this ranking provides 
additional insight into why FACE G has a higher sooting propensity than FACE J. 
Starting with olefinic content, Fig. 32f shows that the olefinic content of FACE G (8.11%) 
is much greater than that of FACE J (0.60%). Figures 32b and 32e highlight that the combined 
volume percentage of iso-paraffinic and naphthenic content in FACE G (49.94%) is appreciably 
larger than that in FACE J (35.93%). Lastly, Fig. 32c shows that FACE G has a relatively low 
amount of n-paraffinic content (6.73%), while FACE J has a relatively high amount of n-paraffinic 
content (31.64%). In other words, not only are the aromatic content, effective aromatic content, 
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and poly-aromatic content in FACE G greater than those in FACE J, but the non-aromatic content 
in FACE G is comprised of hydrocarbon classes that are more conducive to soot formation, e.g., 
olefins, than are those in FACE J, e.g., n-paraffins. Regarding FACE F, Fig. 32 highlights the 
importance of aromatic species with respect to soot formation for the current flame configurations. 
For example, although FACE F has the greatest amounts of olefinic and iso-paraffinic content, and 
a similar amount of naphthenic content as compared to FACE G, its soot yields are effectively 
negligible because of its low effective aromatics content. This example highlights how aromatic 
species, and specifically aromatic species of ≥C9, govern soot formation in high strain rate 
counterflow diffusion flames. It must be stressed, however, that these observed trends may not 
extend to lower strain rate cases. That is, as strain rate decreases, the resulting increase in residence 
time may result in an increased contribution from smaller aromatic species and other non-aromatic 
species to soot formation.  
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Chapter 4: OH- and PAH-PLIF in FACE Gasoline Combustion 
4.1. Introduction 
 As was discussed in Section 2.4.1, PAH-PLIF signal intensities cannot be directly 
correlated with PAH concentration because PAH-PLIF signals are, for example, temperature-
dependent and prone to collisional quenching. Although convenient to assume that location of 
peak axial PAH-PLIF corresponds to the location of peak PAH concentration, readers are 
encouraged to exercise caution when making such conclusions. Nonetheless, the locations of peak 
axial PAH-PLIF signal intensities are included, as PAH-PLIF remains the only non-intrusive, 
spatially resolved method for investigating PAH species in flame environments. The hope is that, 
despite these uncertainties, the current OH- and PAH-PLIF data can be coupled with LII data to 
provide additional insight on soot formation in counterflow flames. Given the aforementioned 
limitations, however, an additional goal of the current chapter is to highlight the challenges 
experienced during OH- and PAH-PLIF in real fuels–challenges typically not experienced during 
PLIF measurements in neat fuels, e.g., ethylene.  
4.2. Limitations of peak OH- and PAH-PLIF signals 
 Building upon the discussion in Section 2.4.1, establishing a reference point within a 
counterflow flame is essential due to the limitations of reporting data in terms of distance from 
fuel nozzle. Thus, OH-PLIF was used in the current study to establish a flame reference domain 
(FRD) in which peak OH-PLIF signal corresponds to an axial height of zero. However, isolating 
peak OH-PLIF signal in some FACE gasoline flames was challenging, as the signal detected at 
308 nm was not solely attributed to excited OH radicals, as shown in Fig. 36. Specifically, Figs. 
36a and 36b show the PLIF signal detected at 308 nm for a FACE A flame and a FACE G flame, 
respectively. In both images, an axial signal peak is observed at a height of around 4 mm, yet 
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significant amounts of signal are also present in Fig. 32b for heights less than 3 mm. Namely, the 
signal detected at 308 nm in the FACE A flame was attributed almost entirely to OH-PLIF, 
whereas that in the FACE G flame was attributed in part to OH-PLIF, but also to fluorescent 
interference from A2 and A3 aromatic species. It is important to note that the majority of the PAH 
fluorescent interferences comes from species that have yet to begin chemical reactions, which is 
confirmed through the inspection of non-reacting, i.e., no flame, PAH-PLIF images. That is, there 
are enough aromatic species present in the fuel stream, regardless of FACE gasoline type, to emit 
detectable, and often significant, amounts of fluorescence, as is illustrated in Fig. 37.  
 
Figure 36. OH-PLIF signals in (a) a FACE A flame, and (b) a FACE G flame. 
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Figure 37. Non-reacting PLIF signals for (Row 1; R1) FACE A, (R2) FACE C, (R3) FACE F, (R4) FACE G, and (R5) FACE J, and for detection wavelengths of (Column 1; C1) 
334 nm, (C2) 400 nm, (C3) 450 nm, (C4) 492 nm, and (C5) 308 nm; for all cases, strain rate was fixed at 356 s-1, and fuel and oxidizer mole fractions were fixed at 0.078 and 0.49, 
respectively. 
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Figure 38. Reacting PLIF signals for (Row 1; R1) FACE A, (R2) FACE C, (R3) FACE F, (R4) FACE G, and (R5) FACE J, and for detection wavelengths of (Column 1; C1) 334 nm, 
(C2) 400 nm, (C3) 450 nm, (C4) 492 nm, and (C5) 308 nm; for all cases, strain rate was fixed at 356 s-1, and fuel and oxidizer mole fractions were fixed at 0.078 and 0.49, respectively. 
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Recall that Refs. [98]–[100] found that the fluorescent emissions of excited A2 and A3 
aromatic species peak at approximately 330 nm, but are in fact broadband. For example, Orain et 
al. [139] found that the fluorescent signals from A2 aromatic species in kerosene, e.g., naphthalene, 
1-methylnaphthalene, and 1,3-dimethylnaphthalene, peak at approximately 330 nm, but that the 
broadband fluorescence demonstrates a FWHM of approximately 10±2 nm. That is, fluorescent 
signal from these aromatic species are present at lower wavelength, such as 320 nm. Consequently, 
PAH-PLIF signal from A2 aromatic species, if present, may interfere with OH-PLIF signal as OH-
PLIF is detected through a 310 nm filter with a FWHM of 10±2 nm, i.e., filter transmits 
wavelengths between 300 and 320 nm. Of the five FACE gasolines investigated, appreciable 
amounts of PAH-PLIF interference when detected at 308 nm were observed for all FACE 
gasolines, except FACE A; only small amounts of interference were detected for FACE A, as 
shown in Fig. 37. Thus, FACE A must contain only a minor concentration of some fluorescing 
aromatics that, when excited by a 282.92 nm light source, will fluoresce at a wavelength that can 
be transmitted through at 310±2 nm (10±2 nm FWHM) bandpass filter, while FACE C, F, G, and 
J must contain relatively higher concentrations of said aromatics. Given that DHA, SFC, and FIA 
provide only a limited overview of the hydrocarbon constituents that comprise FACE A, C, F, G, 
and J, it is difficult to isolate the single aromatic species that is causing the interference during 
OH-PLIF measurements, although the aforementioned studies suggest that an A2 aromatic species, 
such as naphthalene, may be the culprit.   
 Although PAH-PLIF signals may inevitably be captured when detecting at 308 nm, these 
signals may not necessarily be interfering with that of OH-radicals. That is, given that PAH species 
exist on the fuel side of the reaction front in a diffusion flame, while peak OH concentrations exist 
on the oxidizer side of the reaction front (especially for Zst<0.5), it reasons that PAH concentrations 
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are negligible at the location of peak OH concentration. Figure 39, for example, illustrates a typical 
axial PLIF profile detected during OH-PLIF, i.e., detecting at 310±2 nm bandpass filter. As 
previously discussed, the peak nearest the fuel nozzle is attributed to PAH fluorescence, while that 
nearest the oxidizer nozzle is attributed to OH fluorescence. The presence of two distinct peaks 
allows for the one corresponding to OH-PLIF to be easily isolated and used to establish an FRD.  
 
 
Figure 39. Sample PLIF signal imaged through a 310±2 nm (10±2 nm FWHM) bandpass filter during OH-PLIF 
measurements. 
4.3.  Effects of reactant concentration and strain rate on peak PLIF/LII signal location 
 Although peak locations of LII, OH-, and PAH-PLIF signals are of greater interest, Fig. 40 
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been intentionally truncated to isolate the peak corresponding to OH-PLIF (cf. Fig. 39). The 
locations of peak LII, 308, 334, 400, 450, and 492 nm, signals are summarized in Fig. 41 and Fig. 
42 for FACE G and FACE J, respectively. The location of peak signal was determined for each of 
the 25 images that comprise a given test, and the resulting standard deviation was used to represent 
the error bars shown. Note, however, that the error bars on the LII curves are different than those 
used in Figs. 28 and 29, which represented the uncertainty of both LII peak signal and OH-PLIF 
peak signal. To avoid redundancy, readers are encouraged to revisit Section 3.5 for detailed 
information on the location of peak LII signal with respect to peak OH-PLIF signal.  
 
Figure 40. Sample PLIF and LII profiles from FACE J flames (Xf=0.0078, XO2=0.49) at strain rates of (a)356 s-1, (b) 
427 s-1, (c) 498 s-1, and (d) 570 s-1.  
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equipment and burner facility used by Ref. [110] is the same as those used in the current study, 
although the fuels, reactant concentrations, and strain rates are different.) Referring to Fig. 41 and 
Fig. 42, LII signals typically peak above all PAH-PLIF signals, which is consistent with the 
findings of Singh and Sung [110]. The current findings demonstrate further agreement with those 
of Singh and Sung [110], as PAH-PLIF signals detected at 334 nm were also found to peak at the 
lowest axial height. However, the peak locations of PAH-PLIF signals detected at 400, 450, and 
492 nm shown in Figs. 41 and 42 are less consistent with the findings of Singh and Sung [110]. 
Specifically, using neat hydrocarbon components, Singh and Sung [110], found that the locations 
of peak LII and PAH-PLIF signals adhered the following progression (from lowest to highest axial 
position): 334 nm, then 400 nm, then 450 nm, then 492 nm, then LII. In FACE G flames, peak 400 
nm signal consistently occurred above peak 334 nm signal and below peak 450 and 492 nm signals, 
which is consistent with the aforementioned ranking from Ref. [110]. However, this trend was 
only observed in FACE J flames for the highest reactant concentration case, i.e., Xf=0.078, 
XO2=0.49. In addition, a clear distinction between the peak locations of 450 and 492 nm signals 
was neither observed in FACE J nor FACE G. Overall, though, the trends observed for complex 
fuels in the current study demonstrate modest agreement with the trends observed for pure 
hydrocarbon fuels in Ref. [110], which is expected considering SF flames (!"# < 0.5) were studied 
in both.  
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Figure 41. Locations of peak LII, OH-, and PAH-PLIF signals in FACE G flames for reactant concentrations of (a) 
Xf=0.078, XO2=0.49, (b) Xf=0.070, XO2=0.45, and (c) Xf=0.063, XO2=0.41. 
 
Figure 42 Locations of peak LII, OH-, and PAH-PLIF signals in FACE J flames for reactant concentrations of (a) 
Xf=0.078, XO2=0.49, (b) Xf=0.070, XO2=0.45, and (c) Xf=0.063, XO2=0.41. 
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 According to Singh and Sung [110], the peak location of the 334 nm signal is indicative of 
the inception stage of the soot formation process, as peak signal corresponds to peak concentrations 
of 2- and 3-ringed aromatic species. Furthermore, Singh and Sung [110] argued that, since PAH 
species peak on the fuel side of the fv,,max location for all cases investigated, PAH species must 
grow as they approach peak fv,max from the fuel nozzle. Specifically, they claimed that sequential 
peaks of the 334 nm, 400 nm, 450 nm, 492 nm, and, ultimately, LII signals suggest that PAH 
species are growing and ultimately forming soot as they move away from the fuel nozzle. Such an 
explanation seems logical and, given that the current results demonstrate decent agreement with 
those of Singh and Sung [110], one might argue that the current results substantiate those of Singh 
and Sung [110]. (Although the peak locations observed in the current work do not agree perfectly 
with those of Ref. [110], the general trends are present and the discrepancies are likely attributed 
to differences in strain rate, i.e., a strain rate of 57 s-1 was used in Ref [110], while the minimum 
strain rate of 356 s-1 was used in the current study. Furthermore, real fuels were investigated in the 
current study, while neat fuels were investigated in Ref. [110].) However, the explanation proposed 
by Singh and Sung contradicts that proposed by Kang et al. [140]. Namely, Kang et al. [140] 
argued that the explanation proposed by Singh and Sung describes the behavior of an SFO flame, 
not an SF flame. Figure 43 was adapted from Ref. [49] to illustrate this point. (Readers are 
encouraged to review Ref. [49] for a detailed discussion on soot growth in SF and SFO flames.) 
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Figure 43. Soot formation in (a) a soot formation (SF) flame, and (b) a soot formation-oxidation (SFO) flame. Figure 
adapted from Ref. [49].  
 Given the dubious nature of PAH-PLIF results, it is possible that Singh and Sung [110] 
were misled by their experimental findings. For example, although they acknowledged that PAH-
PLIF signals are sensitive to temperature and that signal intensity does not necessarily correlate 
with concentration, they only cautioned against making direct comparisons between PAH-PLIF 
signals of different detection wavelengths, e.g., a 334 nm signal being greater than a 400 nm signal 
does not guarantee that the concentration of A2 and A3 aromatic species is greater than that of A4 
aromatic species. However, Singh and Sung [110] fail to stress how temperature sensitivity, 
amongst other things, can influence the interpretation of signal intensity for an individual detection 
wavelength; in other words, is the axial location of peak signal intensity guaranteed to coincide 
with the axial location of peak aromatic concentration?  
 According to a recent study by Zhang et al. [141], the quantum yields of naphthalene (A2), 
phenanthrene (A3), and pyrene (A4) were found to decrease monotonically with increasing 
temperature. Specifically, Zhang et al. [141] analyzed the fluorescent signals of various aromatic 
species in an optical cell for temperatures ranging from 673 to 1373 K and then extrapolated the 
results to estimate the quantum yields at flame-relevant temperatures, as shown in Fig. 44. The 
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result of Zhang et al. [141] are significant because a) they demonstrated that the high temperature 
gradients within counterflow flames can produce PAH-PLIF signal profiles that are easily 
misconstrued, and b) the quantum yields of different, yet similar-sized, aromatic species 
demonstrate different sensitivities to changes in temperature.  
As an example of how temperature gradients can distort the correlation between PAH-PLIF 
signals and aromatic concentrations, refer back to the PAH-PLIF profiles depicted in Fig. 40a. At 
an axial height of 2 mm, the PAH signal detected at 400 nm begins to increase, and then the signal 
peaks at an approximate height of 3 mm, suggesting that 3 mm corresponds to the axial location 
of peak A4 aromatic concentration. For the sake of argument, assume that a high temperature 
gradient exists between 3 and 4 mm and that all of the signal detected at 400 nm can be attributed 
to pyrene. If this were indeed the case, then the observed signal peak might actually be an artificial 
representation of peak pyrene concentrations. That is, if the rate at which fluorescent signal 
increases due to increases in pyrene concentration is less than the rate at which fluorescent signal 
decreases due to increases in temperature, then the measured fluorescent yield will decrease, 
potentially creating an artificial peak. Thus, it reasons that pyrene concentrations may peak at an 
axial height higher than 3 mm, possibly even at a location residing between peak LII signal and 
peak OH-PLIF signal, a hypothesis that would be supported by Kang et al. [140].   
Unfortunately, not only are the fluorescent yields of the aforementioned aromatics, and 
presumably other aromatics, temperature sensitive, but the degree of sensitivity differs between 
aromatics. Zhang et al. [141] found that naphthalene (A2) was substantially more temperature 
sensitive than phenanthrene (A3), as shown in Fig. 44. Since a 334 nm bandpass filter is expected 
to capture the fluorescent signals of both A2 and A3 aromatic species, the different temperature 
sensitivities make the interpretation of the current PAH-PLIF data even more convoluted. In 
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general, since a given detection wavelengths captures the fluorescent signals of multiple aromatic 
species, and since aromatic species, even those of similar size, have different temperature 
sensitivities, the axial locations of peak 334, 400, 450, and 492 nm signals cannot be interpreted 
as locations of peak concentration of different sized aromatics.  
 
Figure 44. Normalized fluorescent quantum yields of several aromatic species; solid markers represent experimental 
data points, while solid and dashed lined represent model fitting and predicting results, respectively. Figure adapted 
from Ref. [140].  
In summary, the work of Ref. [141] suggested that the quantum yields of aromatic species 
decrease monotonically with increasing temperature and that the rate at which quantum yields 
decrease is not constant for all aromatic species. Thus, the peak PAH-PLIF locations illustrated in 
Figs. 41 and 42 cannot be correlated to locations of peak PAH concentration with any degree of 
confidence. One consequence of this discovery, however, is that the current data cannot be used 
to validate or refute the claims of Kang et al. [140]; in other words, the current study is unable to 
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conclude whether soot grows in the manner depicted in Fig. 43a or in the manner proposed by 
Singh and Sung [110]. However, these limitations do not necessarily suggest that the current PAH-
PLIF study was entirely futile. That is, since PAH-PLIF intensities decrease monotonically with 
temperature, and since temperature is expected to increase monotonically between the exit of the 
fuel nozzle and the flame front, the detected peak locations represent the lowest axial height at 
which peak PAH concentration can exist. From a numerical perspective, the current PAH-PLIF 
data can nonetheless be used to help validate soot models. For this reason, the axial locations (in 
flame space) of all LII, OH-, and PAH-PLIF peak signals have been summarized in Tables 6 and 
7.  
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Table 6. Axial locations of peak LII, OH-, and PAH-PLIF signals in FACE G flames in flame space. 
 
OH-PLIF: 308 nm 4.04 ± 0.13 mm 4.12 ± 0.15 mm 4.04 ± 0.16 mm
LII -0.54 ± 0.11 mm -0.73 ± 0.11 mm -0.85 ± 0.09 mm
PAH-PLIF: 492 nm -0.77 ± 0.13 mm -1.00 ± 0.07 mm -0.96 ± 0.09 mm
PAH-PLIF: 450 nm -0.92 ± 0.06 mm -1.00 ± 0.08 mm -0.88 ± 0.10 mm
PAH-PLIF: 400 nm -1.04 ± 0.09 mm -1.12 ± 0.07 mm -1.08 ± 0.08 mm
OH-PLIF: 308 nm 4.15 ± 0.11 mm 4.12 ± 0.14 mm 4.10 ± 0.14 mm
LII -0.81 ± 0.11 mm -0.81 ± 0.10 mm -0.44 ± 0.85 mm
PAH-PLIF: 492 nm - - - - - -
PAH-PLIF: 450 nm - - - - - -
PAH-PLIF: 400 nm - - - - - -
OH-PLIF: 308 nm 4.27 ± 0.10 mm 4.12 ± 0.12 mm 4.15 ± 0.12 mm
LII -0.77 ± 0.11 mm -0.73 ± 0.12 mm -0.27 ± 0.85 mm
PAH-PLIF: 492 nm -0.77 ± 0.13 mm -0.81 ± 0.10 mm -0.88 ± 0.08 mm
PAH-PLIF: 450 nm -0.88 ± 0.14 mm -0.85 ± 0.09 mm -0.92 ± 0.09 mm
PAH-PLIF: 400 nm -1.12 ± 0.13 mm -1.15 ± 0.10 mm -1.08 ± 0.16 mm
OH-PLIF: 308 nm 4.25 ± 0.10 mm 4.15 ± 0.11 mm 4.13 ± 0.12 mm
LII -0.67 ± 0.10 mm -0.58 ± 0.13 mm -0.21 ± 0.72 mm
PAH-PLIF: 492 nm - - - - - -
PAH-PLIF: 450 nm - - - - - -
PAH-PLIF: 400 nm - - - - - -
OH-PLIF: 308 nm 4.23 ± 0.10 mm 4.19 ± 0.10 mm 4.12 ± 0.12 mm
LII -0.54 ± 0.10 mm -0.46 ± 0.12 mm -0.62 ± 0.24 mm
PAH-PLIF: 492 nm -0.73 ± 0.09 mm -0.88 ± 0.05 mm -0.73 ± 0.06 mm
PAH-PLIF: 450 nm -0.77 ± 0.06 mm -0.88 ± 0.07 mm -0.73 ± 0.05 mm
PAH-PLIF: 400 nm -0.92 ± 0.06 mm -1.08 ± 0.07 mm -1.27 ± 0.16 mm
OH-PLIF: 308 nm 4.25 ± 0.14 mm 4.25 ± 0.11 mm 4.19 ± 0.11 mm
LII -0.33 ± 0.11 mm -0.71 ± 0.13 mm -0.31 ± 0.70 mm
PAH-PLIF: 492 nm - - - - - -
PAH-PLIF: 450 nm - - - - - -
PAH-PLIF: 400 nm - - - - - -
OH-PLIF: 308 nm 4.27 ± 0.17 mm 4.31 ± 0.12 mm 4.27 ± 0.10 mm
LII -0.46 ± 0.10 mm - - - -
PAH-PLIF: 492 nm -0.65 ± 0.09 mm -0.69 ± 0.10 mm -0.73 ± 0.08 mm
PAH-PLIF: 450 nm -0.62 ± 0.05 mm -0.73 ± 0.05 mm -0.73 ± 0.04 mm
PAH-PLIF: 400 nm -0.88 ± 0.09 mm -0.85 ± 0.07 mm -0.88 ± 0.28 mm
Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
Xf = 0.063 | XO2 = 0.41
Xf = 0.063 | XO2 = 0.41
K = 534 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
K = 570 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45
FACE G
K = 356 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45
K = 498 s-1
Xf = 0.063 | XO2 = 0.41
K = 391 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
K = 427 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
K = 463 s-1
Xf = 0.078 | XO2 = 0.49
 114 
Table 7. Axial locations of peak LII, OH-, and PAH-PLIF signals in FACE J flames. 
 
OH-PLIF: 308 nm 4.00 ± 0.14 mm 3.92 ± 0.14 mm 4.08 ± 0.11 mm
LII -0.52 ± 0.11 mm -0.37 ± 0.11 mm - -
PAH-PLIF: 492 nm -0.92 ± 0.07 mm -0.92 ± 0.06 mm -1.04 ± 0.08 mm
PAH-PLIF: 450 nm -0.92 ± 0.07 mm -0.92 ± 0.07 mm -1.08 ± 0.08 mm
PAH-PLIF: 400 nm -1.00 ± 0.07 mm -0.92 ± 0.07 mm -1.08 ± 0.07 mm
OH-PLIF: 308 nm 4.12 ± 0.12 mm 3.96 ± 0.14 mm - -
LII -0.49 ± 0.11 mm -0.10 ± 0.10 mm - -
PAH-PLIF: 492 nm - - - - - -
PAH-PLIF: 450 nm - - - - - -
PAH-PLIF: 400 nm - - - - - -
OH-PLIF: 308 nm 4.23 ± 0.10 mm 4.00 ± 0.13 mm 4.27 ± 0.10 mm
LII -0.45 ± 0.11 mm -0.56 ± 0.12 mm - -
PAH-PLIF: 492 nm -0.85 ± 0.11 mm -0.85 ± 0.09 mm -0.92 ± 0.08 mm
PAH-PLIF: 450 nm -0.88 ± 0.12 mm -0.88 ± 0.08 mm -0.85 ± 0.13 mm
PAH-PLIF: 400 nm -0.96 ± 0.10 mm -0.92 ± 0.06 mm -1.00 ± 0.22 mm
OH-PLIF: 308 nm 4.23 ± 0.10 mm 4.12 ± 0.12 mm - -
LII -0.45 ± 0.10 mm -0.68 ± 0.13 mm - -
PAH-PLIF: 492 nm - - - - - -
PAH-PLIF: 450 nm - - - - - -
PAH-PLIF: 400 nm - - - - - -
OH-PLIF: 308 nm 4.23 ± 0.11 mm 4.23 ± 0.11 mm 4.15 ± 0.12 mm
LII -0.48 ± 0.10 mm - - - -
PAH-PLIF: 492 nm -0.77 ± 0.12 mm -0.92 ± 0.09 mm -0.88 ± 0.15 mm
PAH-PLIF: 450 nm -0.77 ± 0.16 mm -0.92 ± 0.12 mm -0.85 ± 0.13 mm
PAH-PLIF: 400 nm -0.96 ± 0.10 mm -0.92 ± 0.19 mm -0.85 ± 0.44 mm
OH-PLIF: 308 nm 4.27 ± 0.10 mm - - - -
LII -0.79 ± 0.11 mm - - - -
PAH-PLIF: 492 nm - - - - - -
PAH-PLIF: 450 nm - - - - - -
PAH-PLIF: 400 nm - - - - - -
OH-PLIF: 308 nm 4.31 ± 0.09 mm 4.31 ± 0.09 mm 4.23 ± 0.11 mm
LII -0.72 ± 0.10 mm - - - -
PAH-PLIF: 492 nm -0.69 ± 0.09 mm -0.85 ± 0.07 mm -0.81 ± 0.08 mm
PAH-PLIF: 450 nm -0.73 ± 0.06 mm -0.81 ± 0.06 mm -0.81 ± 0.07 mm
PAH-PLIF: 400 nm -0.92 ± 0.08 mm -0.88 ± 0.08 mm -0.85 ± 0.09 mm
K = 498 s-1
K = 463 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
K = 570 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
K = 534 s-1
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
FACE J
K = 391 s-1
K = 356 s-1
K = 427 s-1
Xf = 0.063 | XO2 = 0.41Xf = 0.070 | XO2 = 0.45Xf = 0.078 | XO2 = 0.49
Xf = 0.078 | XO2 = 0.49 Xf = 0.070 | XO2 = 0.45 Xf = 0.063 | XO2 = 0.41
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4.4.  Limitations of PAH-PLIF extinction technique 
 In the current study, the feasibility of using PAH-PLIF to determine the extinction limits 
of PAH species as a function of strain rate was investigated. Specifically, since different detection 
wavelengths correspond to different sized PAH species, the objective was to determine whether or 
not PAH-PLIF could be used to identify the strain rate extinction limits of different sized PAH 
species for a given reactant concentration case and fuel type. The experimental setup of PAH-PLIF 
extinction measurements was identical to that or the normal PAH-PLIF measurements (see Fig. 
16). Note that all of the limitation of PAH-PLIF discussed in Section 2.4.1 are also relevant to 
PAH extinction limits.  
 As was discussed in Section 2.6, the objective of the current extinction measurements was 
to determine the strain rates at which different PAH-PLIF signals become negligibly small for 
given reactant concentrations. Unfortunately, two critical flaws rendered this method ineffective, 
at least for the FACE gasolines investigated in the current study. The first limitation is that 
preexisting aromatic species in FACE gasolines make it difficult to discern when extinction occurs; 
the second limitation, as was discussed in detail in the previous section, is that the quantum yields 
of PAH species are highly temperature-dependent, which further inhibits the ability to identify 
when extinction occurs. 
 The limitations of PAH-PLIF extinction measurements in FACE gasolines are best 
illustrated in Fig. 37. Namely, Fig. 37 depicts non-reacting PAH-PLIF signals for FACE A, C, F, 
G, and J, and it is clear that the aromatic species native to these fuels produce a substantial amount 
of fluorescence, especially at the lower detection wavelengths. Given that a) the non-reacting PLIF 
signals detected at 334 and 400 nm were significantly higher than those detected at 450 nm and 
492 nm, and b) DHA data indicated that the fuels contained only limited, if any, large PAH species, 
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e.g., C12 and larger aromatics, extinction measurements initially only seemed feasible for 450 and 
492 nm detection wavelengths. However, even if fuels with minimal amounts of pre-existing 
aromatics were tested, extinction measurements would remain limited, as temperature sensitivities 
would effectively mask the presence of PAH species in the high-temperature regions. In layman’s 
terms, even if no signal is detected during PAH-PLIF measurements, non-negligible PAH species 
may still be present.  
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Chapter 5: Flow field characterization with PIV 
5.1.  Introduction 
 During PIV measurements, a total of five global strain rate cases were analyzed, namely 
427, 463, 498, 534, and 570 s-1 (recall that 356 and 391 s-1 cases could not be analyzed due to 
nebulizer limitations). These strain rate values represent the analytical method frequently used to 
quantify the flow field in a counterflow flame. That is, various sources, e.g., [34], [35], [55], [110], 
use Eq. 25 as an analytical expression for global strain rate, which can be used as a metric to 
represent the relative residence times within a counterflow flame. However, the counterflow LII 
studies found in literature seldom include experimental strain rate results to substantiate the 
validity of their reported analytical strain rate values. To best ensure that the LII results used to 
validate soot models are accompanied by accurate strain rate values, PIV results were used to 
evaluate the agreement between analytically-determined (global) strain rate values and 
experimentally-determined local strain rate values. Furthermore, the current results were also used 
to determine whether or not a single strain rate value, i.e., linear velocity gradient, could accurately 
describe the flow field within a counterflow flame. Due to time constraints, not all strain rate and 
reactant concentration cases were tested, and the flow field of FACE F was assumed to be equal 
to that of FACE G and FACE J for a given strain rate. A convergence study was conducted to 
verify that velocity measurements achieved adequate convergence. The convergence study also 
acted as a means of identifying regions of high uncertainty, i.e., where silicone droplets were being 
consumed by the flame. The current PIV results, when combined with LII and OH-PLIF results, 
provide numerical researchers with a comprehensive description of sooting counterflow flames 
that can be used to validate soot models.   
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5.2.  Global and local strain rates 
Figures 45 and 46 depict typical PIV seeding densities with the corresponding local 
velocity vectors for reacting and non-reacting cases, respectively. These figures are included to 
illustrate a) the density of vectors after data processing, and b) how the silicone droplets evaporate 
as they approach the flame front. Note that the flame-like shape shown in Fig. 45 is a result of 
chemiluminescence imaged through a 532 nm bandpass filter, and is not necessarily representative 
of the actual flame. Although velocity vectors corresponding to the fuel and oxidizer streams are 
separated in Fig. 45 by a vector-less gap, this gap was created through the intentional removal of 
high-uncertainty velocity vectors. That is, since the DantecStudio software outputted vectors for 
all axial heights within the specified region of interest, even for those where seeding density was 
negligible, a systematic method was required to isolate the artificial, high-uncertainty velocity 
vectors. Although these bad vectors were easily identified based on their magnitude and direction, 
a convergence study was utilized to confirm the axial height range in which velocity vectors were 
invalid.  
 
Figure 45. Sample reacting PIV results. 
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Figure 46. Sample non-reacting PIV results. 
 The convergence study results are illustrated in Figs. 47 and 48 for a non-reacting and 
reacting case, respectively. These figures are comprised of four subplots, each of which 
corresponds to a different residual cutoff value, i.e., 50%, 10%, 5%, and 1%. Note that residual 
values for a particular axial location were defined as (|*+−*-./| *-./⁄ ) ∗ 100, where *+ was 
velocity value after 4 image pairs and *-./ was the velocity value after the total number of image 
pairs (180); velocity convergence is assumed if (|*-5/−*-./| *-./⁄ ) ∗ 100 is less than 1%. In Fig. 
47, residual values are less than 1% at all axial locations except the two that coincide with the 
approximate location of the stagnation plane. Since velocity values near the stagnation plane are 
minimal compared to those at other axial locations, slightly higher residual values are expected. In 
general, these results suggest that 180 image pairs, which was the standard number of image pairs 
used for the current PIV measurements, was enough to achieve statistical convergence of velocity 
values at all axial locations for non-reacting cases. Referring to Fig. 48, however, there are several 
interrogation areas in which residual values are greater than the 1% cutoff. Specifically, Fig. 48d 
shows that the vectors corresponding to heights between approximately 3 and 4.5 mm did not 
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satisfy the convergence criteria, a result that was consistent with a visual inspection of these 
vectors. In subsequent figures, such as Fig. 49, data points corresponding high-uncertainty velocity 
vectors are omitted and the corresponding axial range is designated as the pre-flame range.   
 
Figure 47. Convergence study results visualized for residual cutoffs (red) of (a) 50%, (b) 10%, (c) 5%, and (d) 1% for 
the non-reacting FACE F case of K = 498 s-1, Xf = 0.070, XO2 = 0.45. 
 
Figure 48. Convergence study results visualized for residual cutoffs (red) of (a) 50%, (b) 10%, (c) 5%, and (d) 1% for 
the reacting FACE F case of K = 498 s-1, Xf = 0.070, XO2 = 0.45. 
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 Recall from Section 2.7.3 that the flow fields of FACE F were assumed to be equal to that 
of FACE G and FACE J for regions detectable by PIV, i.e., up until the pre-flame region where 
fuel-specific transport mechanisms, such as diffusion rates, become more important. Furthermore, 
the reactant concentration case of Xf=0.070 and XO2=0.45 was assumed to be representative of all 
reactant concentration cases; that is, since stoichiometric mixture fraction was constant across all 
reactant concentrations, reactant concentrations were assumed to have a small effect on the bulk 
flow of the counterflow configuration. Note that two tests were conducted to substantiate the 
validity of these operating assumption. Specifically, PIV tests were conducted for all three reactant 
concentrations using FACE F and a strain rate of 427 s-1 to support the assumption that reactant 
concentrations had a small effect on flow field. PIV tests were also conducted on FACE F, G, and 
J using a constant strain rate (498 s-1) and reactant concentrations (0.070, 0.45) to substantiate the 
second operating assumption. The results of these tests are summarized in Tables 10 and 11 of 
Appendix E.   
 Axial velocity profiles for reacting and non-reacting cases are shown in Figs. 49a and 49b, 
respectively. Figure 49 is of particular interest because it highlights that the presence of the flame 
has a significant effect on exit velocities and local velocity gradients. Furthermore, it highlights 
the limitations of using a single strain rate value to represent counterflow flames; that is, since the 
slope of the velocity profile is not constant, a single strain rate value, which suggests a constant 
velocity gradient, appears to be an inaccurate representation of the flow field. Note that error bars, 
which were quantified in Section 2.5.1, are omitted in Fig. 49 for clarity, but are included on 
subsequent figures. Before discussing these observations in detail, however, it is important to 
discuss how different local strain rate values are defined.  
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Figure 49. PIV results for (a) reacting and (b) non-reacting cases. 
Starting with non-reactive cases, three general local strain rate metrics were defined, 
namely KNR, KNR,ox, and KNR,f. Figure 50 illustrates how experimental PIV data is fitted to 
determine these local strain rate values.  Specifically, a linear regression analysis is applied to raw 
PIV data, e.g., Fig. 50a, to determine which data points produce a linear fit with a coefficient of 
regression closest to unity, e.g., Fig. 50b; the slope of the resulting line of best-fit represents KNR. 
Note that the fitting criteria was that a minimum of 5 data points were needed on either side of the 
stagnation plane for non-reacting cases, and 5 data points were needed on either side of the pre-
flame zone for reacting cases. 95% confidence bounds were established around each best-fit line 
and then fitted with lines representing the maximum and minimum strain rates that could exist 
within the confidence bounds, an example of which is shown in Fig. 50c; the slopes of these lines 
correspond to KNR,max and KNR,min, respectively. Local strain rate values were also determined for 
the fuel (KNR,f) and oxidizer (KNR,ox) sides of the stagnation plane for non-reacting cases, e.g., Fig. 
51. 95% confidence bounds were also established for the linear models used to determine KNR,f 
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(KNR,ox), and these confidence bounds were then used to determine the KNR,f,min (KNR,ox,min) and 
KNR,f,max (KNR,ox,max). 
 
 
Figure 50. Defining KNR, KNR,min, and KNR,max values for a sample non-reacting velocity profile. 
 
 
Figure 51. Defining KNR,ox and KNR,f for a sample non-reacting velocity profile. 
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Since the PIV data points corresponding to the flows from the fuel and oxidizer nozzles 
are divided by the flame zone in reacting cases (see Fig. 52), it is not possible to use a single strain 
rate value to represent the entire flow field. Thus, local strain rate values are determined separately 
for the fuel and oxidizer sides, i.e., KR,f and KR,ox, respectively. Following the procedure for the 
non-reacting cases, 95% confidence bounds, e.g., Fig. 52c, were also used to determine KR,f,min 
(KR,ox,min) and KR,f,max (KR,ox,max).  
 
 
Figure 52. Defining KR,ox and KR,f  for a sample reacting velocity profile. 
 
 The subplots in Fig. 53 highlight the differences between reacting and non-reacting 
velocity profiles for various analytical strain rates. For example, Fig. 53 shows that the exit 
velocities are generally higher for the non-reacting cases than for the corresponding reacting case, 
which suggests that the presence of a flame results in a thermal expansion effect. More specifically, 
the presence of a flame causes the radial velocity profile at the exit of the nozzle to change in a 
manner that decreases the axial velocity. Furthermore, Fig. 53 illustrates that, while the velocity 
gradients in non-reacting flows demonstrate good linearity near the stagnation plane, the velocity 
gradients in reacting flows demonstrate poor linearity near the flame region. According to Ref. 
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[123], however, such behavior is expected, as increasing temperatures in the thermal mixing layer 
causes the decelerating gases to accelerate before again decelerating as they approach the 
stagnation plane. To illustrate this point, a sample velocity profile for a non-premixed counterflow 
diffusion flames is shown in Fig. 54. (Note that the velocity and temperature profiles shown in Fig. 
54 were generated using CHEMKIN-PRO [142] for an ethylene flame and are solely intended to 
illustrate how temperate affects velocity.)  
 
Figure 53. Reacting and non-reacting velocity profiles for FACE F flames (0.070, 0.45) at analytical strain rates of 
(a) 463 s-1, (b) 498 s-1, (c) 534 s-1, and (d) 570 s-1.  
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Figure 54. Simulated velocity and temperature profiles of an ethylene counterflow diffusion flame. 
 Although Fig. 53 clearly illustrates the limitations of using a single analytical strain rate 
value to represent the flow field of a counterflow diffusion flame [49], a comparison of analytical 
and experimental strain rate values is nonetheless important. That is, since numerous LII results 
are reported without corresponding PIV results, e.g., [34], [35], [55], [89], an understanding of the 
discrepancies between analytical and experimental strain rate values can be used to update the 
strain rate information that accompanies pre-existing LII datasets, better ensuring that the 
numerical community uses high-fidelity datasets to validate their soot models. All experimental 
strain rate values and their corresponding analytical global strain rate values are summarized in 
Tables 8 and 9 for non-reacting and reacting flows, respectively. Recall that linear error 
propagation analysis was used to quantify the uncertainty of the analytical strain rate values (see 
Appendix A).  
The results shown in Tables 8 and 9 are plotted in Figs. 55 to help visualize the relationship 
between analytical and experimental strain rates. The length of the error bars shown in Fig. 55 on 
experimental data points are equal to the maximum difference between the nominal value and 
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either the corresponding minimum or maximum strain rate values, which were determined via 95% 
confidence bounds. Referring to Fig. 55, it is apparent that KR,F and KR,ox demonstrate good 
agreement at all strain rate conditions, yet poor agreement with KNR and K, which are consistently 
higher. However, the slopes of KR,f(K) and KR,ox(K) are approximately equal to that of KNR(K); 
that is, a linear regression model found the slopes of these trends to be 0.69, 0.79, 0.72, 
respectively. (Note that the slope of K(K) is equal to 1.) Although KR,f and KR,ox are appreciably 
less than K, KNR demonstrates good agreement with K. In general, though, these results suggest 
that the difference between analytical strain rate and experimental strain rate values increase as 
analytical strain rate increases. The equations depicted in Fig. 55 are included to facilitate the 
conversion of analytical strain rates, e.g., those reported in Refs. [34], [35], [55], [89], to 
experimental strain rates, although future work is needed to determine if these trends persist at 
lower strain rates, i.e., <427 s-1, as well as for other experimental configurations. In summary, 
quantifying strain rates analytically, i.e., via Eq. 25, fails to reproduce the local strain rate values 
determined via PIV measurements in reacting flow cases. While algebraic equations can be used 
to correct strain rate values determined via Eq. 25, additional work is needed to determine the 
applicability of these equations at lower strain rates.  
Although correcting analytical strain rate values may result in a more accurate 
representation of the flow field, this method remains limited due to the non-linear behavior of the 
velocity profile in reality. That is, a single strain rate value, even one that has been corrected, is an 
inaccurate representation of the axial velocity gradient of a counterflow flame, as the velocity 
gradient is not constant. Therefore, the best practice is to accompany all LII data with local velocity 
measurements. While adding PIV capabilities is neither trivial nor inexpensive, the resulting 
velocity data provides researches further information to validate soot models with a detailed 
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understanding of a sooting flame’s flow field, an understanding that is far more insightful than that 
provided from a single strain rate or exit velocity value. 
Table 8. Analytical and experimental strain rate results for non-reacting flows. 
 
 
Table 9. Analytical and experimental strain rate results for reacting flows. 
 
Strain rate type KNR KNR,min KNR,max KNR,ox KNR,ox,min KNR,ox,max KNR,f KNR,f,min KNR,f,max
Experimental strain rates (s-1) 461 444 479 449 417 482 444 419 469
Analytical global strain rate (s-1) 463±15 463±15 463±15 463±15 463±15 463±15 463±15 463±15 463±15
Percent difference (%) -0.4% -4.2% 3.4% -3.0% -10.5% 4.0% -4.2% -10.0% 1.2%
Strain rate type KNR KNR,min KNR,max KNR,ox KNR,ox,min KNR,ox,max KNR,f KNR,f,min KNR,f,max
Experimental strain rates (s-1) 491 474 507 483 463 504 464 439 489
Analytical global strain rate (s-1)  498±16  498±16  498±16  498±16  498±16  498±16  498±16  498±16  498±16
Percent difference (%) -1.5% -4.8% 1.7% -3.0% -7.2% 1.1% -7.1% -12.7% -1.8%
Strain rate type KNR KNR,min KNR,max KNR,ox KNR,ox,min KNR,ox,max KNR,f KNR,f,min KNR,f,max
Experimental strain rates (s-1) 516 496 535 512 495 528 483 452 513
Analytical global strain rate (s-1) 534±17 534±17 534±17 534±17 534±17 534±17 534±17 534±17 534±17
Percent difference (%) -3.5% -7.3% 0.2% -4.3% -7.6% -1.1% -10.1% -16.7% -3.9%
Strain rate type KNR KNR,min KNR,max KNR,ox KNR,ox,min KNR,ox,max KNR,f KNR,f,min KNR,f,max
Experimental strain rates (s-1) 539 524 554 538 519 557 523 484 562
Analytical global strain rate (s-1) 570±18 570±18 570±18 570±18 570±18 570±18 570±18 570±18 570±18
Percent difference (%) -5.6% -8.5% -2.9% -5.7% -9.4% -2.2% -8.6% -16.4% -1.4%
FACE F | Non-reacting | K = 463±15 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Non-reacting | K = 498±16 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Non-reacting | K = 534±17 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Non-reacting | K = 570±18 s-1 | Xf = 0.070 | XO2 = 0.45
Strain rate type KR,ox KR,ox,min KR,ox,max KR,f KR,f,min KR,f,max
Experimental strain rates (s-1) 364 342 385 369 336 401
Analytical global strain rate (s-1) 427±14 427±14 427±14 427±14 427±14 427±14
Percent difference (%) -16.0% -22.0% -10.4% -14.7% -23.7% -6.4%
Strain rate type KR,ox KR,ox,min KR,ox,max KR,f KR,f,min KR,f,max
Experimental strain rates (s-1) 386 365 407 389 343 435
Analytical global strain rate (s-1) 463±15 463±15 463±15 463±15 463±15 463±15
Percent difference (%) -18.1% -23.8% -12.8% -17.3% -29.8% -6.2%
Strain rate type KR,ox KR,ox,min KR,ox,max KR,f KR,f,min KR,f,max
Experimental strain rates (s-1) 420 396 443 419 385 453
Analytical global strain rate (s-1)  498±16 396  498±16  498±16  498±16  498±16
Percent difference (%) -17.1% -22.8% -11.7% -17.2% -25.6% -9.5%
Strain rate type KR,ox KR,ox,min KR,ox,max KR,f KR,f,min KR,f,max
Experimental strain rates (s-1) 450 421 479 444 402 487
Analytical global strain rate (s-1) 534±17 534±17 534±17 534±17 534±17 534±17
Percent difference (%) -17.1% -23.7% -10.9% -18.3% -28.2% -9.3%
Strain rate type KR,ox KR,ox,min KR,ox,max KR,f KR,f,min KR,f,max
Experimental strain rates (s-1) 473 446 499 464 429 499
Analytical global strain rate (s-1) 570±18 570±18 570±18 570±18 570±18 570±18
Percent difference (%) -18.7% -24.4% -13.2% -20.4% -28.2% -13.2%
FACE F | Reacting | K = 570±18 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Reacting | K = 427±14 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Reacting | K = 463±15 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Reacting | K = 498±16 s-1 | Xf = 0.070 | XO2 = 0.45
FACE F | Reacting | K = 534±17 s-1 | Xf = 0.070 | XO2 = 0.45
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Figure 55. Experimental strain rates versus analytical strain rates for reacting and non-reacting flows. Length of 
error bars for PIV results equal to the maximum difference between nominal value and either the corresponding 
minimum or maximum strain rate, as determined via 95% confidence bounds. 
  
5.3.  Axial velocity, soot volume fraction, and OH-PLIF profiles 
 One of the primary objectives of the current study was to compile a comprehensive soot 
database that could be used to validate soot models, and this was accomplished via a three-pronged 
approach. First, LII was used to quantify soot yield as a function of fuel type, strain rate, and 
reactant concentrations. Second, OH-PLIF was used to establish a flame reference domain that 
was shown to be more universal than a domain where the fuel nozzle was the reference point. And 
third, PIV was used to determine axial velocities, as analytical strain rate and exit velocity values 
do not provide numerical researchers with sufficient information to adequately reproduce the flow 
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fields. Figure 56 is included to help readers visualize the marriage of all three datasets, as well as 
to help visualize the uncertainty that accompanies each dataset. For those looking to use the current 
data to validate soot models, however, the PIV and LII results shown in Fig. 56 are tabulated in 
Appendix 5; the locations of peak LII and OH-PLIF signals for FACE G and FACE J can be found 
in Tables 6 and 7, respectively; fv,max values can be found in Section 3.5. 
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Figure 56. Visualizing LII, OH-PLIF, and PIV results for FACE G (rows 1 and 2) and FACE J (rows 3 and 4) flames; columns 1 through 5 correspond to strain rates of 427, 463, 
498, 534, and 570 s-1, respectively; rows 1 and 3 correspond to the reactant concentration case of (0.078, 0.49); rows 2 and 4 correspond to the reactant concentration case of 
(0.070, 0.45.)
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Chapter 6: Conclusions and Future Work 
6.1.  Conclusions 
 Despite strong growth in the renewable energy and electric vehicle markets, petroleum-
based fuels are projected to remain relevant for the foreseeable future. In order to combat the 
undeniable detriments of hydrocarbon combustion, such as particulate emissions and greenhouse 
gases, the molecular composition of commercial-grade fuels must be altered to better ensure clean 
combustion, while, in parallel, engines must also be made more efficient. That is, petrochemical 
processes must be modified to produce cleaner-burning fuels and combustion technology, e.g., IC 
engines, must be revolutionized to further facilitate the reduction of unwanted combustion 
byproducts. In the current study, the sooting propensities of several FACE gasolines were 
investigated in attempts to provide the combustion community with reference data for soot model 
and surrogate fuel validation. Furthermore, the current thesis provides a detailed description of the 
experimental limitations of conducting LII, PAH-, and OH-PLIF measurements on complex liquid 
fuels in counterflow diffusion flames. What follows is a chronological summary of the key 
experimental findings discussed in this thesis. 
 In Chapter 3, the sooting propensities of FACE gasolines A, C, F, G, and J were analyzed 
as a function of strain rate and reactant concentration. However, due to the vast differences in soot 
yield amongst the different fuels, a detailed LII analysis could only be applied to FACE G and 
FACE J. That is, while the high soot yields of FACE G and FACE J flames resulted in an 
appreciable amount of LII signal, minimal LII signal was detected from FACE F flames under the 
same test conditions; FACE A and C flames were omitted entirely from the soot study due to their 
negligible soot production over the conditions investigated. LII results satisfying the soot volume 
fraction cutoff criteria, i.e., >7x10-9, were consistent with literature, as fv,max was found to decrease 
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monotonically with increasing strain rate and decreasing reactant concentration. Unfortunately, 
though, low LII signals from FACE J flames limited the analysis of fv,max as a function of reactant 
concentration and strain rate to FACE G flames. The LII results from FACE G flames did, 
however, demonstrate that normalized fv,max values decrease by an approximately fixed percentage 
as reactant concentrations (Xf, XO2) decrease from (0.078, 0.49) to (0.070, 0.45), and from (0.070, 
0.45) to (0.063,0.41).  
Despite these clear trends, though, experimental results were unable to produce a definitive 
trend describing the axial location of fv,max with respect to peak OH-PLIF signal, i.e., the location 
of fv,max in flame space, as a function of strain rate. Regarding the correlation between sooting 
propensities and fuel characteristics, two primary conclusions were made. The first conclusion was 
that the sooting propensity of FACE F was substantially less than that of FACE G and FACE J 
because its effective aromatic content, i.e., the aromatic content of species ≥C9, was substantially 
less than those of FACE G and FACE J. The second conclusion was that effective aromatic content 
is better than aromatic content at predicting fv,max, although additional studies are required to 
extended this generalization to lower strain rate (and/or higher reactant concentration) cases.  
While Chapter 3 focused on practical experimental results, the focus of Chapter 4 was on 
the experimental limitations of OH- and PAH-PLIF measurements in complex (real) liquid fuel 
flames. Namely, the use of aromatic-rich liquid fuels, as compared to neat fuels such as ethylene, 
was found to complicate OH-PLIF measurements as a result of increased PAH interference. 
Although PAH-PLIF signal was easily differentiated from OH-PLIF signal due to the inherent 
structure of counterflow flames, i.e., PAH species present in the fuel predominately exist outside 
the reaction front, while peak OH concentrations are expected to within the flame reaction zone, 
differentiating between OH- and PAH-PLIF signals in other flame environments is predicted to be 
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less plausible. For example, the current results suggest that OH-PLIF measurements in a swirling 
flame would be futile, as the detected signal could correspond to OH species, PAH species, or 
both–assuming that a real fuel, such as Jet-A or gasoline, is used. In summary, these results suggest 
that OH-PLIF can be applied to aromatic-rich fuels in some planar flame configurations, but cannot 
be applied to flame configurations in which OH-PLIF signals cannot be definitively differentiated 
from PAH-PLIF signals.  
Chapter 4 also discussed why PAH-PLIF signal is a poor indicator of PAH concentrations 
Specifically, the PAH-PLIF results presented in Chapter 4 demonstrated how researchers can be 
misled into thinking that axial PAH-PLIF profiles can be used to identify the location of peak PAH 
concentrations when, in reality, the quantum yields of different PAH species are too temperature-
dependent to make such claims. The varying temperature sensitivities of PAH species also 
eliminate the feasibility of using PAH-PLIF as a means of determining PAH extinction limits. 
In Chapter 5, experimental PIV results demonstrated the inability of analytical strain rate 
calculations to predict local strain rates within counterflow flames. That is, although analytical 
calculations provide a crude estimate of the local strain rates in counterflow flames, it is ultimately 
erroneous to represent the velocity gradients as linear. In response, the current findings suggest 
that the standard practice of all soot studies in counterflow flames should be to accompany LII 
results with local velocity measurements, as analytical descriptions of the velocity field are to be 
used with caution. PIV and laser doppler velocimetry (LDV) are the recommended diagnostics for 
measuring local velocity fields, although the spatial resolution of PIV is superior to that of LDV, 
i.e., two-dimensional versus point measurement, respectively.  
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6.2.  Future work 
6.2.1.  Quantifying uncertainty in LII calibration constant 
 Since the uncertainty of the LII calibration process was not investigated in the current 
study, future work is needed to quantify the uncertainty of calibrating LII using the LE method.  
As was discussed in Section 3.2, our colleagues at BUAA School of Energy and Power 
Engineering are planning on conducting an experiment to quantify the uncertainty of the LE/LII 
calibration process. Specifically, their primary goal is to investigate the repeatability of the LII 
correction coefficient as a function of flame configuration. Given the large temperature gradients 
within counterflow flames, it is possible that excessive beam steering may negatively impact the 
effectiveness of the LE calibration method, as compared to other flame configurations, e.g., a 
McKenna burner. Upon completion, their experimental results will be able to answer the following 
questions:  
1) How does repeatability (standard deviation) of the LE calibration method change as a 
function of flame configuration, e.g., counterflow flame versus coflow flame versus 
McKenna burner?  
2) How does repeatability (standard deviation) of the LE calibration method change as a 
function soot load? 
3) How many trials are necessary to achieve an acceptable level of convergence? Does this 
number change as a function of flame configuration/soot load?  
6.2.2.  Modifying experimental test matrix 
 As was discussed in Section 2.7.1, the current exponential test matrix was created to 
accommodate the wide range of PAH-PLIF signal intensities. By doing so, flame conditions were 
inadvertently chosen that were not conducive to soot formation for all FACE gasolines. Thus, 
 136 
future work should evaluate reactant concentrations that will result in greater soot yields, e.g., 
Xf>0.078. Furthermore, future work should also investigate the sooting propensities of FACE 
gasolines at lower strain rates, e.g., K<356s-1. Note, however, that adequate seeding density will 
become a challenge for the fuel stream, as lower strain rates translate to lower volumetric flow 
rates through the fuel stream nebulizer. Although the current experimental setup may be unable to 
perform PIV measurements on liquid fuel flames at low strain rates, e.g., <200 s-1, PIV 
measurements may be feasible for gaseous fuels at low strain rates since nitrogen does not need to 
be directed away from the nebulizer to facilitate the atomization and transport of gaseous fuels.  
 The rigor of the current experimental setup could be further improved by using solid 
seeding particles instead of silicone oil for PIV measurements. That is, since silicone oil evaporates 
in the pre-flame regions, silicone oil PIV is unable to resolve the velocity field near the flame. If 
solid particles capable of surviving flame temperatures, such as alumina oxide, are used instead of 
silicone oil, then the velocity field near the flame will be resolved. Note, however, that care must 
be taken to ensure that the velocity of the seeding particles match that of the gas, especially in the 
high-temperature regions. For example, Wang et al. [123] found that thermophoretic forces can 
cause the velocity of seeding particle to deviate from that of the gas in the thermal mixing layer, 
indicated that PIV results must be corrected to account for temperature-induced particle 
acceleration. (Note that thermophoretic forces are assumed to be irrelevant in the current study, as 
silicone oil particles are unable to reach the high-temperature regions where these forces are the 
most significant.) Although using solid seeding particles may require additional data 
postprocessing, the ability to resolve the velocity field in the high-temperature regions of the 
counterflow flame is especially important because it reveals the location of the stagnation plane.  
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6.2.3.  PIV characterization of counterflow 
In Section 3.5, the limitations of reporting the axial location of fv,max values with respect to 
the fuel nozzle were introduced through a discussion on how the outer radial portions of a 
counterflow flame can interact with the upper/lower flanges of the burner assembly. Namely, 
counterflow flames appear to interact with the burner assembly in a manner that can change the 
axial location at which fv,max occurs, although the resulting changes were deemed to have a 
negligible effect on a) local strain rates (in flame space), b) flame structure, and c) fv,max. To 
demonstrate the interactions between the flame and the burner assembly, the flow rate of the 
oxidizer stream coflow was varied. Specifically, a non-reacting, particle-seeded flow was imaged 
with the oxidizer stream coflow valve closed, partially open, and fully open. (Note that fuel and 
oxidizer stream coflow flow rates were held constant for all other tests in the current study.)  
As shown in Fig. 57a, the oxidizer stream appears to anchor to the upper flange when the 
oxidizer coflow is off. Conversely, Fig. 57c shows that the oxidizer stream anchors to the lower 
flange when the oxidizer coflow is fully open. When the coflow is partially open, however, the 
oxidizer flow is anchored to neither the upper nor the lower flange (Fig. 57b). In general, the 
location of the stagnation plane appeared stable when the flow was anchored to either flange, yet 
considerably unstable when it was unanchored; this instability is captured in Fig. 57b, where the 
outer regions of the flame demonstrate sinusoidal-like behavior. Furthermore, the non-reacting 
flow seemed to prefer being anchored and would often switch from an unanchored state to an 
anchored state even without adjustments to the coflow. Other observations included that the axial 
location of stagnation plane was considerably lower when the flow was anchored to the lower 
flange than when it was anchored to the upper flange; however, the axial location of the stagnation 
plane remained relatively unchanged once the flow became anchored to either the upper or lower 
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flange regardless of coflow flow rate. As expected, the above behavior was also observed in 
reacting flows (see Fig. 58), although the behavior was easier to image for non-reacting cases. 
 
Figure 57. Non-reacting flow visualization when the oxidizer coflow valve was (a) closed, (b) partially open, and (c) 
fully open; silicone oil seeding was limited to the oxidizer side to improve image clarity.  
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Figure 58. Reacting flow visualization when the oxidizer coflow was (a) closed, (b) partially open, and (c) fully open; 
silicone oil seeding was biased towards to the fuel side to improve image clarity. 
As a result of these observations, future LII, OH-PLIF, and PIV studies must be used to 
analyze the effects of coflow on flame structure, sooting propensity, and local strain rates. 
Specifically, future studies must confirm whether or not fv,max and the distance between fv,max and 
peak OH-PLIF signal changes as a function of flame anchoring. In addition, while exit velocities 
are expect to change as a function of coflow, PIV studies are necessary to determine whether or 
not the shape of velocity profiles change as a function of coflow. For example, Fig. 59 depicts 
fictitious velocity profiles of non-reacting and reacting flows anchored to the top and bottom 
flanges of the burner facility that are behaving in a manner consistent with our hypothesis. (Note 
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that the change is anchoring location is induced by changes in coflow). That is, we hypothesize 
that the local velocities of non-reactive flows anchored to the bottom will differ at a given height 
from those of non-reactive flows anchored to the top, but that they will not differ at a position 
relative to the stagnation plane, i.e., velocity profiles will shift, but preserve shape. For reacting 
flows, the same hypothesis is expected, except the reference location is the flame rather than the 
stagnation plane. 
 
Figure 59. Hypothetical velocity profiles of (a) non-reacting and (b) reacting flows anchored to the bottom and top of 
the burner assembly. 
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Appendix A: Error Propagation Analysis 
  The purpose of this section is to provide clarity as to how the uncertainty of analytical 
strain rate values was determined. Before discussing the error propagation analysis, however, it 
is important to outline the process through which analytical strain rate values are used to 
determine volumetric flow rates. Namely, the process starts with Eq. 25 from Section 2.7.1, 
rewritten here as Eq. A1 for convenience. Recall that in Eq. A.1, V, ", and # represent exit 
velocity, mixture density, and distance between nozzles, respectively, while subscripts 0 and # 
represent the fuel and oxidizer nozzle boundaries, respectively. 
                                                              % = '()* +1 + (./0.()/0)1                                                        (A.1) 
Equation A.1 was simplified by assuming that the fuel and oxidizer exit velocities are equal, i.e., 23=2*=2. Furthermore, assuming equal temperatures at nozzle exits, ideal gas law was applied to 
express the ratio of densities in terms of fuel and oxidizer stream molecular weights, as shown in 
Eq. A.2. 
                                                              % = '(* +1 + /45./45)1                                                        (A.2) 
 Solving Eq. A.2 for 2 resulted in an expression that was used to determine the volumetric 
flow rate corresponding to a user-defined strain rate, fuel mole fraction (67), and oxidizer mole 
fraction (68') condition. Note that, by definition, 67 + 69',7 = 1 and 68' + 69',;< = 1 for the 
fuel and oxidizer stream, respectively. 
                                    2 = =*' +1 + /45./45)1>? = =*' +1 + /@A45AB@CD45CD/@ED45EDB@CD45CD1>?                         (A.3) 
Eq. A.3 was used to determine 2, which, in turn, was used to determine the corresponding 
volumetric flow rate, Ḟ, knowing that Ḟ = H2, where H is the area of the fuel and oxidizer nozzles. 
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For experiments run at elevated temperatures, e.g., all FACE gasoline experiments, it is important 
to note that the previously calculated volumetric flow rates correspond to those at the exit of the 
fuel and oxidizer nozzles, and that they are not equal to those immediately downstream of the sonic 
orifice nozzles. That is, although mass flow rates are constant downstream of the sonic nozzles, 
volumetric flow rates differ due to changes in temperature. In the current study, for example, the 
temperatures at the exits of the fuel and oxidizer nozzles were maintained at 438 K (165ºC), while 
those immediately downstream of all sonic orifice nozzles were fixed at 298 K (25ºC).  
Recognizing that mass flow rate is constant, the mass flow rate at 438 K, İJ, was equated 
to that at 298 K, İK , and then the volumetric flowrate at 298 K, ḞK, was expressed as a function 
of the volumetric flow rate at 438 K, ḞJ, and the ratio of temperatures, namely:  
                                                                 ḞK = ḞJ LMLN,                                                       (A.4) 
where OK and OJ correspond to the cold and hot temperatures, respectively. Once ḞK  was 
determined for a particular case, the individual flow rates, e.g., that of pure nitrogen in the fuel 
stream, were calculated knowing that ḞK = ∑ḞK,Q = ∑6QḞK . Equation A.5 was subsequently used 
to determine the gauge pressure immediately upstream of a sonic orifice,	SQ, that was required to 
achieve a particular ḞQ: 
                                                                  SQ = (U̇V>W)Y + 14.7.                                                     (A.5) 
In Eq. A.5, ] and I are the y-intercept and slope of the orifice calibration curve, respectively, and 
14.7 represents ambient pressure in psi. Since a syringe pump was used to regulate liquid fuel flow 
rates, the previous procedure was only applicable to nitrogen, oxygen, and ethylene flows.  
The volumetric flowrate of the vaporized liquid fuel at 438 K was used to determine 
corresponding mass flow rates, which were then used to determine the corresponding volumetric 
flow rates of the liquid fuels delivered by the syringe pump.   
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 Equations A.2 through A.5 represent the base equations used to determine the uncertainty 
of analytical strain rate values, ^ %, via a linear error propagation analysis. Specifically, linear error 
propagation analysis suggests that ^% can be expressed as: 
                      ^% = _`a=a( ^2b' + `a=a* ^#b' + ` a=a45. ^cd3b' +` a=a45) ^cd*b',                   (A.6) 
where the partial derivations are defined as:  
                                                                    a=a( = '* +1 + /45./45)1,                                                      (A.7) 
                                                                  a=a* = >'(*D +1 + /45./45)1,                                              (A.8) 
                                                         a=a45. = (* e1 + (cd3cd*)>?/'g, and                                    (A.9) 
                                                    a=a45) = >(* e1 + (cd3)?/'(cd*)>h/'g.                                (A.10) 
For a given experimental case, all variables in Eqs. A.7 through A.10 were predefined. However, 
additional equations were required to quantify the uncertainty variables in Eq. A.6, namely ^2, ^cd3, and ^cd*; note that the uncertainty in length, ^#, was assumed to be ±0.1 mm.  
 Starting with the first term in Eq. A.6, the uncertainty in exit velocity, ^2, was calculated 
through a linear error propagation expansion of 2 = H/ḞJ, namely: 
                                                           ^2 = _`a(ai ^Hb' + ` a(aU̇N ^ḞJb'.                                         (A.11) 
Here, the uncertainty in nozzle area, ^H, was expressed as ^H = 2kl^l, where l is the nozzle 
radius and the uncertainty in nozzle radius, ^l, was equal to ±0.1 mm. Note that ^l and ^# were 
set equal to ±0.1 mm because ±0.1 mm was deemed an appropriate resolution uncertainty for the 
images used to measure l and #. Unfortunately, solving for ^ḞJ in the second term of Eq. A.11 
was not trivial, as it required several addition tiers of error propagation. Recalling that ḞK = ∑ḞK,Q, 
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the first tier was defined as ^ḞK = _∑m^ḞK,Qn'. For example, ^ḞK,8< = _m^Ḟ9'n' + m^Ḟ8'n'. 
Solving for the uncertainty values of individual flows required a linear error propagation expansion 
of Eq. A.5 after it was solved for ḞQ, namely: 
                                    ^ḞK,Q = o`aU̇M,VapV ^SQb' + `aU̇M,VaY ^Ib' + `aU̇M,VaW ^]b'.                               (A.12) 
For simplicity, ^] was assumed to be negligible and ^I was assumed to be 0.05I. That is, the 
uncertainty of the y-intercept of a sonic nozzle’s calibration curve was assumed to be negligible, 
while that of the slope was assumed to be equal to 5% of the slope. The uncertainty of SQ, however, 
was defined in accordance the manufacturer’s specifications for each digital pressure gauge. For 
example, most digital pressure gauges had uncertainties equal to ± 0.25% of full-scale accuracy. 
The partial derivatives in Eq. A.12 are omitted for brevity. Once ^ḞK,Q values were determined for 
individual flows, they were used to determine ^ḞK . However, this ^ḞK  value represented the 
uncertainty of the volumetric flowrate at 298 K, and therefore had to be used to determine the ^Ḟ 
value corresponding to ḞJ. Namely, error propagation analysis had to be applied to Eq. A.4 after 
it was solved for ḞJ. The uncertainty of volumetric flowrates at elevated temperatures, ^ḞJ, was 
expressed as:  
                                      ^ḞJ = _`aU̇NaU̇M ^ḞKb' + `aU̇NaLM ^OKb' + `aU̇NaLN ^OJb',                           (A.13)  
in which the uncertainties of OK and OJ were assumed to be 1.2 and 10 K, respectively. Note that 
the uncertainty specified by the thermocouple manufacturer was 4% of the measurement 
temperature, yet ^OJ was set to 10 K to account for any additional uncertainty caused by a 
misaligned thermocouple.  
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 Moving to the third and fourth terms of Eq. A.6, ^cd3 and ^cd*  were determined by 
performing linear error propagation analysis on cd = ∑6QcdQ for the fuel and oxidizer streams, 
respectively.  
    ^cd3 = o+a45.a@A ^671' + +a45.a45A ^cd71' + `a45.a@CD ^69'b' + ` a45.a45CD ^cd9'b'         (A.14)  
   ^cd* = _`a45.a@ED ^68'b' + ` a45.a45ED ^cd8'b' + `a45.a@CD ^69'b' + ` a45.a45CD ^cd9'b'    (A.15)  
In Eqs. A.14 and A.15, the uncertainty of mole fraction values, ^ 6Q, were set equal to 0.016Q, while 
the uncertainties of molecular weight values, ^cdQ, were set equal to zero for neat species, i.e., 
N2, O2, and C2H4; as was discussed in Section 3.5, uncertainty of FACE gasoline molecular 
weights ranged from 5 to 20 g/mol.  
 Eqs. A.7-A.10, A.11, A.14, and A.15 were plugged back into Eq. A.6 to determine the 
uncertainty of analytical strain rate calculations for each experimental case. Note that while ^% 
values were determined for all reactant concentration cases for a given strain rate, the average of 
these values was used to represent  % ± ^%. In summary, the aforementioned linear error 
propagation analysis resulted in the followed rounded uncertainties: 356±13, 427±14, 463±15, 
498±16, 534±17, and 570±18 s-1. 
Appendix B: OPPDIFF 
 Although the Opposed-flow Flame Reactor (OPPDIFF) within CHEMKIN-PRO [142] was 
not used in the current study, it is nonetheless a powerful tool for numerically studying counterflow 
flames; thus, a brief description is included for completeness. A derivation of the mathematic 
model employed by OPPDIFF is described in detail in Turn’s An Introduction to combustion: 
concepts and applications [143]. In summary, the mathematical model consists of four functions 
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(F(x), G(x), T(x), and	Yz(x)) and an eigenvalue, H, that are solved for using five ordinary 
differential equations, namely Eqs. C.1-C.5. Refer to Section V for Nomenclature/Glossary. 
 
                                                                       {|{< = }                                                                  (C.1) 
 
                                                                       {J{< = 0                                                                  (C.2) 
 
                                           {{< ~ {{< `Ä0bÅ − 2 {{< `|Ä0 b + h0 }' + É = 0                                       (C.3) 
 
                        2ÑÖÜ {L{< − {{< `á {L{<b + ∑ "àQâQ,{Q77ÖÜ,Q {L{< − ∑ ℎQã̇QcdQ9Qå?9Qå? = 0                  (C.4) 
 
                                             2Ñ {çV{< + {{< m"àQâQ,{Q77n − ã̇QcdQ = 0                                        (C.5) 
 
Equation C.3 accounts for the conservation of momentum in the OPPDIFF mathematical model, 
while Eqs. C.4 and C.5 account for the conservation of energy and species, respectively. The reader 
is encouraged to review An Introduction to combustion: concepts and applications [143] for 
information regarding the additional ancillary relations and data, as well as boundary conditions, 
that are required to operate OPPDIF.  
 It is important to stress that the primary reasons for using a counterflow non-premixed 
flame is that the centerline of the flame can be modelled as a one-dimensional flame. Thus, when 
running sophisticated chemical kinetic models, computational expenses are significantly reduced 
when compared to the simulation of two- or three-dimensional flames. 
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Appendix C: Soot Modeling and Mechanisms  
Prior to discussing the specific soot models found in literature, a basic understanding of 
soot formation and destruction processes must be established. Namely, according to Turns [143], 
the four primary processes of soot formation and destruction include 1) formation of soot 
precursors, 2) inception of soot primary particles, 3) surface growth of primary particles and 
primary particle agglomeration, and 4) oxidation of soot agglomerates.  
 It is well-accepted that PAHs are the primary precursors to soot [32]. Thus, the first step in 
understand the formation process of soot is to understand how PAHs are formed during 
combustion. (Note the following discussion is intended to introduce readers to traditional soot 
formation pathways and mechanisms found in literature, and that some of the discussed 
mechanism may be obsolete.) According to Law [32], fuel-rich combustion is known to produce 
large concentrations of acetylene (C'H'), and  that acetylene plays a critical role in the formation 
of the first aromatic ring, i.e., benzene (CêHê). Figure 60 depicts several pathways that acetylene 
can undergo to form benzene. Once the initial aromatic ring is formed, two different processes are 
known to contribute to PAH formation and growth, namely H-abstraction-C'H'-addition (HACA) 
and aromatic-aromatic condensation [32]. The HACA mechanism is depicted in Fig. 61a, and the 
aromatic-aromatic condensation mechanism is depicted in Fig. 61b. The propensity of these two 
mechanisms is governed by the concentrations of acetylene and benzene. Namely, the HACA 
mechanism dominates when the acetylene concentration is significantly greater than the benzene 
concentration; conversely, if the concentrations of both acetylene and benzene are approximately 
equal, then the aromatic-aromatic condensation mechanism will dominate [32]. Once pyrene is 
formed, i.e., PAH with four aromatic rings, additional growth occurs as pyrene molecules 
condense with each other, forming clusters of increasing size. These clusters then proceed to grow 
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via the HACA, aromatic-aromatic condensation, or coagulation with other clusters, ultimately 
forming soot primary particles [32]. As depicted in Fig. 62, soot primary particles continue to 
experience surface growth, while simultaneously aggregating with other primary particles to form 
soot aggregates [144]. Additional details regarding the latter phases of soot growth are omitted for 
brevity. 
 
 
Figure 60. Common formation pathways of the first aromatic ring from non-aromatic species. Figure adapted from Ref. [32] 
 
 
Figure 61. (a) Hydrogen-abstraction–C2H2-addition (HACA) mechanism, and (b) aromatic-aromatic condensation mechanism. 
Figure adapted from Ref. [32]  
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Figure 62. Soot formation, nucleation, surface growth and coagulation, and aggregation. Figure adapted from Ref. [32]. 
Although soot models were not implemented in the current study, a literature review of the 
relevant content was performed to gain insight. What follows in a brief introduction to three 
different soot modeling techniques. The first technique involves incorporating a detailed soot 
model that accounts for particle inception, coagulation, and growth, as is already employed in 
various works, e.g., [145]–[147]. A second technique involves using the Soot Model Theory that 
is currently available in ANSYS FLUENT [148], which includes  the following models:  
 
• One-step Khan and Greeves model [149], 
• Two-step Tesner model [150], 
• Moss-Brookes-Hall model [151], 
• Method of Moments model, as described in [148].  
 
The reader is encouraged to refer to Combustion Physics [32] for additional details. The third 
technique involves analyzing the spatially-resolved profiles of soot precursor, rather than 
analyzing soot itself. Namely, reaction mechanisms found in literature can help compute spatially-
resolved profiles of soot precursors, such as C'H'	and	ChHh [34]. For example, USC Mech II 
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[152] and the model of Merchant et al. [153] can be used to simulate the oxidation of ethylene in 
a counterflow diffusion flame. Specifically, USC Mech II [152] is a chemical kinetic model 
tailored to the high-temperature oxidation of H', CO, and	C? − Cí	hydrocarbons,	and includes 
784 reactions and 111 species; Merchant et al. [153] consists of 8723 reactions and 372 species. 
The limitation with this technique, however, is that high concentrations of C'H', for example, can 
be ambiguous, as C'H' contributes to both the inception of benzene (see Fig. 60) and particle 
growth via HACA. A third example of a mechanism that monitors precursor formation rather than 
soot formation itself is that of Wang and Frenklach [147], which includes their previously 
developed model for aromatic formation, growth, and oxidation [154]–[156]. Unlike USC Mech 
II [152], the mechanism of Wang and Frenklach [147] allows for spatially resolved profiles of A? 
through Aí aromatics, i.e., benzene (CêHê) through pyrene (C?êH?3), to be computed. While these 
profiles are no replacement for detailed soot models that consider inception, coagulation, growth, 
and oxidation, they are nonetheless capable of providing insight on PAH/soot formation.
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Appendix D: Other Sooting Metrics 
Although Smoke Point (SP) measurements have long been used to classify the sooting 
propensities of various fuels, they fail to account for how fuel molecule size influences flame 
height. Specifically, as the molecular weight (MW) of a fuel species increases, the amount of 
oxygen that must diffuse into the flame to oxidize a unit volume of fuel must also increase. Thus, 
to increase the oxygen diffusion rate, flame height must increase [157]. To account for the effect 
of fuel MW on SP, Calcote and Manos [157] proposed the Threshold Soot Index (TSI). 
Recognizing that fuel MW and the number of moles of air needed to consume a mole of fuel were 
approximately linearly proportional with one another, Calcote and Manos [157] decided to use 
fuel MW as a representative of the number of moles of air needed to consume a mole of fuel. That 
is, fuel MW was included in Calcote and Manos’s definition of TSI to capture the effect of 
molecule size on flame height [157], as shown in Eq. (E.1).  
 
                                                           Oõú = ù(cd õS⁄ ) + ]                                                  (E.1) 
 
In Eq. (E.1), ù and ] are constants that allow TSI measurements to operate on a uniform scale, i.e., 
0 to 100. In addition, these constants are unique to a particular experimental setup, which helps 
minimize TSI discrepancies between measurements from various experimental setups. 
Specifically, ù and ] are apparatus-specific constants that are determined for a particular 
experimental setup knowing that TSI-ethane=0 and TSI-naphthalene=100 [157]. 
 While TSI may be an improved sooting index compared to SP measurements alone, there 
remain some limitations that make TSI inadequate for some fuel types. Namely, for heavily sooting 
fuels, e.g., fuels comprised of a large concentration of aromatics, SP values are typically small. 
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Since SP values are inversely proportional to TSI values (see Eq. (E.1)), small variations in SP 
readings translate into large variations in TSI values. Furthermore, the likelihood of variations in 
SP readings is high, especially for heavily sooting fuels, due to the subjective, visual methodology 
used to determine SP values.  
 The Yield Sooting Index (YSI) is an alternative sooting index proposed by McEnally and 
Pfefferle [138] to mitigate the discrepancies caused by the visual subjectivity of SP measurements 
[138]. To determine the YSI of a test fuel, the maximum soot volume fraction, ü†,Y°< , along the 
centerline of a methane/air coflow diffusion flame that has been doped with 400 ppm of the test 
fuel must be measured using LII. In a manner analogous to how TSI converts SP measurements 
into an apparatus-independent variable, YSI converts ü†,Y°< measurements into an apparatus-
independent variable via Eq. (E.2)  
 
                                                         àõú = ¢ × ü†,Y°< + §,                                                     (E.2) 
 
where ¢ and § are apparatus-specific parameters determined in a manner similar to how 
parameters ù and ] are determined for Eq. (E.1). That is, ¢ and § are unique to a particular 
experimental setup and can be calculated knowing that YSI-benzene=30 and YSI-1,2-
dihydronaphthalene=100 [138]. According to the work of Ref. [138], YSI values not only 
correlated well with their respective TSI values found in literature, but they also demonstrated a 
total uncertainty of only ±3%, which is far superior to the total uncertainties typically reported for 
TSI measurements. While the improved uncertainty of YSI measurements relative to TSI 
measurements alone is enough to justify the superiority of YSI to TSI, McEnally and Pfefferle 
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[138] identified several additional benefits of YSI that further substantiate why YSI is the superior 
sooting index.   
 According to Ref. [138], the first benefit is that ü†,Y°< has a positive correlation with 
sooting tendency whereas SP has a negative correlation with sooting tendency. This suggests that ü†,Y°< /YSI can be measured more precisely than SP/TSI. The second benefit is that, since the 
coflow flame is being doped with the test fuel, only minute samples of the test fuel are required, 
e.g., ~100 µl. The third benefit is that, since only small amounts of the test fuel (i.e., 400 ppm) are 
present within the methane/air flame, the following flame characteristics remain unchanged for 
various test fuels: local temperatures, residence times, radical concentrations, etc. With these flame 
characteristics held constant, YSI is able to measure the intrinsic sooting propensities of various 
test fuels under uniform ambient conditions without interference from variations in the 
aforementioned flame characteristics. In summary, these intrinsic differences between YSI and 
TSI suggest that YSI is the superior sooting index not only because its total uncertainty is 
significantly less than that of TSI.  
 Although YSI appears to be the superior sooting index for measuring the sooting tendencies 
of some fuels, especially aromatics, its application for measuring the sooting tendencies of lightly 
sooting fuels, e.g., n- and iso-alkanes, is more challenging. When McEnally and Pfefferle [138] 
originally proposed YSI, methane/air non-premixed coflow flames were to be doped by a test fuel 
so that the test fuel’s concentration was 400 ppm. However, they discovered that certain fuel with 
low sooting propensities, such as ethane, did not alter soot concentrations significantly enough to 
derive YSI data [138]. Thus, in a subsequent paper [158], they increased the doping concentrations 
to 1000 ppm to increase the soot production of the test fuels. Even though the doping concentration 
of the test fuels was increased to 1000 ppm, the same assumptions made in Ref. [138] about the 
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negligible changes in flame characteristics were again assumed. McEnally and Pfefferle 
successfully demonstrated that YSI value could indeed be determined for n- and iso-alkanes [158]. 
This discovery is significant as it demonstrated that YSI was capable of capturing the sooting 
tendencies of both heavily sooting and lightly sooting fuels.  
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Appendix E: Additional Data 
 
Table 10. PIV results of FACE F as a function of reactant concentration. 
 
 
 
Table 11. PIV results are a function of fuel type. 
 
356 
Reactant mole fractions KR,ox KR,f
Xf = 0.078 | XO2 = 0.49 374 365
Xf = 0.070 | XO2 = 0.45 364 369
Xf = 0.063 | XO2 = 0.41 372 368
Standard deviation 6 2
Average 370 367
Relative uncertainty 1.5% 0.5%
FACE F | Reacting | K = 427±14 s-1 
Fuel KR,ox KR,f
FACE F 420 419
FACE G 399 390
FACE J 403 405
Standard deviation 11 15
Average 407 405
Relative uncertainty 2.7% 3.6%
 Reacting | K = 498±16 s-1 | Xf = 0.070 | XO2 = 0.45
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Table 12. Reacting PIV results. 
 
 
HAB
 (mm)
0.59 1226 ± 21 mm/s 1255 ± 21 mm/s 1016 ± 18 mm/s 973 ± 17 mm/s 976 ± 17 mm/s 1036 ± 18 mm/s 1165 ± 20 mm/s 1240 ± 21 mm/s 1347 ± 22 mm/s
0.84 1069 ± 18 mm/s 1165 ± 20 mm/s 918 ± 16 mm/s 925 ± 16 mm/s 905 ± 16 mm/s 950 ± 17 mm/s 1096 ± 19 mm/s 1188 ± 20 mm/s 1278 ± 21 mm/s
1.08 1043 ± 18 mm/s 1060 ± 18 mm/s 847 ± 15 mm/s 839 ± 15 mm/s 859 ± 16 mm/s 880 ± 16 mm/s 1016 ± 18 mm/s 1112 ± 19 mm/s 1170 ± 20 mm/s
1.32 959 ± 17 mm/s 983 ± 17 mm/s 760 ± 14 mm/s 771 ± 15 mm/s 776 ± 15 mm/s 821 ± 15 mm/s 924 ± 16 mm/s 1027 ± 18 mm/s 1106 ± 19 mm/s
1.57 868 ± 16 mm/s 897 ± 16 mm/s 669 ± 13 mm/s 680 ± 13 mm/s 695 ± 14 mm/s 728 ± 14 mm/s 842 ± 15 mm/s 915 ± 16 mm/s 1020 ± 18 mm/s
1.81 777 ± 15 mm/s 795 ± 15 mm/s 574 ± 12 mm/s 588 ± 12 mm/s 585 ± 12 mm/s 635 ± 13 mm/s 727 ± 14 mm/s 833 ± 15 mm/s 913 ± 16 mm/s
2.06 687 ± 13 mm/s 695 ± 14 mm/s 483 ± 11 mm/s 488 ± 11 mm/s 484 ± 11 mm/s 517 ± 12 mm/s 617 ± 13 mm/s 701 ± 14 mm/s 797 ± 15 mm/s
2.30 582 ± 12 mm/s 600 ± 12 mm/s 390 ± 10 mm/s 396 ± 10 mm/s 400 ± 10 mm/s 428 ± 11 mm/s 499 ± 11 mm/s 596 ± 12 mm/s 683 ± 13 mm/s
2.55 470 ± 11 mm/s 488 ± 11 mm/s 308 ± 10 mm/s 296 ± 10 mm/s 341 ± 10 mm/s 331 ± 10 mm/s 409 ± 11 mm/s 473 ± 11 mm/s 558 ± 12 mm/s
2.79 400 ± 10 mm/s 396 ± 10 mm/s 264 ± 9 mm/s 249 ± 9 mm/s 265 ± 9 mm/s 268 ± 9 mm/s 319 ± 10 mm/s 360 ± 10 mm/s 438 ± 11 mm/s
3.03 336 ± 10 mm/s 324 ± 10 mm/s 223 ± 9 mm/s 192 ± 9 mm/s 230 ± 9 mm/s 258 ± 9 mm/s 261 ± 9 mm/s 254 ± 9 mm/s 328 ± 10 mm/s
3.28 268 ± 9 mm/s 270 ± 9 mm/s - - - - - - - - 186 ± 9 mm/s 261 ± 9 mm/s 297 ± 10 mm/s
3.52 - - - - - - - - - - - - - - - - - -
3.77 - - - - - - - - - - - - - - - - - -
4.01 - - - - - - - - - - - - - - - - - -
4.26 - - - - - - - - - - - - - - - - - -
4.50 - - - - - - - - -312 ± 10 mm/s -311 ± 10 mm/s - - - - - -
4.74 -287 ± 10 mm/s -276 ± 9 mm/s - - -331 ± 10 mm/s -356 ± 10 mm/s -346 ± 10 mm/s -349 ± 10 mm/s -346 ± 10 mm/s -313 ± 10 mm/s
4.99 -341 ± 10 mm/s -324 ± 10 mm/s -388 ± 10 mm/s -371 ± 10 mm/s -401 ± 10 mm/s -378 ± 10 mm/s -389 ± 10 mm/s -390 ± 10 mm/s -368 ± 10 mm/s
5.23 -374 ± 10 mm/s -375 ± 10 mm/s -431 ± 11 mm/s -411 ± 11 mm/s -478 ± 11 mm/s -431 ± 11 mm/s -449 ± 11 mm/s -442 ± 11 mm/s -411 ± 11 mm/s
5.48 -418 ± 11 mm/s -422 ± 11 mm/s -509 ± 12 mm/s -490 ± 11 mm/s -572 ± 12 mm/s -518 ± 12 mm/s -533 ± 12 mm/s -529 ± 12 mm/s -476 ± 11 mm/s
5.72 -499 ± 11 mm/s -500 ± 11 mm/s -603 ± 13 mm/s -586 ± 12 mm/s -673 ± 13 mm/s -615 ± 13 mm/s -642 ± 13 mm/s -635 ± 13 mm/s -586 ± 12 mm/s
5.97 -598 ± 12 mm/s -599 ± 12 mm/s -701 ± 14 mm/s -683 ± 13 mm/s -770 ± 15 mm/s -718 ± 14 mm/s -754 ± 14 mm/s -760 ± 14 mm/s -710 ± 14 mm/s
6.21 -700 ± 14 mm/s -700 ± 14 mm/s -800 ± 15 mm/s -774 ± 15 mm/s -864 ± 16 mm/s -816 ± 15 mm/s -855 ± 16 mm/s -875 ± 16 mm/s -832 ± 15 mm/s
6.45 -801 ± 15 mm/s -807 ± 15 mm/s -892 ± 16 mm/s -861 ± 16 mm/s -951 ± 17 mm/s -910 ± 16 mm/s -966 ± 17 mm/s -984 ± 17 mm/s -954 ± 17 mm/s
6.70 -900 ± 16 mm/s -904 ± 16 mm/s -975 ± 17 mm/s -944 ± 17 mm/s -1033 ± 18 mm/s -997 ± 17 mm/s -1058 ± 18 mm/s -1096 ± 19 mm/s -1064 ± 18 mm/s
6.94 -992 ± 17 mm/s -998 ± 17 mm/s -1058 ± 18 mm/s -1022 ± 18 mm/s -1110 ± 19 mm/s -1079 ± 19 mm/s -1151 ± 20 mm/s -1190 ± 20 mm/s -1173 ± 20 mm/s
7.19 -1079 ± 19 mm/s -1086 ± 19 mm/s -1130 ± 19 mm/s -1095 ± 19 mm/s -1181 ± 20 mm/s -1158 ± 20 mm/s -1238 ± 21 mm/s -1286 ± 21 mm/s -1273 ± 21 mm/s
7.43 -1162 ± 20 mm/s -1168 ± 20 mm/s -1198 ± 20 mm/s -1162 ± 20 mm/s -1245 ± 21 mm/s -1231 ± 21 mm/s -1313 ± 22 mm/s -1373 ± 23 mm/s -1368 ± 23 mm/s
7.68 -1237 ± 21 mm/s -1245 ± 21 mm/s -1260 ± 21 mm/s -1223 ± 21 mm/s -1304 ± 22 mm/s -1293 ± 21 mm/s -1389 ± 23 mm/s -1456 ± 24 mm/s -1455 ± 24 mm/s
7.92 -1306 ± 22 mm/s -1317 ± 22 mm/s -1318 ± 22 mm/s -1277 ± 21 mm/s -1359 ± 22 mm/s -1353 ± 22 mm/s -1454 ± 24 mm/s -1528 ± 25 mm/s -1537 ± 25 mm/s
8.16 -1370 ± 23 mm/s -1382 ± 23 mm/s -1370 ± 23 mm/s -1327 ± 22 mm/s -1406 ± 23 mm/s -1412 ± 23 mm/s -1514 ± 25 mm/s -1593 ± 26 mm/s -1612 ± 26 mm/s
8.41 -1429 ± 23 mm/s -1440 ± 24 mm/s -1416 ± 23 mm/s -1375 ± 23 mm/s -1450 ± 24 mm/s -1455 ± 24 mm/s -1571 ± 25 mm/s -1658 ± 27 mm/s -1680 ± 27 mm/s
8.65 -1481 ± 24 mm/s -1494 ± 24 mm/s -1460 ± 24 mm/s -1416 ± 23 mm/s -1491 ± 24 mm/s -1502 ± 24 mm/s -1622 ± 26 mm/s -1712 ± 27 mm/s -1742 ± 28 mm/s
8.90 -1530 ± 25 mm/s -1543 ± 25 mm/s -1497 ± 24 mm/s -1453 ± 24 mm/s -1527 ± 25 mm/s -1544 ± 25 mm/s -1668 ± 27 mm/s -1761 ± 28 mm/s -1795 ± 29 mm/s
9.14 -1573 ± 25 mm/s -1586 ± 26 mm/s -1530 ± 25 mm/s -1485 ± 24 mm/s -1557 ± 25 mm/s -1577 ± 26 mm/s -1710 ± 27 mm/s -1804 ± 29 mm/s -1846 ± 29 mm/s
9.39 -1641 ± 26 mm/s -1652 ± 27 mm/s -1580 ± 26 mm/s -1531 ± 25 mm/s -1611 ± 26 mm/s -1623 ± 26 mm/s -1767 ± 28 mm/s -1877 ± 30 mm/s -1916 ± 30 mm/s
K = 463 s-1 
Xf = 0.070 | XO2 = 0.45
K = 498 s-1 
Xf = 0.070 | XO2 = 0.45
K = 534 s-1 
Xf = 0.070 | XO2 = 0.45
FACE F
K = 570 s-1 
Xf = 0.070 | XO2 = 0.45
K = 498 s-1 
Xf = 0.070 | XO2 = 0.45
K = 427 s-1 
Xf = 0.078 | XO2 = 0.49
K = 427 s-1 
Xf = 0.063 | XO2 = 0.41
K = 427 s-1 
Xf = 0.070 | XO2 = 0.45
FACE G
K = 498 s-1 
Xf = 0.070 | XO2 = 0.45
FACE J
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Table 13. Non-reacting PIV results. 
 
 
 
  
HAB
 (mm)
0.59 1139 ± 19 mm/s 1262 ± 21 mm/s 1387 ± 23 mm/s 1317 ± 22 mm/s
0.84 1067 ± 18 mm/s 1166 ± 20 mm/s 1310 ± 22 mm/s 1323 ± 22 mm/s
1.08 1004 ± 18 mm/s 1088 ± 19 mm/s 1207 ± 20 mm/s 1249 ± 21 mm/s
1.32 901 ± 16 mm/s 1003 ± 18 mm/s 1126 ± 19 mm/s 1214 ± 20 mm/s
1.57 822 ± 15 mm/s 905 ± 16 mm/s 1036 ± 18 mm/s 1080 ± 19 mm/s
1.81 728 ± 14 mm/s 824 ± 15 mm/s 940 ± 17 mm/s 1013 ± 18 mm/s
2.06 628 ± 13 mm/s 711 ± 14 mm/s 847 ± 15 mm/s 915 ± 16 mm/s
2.30 520 ± 12 mm/s 597 ± 12 mm/s 741 ± 14 mm/s 823 ± 15 mm/s
2.55 420 ± 11 mm/s 494 ± 11 mm/s 629 ± 13 mm/s 695 ± 14 mm/s
2.79 309 ± 10 mm/s 365 ± 10 mm/s 514 ± 12 mm/s 550 ± 12 mm/s
3.03 190 ± 9 mm/s 270 ± 9 mm/s 392 ± 10 mm/s 455 ± 11 mm/s
3.28 78 ± 9 mm/s 138 ± 9 mm/s 270 ± 9 mm/s 324 ± 10 mm/s
3.52 -40 ± 9 mm/s -9 ± 8 mm/s 139 ± 9 mm/s 181 ± 9 mm/s
3.77 -173 ± 9 mm/s -120 ± 9 mm/s -14 ± 8 mm/s 49 ± 9 mm/s
4.01 -284 ± 10 mm/s -243 ± 9 mm/s -136 ± 9 mm/s -94 ± 9 mm/s
4.26 -402 ± 10 mm/s -366 ± 10 mm/s -253 ± 9 mm/s -216 ± 9 mm/s
4.50 -512 ± 12 mm/s -492 ± 11 mm/s -392 ± 10 mm/s -353 ± 10 mm/s
4.74 -622 ± 13 mm/s -607 ± 13 mm/s -515 ± 12 mm/s -493 ± 11 mm/s
4.99 -724 ± 14 mm/s -728 ± 14 mm/s -643 ± 13 mm/s -622 ± 13 mm/s
5.23 -827 ± 15 mm/s -835 ± 15 mm/s -765 ± 14 mm/s -752 ± 14 mm/s
5.48 -920 ± 16 mm/s -941 ± 17 mm/s -880 ± 16 mm/s -874 ± 16 mm/s
5.72 -1008 ± 18 mm/s -1041 ± 18 mm/s -990 ± 17 mm/s -1002 ± 17 mm/s
5.97 -1094 ± 19 mm/s -1132 ± 19 mm/s -1094 ± 19 mm/s -1103 ± 19 mm/s
6.21 -1172 ± 20 mm/s -1221 ± 20 mm/s -1193 ± 20 mm/s -1213 ± 20 mm/s
6.45 -1241 ± 21 mm/s -1302 ± 22 mm/s -1284 ± 21 mm/s -1310 ± 22 mm/s
6.70 -1308 ± 22 mm/s -1377 ± 23 mm/s -1370 ± 23 mm/s -1400 ± 23 mm/s
6.94 -1370 ± 23 mm/s -1447 ± 24 mm/s -1447 ± 24 mm/s -1490 ± 24 mm/s
7.19 -1425 ± 23 mm/s -1508 ± 25 mm/s -1521 ± 25 mm/s -1569 ± 25 mm/s
7.43 -1473 ± 24 mm/s -1567 ± 25 mm/s -1586 ± 26 mm/s -1642 ± 26 mm/s
7.68 -1523 ± 25 mm/s -1617 ± 26 mm/s -1647 ± 27 mm/s -1708 ± 27 mm/s
7.92 -1563 ± 25 mm/s -1669 ± 27 mm/s -1704 ± 27 mm/s -1769 ± 28 mm/s
8.16 -1596 ± 26 mm/s -1709 ± 27 mm/s -1754 ± 28 mm/s -1824 ± 29 mm/s
8.41 -1630 ± 26 mm/s -1745 ± 28 mm/s -1798 ± 29 mm/s -1875 ± 30 mm/s
8.65 -1662 ± 27 mm/s -1779 ± 28 mm/s -1839 ± 29 mm/s -1919 ± 31 mm/s
8.90 -1690 ± 27 mm/s -1808 ± 29 mm/s -1879 ± 30 mm/s -1957 ± 31 mm/s
9.14 -1710 ± 27 mm/s -1836 ± 29 mm/s -1906 ± 30 mm/s -1994 ± 32 mm/s
9.39 -1763 ± 28 mm/s -1883 ± 30 mm/s -1958 ± 31 mm/s -2046 ± 32 mm/s
K = 534 s-1 
Xf = 0.070 | XO2 = 0.45
K = 570 s-1 
Xf = 0.070 | XO2 = 0.45
FACE F
K = 463 s-1 
Xf = 0.070 | XO2 = 0.45
K = 498 s-1 
Xf = 0.070 | XO2 = 0.45
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Table 14. FACE G axial soot volume fraction results. 
 
 
K = 570 s-1
(Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2)
(0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49)
2.00 6.77E-09 4.06E-09 1.47E-09 6.11E-09 2.29E-09 1.07E-09 5.36E-09 2.26E-09 1.25E-09 4.08E-09 1.30E-09 8.98E-10 6.59E-09 1.07E-09 9.46E-10 2.35E-09 1.31E-09 9.16E-10 1.96E-09
2.04 6.88E-09 4.03E-09 1.54E-09 6.21E-09 2.28E-09 1.01E-09 5.32E-09 2.30E-09 1.32E-09 4.03E-09 1.33E-09 9.64E-10 6.90E-09 1.04E-09 9.48E-10 2.50E-09 1.28E-09 9.74E-10 2.02E-09
2.08 7.06E-09 3.98E-09 1.65E-09 6.42E-09 2.23E-09 9.72E-10 5.10E-09 2.19E-09 1.39E-09 3.93E-09 1.41E-09 9.95E-10 7.14E-09 1.17E-09 9.56E-10 2.65E-09 1.33E-09 9.95E-10 1.90E-09
2.12 7.21E-09 3.99E-09 1.77E-09 6.55E-09 2.27E-09 9.89E-10 5.07E-09 2.18E-09 1.38E-09 3.86E-09 1.45E-09 9.86E-10 7.30E-09 1.30E-09 9.29E-10 2.79E-09 1.42E-09 9.96E-10 1.90E-09
2.15 7.38E-09 4.06E-09 1.81E-09 6.66E-09 2.32E-09 9.62E-10 5.13E-09 2.20E-09 1.40E-09 3.84E-09 1.55E-09 1.03E-09 7.40E-09 1.40E-09 9.41E-10 2.89E-09 1.58E-09 1.00E-09 1.87E-09
2.19 7.55E-09 4.16E-09 1.95E-09 6.81E-09 2.33E-09 1.00E-09 5.29E-09 2.22E-09 1.35E-09 3.87E-09 1.55E-09 1.03E-09 7.51E-09 1.52E-09 9.90E-10 3.04E-09 1.67E-09 1.02E-09 1.79E-09
2.23 7.75E-09 4.37E-09 2.06E-09 6.95E-09 2.37E-09 9.75E-10 5.37E-09 2.30E-09 1.34E-09 3.97E-09 1.60E-09 9.72E-10 7.30E-09 1.61E-09 1.00E-09 3.07E-09 1.75E-09 1.06E-09 1.74E-09
2.27 7.96E-09 4.57E-09 2.09E-09 7.02E-09 2.43E-09 9.06E-10 5.50E-09 2.47E-09 1.36E-09 4.16E-09 1.66E-09 9.87E-10 7.18E-09 1.55E-09 9.65E-10 2.98E-09 1.87E-09 1.09E-09 1.88E-09
2.31 8.23E-09 4.70E-09 2.14E-09 7.20E-09 2.48E-09 8.13E-10 5.60E-09 2.53E-09 1.45E-09 4.34E-09 1.75E-09 9.86E-10 6.89E-09 1.53E-09 9.77E-10 2.96E-09 1.89E-09 1.08E-09 1.97E-09
2.35 8.48E-09 4.76E-09 2.19E-09 7.28E-09 2.44E-09 7.49E-10 5.68E-09 2.51E-09 1.43E-09 4.57E-09 1.80E-09 9.67E-10 6.78E-09 1.54E-09 9.49E-10 3.02E-09 1.79E-09 9.71E-10 2.13E-09
2.38 8.81E-09 4.75E-09 2.18E-09 7.35E-09 2.40E-09 6.37E-10 5.89E-09 2.52E-09 1.43E-09 4.71E-09 1.88E-09 9.83E-10 6.81E-09 1.50E-09 9.29E-10 2.96E-09 1.75E-09 8.46E-10 2.36E-09
2.42 9.06E-09 4.71E-09 2.08E-09 7.43E-09 2.40E-09 6.37E-10 6.09E-09 2.46E-09 1.37E-09 4.84E-09 1.87E-09 1.03E-09 6.80E-09 1.54E-09 9.54E-10 2.95E-09 1.72E-09 7.56E-10 2.47E-09
2.46 9.13E-09 4.72E-09 2.00E-09 7.54E-09 2.47E-09 7.37E-10 6.22E-09 2.38E-09 1.32E-09 4.76E-09 1.84E-09 1.00E-09 6.82E-09 1.60E-09 1.02E-09 2.99E-09 1.63E-09 7.10E-10 2.52E-09
2.50 9.23E-09 4.69E-09 1.91E-09 7.69E-09 2.38E-09 8.40E-10 6.39E-09 2.39E-09 1.22E-09 4.74E-09 1.83E-09 9.95E-10 6.93E-09 1.63E-09 1.03E-09 3.05E-09 1.58E-09 7.27E-10 2.51E-09
2.54 9.43E-09 4.77E-09 1.96E-09 8.09E-09 2.40E-09 9.13E-10 6.61E-09 2.40E-09 1.16E-09 4.76E-09 1.82E-09 9.97E-10 6.81E-09 1.65E-09 1.05E-09 3.07E-09 1.57E-09 8.07E-10 2.61E-09
2.58 9.56E-09 5.05E-09 2.01E-09 8.69E-09 2.46E-09 9.72E-10 6.75E-09 2.40E-09 1.17E-09 4.81E-09 1.90E-09 9.73E-10 6.55E-09 1.66E-09 1.02E-09 3.18E-09 1.60E-09 8.65E-10 2.78E-09
2.62 9.86E-09 5.42E-09 2.08E-09 9.41E-09 2.58E-09 1.05E-09 7.04E-09 2.50E-09 1.23E-09 4.93E-09 2.02E-09 9.39E-10 6.85E-09 1.65E-09 9.84E-10 3.29E-09 1.71E-09 8.78E-10 2.95E-09
2.65 1.04E-08 5.85E-09 2.20E-09 1.03E-08 2.85E-09 1.07E-09 7.43E-09 2.60E-09 1.20E-09 5.20E-09 2.07E-09 9.36E-10 6.84E-09 1.65E-09 9.69E-10 3.46E-09 1.84E-09 9.03E-10 2.99E-09
2.69 1.11E-08 6.53E-09 2.40E-09 1.16E-08 3.43E-09 1.14E-09 7.89E-09 2.69E-09 1.25E-09 5.52E-09 2.08E-09 9.71E-10 6.98E-09 1.69E-09 9.38E-10 3.42E-09 1.82E-09 9.40E-10 3.11E-09
2.73 1.19E-08 7.37E-09 2.72E-09 1.32E-08 4.11E-09 1.21E-09 8.49E-09 2.78E-09 1.31E-09 5.72E-09 2.12E-09 9.78E-10 7.03E-09 1.76E-09 9.09E-10 3.39E-09 1.88E-09 9.17E-10 3.11E-09
2.77 1.28E-08 8.31E-09 3.11E-09 1.52E-08 4.98E-09 1.27E-09 9.24E-09 2.91E-09 1.31E-09 6.01E-09 2.20E-09 9.78E-10 7.33E-09 1.85E-09 9.25E-10 3.36E-09 1.98E-09 9.09E-10 3.00E-09
2.81 1.41E-08 9.45E-09 3.64E-09 1.76E-08 5.86E-09 1.28E-09 1.01E-08 3.13E-09 1.30E-09 6.21E-09 2.22E-09 1.02E-09 7.41E-09 1.99E-09 9.05E-10 3.29E-09 1.95E-09 9.03E-10 2.91E-09
2.85 1.55E-08 1.07E-08 4.31E-09 2.09E-08 6.71E-09 1.33E-09 1.12E-08 3.47E-09 1.36E-09 6.48E-09 2.26E-09 9.90E-10 7.87E-09 2.11E-09 8.72E-10 3.19E-09 1.93E-09 8.71E-10 2.86E-09
2.88 1.73E-08 1.24E-08 5.09E-09 2.49E-08 7.59E-09 1.37E-09 1.25E-08 3.90E-09 1.34E-09 6.61E-09 2.34E-09 9.55E-10 8.18E-09 2.13E-09 9.17E-10 3.39E-09 2.02E-09 7.95E-10 2.79E-09
2.92 1.96E-08 1.45E-08 5.86E-09 2.97E-08 8.55E-09 1.43E-09 1.42E-08 4.54E-09 1.36E-09 6.99E-09 2.51E-09 9.53E-10 8.59E-09 2.14E-09 1.00E-09 3.53E-09 2.04E-09 7.95E-10 2.85E-09
2.96 2.26E-08 1.69E-08 6.80E-09 3.56E-08 9.59E-09 1.48E-09 1.65E-08 5.32E-09 1.38E-09 7.54E-09 2.66E-09 1.00E-09 8.96E-09 2.15E-09 1.04E-09 3.63E-09 1.96E-09 7.93E-10 2.98E-09
3.00 2.62E-08 1.95E-08 7.77E-09 4.33E-08 1.07E-08 1.47E-09 1.94E-08 6.14E-09 1.39E-09 8.41E-09 2.89E-09 9.96E-10 9.17E-09 2.16E-09 1.09E-09 3.73E-09 1.96E-09 8.18E-10 3.17E-09
3.04 3.05E-08 2.27E-08 8.78E-09 5.27E-08 1.19E-08 1.49E-09 2.35E-08 6.91E-09 1.42E-09 9.48E-09 3.18E-09 1.00E-09 9.44E-09 2.21E-09 1.18E-09 3.89E-09 2.01E-09 8.65E-10 3.32E-09
3.08 3.62E-08 2.62E-08 9.72E-09 6.46E-08 1.32E-08 1.51E-09 2.82E-08 7.64E-09 1.49E-09 1.10E-08 3.50E-09 1.01E-09 9.88E-09 2.30E-09 1.28E-09 4.03E-09 2.14E-09 9.14E-10 3.46E-09
3.12 4.36E-08 3.03E-08 1.04E-08 7.89E-08 1.46E-08 1.52E-09 3.39E-08 8.30E-09 1.55E-09 1.27E-08 3.94E-09 1.05E-09 1.08E-08 2.41E-09 1.39E-09 4.36E-09 2.37E-09 9.22E-10 3.54E-09
3.15 5.31E-08 3.48E-08 1.09E-08 9.52E-08 1.62E-08 1.61E-09 4.05E-08 8.98E-09 1.64E-09 1.49E-08 4.40E-09 1.02E-09 1.20E-08 2.54E-09 1.52E-09 4.84E-09 2.74E-09 9.19E-10 3.72E-09
3.19 6.54E-08 4.08E-08 1.12E-08 1.13E-07 1.78E-08 1.73E-09 4.84E-08 9.79E-09 1.72E-09 1.77E-08 4.96E-09 1.01E-09 1.40E-08 2.72E-09 1.61E-09 5.37E-09 3.25E-09 9.56E-10 4.06E-09
3.23 8.21E-08 4.75E-08 1.10E-08 1.31E-07 1.97E-08 1.77E-09 5.73E-08 1.05E-08 1.76E-09 2.16E-08 5.71E-09 1.07E-09 1.63E-08 2.93E-09 1.69E-09 5.97E-09 3.80E-09 9.73E-10 4.73E-09
3.27 1.04E-07 5.45E-08 1.03E-08 1.48E-07 2.07E-08 1.77E-09 6.78E-08 1.11E-08 1.78E-09 2.68E-08 6.51E-09 1.09E-09 1.91E-08 3.19E-09 1.77E-09 6.65E-09 4.49E-09 9.93E-10 5.53E-09
3.31 1.32E-07 6.13E-08 9.43E-09 1.60E-07 2.09E-08 1.84E-09 7.88E-08 1.19E-08 1.81E-09 3.37E-08 7.21E-09 1.09E-09 2.19E-08 3.55E-09 1.76E-09 7.37E-09 5.13E-09 9.64E-10 6.37E-09
3.35 1.64E-07 6.59E-08 8.39E-09 1.66E-07 2.03E-08 1.87E-09 9.07E-08 1.28E-08 1.79E-09 4.16E-08 7.96E-09 1.14E-09 2.54E-08 4.09E-09 1.81E-09 8.29E-09 5.68E-09 1.00E-09 7.23E-09
3.38 1.99E-07 6.70E-08 7.13E-09 1.64E-07 1.89E-08 1.96E-09 1.03E-07 1.29E-08 1.76E-09 5.07E-08 8.69E-09 1.23E-09 2.83E-08 4.68E-09 1.91E-09 9.42E-09 6.17E-09 9.80E-10 8.25E-09
3.42 2.32E-07 6.48E-08 6.04E-09 1.56E-07 1.68E-08 2.13E-09 1.14E-07 1.28E-08 1.72E-09 6.05E-08 9.27E-09 1.25E-09 3.15E-08 5.25E-09 2.13E-09 1.09E-08 6.82E-09 9.66E-10 9.33E-09
3.46 2.55E-07 5.95E-08 5.12E-09 1.40E-07 1.46E-08 2.27E-09 1.21E-07 1.25E-08 1.68E-09 7.05E-08 9.92E-09 1.32E-09 3.51E-08 5.87E-09 2.58E-09 1.28E-08 7.67E-09 1.01E-09 1.08E-08
3.50 2.64E-07 5.13E-08 4.38E-09 1.21E-07 1.25E-08 2.34E-09 1.24E-07 1.18E-08 1.59E-09 7.97E-08 1.10E-08 1.40E-09 4.10E-08 6.38E-09 2.82E-09 1.52E-08 8.15E-09 1.07E-09 1.27E-08
3.54 2.57E-07 4.25E-08 3.77E-09 9.97E-08 1.05E-08 2.38E-09 1.22E-07 1.04E-08 1.59E-09 8.62E-08 1.15E-08 1.57E-09 4.78E-08 6.78E-09 2.81E-09 1.83E-08 8.42E-09 1.13E-09 1.50E-08
3.58 2.34E-07 3.39E-08 3.29E-09 7.88E-08 8.61E-09 2.42E-09 1.15E-07 9.41E-09 1.55E-09 8.90E-08 1.16E-08 1.65E-09 5.60E-08 7.13E-09 2.77E-09 2.22E-08 8.41E-09 1.23E-09 1.78E-08
3.62 1.99E-07 2.62E-08 3.01E-09 5.97E-08 6.91E-09 2.46E-09 1.02E-07 8.38E-09 1.55E-09 8.84E-08 1.16E-08 1.73E-09 6.45E-08 7.74E-09 2.66E-09 2.68E-08 8.03E-09 1.33E-09 2.13E-08
3.65 1.60E-07 1.98E-08 2.78E-09 4.43E-08 5.54E-09 2.66E-09 8.84E-08 7.50E-09 1.57E-09 8.38E-08 1.10E-08 1.84E-09 7.17E-08 8.62E-09 2.19E-09 3.22E-08 7.17E-09 1.35E-09 2.53E-08
3.69 1.22E-07 1.50E-08 2.60E-09 3.27E-08 4.66E-09 2.65E-09 7.34E-08 6.58E-09 1.72E-09 7.53E-08 9.78E-09 1.96E-09 7.49E-08 9.05E-09 1.99E-09 3.83E-08 6.50E-09 1.40E-09 2.96E-08
3.73 8.98E-08 1.17E-08 2.42E-09 2.46E-08 4.02E-09 2.55E-09 5.85E-08 5.78E-09 1.77E-09 6.54E-08 8.68E-09 1.96E-09 7.35E-08 9.16E-09 1.96E-09 4.47E-08 5.92E-09 1.53E-09 3.41E-08
3.77 6.52E-08 9.52E-09 2.31E-09 1.90E-08 3.53E-09 2.37E-09 4.47E-08 5.01E-09 1.86E-09 5.49E-08 7.54E-09 2.06E-09 6.79E-08 9.01E-09 1.88E-09 5.11E-08 5.39E-09 1.84E-09 3.68E-08
3.81 4.79E-08 8.18E-09 2.24E-09 1.53E-08 3.21E-09 2.14E-09 3.34E-08 4.38E-09 1.99E-09 4.40E-08 6.48E-09 2.29E-09 5.92E-08 8.38E-09 1.73E-09 5.73E-08 4.86E-09 1.95E-09 3.78E-08
3.85 3.71E-08 7.24E-09 2.18E-09 1.29E-08 3.01E-09 1.67E-09 2.46E-08 3.85E-09 2.31E-09 3.42E-08 5.55E-09 2.73E-09 4.90E-08 7.28E-09 1.67E-09 6.30E-08 4.31E-09 1.98E-09 3.70E-08
3.88 3.01E-08 6.62E-09 2.18E-09 1.12E-08 2.83E-09 1.46E-09 1.85E-08 3.41E-09 2.40E-09 2.61E-08 4.78E-09 2.89E-09 3.80E-08 6.45E-09 1.57E-09 6.64E-08 3.78E-09 1.99E-09 3.39E-08
3.92 2.51E-08 6.11E-09 2.17E-09 1.01E-08 2.73E-09 1.35E-09 1.47E-08 3.06E-09 2.39E-09 1.99E-08 4.13E-09 2.90E-09 2.91E-08 5.72E-09 1.44E-09 6.76E-08 3.27E-09 1.88E-09 2.90E-08
3.96 2.12E-08 5.69E-09 2.17E-09 9.33E-09 2.73E-09 1.25E-09 1.25E-08 2.86E-09 2.33E-09 1.55E-08 3.66E-09 2.85E-09 2.23E-08 4.98E-09 1.36E-09 6.66E-08 2.81E-09 1.54E-09 2.38E-08
4.00 1.84E-08 5.32E-09 2.13E-09 8.75E-09 2.67E-09 1.15E-09 1.12E-08 2.74E-09 2.20E-09 1.24E-08 3.23E-09 2.70E-09 1.71E-08 4.26E-09 1.30E-09 6.27E-08 2.42E-09 1.38E-09 1.88E-08
4.04 1.61E-08 5.12E-09 2.12E-09 8.22E-09 2.68E-09 1.08E-09 1.05E-08 2.62E-09 1.87E-09 1.03E-08 2.89E-09 2.22E-09 1.36E-08 3.62E-09 1.15E-09 5.61E-08 2.17E-09 1.27E-09 1.41E-08
4.08 1.44E-08 4.98E-09 2.10E-09 8.00E-09 2.67E-09 9.74E-10 9.76E-09 2.55E-09 1.66E-09 8.87E-09 2.62E-09 1.97E-09 1.16E-08 3.05E-09 1.05E-09 4.87E-08 2.04E-09 1.18E-09 1.04E-08
4.12 1.31E-08 4.87E-09 2.06E-09 7.87E-09 2.63E-09 9.25E-10 9.12E-09 2.51E-09 1.54E-09 7.81E-09 2.41E-09 1.86E-09 1.05E-08 2.53E-09 9.37E-10 4.07E-08 1.97E-09 1.08E-09 7.80E-09
4.15 1.22E-08 4.78E-09 2.06E-09 7.72E-09 2.67E-09 9.27E-10 8.42E-09 2.54E-09 1.53E-09 7.19E-09 2.29E-09 1.72E-09 9.87E-09 2.19E-09 8.62E-10 3.27E-08 1.93E-09 9.81E-10 6.01E-09
4.19 1.15E-08 4.68E-09 2.05E-09 7.61E-09 2.78E-09 9.59E-10 7.84E-09 2.53E-09 1.48E-09 6.82E-09 2.19E-09 1.55E-09 9.57E-09 1.97E-09 8.11E-10 2.57E-08 1.95E-09 8.69E-10 4.89E-09
4.23 1.10E-08 4.55E-09 1.98E-09 7.55E-09 2.84E-09 1.03E-09 7.36E-09 2.47E-09 1.36E-09 6.36E-09 2.11E-09 1.48E-09 9.39E-09 1.79E-09 8.46E-10 1.99E-08 1.95E-09 8.33E-10 4.21E-09
4.27 1.06E-08 4.47E-09 1.93E-09 7.37E-09 2.84E-09 1.13E-09 6.99E-09 2.41E-09 1.31E-09 5.87E-09 1.98E-09 1.42E-09 9.44E-09 1.69E-09 8.90E-10 1.55E-08 1.91E-09 8.07E-10 3.86E-09
4.31 1.02E-08 4.42E-09 1.91E-09 7.20E-09 2.86E-09 1.14E-09 6.67E-09 2.34E-09 1.36E-09 5.55E-09 1.86E-09 1.32E-09 9.40E-09 1.65E-09 9.55E-10 1.24E-08 1.83E-09 8.19E-10 3.59E-09
4.35 1.00E-08 4.41E-09 1.85E-09 7.07E-09 2.81E-09 1.09E-09 6.46E-09 2.19E-09 1.29E-09 5.27E-09 1.80E-09 1.24E-09 9.16E-09 1.61E-09 9.77E-10 1.02E-08 1.79E-09 8.25E-10 3.43E-09
4.38 9.82E-09 4.48E-09 1.83E-09 6.88E-09 2.62E-09 1.05E-09 6.25E-09 2.04E-09 1.26E-09 5.10E-09 1.79E-09 1.11E-09 8.94E-09 1.61E-09 1.01E-09 8.47E-09 1.75E-09 8.97E-10 3.33E-09
4.42 9.53E-09 4.48E-09 1.86E-09 6.74E-09 2.44E-09 1.04E-09 6.05E-09 2.01E-09 1.21E-09 5.11E-09 1.85E-09 9.72E-10 8.63E-09 1.57E-09 1.02E-09 7.27E-09 1.73E-09 9.24E-10 3.25E-09
4.46 9.17E-09 4.38E-09 1.93E-09 6.71E-09 2.33E-09 1.01E-09 5.88E-09 2.04E-09 1.15E-09 5.14E-09 1.89E-09 8.93E-10 8.48E-09 1.48E-09 9.52E-10 6.34E-09 1.68E-09 9.64E-10 3.12E-09
4.50 8.89E-09 4.34E-09 1.98E-09 6.68E-09 2.26E-09 1.02E-09 5.82E-09 2.03E-09 1.08E-09 5.15E-09 1.90E-09 9.21E-10 8.37E-09 1.42E-09 9.70E-10 5.53E-09 1.74E-09 9.82E-10 3.03E-09
4.54 8.68E-09 4.27E-09 1.99E-09 6.59E-09 2.20E-09 1.03E-09 5.64E-09 2.02E-09 1.09E-09 5.10E-09 1.89E-09 9.51E-10 8.28E-09 1.41E-09 1.01E-09 4.89E-09 1.76E-09 1.01E-09 2.97E-09
4.58 8.49E-09 4.15E-09 1.94E-09 6.49E-09 2.19E-09 1.05E-09 5.49E-09 2.03E-09 1.01E-09 4.97E-09 1.90E-09 1.02E-09 8.20E-09 1.39E-09 1.00E-09 4.55E-09 1.73E-09 9.95E-10 2.87E-09
4.62 8.42E-09 4.05E-09 1.90E-09 6.38E-09 2.19E-09 1.03E-09 5.41E-09 2.03E-09 1.06E-09 4.86E-09 1.81E-09 1.08E-09 8.21E-09 1.43E-09 9.69E-10 4.32E-09 1.68E-09 9.97E-10 2.78E-09
4.65 8.28E-09 4.03E-09 1.80E-09 6.34E-09 2.17E-09 1.02E-09 5.44E-09 2.01E-09 1.07E-09 4.82E-09 1.77E-09 1.14E-09 8.01E-09 1.52E-09 1.03E-09 4.14E-09 1.66E-09 9.99E-10 2.73E-09
4.69 8.19E-09 3.98E-09 1.72E-09 6.26E-09 2.16E-09 1.01E-09 5.41E-09 2.03E-09 1.05E-09 4.78E-09 1.80E-09 1.13E-09 7.75E-09 1.52E-09 1.03E-09 4.06E-09 1.62E-09 9.49E-10 2.73E-09
4.73 8.12E-09 3.96E-09 1.67E-09 6.13E-09 2.15E-09 1.01E-09 5.43E-09 2.07E-09 1.04E-09 4.80E-09 1.79E-09 1.11E-09 7.77E-09 1.53E-09 1.02E-09 4.01E-09 1.57E-09 8.63E-10 2.70E-09
4.77 8.10E-09 3.96E-09 1.64E-09 6.01E-09 2.13E-09 1.00E-09 5.48E-09 2.13E-09 1.11E-09 4.80E-09 1.73E-09 1.05E-09 7.78E-09 1.56E-09 1.01E-09 3.92E-09 1.54E-09 8.18E-10 2.69E-09
4.81 8.13E-09 4.01E-09 1.59E-09 5.94E-09 2.08E-09 1.03E-09 5.52E-09 2.20E-09 1.13E-09 4.69E-09 1.73E-09 1.00E-09 7.64E-09 1.54E-09 1.05E-09 3.87E-09 1.53E-09 8.14E-10 2.66E-09
4.85 8.08E-09 3.98E-09 1.55E-09 5.77E-09 2.11E-09 1.05E-09 5.45E-09 2.22E-09 1.17E-09 4.55E-09 1.74E-09 9.43E-10 7.63E-09 1.47E-09 1.07E-09 3.83E-09 1.53E-09 7.73E-10 2.58E-09
4.88 7.92E-09 3.91E-09 1.53E-09 5.70E-09 2.12E-09 1.06E-09 5.32E-09 2.25E-09 1.21E-09 4.40E-09 1.70E-09 8.79E-10 7.64E-09 1.50E-09 1.04E-09 3.67E-09 1.54E-09 7.34E-10 2.48E-09
4.92 7.71E-09 3.84E-09 1.51E-09 5.65E-09 2.09E-09 1.12E-09 5.28E-09 2.23E-09 1.22E-09 4.23E-09 1.66E-09 8.88E-10 7.44E-09 1.46E-09 9.93E-10 3.62E-09 1.54E-09 7.50E-10 2.51E-09
4.96 7.47E-09 3.76E-09 1.52E-09 5.61E-09 2.10E-09 1.11E-09 5.20E-09 2.13E-09 1.17E-09 4.06E-09 1.65E-09 9.20E-10 7.15E-09 1.39E-09 9.69E-10 3.57E-09 1.52E-09 7.36E-10 2.47E-09
5.00 7.22E-09 3.65E-09 1.54E-09 5.49E-09 2.09E-09 1.09E-09 5.07E-09 2.01E-09 1.16E-09 3.98E-09 1.58E-09 9.46E-10 7.02E-09 1.39E-09 9.20E-10 3.45E-09 1.47E-09 7.23E-10 2.39E-09
HAB (mm)
K = 356 s-1 K = 391 s-1 K = 427 s-1 K = 463 s-1 K = 498 s-1 K = 534 s-1
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Table 15. FACE J axial soot volume fraction results. 
 
K = 570 s-1
(Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2) (Xf, XO2)
(0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49) (0.070, 0.45) (0.063, 0.41) (0.078, 0.49)
2.02 3.30E-09 1.36E-09 - 3.14E-09 1.01E-09 - 2.63E-09 9.44E-10 - 2.63E-09 7.72E-10 - 2.11E-09 - - 2.27E-09 - - 1.75E-09
2.05 3.31E-09 1.27E-09 - 3.20E-09 1.00E-09 - 2.70E-09 8.48E-10 - 2.54E-09 6.85E-10 - 2.00E-09 - - 2.24E-09 - - 1.89E-09
2.09 3.40E-09 1.27E-09 - 3.16E-09 9.49E-10 - 2.77E-09 8.48E-10 - 2.33E-09 6.54E-10 - 1.92E-09 - - 2.19E-09 - - 1.94E-09
2.13 3.59E-09 1.21E-09 - 3.02E-09 8.87E-10 - 2.83E-09 8.53E-10 - 2.29E-09 5.40E-10 - 1.88E-09 - - 2.07E-09 - - 1.94E-09
2.17 3.77E-09 1.20E-09 - 2.95E-09 8.48E-10 - 2.87E-09 8.86E-10 - 2.46E-09 4.95E-10 - 1.86E-09 - - 1.95E-09 - - 1.88E-09
2.21 3.81E-09 1.16E-09 - 3.02E-09 9.05E-10 - 2.99E-09 9.09E-10 - 2.61E-09 5.07E-10 - 1.91E-09 - - 1.89E-09 - - 1.82E-09
2.25 3.91E-09 1.11E-09 - 2.95E-09 9.49E-10 - 3.10E-09 9.16E-10 - 2.56E-09 5.29E-10 - 2.01E-09 - - 1.88E-09 - - 1.67E-09
2.28 3.96E-09 1.09E-09 - 2.99E-09 1.04E-09 - 3.31E-09 8.81E-10 - 2.63E-09 5.17E-10 - 2.16E-09 - - 1.90E-09 - - 1.60E-09
2.32 3.95E-09 1.15E-09 - 3.09E-09 1.10E-09 - 3.43E-09 8.01E-10 - 2.69E-09 5.90E-10 - 2.20E-09 - - 1.98E-09 - - 1.60E-09
2.36 3.98E-09 1.23E-09 - 3.22E-09 1.08E-09 - 3.49E-09 8.08E-10 - 2.58E-09 7.00E-10 - 2.19E-09 - - 2.05E-09 - - 1.61E-09
2.40 4.05E-09 1.24E-09 - 3.17E-09 1.04E-09 - 3.48E-09 8.21E-10 - 2.42E-09 7.86E-10 - 2.12E-09 - - 2.09E-09 - - 1.58E-09
2.44 4.10E-09 1.35E-09 - 3.18E-09 1.01E-09 - 3.47E-09 8.41E-10 - 2.41E-09 8.57E-10 - 2.10E-09 - - 2.20E-09 - - 1.73E-09
2.48 4.18E-09 1.41E-09 - 3.21E-09 1.02E-09 - 3.38E-09 8.14E-10 - 2.39E-09 8.83E-10 - 2.14E-09 - - 2.25E-09 - - 1.78E-09
2.52 4.26E-09 1.47E-09 - 3.36E-09 1.07E-09 - 3.40E-09 8.14E-10 - 2.41E-09 9.24E-10 - 2.29E-09 - - 2.31E-09 - - 1.80E-09
2.55 4.30E-09 1.46E-09 - 3.39E-09 1.16E-09 - 3.40E-09 7.89E-10 - 2.38E-09 8.96E-10 - 2.37E-09 - - 2.33E-09 - - 1.89E-09
2.59 4.51E-09 1.49E-09 - 3.47E-09 1.23E-09 - 3.50E-09 7.71E-10 - 2.43E-09 8.69E-10 - 2.54E-09 - - 2.34E-09 - - 1.96E-09
2.63 4.64E-09 1.51E-09 - 3.67E-09 1.28E-09 - 3.69E-09 7.56E-10 - 2.55E-09 7.90E-10 - 2.64E-09 - - 2.28E-09 - - 1.98E-09
2.67 4.84E-09 1.57E-09 - 3.76E-09 1.30E-09 - 3.85E-09 7.73E-10 - 2.66E-09 7.86E-10 - 2.71E-09 - - 2.33E-09 - - 2.03E-09
2.71 5.06E-09 1.53E-09 - 3.80E-09 1.23E-09 - 3.97E-09 7.93E-10 - 2.62E-09 7.24E-10 - 2.63E-09 - - 2.36E-09 - - 2.01E-09
2.75 5.43E-09 1.63E-09 - 3.92E-09 1.18E-09 - 4.18E-09 8.80E-10 - 2.65E-09 6.63E-10 - 2.64E-09 - - 2.44E-09 - - 1.99E-09
2.78 5.76E-09 1.74E-09 - 4.05E-09 1.16E-09 - 4.31E-09 9.75E-10 - 2.82E-09 6.42E-10 - 2.64E-09 - - 2.49E-09 - - 1.97E-09
2.82 6.25E-09 1.88E-09 - 4.19E-09 1.18E-09 - 4.24E-09 1.06E-09 - 2.85E-09 6.78E-10 - 2.67E-09 - - 2.62E-09 - - 1.92E-09
2.86 6.79E-09 2.16E-09 - 4.47E-09 1.18E-09 - 4.32E-09 1.18E-09 - 2.88E-09 6.91E-10 - 2.65E-09 - - 2.82E-09 - - 1.97E-09
2.90 7.66E-09 2.57E-09 - 4.59E-09 1.25E-09 - 4.42E-09 1.33E-09 - 3.02E-09 7.16E-10 - 2.74E-09 - - 3.05E-09 - - 2.09E-09
2.94 8.57E-09 2.98E-09 - 4.77E-09 1.40E-09 - 4.48E-09 1.47E-09 - 3.26E-09 8.62E-10 - 2.81E-09 - - 3.26E-09 - - 2.22E-09
2.98 9.56E-09 3.34E-09 - 5.11E-09 1.49E-09 - 4.62E-09 1.54E-09 - 3.39E-09 8.68E-10 - 2.85E-09 - - 3.60E-09 - - 2.37E-09
3.02 1.08E-08 3.76E-09 - 5.52E-09 1.55E-09 - 4.97E-09 1.65E-09 - 3.57E-09 9.46E-10 - 2.92E-09 - - 4.04E-09 - - 2.57E-09
3.05 1.21E-08 4.13E-09 - 5.90E-09 1.62E-09 - 5.24E-09 1.69E-09 - 3.75E-09 1.04E-09 - 3.06E-09 - - 4.42E-09 - - 2.78E-09
3.09 1.35E-08 4.56E-09 - 6.64E-09 1.69E-09 - 5.56E-09 1.63E-09 - 3.98E-09 1.14E-09 - 3.13E-09 - - 4.82E-09 - - 2.94E-09
3.13 1.53E-08 4.98E-09 - 7.61E-09 1.78E-09 - 5.99E-09 1.62E-09 - 4.17E-09 1.15E-09 - 3.35E-09 - - 5.26E-09 - - 3.14E-09
3.17 1.81E-08 5.56E-09 - 8.54E-09 1.88E-09 - 6.51E-09 1.65E-09 - 4.39E-09 1.27E-09 - 3.71E-09 - - 5.67E-09 - - 3.30E-09
3.21 2.14E-08 6.05E-09 - 9.45E-09 1.92E-09 - 6.93E-09 1.67E-09 - 4.69E-09 1.27E-09 - 4.12E-09 - - 6.03E-09 - - 3.52E-09
3.25 2.60E-08 6.47E-09 - 1.05E-08 1.93E-09 - 7.45E-09 1.73E-09 - 5.06E-09 1.30E-09 - 4.55E-09 - - 6.32E-09 - - 3.82E-09
3.28 3.21E-08 6.72E-09 - 1.14E-08 1.91E-09 - 8.07E-09 1.88E-09 - 5.49E-09 1.37E-09 - 4.98E-09 - - 6.45E-09 - - 4.14E-09
3.32 3.93E-08 6.94E-09 - 1.23E-08 1.75E-09 - 8.76E-09 1.95E-09 - 6.01E-09 1.41E-09 - 5.32E-09 - - 6.57E-09 - - 4.48E-09
3.36 4.63E-08 7.06E-09 - 1.32E-08 1.59E-09 - 9.59E-09 2.03E-09 - 6.83E-09 1.44E-09 - 5.63E-09 - - 6.63E-09 - - 4.70E-09
3.40 5.25E-08 7.24E-09 - 1.47E-08 1.52E-09 - 1.08E-08 2.04E-09 - 7.82E-09 1.48E-09 - 5.87E-09 - - 6.55E-09 - - 4.75E-09
3.44 5.61E-08 7.31E-09 - 1.68E-08 1.47E-09 - 1.25E-08 2.11E-09 - 8.91E-09 1.50E-09 - 6.20E-09 - - 6.50E-09 - - 4.76E-09
3.48 5.61E-08 7.46E-09 - 1.95E-08 1.50E-09 - 1.47E-08 2.05E-09 - 9.99E-09 1.45E-09 - 6.76E-09 - - 6.75E-09 - - 4.86E-09
3.52 5.24E-08 7.66E-09 - 2.26E-08 1.61E-09 - 1.74E-08 1.95E-09 - 1.11E-08 1.41E-09 - 7.28E-09 - - 6.66E-09 - - 4.88E-09
3.55 4.59E-08 7.69E-09 - 2.60E-08 1.76E-09 - 2.03E-08 1.79E-09 - 1.23E-08 1.37E-09 - 7.95E-09 - - 6.30E-09 - - 5.02E-09
3.59 3.76E-08 7.47E-09 - 2.85E-08 1.95E-09 - 2.34E-08 1.68E-09 - 1.36E-08 1.27E-09 - 8.73E-09 - - 5.86E-09 - - 5.37E-09
3.63 2.93E-08 7.08E-09 - 2.95E-08 2.13E-09 - 2.68E-08 1.60E-09 - 1.49E-08 1.20E-09 - 9.35E-09 - - 5.27E-09 - - 5.36E-09
3.67 2.18E-08 6.40E-09 - 2.87E-08 2.25E-09 - 3.00E-08 1.49E-09 - 1.62E-08 1.09E-09 - 1.00E-08 - - 4.38E-09 - - 5.09E-09
3.71 1.59E-08 5.49E-09 - 2.65E-08 2.42E-09 - 3.26E-08 1.40E-09 - 1.75E-08 9.97E-10 - 1.10E-08 - - 3.74E-09 - - 4.71E-09
3.75 1.18E-08 4.69E-09 - 2.30E-08 2.60E-09 - 3.43E-08 1.37E-09 - 1.86E-08 9.45E-10 - 1.12E-08 - - 3.33E-09 - - 4.30E-09
3.78 9.26E-09 3.96E-09 - 1.89E-08 2.71E-09 - 3.45E-08 1.34E-09 - 1.90E-08 8.92E-10 - 1.11E-08 - - 3.06E-09 - - 3.67E-09
3.82 7.78E-09 3.44E-09 - 1.47E-08 2.78E-09 - 3.25E-08 1.22E-09 - 1.88E-08 8.15E-10 - 1.07E-08 - - 2.88E-09 - - 3.28E-09
3.86 6.94E-09 3.07E-09 - 1.10E-08 2.84E-09 - 2.90E-08 1.18E-09 - 1.80E-08 7.75E-10 - 9.79E-09 - - 2.81E-09 - - 2.99E-09
3.90 6.46E-09 2.75E-09 - 8.12E-09 2.82E-09 - 2.46E-08 1.12E-09 - 1.65E-08 7.15E-10 - 8.33E-09 - - 2.71E-09 - - 2.83E-09
3.94 6.08E-09 2.42E-09 - 6.01E-09 2.71E-09 - 1.97E-08 1.10E-09 - 1.43E-08 7.08E-10 - 7.11E-09 - - 2.58E-09 - - 2.66E-09
3.98 5.73E-09 2.12E-09 - 4.62E-09 2.58E-09 - 1.52E-08 1.04E-09 - 1.22E-08 8.17E-10 - 5.97E-09 - - 2.42E-09 - - 2.55E-09
4.02 5.47E-09 1.95E-09 - 4.06E-09 2.54E-09 - 1.18E-08 9.80E-10 - 1.02E-08 8.88E-10 - 5.04E-09 - - 2.29E-09 - - 2.45E-09
4.05 5.21E-09 1.78E-09 - 3.93E-09 2.61E-09 - 9.30E-09 9.66E-10 - 8.38E-09 9.27E-10 - 4.39E-09 - - 2.15E-09 - - 2.27E-09
4.09 4.99E-09 1.64E-09 - 3.96E-09 2.56E-09 - 7.55E-09 9.86E-10 - 6.82E-09 9.92E-10 - 3.82E-09 - - 2.04E-09 - - 2.11E-09
4.13 4.81E-09 1.58E-09 - 4.00E-09 2.37E-09 - 6.46E-09 9.48E-10 - 5.69E-09 9.33E-10 - 3.48E-09 - - 2.08E-09 - - 1.99E-09
4.17 4.69E-09 1.55E-09 - 4.02E-09 2.12E-09 - 5.72E-09 9.68E-10 - 4.80E-09 8.25E-10 - 3.27E-09 - - 2.17E-09 - - 1.85E-09
4.21 4.60E-09 1.44E-09 - 3.94E-09 1.82E-09 - 5.29E-09 9.85E-10 - 4.11E-09 7.52E-10 - 3.02E-09 - - 2.21E-09 - - 1.77E-09
4.25 4.63E-09 1.40E-09 - 3.86E-09 1.43E-09 - 4.90E-09 9.34E-10 - 3.69E-09 6.87E-10 - 2.82E-09 - - 2.32E-09 - - 1.81E-09
4.28 4.59E-09 1.39E-09 - 3.81E-09 1.18E-09 - 4.59E-09 8.69E-10 - 3.40E-09 6.08E-10 - 2.80E-09 - - 2.43E-09 - - 1.86E-09
4.32 4.58E-09 1.37E-09 - 3.74E-09 1.10E-09 - 4.39E-09 8.19E-10 - 3.25E-09 5.74E-10 - 2.75E-09 - - 2.49E-09 - - 1.92E-09
4.36 4.56E-09 1.34E-09 - 3.73E-09 1.15E-09 - 4.24E-09 7.48E-10 - 3.12E-09 5.70E-10 - 2.69E-09 - - 2.49E-09 - - 2.04E-09
4.40 4.54E-09 1.37E-09 - 3.68E-09 1.15E-09 - 4.10E-09 6.97E-10 - 2.97E-09 6.02E-10 - 2.71E-09 - - 2.44E-09 - - 2.10E-09
4.44 4.43E-09 1.39E-09 - 3.61E-09 1.11E-09 - 4.02E-09 7.10E-10 - 2.92E-09 6.19E-10 - 2.63E-09 - - 2.33E-09 - - 2.14E-09
4.48 4.36E-09 1.34E-09 - 3.56E-09 1.11E-09 - 3.92E-09 7.73E-10 - 2.89E-09 6.70E-10 - 2.52E-09 - - 2.29E-09 - - 2.11E-09
4.52 4.33E-09 1.28E-09 - 3.58E-09 1.14E-09 - 3.87E-09 8.38E-10 - 2.91E-09 7.51E-10 - 2.45E-09 - - 2.22E-09 - - 2.09E-09
4.55 4.37E-09 1.24E-09 - 3.58E-09 1.10E-09 - 3.81E-09 8.85E-10 - 2.95E-09 8.11E-10 - 2.47E-09 - - 2.20E-09 - - 2.05E-09
4.59 4.43E-09 1.18E-09 - 3.53E-09 1.08E-09 - 3.67E-09 9.01E-10 - 3.00E-09 8.48E-10 - 2.49E-09 - - 2.31E-09 - - 2.00E-09
4.63 4.46E-09 1.11E-09 - 3.53E-09 1.08E-09 - 3.56E-09 8.91E-10 - 3.02E-09 9.06E-10 - 2.56E-09 - - 2.45E-09 - - 1.96E-09
4.67 4.43E-09 1.18E-09 - 3.48E-09 1.10E-09 - 3.44E-09 8.05E-10 - 3.09E-09 9.00E-10 - 2.60E-09 - - 2.51E-09 - - 1.94E-09
4.71 4.38E-09 1.21E-09 - 3.37E-09 1.11E-09 - 3.39E-09 7.71E-10 - 3.03E-09 8.94E-10 - 2.68E-09 - - 2.53E-09 - - 1.86E-09
4.75 4.24E-09 1.21E-09 - 3.39E-09 1.12E-09 - 3.41E-09 7.72E-10 - 3.07E-09 8.70E-10 - 2.70E-09 - - 2.55E-09 - - 1.82E-09
4.78 4.06E-09 1.18E-09 - 3.53E-09 1.14E-09 - 3.46E-09 7.78E-10 - 3.07E-09 8.33E-10 - 2.63E-09 - - 2.46E-09 - - 1.88E-09
4.82 3.92E-09 1.19E-09 - 3.58E-09 1.09E-09 - 3.53E-09 8.26E-10 - 3.06E-09 8.01E-10 - 2.60E-09 - - 2.38E-09 - - 1.96E-09
4.86 3.89E-09 1.11E-09 - 3.63E-09 1.02E-09 - 3.58E-09 8.34E-10 - 3.00E-09 8.22E-10 - 2.53E-09 - - 2.28E-09 - - 2.06E-09
4.90 3.82E-09 1.09E-09 - 3.65E-09 9.76E-10 - 3.55E-09 7.99E-10 - 3.01E-09 8.25E-10 - 2.49E-09 - - 2.29E-09 - - 2.21E-09
4.94 3.76E-09 1.11E-09 - 3.66E-09 9.59E-10 - 3.52E-09 7.48E-10 - 2.93E-09 8.05E-10 - 2.45E-09 - - 2.28E-09 - - 2.30E-09
4.98 3.71E-09 1.16E-09 - 3.68E-09 9.65E-10 - 3.49E-09 7.41E-10 - 2.97E-09 7.78E-10 - 2.40E-09 - - 2.31E-09 - - 2.27E-09
HAB (mm)
K = 356 s-1 K = 391 s-1 K = 427 s-1 K = 463 s-1 K = 498 s-1 K = 534 s-1
