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I Zusammenfassung
Die Biologie befasst sich mit dem Aufbau und der Organisation von Lebewesen. Bei bei-
den Aspekten finden sich auf verschiedenen Abstraktionsebenen Phänomene, die sich als
Netzwerke interpretieren lassen. Ein makroskopisches Beispiel dafür sind Räuber-Beute-
Beziehungen (z. B. Größe einer Fuchspopulation in Abhängigkeit von ihren Beutetieren
wie Kaninchen, Hühnern, etc.). Es ist leicht ersichtlich, dass die Größen der Populatio-
nen jeweils voneinander abhängen und eine wechselseitige Dynamik widerspiegeln. Auf
molekularer Ebene gibt es ebenfalls Beispiele für Interaktionen, die sich über ein dyna-
misches Netzwerk beschreiben lassen, etwa bei zellulären Prozessen. Ein Beispiel hierfür
ist die Katalyse einer chemischen Reaktion mittels eines Enzyms. Die Konzentration des
Enzyms und der beteiligten Substanzen beeinflussen dabei die Geschwindigkeit, mit wel-
cher der Stoffwechselprozess abläuft. Mit dieser (makro)molekularen Ebene beschäftigt
sich diese Arbeit.
Wie wichtig ein funktionierendes Netzwerk ist, wird deutlich wenn man ein gestörtes
System betrachtet, etwa wenn eingeschleppte Arten ein Ökosystem aus dem Gleichge-
wicht bringen. Ein aktuelles Beispiel dazu ist der amerikanische Kalikokrebs (Orconectes
immunis), der sich derzeit in Europa schnell ausbreitet, da ihm natürliche Feinde feh-
len. Gleichzeitig bedroht er durch seinen Ressourcenverbrauch Tierarten wie Libellen,
Amphibien und einheimische Krebse.
Auf zellulärer Ebene kann eine Störung des Netzwerks der DNA-Reparatur und der
Zellzykluskontrolle zu der Entstehung von Krebs führen. Die DNA-Reparatur stellt ein
komplexes System aus verschiedenen Proteinen und DNA dar. Der Ausfall eines Be-
standteils dieses Systems kann für den Reparaturprozess verheerende Folgen haben.
Es wird deutlich wie wichtig das Verständnis der Dynamik dieser Systeme ist, um
Analysen und Prognosen für den Zustand dieser Systeme zu erstellen. In den beiden
genannten Beispielen kann es helfen die Entstehung von Krebs besser vorherzusagen,
bzw. bedrohte Tier- und Pflanzenarten zu schützen.
Anhand von Netzwerken, die die Interaktion von Proteinen, DNA und RNA darstel-
len, ist das Ziel dieser Arbeit, den messbaren Informationsfluss zwischen verschiedenen
beteiligten Elementen zu erkennen und mit dessen Hilfe die Struktur des Netzwerks zu
rekonstruieren. Zu diesem Zweck werden die Zeitreihen der einzelnen Knoten mittels ver-
schiedener statistischer und informationstheoretischer Maße miteinander in Beziehung
gesetzt.
Bei der Auswahl der verschiedenen Maße greife ich sowohl auf klassische statisti-
sche Maße (z. B. Korrelationskoeffizienten), als auch auf informationstheoretische (auf
Shannon-Entropie basierende) Methoden zurück, die in den letzten Jahren im Bereich
der Biologie populärer gewordenen sind.
Der Vergleich dieser Methoden findet durch mehrere Beispielsysteme statt, die ich in
1
drei verschiedene Kategorien eingeteilt habe. Allen Beispielen gemein ist die zeitliche
Simulation, um ein dynamisches, veränderliches System abzubilden. Mit Hilfe der Mes-
sung des Zusammenhangs der einzelnen Knoten über die Zeit, soll im Umkehrschluss
auf die Topologie des zugrunde liegenden Netzwerks zurück geschlossen werden.
In die erste Kategorie fällt ein einfaches Differentialgleichungssystem, welches zwei
Feedback-Schleifen miteinander koppelt. Die Parametrisierung des Netzwerks sorgt für
eine stabile Schwingung der beiden Schleifen um ihren jeweiligen Mittelwert.
Als nächste Kategorie werden zwei verschiedene Typen von Zufallsgraphen erzeugt.
Der erste wird durch einem von mir entworfenen Algorithmus erstellt, der eine bestimmte
Menge an Knoten erzeugt, die mit einer bestimmten Anzahl von Eingangskanten und
Ausgangskanten verbunden sind. Der zweite Typus ist ein sogenanntes skalenfreies Netz.
Diese Netzwerktopologie kann in vielen Systemen wieder gefunden werden. Dazu gehören
sowohl biologische als auch auch digitale soziale Netzwerke.
In der letzten Kategorie wende ich die genannten Methoden auf verschiedene Beispiele
aus der BioModels Database an. Diese Datenbank bietet sich aufgrund der umfangrei-
chen Datensätze an und enthält viele biochemische Netzwerke, z. B. Protein-Protein-
Interaktion, Protein-RNA-Interaktion usw.
Abschließend diskutiere ich die vorgelegten Ergebnisse und gebe einen Ausblick auf die
Möglichkeiten diese Ansätze weiter zu verfolgen und auszubauen. Des Weiteren wurden
im Zuge dieser Arbeit verschiedene Software Tools von mir entwickelt, bzw. studentische
Arbeiten zur Entwicklung betreut, die für die Durchführung der hier gezeigten Analysen
wichtig waren. Diese werden in einem getrennten Abschnitt besprochen.
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II Summary
Biology deals with the construction and organization of living things. For both aspects
phenomena can be found on different abstraction levels that can be interpreted as net-
works. A macroscopic example of this is predator-prey relationships (e.g. the size of a
fox population depending on its prey, such as rabbits, chickens, etc.). It is easy to see
that the sizes of these populations depend on each other and reflect a mutual dynamic.
At the molecular level, there are also examples of interactions that can be described via
a dynamic network, such as cellular processes. An example is the catalysis of a chemi-
cal reaction by means of an enzyme. The concentrations of the enzyme and substances
involved influence the speed with which the metabolic process takes place. With this
(macro) molecular level deals this thesis.
How important a functioning network is, becomes apparent when analyzing disturbed
system. This is the case when foreign species are introduced into an ecosystem. A re-
cent example of this is the American Orconectes immunis, a crayfish which is currently
spreading fast throughout Europe since its lack of natural predators. At the same time
it threatens local animal species such as dragonflies, amphibians and native Crustacean
by competing for resources.
At the cellular level, a disorder of the DNA repair network and the cell cycle control
can lead to the development of cancer. DNA repair is a complex system that involves
various proteins and DNA. A failure of one of the components of this system can have
devastating consequences for the repair process.
It becomes clear how important it is to understand the dynamics of these systems:
Creating predictions for the state and dynamics of these systems will in case of the
former save endangered species or the latter help to fight cancer.
The goal of this work is to reconstruct network topologies by measuring the informa-
tion flow between involved elements of the network like proteins, DNA or RNA. For this
purpose the time series of each node (e.g. a protein) is put in relationship to the other
nodes using various statistical and information-theoretical measures.
The selection of reviewed methods consists of both classical statistical measures (e.g.
correlation coefficients) and measures that became popular more recently in the field of
biology like information-theoretical methods based on Shannon entropy.
The comparison of these methods is based on several example models. All these sys-
tems in common is the temporal simulation, to depict a dynamically changing system.
Based on the measurement of the relationship between the single nodes over time, the
idea is to inversely refer to the topology of the underlying network.
The most simple one of those examples is a system of differential equations, which
couples two feedback loops. The parameterization of the network caused a stable oscil-
lation of the two loops around their respective mean value.
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The next category contains two different types of random graphs. The first type is
created by an algorithm I have designed in a way that it randomly generates an amount
of nodes with a certain in- and outdegree without individual nodes being isolated. The
second type is a so-called scale-free network. This network topology can be found in
many types of systems, such as biological networks or social networks.
As a final step, I apply the above mentioned methods to various examples from the
Biomodels Database. It contains a large amount of biochemical datasets, e.g. networks
of protein-protein interaction, protein-RNA interaction, etc.
Finally, I discuss the results presented and give an outlook of the opportunities to
pursue and further develop these approaches. Additionally I describe various software
tools that I either developed in the course of this work, or supervised the development
by student projects. These tools were crucial to carrying out the analyzes shown in this
thesis and are discussed in an individual section.
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1 Einleitung
1.1 Systembiologie
Systembiologie beschreibt einen Zweig der Biologie, der sich mit dem Verständnis der
Organismen als Ganzes beschäftigt [94]. Während zum Beispiel die Genetik sich primär
auf Prozesse im Zusammenhang mit DNA und Genregulation konzentriert, beschreibt
die Proteomik die Erforschung der zu einem bestimmten Zeitpunkt interagierenden Pro-
teine. Die Systembiologie versucht einzelne Teilbereiche wie Genetik und Proteomik mit
zeitlichen und räumlichen Abläufen zu integrieren, um ein möglichst realistisches Ge-
samtbild eines Lebewesens zu erzeugen. Das grundlegende Verständnis dieser Systeme
und die Interaktion deren Komponenten ist seit Jahrzehnten Feld intensiver Forschung.
Dies spiegelt sich auch in dem 2017 vergebenen Nobelpreis für Medizin und Physiologie
wieder. Dieser wurde an Jeffrey C. Hall, Michael Rosbash und Michael W. Young für
die Erforschung des zirkadianen Rhythmus vergeben [54, 124, 29]. Dieser beschreibt die
Fähigkeit biologischer Organismen, physiologische Vorgänge in regelmäßigen Perioden
zu organisieren. Dies verdeutlicht einen weiteren wichtigen Aspekt der Systembiologie,
nämlich die Zeit bzw. den Zeitpunkt als Faktor für den Zustand eines biologischen Sys-
tems.
Biologische Systeme können auf unterschiedlichen Organisationsebenen betrachtet
werden. Die Spannweite reicht von Systemen auf Populationsebene im makroskopischen
bis zur Interaktion von Molekülen oder Atomen im mikroskopischen Bereich. Das Ziel
der Systembiologie ist es möglichst exakte (mathematische) Modelle für die einzelnen
Ebenen zu entwickeln oder in Multiskalenansätzen die verschiedenen Komplexitätsebe-
nen zu verbinden [84]. Um Aussagen über ein System treffen zu können, verwendet man
Modelle, die möglichst exakt das reale System, bzw. dessen betrachtete Eigenschaften
abbilden. Beispielsweise kann man es als Netzwerkgraph notieren, um Erkenntnisse über
die Topologie des Systems zu erlangen. So kann man beispielsweise zeigen, ob ob es
Pfade zwischen allen Knoten gibt, oder es zentrale Knoten gibt, die von besonders vie-
len anderen Knoten aus erreicht werden können. Abschnitt 3.4.1 gibt einen genaueren
Überblick zum Thema Graphen.
Eine andere Perspektive auf das gleiche System bekommt man, indem man dessen
Dynamik untersucht. Dabei geht es um die Änderung des Zustands eines Knotens in
Abhängigkeit von der Zeit. Es wir aber nicht nur ein einzelner Knoten betrachtet, sondern
auch dessen verbundene Nachbarknoten. Diese Modellierung kann durch ein System von
Differentialgleichungen (siehe Abschnitt 2.5) geschehen, um zum Beispiel die Änderung
der Konzentration eines Metaboliten in einem Stoffwechselkreislauf zu beschreiben, bzw.
vorherzusagen.
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Die Modellierung eines Systems und dessen Simulation erfolgt am Computer mit-
tels numerischer Methoden. Netzwerksimulationen spielen heute eine große Rolle in
den Biowissenschaften [76] und darüber hinaus [7]. Während in den Anfängen der Sys-
tembiologie zunächst nur vereinfachte Modelle erstellt werden konnten, ermöglichte die
steigende Rechenleistung [86, 112] und die verbesserte Datengrundlage das Aufbauen
immer komplexerer Systeme. Besonders in der Systembiologie sind Simulationen meta-
bolischer Netzwerke zu einer State-of-the-art-Methode zur Analyse von Eigenschaften
und Dynamik geworden und weisen den experimentell bestimmten Netzwerktopologi-
en evolutionäre Bedeutung zu [33]. Hier stellen sich bioinformatischen Ansätzen aber
gleich mehrere Herausforderungen, die häufig in diesem Forschungszweig anzutreffen
sind: Legacy-Code-Infrastruktur, mehrere oft widersprüchliche Programmierparadigmen
und schlecht kuratierte Datenquellen. Letzteres stellte ein Problem bei der Auswahl der
biologischen Modelle in Abschnitt 3.5 dar, sodass manuelle Eingriffe in Modelle und Soft-
ware erforderlich waren. Für hypothesengeleitete Untersuchungsansätze im Bereich der
Systembiologie werden häufig hohe Anforderungen an HPC-Ressourcen gestellt. Gleich-
zeitig sind visuelle/interaktive Analysen erforderlich. In meiner Publikation [16] stelle
ich daher eine Lösung vor, die beide Ansätze kombiniert und auch in dieser Arbeit zum
Einsatz kommt (siehe Abschnitt 4.1).
Mit der gestiegenen Rechenleistung ging auch die Notwendigkeit einher, größere Da-
tenmengen zu organisieren und bereitzustellen. Dies führte zur Entstehung mehrerer
großer Datenbanken, die in der Regel über das Internet erreichbar sind. Das US-ame-
rikanische National Center of Biotechnology (NCBI) betreibt in verschiedenen Sparten
der Biologie Datenbanken. Die bekanntesten sind vermutlich die Genbank [11] und die
Protein Data Bank [12]. Das europäische Pendant dazu ist das European Bioinformatics
Institute (EMBL-EBI). Hier findet man unter anderem die BioModels Database [75]. Als
Datenformat wird dabei die Systems Biology Markup Language (SBML) [39] verwen-
det. Dieses auf XML basierende Format wurde entwickelt, um biochemische Netzwerke
darzustellen und wird von vielen Programmen für Systembiologie unterstützt (Details
in Abschnitt 4).
Ein Anwendungsbereich der Systembiologie ist unter anderem die Medikamentenfor-
schung [13]. Da es immer mehr Hinweise darauf gibt, dass Wirkstoffe nicht nur mit
einem spezifischen Ziel interagieren sondern oft mit mehreren, rückt die Analyse kom-
plexer Netzwerke und das Verständnis auf Systemebene stärker in den Vordergrund [95].
Interessant ist dabei die Frage, ob es in diesen Netzwerken nach dem Prinzip eines „Ge-
neralschlüssels“ zu Interaktionen mit Makromolekülen kommt. Die Idee ist dabei, dass
eine Substanz nicht nur mit einem Molekül des Netzwerks interagiert, um einen Effekt
hervorzurufen sondern gleich mit mehreren Schlüsselstellen dieses Systems [83].
1.2 Netzwerke
Netzwerke bzw. Netzwerkmodelle finden in vielen wissenschaftlichen Domänen Anwen-
dung. Der Wahl des richtigen Modells kommt dabei eine entscheidende Bedeutung zu
[24]. Ein Aspekt ist dabei die Topologie des Graphen, d. h. wie ist die Anordnung und
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Verbindung der einzelnen Knoten zueinander. Ein anderer Aspekt ist die Dynamik. Da-
bei spielt es eine Rolle, wie zeitliche Änderungen des Netzwerks beschrieben werden.
Im Falle biologischer Netzwerke werden dafür zur Modellierung häufig Differentialglei-
chungen verwendet. Die Dynamik jedes Knotens wird dann mithilfe einer Gleichung
beschrieben und die Änderung seines Zustands ergibt sich aus dem Lösen der Gleichung
für einen bestimmten Zeitpunkt.
In dieser Arbeit liegt jedoch der Fokus auf biologischen, intrazellulären Netzwerke
und einige daran angelehnte Modellsysteme, die im nächsten Abschnitt näher erläutert
werden.
1.2.1 Biologische Netzwerke
Makromolekulare Netzwerke lassen sich grob in verschiedene Kategorien einteilen. Zwar
sind natürlich keine klaren Grenzen zwischen den einzelnen Typen gezogen – Das Ge-
genteil ist eigentlich der Grundgedanke der Systembiologie: Nämlich das System als
interagierendes Ganzes zu verstehen und nicht nur als einzelne Komponenten – aber die
Definitionen helfen in der Auswahl der Analysemethoden und fokussieren sich üblicher-
weise auf eine bestimmte Fragestellung [28]. Die nachstehende Liste nennt die derzeit in
der molekularen Systembiologie üblichen Einteilung von Netzwerken:
• Chemische Komponenten
• Proteinstrukturen
• Protein-Protein-Interaktionen
• Signalnetzwerke
• Gen-Interaktionsnetzwerke
• Metabolische Netzwerke
Die direkte und wahrscheinlich einfachste Methode chemische Reaktionen darzustel-
len, ist sie als Reaktionsgraphen abzubilden. Diese Notation erlaubt einen qualitativen
Überblick über die Beziehung der interagierenden chemischen Entitäten. Diese verein-
fachte Darstellung kann nun um quantitative Eigenschaften wie Reaktionskinetik und
Konzentrationen der Reaktanden erweitert werden. Kombiniert man nun mehrere Reak-
tionsschritte erhält man ein Netzwerk an Reaktionen. Im Falle von Stoffwechselreaktio-
nen spricht man dann von einem metabolischen Netzwerk.
Eine einfache Beschreibung einer enzymatischen Reaktion ist in Gleichung 1.1 zu se-
hen. Im ersten Schritt lagern sich Enzym und Substrat aneinander. Die Reaktionskon-
stanten k1 und k−1 beschreiben die Geschwindigkeit mit der Substrat und Enzym sich
anlagern, bzw. dissoziieren, da dieser Schritt reversibel ist. Über den Enzym-Substrat-
Komplex ES wird anschließend das Produkt P per katalytischer Reaktion k2 erzeugt
[60].
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E + S
k1−−⇀↽−
k−1
ES
k2−−→ E + P (1.1)
Ein Netzwerk aus solchen voneinander abhängigen Reaktionen kann allgemein als
Differentialgleichungssystem (Abschnitt 2.5.2) beschrieben werden. Mittels numerischer
Lösung (siehe 2.5.4) kann ein zeitlicher Verlauf der Reaktionen und somit der Kon-
zentrationen der einzelnen Reaktanden simuliert werden. Dabei bedient man sich der
Michaelis-Menten-Kinetik (Gleichung 1.2) die aus der Reaktionsgleichung hergeleitet
werden kann [94].
v0 =
vmax · [S]
Km + [S]
(1.2)
Die Reaktionsgeschwindigkeit v0 zum Zeitpunkt t = 0 wird dabei von der maxima-
len Reaktionsgeschwindigkeit vmax, der Substratkonzentration [S] und der Michaelis-
Menten-Konstante Km bestimmt.
1.3 Kausalität
Die Frage nach dem ursächlichen Zusammenhang zwischen Objekten aller Art ist ein
fundamentales Problem über verschiedene Wissenschaftszweige hinweg. Bereits die grie-
chischen Philosophen [81] beschäftigten sich mit der Thematik; die Stoiker betrachteten
Kausalität als universelles Prinzip [111].
Der naturwissenschaftliche Begriff der Kausalität ist, obwohl das Konzept allgemein
leicht verständlich, nur schwer mathematisch klar zu definieren. Eine Herausforderung
liegt dabei in der notwendigen zeitlichen Abfolge von Dingen, wie zwei oder mehrere
Variablen. Das „Ursache-Wirkung-Prinzip“ ist eine zunächst anschauliche Formulierung
des Konzepts der Kausalität: Ein kausaler Zusammenhang besteht zum Beispiel zwischen
A und B, wenn B nur unter der Voraussetzung von A eintritt. Die ursprüngliche Idee
von Wiener [121] wurde von Granger [47] aufgegriffen und formuliert (Wiener-Granger
Causality oder kurz WGC): Es seien X und Y zwei Zeitreihen. Dann hängt Y kausal
von X ab, wenn wir Yt+1 unter Beobachtung von X und Y signifikant zuverlässiger
vorhersagen, als unter Beobachtung von Y allein [20].
Einen Überblick über verschiedene Methoden des Auffindens solcher kausalen Zusam-
menhänge in Zeitreihen wird zum Beispiel von Hlaváčková-Schindler et al. [56] gegeben.
1.4 Motivation: Rekonstruktion von Netzwerken
Das Ziel dieser Arbeit ist es, anhand von knotenbasierten Zeitreihen eines Netzwerks
die Topologie, also den Zusammenhang der Knoten, dieses Netzwerks zu rekonstruieren.
Mittels der verschiedenen eingesetzten Korrelationsmaße, die in Abschnitt 2 detailliert
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beschrieben werden, soll festgestellt werden, ob eine Rekonstruktion auch bei geringer
Anzahl von Datenpunkten, d. h. kurzen Zeitreihen, möglich ist. Dieser Ansatz wurde
bereits in früheren Arbeiten mit jeweils unterschiedlichem Fokus der Analyse verfolgt
[113].
Hauptsächlich wurden bei bisherigen Studien DNA/RNA-Microarrays als Quelle der
Primärdaten verwendet. Van der Heijden et al. [114] verwendeten Bayes’sche Netzwerke
um Verschlechterungen des Gesundheitszustandes von Patienten mit chronisch obstruk-
tiver Lungenerkrankung (COPD) vorherzusagen. Die verwendete Methode hat jedoch
den Nachteil, dass sie nur auf azyklische Graphen angewendet werden kann. Da viele
biologische Netzwerke jedoch zyklische Elemente im Sinne von Feedback-Schleifen ent-
halten (so auch die hier verwendeten Netzwerke), findet diese Methode in dieser Arbeit
keine Anwendung.
Um Proteinkonzentrationen zu schätzen wurden bis vor wenigen Jahren üblicherweise
Konzentrationen von mRNA mittels microarrays gemessen. Aus diesen wurde die Kon-
zentration der Proteine anhand ihrer zugehörigen mRNA (englisch messenger RNA)
abgeleitet. Der Nachteil dieser indirekten Methode ist, dass man dabei Effekte wie die
tatsächliche Geschwindigkeit der Proteinsynthese sowie den Abbau oder die generelle
Lebensdauer eines Proteins außer Acht lässt [115]. Daher haben sich mittlerweile wei-
tere Verfahren wie die Orbitrap Massenspektrometrie etabliert, die die direkte Messung
von Konzentrationen erlauben [45]. Ein verbreiteter Ansatz nutzt Störungsereignisse des
Netzwerks („Network Inference“) der Zeitreihen, um die Struktur herzuleiten [107]. Dazu
werden einzelne Knoten des Netzwerks entfernt. Es können so relevante Pfade in einem
Netzwerk identifiziert werden, zum Beispiel weil ein stabiler Zustand des Netzwerks da-
mit zerstört wird. Es können aber auch Redundanzen kenntlich gemacht werden, wenn
das Netzwerk weiterhin funktioniert, da andere Pfade zur Kompensation des fehlenden
Knoten verwendet werden.
Um eine ausreichende Datengrundlage zu schaffen, war es zunächst notwendig eine
Plattform zu finden, mit der die Simulation solcher Netzwerke effizient (auch mit großen
Datenmengen) stattfinden kann. Die Statistiksprache R stellt solch eine Plattform dar
[97]. Sie ist vielseitig, leistungsfähig und wird auch in „Big-Data-Anwendungen“ und
„Data-Mining“ eingesetzt (z. B. genomische Datenanalyse [14, 18, 89] ).
Ein weiterer Vorteil von R ist die Möglichkeit dessen Funktionalität durch Pakete
zu erweitern. Zum einen kann man dadurch auf bereits vorhandene Funktionen von
Drittanbietern zurückgreifen, zum anderen ist es möglich eigene Pakete zu entwickeln, die
gegebenenfalls fehlende Funktionalität zur Verfügung stellen können. Die Erweiterungen
beschränken sich nicht nur auf Code, der in R selbst geschrieben ist. Vielmehr können
Low-Level-Sprachen wie z. B. C++ eingebunden werden, was häufig eine deutlich höhere
Performance in der Ausführung bietet, da diese hardwarenahe Programmierung erlauben
(siehe vor allem das RCpp-Paket [35]).
Aus den genannten Anforderungen an die Methoden ergeben sich zwei Hauptbestand-
teile hinsichtlich der computergestützten Auswertung. Der Erste ist das Erzeugen der
Zeitreihen anhand bekannter Netzwerkstrukturen. Der Zweite ist das Berechnen, bzw.
Bewerten des Informationsaustauschs zwischen den Zeitreihen dieser Netzwerke. Für
beide Bestandteile wurden hier R-Pakete entwickelt.
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Das erste Paket beinhaltet einen numerischen Solver für stochastische Differentialglei-
chungen und ist in der Lage XML-Daten aus der BioModels Database zu importieren.
Da die Pakete nicht nur für den internen Gebrauch bestimmt waren, war an dieser
Stelle eine der größten Herausforderungen die effiziente und benutzerfreundliche Inte-
gration verschiedener externer Tools und Datenquellen, ohne dabei den Nutzer in seinen
gewünschten Analyseverfahren einzuschränken. Ein weiterer Aspekt war die Wiederver-
wertbarkeit: Das System sollte in der Lage sein, möglichst jedes Netzwerk der BioModels
Database zu berechnen.
Der detaillierte Aufbau und die Funktionsweise des ersten Pakets (SOMNIBIEN) wird
in Abschnitt 4.1, sowie in meiner Publikationen [16] beschrieben. Als Basis dieses Pa-
ketes dienten zwei externe Softwarelösungen, die das Konvertieren der Netzwerke aus
ihrem nativen SBML-Dateiformat und das numerische Lösen der stochastischen Diffe-
rentialgleichungen ermöglichten. Diese wurden um weitere Code-Bausteine ergänzt und
anschließend als R-Pakets verfügbar gemacht.
Um auch die Analyse der Daten mittels der entropiebasierten Maße zu ermöglichen,
wurde zum einen das Paket BioPyhsConnectoR [58] genutzt und zum anderen ein wei-
teres R-Pakets entwickelt. Dieses dient der effizienten Berechnung der Transferentropie
(TE) [15] inklusive eines Permutationstests zur Feststellung der statistischen Signifikanz
(siehe Abschnitt 4.3). Hier machen wir von der Möglichkeit Gebrauch, mittels der Ein-
bindung von C++ Code eine hohe Rechenleistung zur erzielen, ohne auf den Komfort
für die Auswertung durch R zu verzichten. Das Paket TransferEntropyPT [17] bietet
zu diesem Zweck effiziente statistische Signifikanztests ergänzend zur Berechnung der
Transferentropie.
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2 Material und Methoden
Die Analyse der Zeitreihen in dieser Arbeit und Rekonstruktion der Netzwerke erfolgte
mittels verschiedener statistischer und informationstheoretischer Maße. Informations-
theorie beschäftigt sich mit dem Übertragen von Information, sowie deren Quantifizie-
rung und Speicherung. Eins der wichtigsten Maße in diesem Zusammenhang stellt die
von Claude E. Shannon definierte Entropie dar [103]. In Abschnitt 2.1 dieses Kapitels
werden zunächst die verwendeten varianzbasierten (z. B. Korrelationskoeffizienten) und
im folgenden Abschnitt 2.2 entropiebasierte Maße (z. B. Transinformation) erläutert.
Die verwendeten Datensätze sind Zeitreihen, die in Bezug auf ihren Informationstrans-
fer miteinander untersucht werden sollen. Eine Zeitreihe ist eine Folge, deren Werte in
diskreten Abständen vorliegen. Bei kontinuierlichen Signalen wird zum Erzeugen einer
Zeitreihe daher die Quelle in definierten (häufig regelmäßigen) Abständen abgetastet.
Ein stochastischer Prozess, der konsekutive diskrete Signale produziert, kann dazu die-
nen Zeitreihen zu erzeugen.
2.1 Varianzbasierte Maße
2.1.1 Erwartungswert und Varianz
Der Erwartungswert µ einer diskreten Zufallsvariablen X ist der Mittelwert aller, nach
ihrer Wahrscheinlichkeit gewichteten, möglichen Ausgänge dieser Variablen, bzw. die
Summe der Produkte aus der Realisierung eines Ereignisses xi und deren Wahrschein-
lichkeiten p(xi):
E[X] = µX =
n∑
i=1
xi p(xi). (2.1)
Der Schätzer des Erwartungswert µˆ ist der Mittelwert aller Beobachtungen dieser Va-
riablen.
Eine weitere wichtige Eigenschaft von Verteilungen ist die Varianz. Für Gauß-Verteilungen
beschreibt die Varianz die Streuung der Verteilung. Für die diskrete Zufallsvariable X
ist sie definiert als der Erwartungswert des quadratischen Abstands vom Mittelwert von
X:
V ar(X) = σ2X =
n∑
i=1
(xi − µX)2 p(xi). (2.2)
Die Wurzel der Varianz wird als Standardabweichung σ bezeichnet.
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2.1.2 Kovarianz und Korrelation
Kovarianz
Die Kovarianz C misst lineare Abhängigkeiten zwischen zwei Variablen. Sie stellt die
gemeinsame Varianz zweier Variablen um ihren jeweiligen Mittelwert dar.
Für Zeitreihen X und Y ist die Stichprobenkovarianz definiert als:
C(X, Y ) =
1
t
t∑
i=1
(xi − µˆX)(yi − µˆY ) (2.3)
Dabei wird über t Werte die Differenz zum entsprechenden Mittelwert µˆ gebildet.
Positive Werte drücken einen gleichsinnigen und negative Werte einen gegensinnigen
Zusammenhang aus. Ist die Kovarianz null, ist kein linearer Zusammenhang der Varia-
blen feststellbar.
Die Kovarianz ist kein normiertes Maß. Daraus resultiert, dass ein Vergleich zwischen
verschiedenen Kovarianzen nur möglich ist, wenn die Daten aus Experimenten stammen,
die den gleichen Wertebereich und die gleiche Dimension haben. Daher wird in der Praxis
üblicherweise ein auf der Kovarianz aufbauender Korrelationskoeffizient berechnet.
Pearsons Produkt-Moment-Korrelation
Die Pearson-Korrelation r ist ein auf der Kovarianz basierendes Maß um Abhängigkeiten
zwischen zwei Variablen zu beschreiben [91]. Dabei ist σ die Standardabweichung der
jeweiligen Variablen. Die Korrelation, definiert als
rX,Y =
C(X, Y )
σXσY
, (2.4)
nimmt dadurch Werte im Bereich [−1, 1] an. Dabei stellen die Grenzen einen maxima-
len linearen, bzw. gegensinnig linearen Zusammenhang dar. Ein Wert von Null bedeutet
die Variablen sind unkorreliert.
Spearmans Rangkorrelationskoeffizient
Abgesehen von Pearsons r, dem vermutlich bekanntesten Korrelationsmaß, gibt es noch
weitere, als Korrelation bezeichnete Maße. Der Spearman Rangkorrelationskoeffizient
von [108] ist eine Erweiterung der Produkt-Moment-Korrelation. Anstatt der Variablen
selbst werden deren Ränge R verwendet. Das Anordnen nach Rang ist eine Transforma-
tion der Daten, bei der die Werte der Variable X der Größe nach aufsteigend sortiert
werden (der kleinste Wert bekommt den Rang eins, der nächst größere den Rang zwei,
usw.). Anschließend werden anstatt der tatsächlichen Werte von X die Rangzahlen ver-
wendet. Dadurch schwächt Spearmans ρ vor allem den Einfluss von Ausreißern auf die
Berechnung ab und ist robuster gegenüber nichtlinearen Zusammenhängen. Außerdem
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x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
x1 x2 x3 x4 x5
y1 y2 y3 y4 y5
Abbildung 2.1: Die beiden Vektoren können in unterschiedliche Richtungen relativ zueinander
verschoben werden. Dadurch bekommt man zwei neue Vektorpaare, die jeweils
um zwei Elemente kürzer sind.
erhöht dies bei Kombination mehrerer Variablen mit unterschiedlicher Skala die Ver-
gleichbarkeit untereinander.
Die Definition ist analog zu Gleichung 2.4, jedoch mit den Rängen R(X) und R(Y )
der beiden Variablen:
ρX,Y =
C(R(X), R(Y ))
σR(X)σR(Y )
. (2.5)
Ein Nachteil bei der Verwendung von Rängen der Variablen ist das Auftreten von
gleichen Werten in den Variablen. Die Berechnung des Rangs in einem solchen Fall kann
auf verschiedene Weisen gelöst werden („tie breaking“ [62]).
Beide in diesem Abschnitt genannten Korrelationskoeffizienten (Gleichungen 2.4 und
2.5) berücksichtigen nicht den möglichen zeitlichen Versatz zwischen zwei Vektoren, bzw.
Zeitreihen. Daher wurden die Datenvektoren zur Analyse in beide möglichen Richtungen
um eine (oder mehrere) Position verschoben (zu sehen in Abb. 2.1). Daraus ergibt sich
jedoch eine verkürzte Sequenz, die zum Berechnen verwendet wird.
2.1.3 Informationsflussrate (Rate of Information Flow)
Eine weitere Methode basierend auf der Kovarianz von Variablen ist die von [77] vorge-
stellte Informationsflussrate RIF . Ähnlich wie die Transferentropie in Abschnitt 2.2.5,
versucht die RIF Zusammenhänge zwischen verschiedenen Zeitreihen herzustellen, in-
dem ein zeitlicher Versatz der Variablen berücksichtigt wird.
RIFy→x =
Cx,xCx,yCy,dx − C2x,yCx,dx
C2x,xCy,y − Cx,xC2x,y
(2.6)
Hier steht Cx,y für die Kovarianz und Cy,dx für die Kovarianz der um Schrittweite
d verschobenen Zeitreihe x und der unveränderten Zeitreihe y. Im Gegensatz zu den
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bisher beschriebenen Methoden ist die RIF ein asymmetrisches Maß, sodass RIFy→x 6=
RIFx→y gilt.
2.1.4 Kreuzkorrelation
Ein aus der Signalverarbeitung stammendes Maß ist die Kreuzkorrelation, die im Eng-
lischen als Cross Correlation Function (CCF) bezeichnet wird [85]. Dabei wird eine der
beiden untersuchten Zeitreihen um d Zeitschritte verschoben. Sie wird dann als soge-
nanntes „sliding dot product“ berechnet. Für den diskreten Fall ist die Kreuzkovarianz
definiert als:
rk(x, y) =
ck(x, y)√
c0(x, x)c0(y, y)
(2.7)
Darauf wird die Normierung für die als Stichprobenkreuzkorrelation wie folgt berech-
net:
ck(x, y) =
1
n
n−d∑
t=1
(xt+d − µˆX)(yt − µˆY ) (2.8)
Für jede Verschiebung d kann für jeden Zeitschritt t das Produkt des Werts x und y
gebildet werden. Die Verschiebung d wird schrittweise angepasst und maximal die Länge
T der Zeitreihen erreicht. Ein Spezialfall der CCF ist die Autokorrelation (Autocorre-
lation Function (ACF)), bei der y = x gilt. Diese zielt darauf ab Periodizität innerhalb
einer Zeitreihe festzustellen.
2.2 Entropiebasierte Maße
Im Gegensatz zu den im vorigen Abschnitt vorgestellten varianzbasierten Maßen, beru-
hen die nachfolgenden Methoden auf dem Konzept der Shannon-Entropie [103]. Diese
und weitere darauf fußende Konzepte werden im folgenden Abschnitt besprochen. Ein
Vorteil gegenüber varianzbasierten Maßen ist die Möglichkeit auch Variablen zu un-
tersuchen, die nicht-reelle Zahlenwerte (wie etwa Klassenlabels) annehmen. Mit ihnen
ist es außerdem leichter möglich, nicht-lineare Zusammenhänge zwischen Variablen zu
erfassen.
2.2.1 Informationsgehalt
Als Basis der weiteren Methoden dient der Informationsgehalt. Dieser gibt an, wie viel
Information eine Nachricht (Variable) enthält. Er ist abhängig von der Mächtigkeit des
Alphabets (die möglichen Zustände, die eine Variable annehmen kann) und den Häu-
figkeiten ihres Auftretens. Hat eine Signalquelle eine Mächtigkeit von fünf, kann diese
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Quelle eine Nachricht mit potentiell fünf verschiedenen Symbolen aussenden. Nicht not-
wendigerweise entspricht die Anzahl an übertragenen Symbolen einer Signalquelle auch
dem Informationsgehalt, da sie Redundanzen enthalten kann.
Der mathematische Begriff der Information wurde von Claude E. Shannon [103] de-
finiert als der negative Logarithmus der Wahrscheinlichkeit p(x) des Auftretens von
Symbol x.
I(x) = − log2 p(x) (2.9)
Im Allgemeinen hat sich als Einheit für die Information das bit durchgesetzt. Damit
wird der Informationsgehalt über den Logarithmus zur Basis 2 definiert. Die in dieser
Arbeit verwendeten Maße basieren immer auf dieser Basis, sofern nicht explizit anders
angegeben.
2.2.2 Shannon-Entropie
Als Ausgangspunkt für Untersuchungen zur Informationsübertragung dient in vielen
wissenschaftlichen Bereichen die sogenannte Shannon-Entropie [103]. Sie ist definiert als
der mittlere Informationsgehalt (oder auch Erwartungswert der Information E(I)) eines
Signals. Dies kann zum Beispiel eine Textnachricht oder auch eine Gensequenz sein. In
dieser Arbeit soll damit der Zusammenhang und Informationsfluss zwischen Zeitreihen
analysiert werden. In der folgenden Form ist die Entropie für eine beliebige diskrete
Variable X auf dem endlichen Alphabet A = {x1, x2, ..., xn} definiert als:
H(X) = −
∑
x∈A
p(x) log2 p(x) (2.10)
Es sei p(x) die Wahrscheinlichkeit (relative Häufigkeit) eines Symbols x. Die Obergren-
ze der Entropie (und somit auch die Obergrenzen der darauf basierenden Maße) ist
abhängig von der Alphabetgröße. Das Maximum der Entropie wird bei einer Gleichver-
teilung aller Werte erreicht. Die Untergrenze der Entropie ist null, was einer Variablen
mit konstantem Wert entsprechen würde.
2.2.3 Kullback-Leibler-Divergenz
Auf der Formulierung der Entropie basierend gibt es verschiedene Ansätze Signale mit-
einander zu vergleichen. Die Kullback-Leibler-Divergenz (DKL) [72] stellt sich als Un-
terschied der Entropie zweier Verteilungen dar und wurde bereits vielfach zu Analysen
im biologischen Bereich eingesetzt [51, 82]. Die DKL ist somit asymmetrisch definiert für
die Verteilungen P (x) und Q(x):
DKL(P ||Q) =
∑
x
P (x) log2
P (x)
Q(x)
(2.11)
19
2.2.4 Transinformation (Mutual Information)
Die Transinformation (im Folgenden MI) stellt ein auf der Shannon-Entropie beruhendes
informationstheoretisches Maß und eine Sonderform der DKL dar [37, 46]. Dabei wird
der Unterschied einer gemeinsamen Verteilung zweier Variablen P zur unabhängigen
Verteilung Q = p(x)p(y) dieser beiden Variablen gemessen. Die MI ist im Gegensatz zur
DKL jedoch aufgrund ihrer Konstruktion symmetrisch.
MI(X, Y ) =
∑
x,y
p(x, y) log2
p(x, y)
p(x)p(y)
(2.12)
Formuliert als Summe der Entropien ist die MI:
MI(X, Y ) = H(X) +H(Y )−H(X, Y ) (2.13)
Die MI kann nur Werte≥ 0 annehmen. Ihre Obergrenze hängt von den Einzelentropien
H(X) und H(Y ) ab. Die gemeinsame Entropie der Variablen H(X, Y ) ist mindestens
so hoch wie die größte Entropie von X oder Y , sodass gilt:
H(X, Y ) ≥ max (H(X), H(Y )) (2.14)
Mit Gleichung 2.13 folgt daraus:
max
(
MI(X, Y )
) ≤ min (H(X), H(Y )) (2.15)
Wie eingangs in 2.2.2 erwähnt, ist die Entropie maximal bei einer Gleichverteilung der
Variablen. Nimmt man eine Alphabetgröße von 16 an, ergibt sich somit für die Einzel-
entropie eine maximale Obergrenze von − log2 116 = 4bit). Die theoretische Obergrenze
der gemeinsamen Entropie ist im Extremfall dann gleich der Einzelentropie (entspricht
einer eindeutigen Zuordnung der beiden Variablen). In diesem Fall wäre die Information,
die X über Y enthält, maximal und im genannten Beispiel MI = 4bit. Ein Wert von
null wiederum würde bedeuten das keine Information über Y enthalten ist.
Die MI hat bereits in vielen wissenschaftlichen Feldern Anwendung gefunden, darunter
Neurobiologie [105], Biophysik [68], Protein-Co-Evolution [18] und viele weitere. Ein
Vorteil dieser Methode gegenüber kovarianzbasierten Maßen ist das Erfassen von nicht-
linearen Abhängigkeiten. Das Konzept der MI ist auch potentiell erweiterbar auf mehr
als zwei Variablen, wie unter anderem von Waechter et al. [117] gezeigt.
Zeitverzögerte Transinformation (Time Delayed Mutual Information)
Jedoch stellt die MI in ihrer ursprünglichen Form nur eine bedingt geeignete Methode
zur Analyse von Zeitreihen dar, da die Chronologie der Realisierungen keine Berücksich-
tigung findet. Als Erweiterung wurde daher eine zeitverzögerte MI (TDMI) vorgestellt
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[41] und unter anderem zur Analyse von Elektroenzephalografie-(EEG)-Zeitreihen ange-
wendet [65]. Die zeitverzögerte MI stellt eine Modifikation von Gleichung 2.12 dar. Dabei
wird anstelle des gleichen Zeitpunks für y ein um d verschobener Wert gewählt (Abb.
2.2a). Dadurch wird der Zusammenhang zwischen zwei Variablen nicht zum gleichen
Zeitpunkt analysiert sondern mit einem zeitlichen Versatz.
TDMI(Xn → Yn+d) =
∑
x,y
p(xn, yn+d)log
p(xn, yn+d)
p(xn)p(yn+d)
(2.16)
Im Gegensatz zur normalen MI gilt für TDMI(Xn → Yn+d) 6= TDMI(Yn → Xn+d).
Sie ist also asymmetrisch in Bezug auf die Variablen.
2.2.5 Transferentropie
Dieses Konzept fortführend entwickelte [102] die Transferentropie. Zunächst betrachten
wir dazu die Entropierate Hr eines Prozesses {xt} für diskrete, äquidistante Zeitschritte
t.
Hr = −
∑
xt+1,xlt
p(xt+1, x
l
t) log2 p(xt+1 | xlt) (2.17)
Dabei stellt xlt ein l-Tupel der Stichprobe zum Zeitpunkt t, t− 1, . . . , t− l + 1 dar. Die
bedingte Wahrscheinlichkeit p(xt+1|xlt) gibt die Wahrscheinlichkeit eines Auftretens von
xt+1 unter vorangegangenem Auftreten von xlt an. Wie sich der Formel bereits entneh-
men lässt, steigt mit größerem l auch die Anzahl der möglichen Tupel exponentiell und
somit der Rechenaufwand für das Erstellen der Histogramme der Wahrscheinlichkeiten
entsprechend schnell an.
Einem ähnlichen Ansatz wie dem der TDMI folgend wird nun die Transferentropie
analog zur DKL formuliert. Anstatt nur Werte zum Zeitpunkt t zu betrachten, wer-
den dabei auch vorangegangene Werte der jeweiligen Zeitreihen nach einem bestimmten
Schema betrachtet. Die Formel stellt sich, ebenso wie die MI, als DKL dar:
TE (Y → X) =
∑
p(xt+1, x
l
t, y
m
t ) log2
p(xt+1 | xlt, ymt )
p(xt+1 | xlt)
(2.18)
Die Variablen X und Y sind Zeitreihen auf einem diskreten Alphabet. Zu jedem Zeit-
punkt t + 1 für x wird außerdem der Wert von xt und yt ermittelt. Die Parameter l
und m sind die Reichweite in die „Vergangenheit“ der Vektoren für x, respektive y (im
Folgenden als Fenster bezeichnet). Für die Parameter l und m können beliebige ganz-
zahlige positive Werte eingesetzt werden. Entsprechend der Definition für den Prozess
{yt} kann l eine andere Zeitfensterlänge als die für {xt} mit l 6= m annehmen. Für den
simpelsten Fall gilt somit l = m = 1, was dem Schema in Abbildung 2.2b entspricht. In
dieser setze ich immer m = l, sodass sich Formel 2.19 zu
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Abbildung 2.2: Vergleich zwischen den Konzepten der (a) TDMI und der TE mit Fenster (b)
l = 1 und (c) l = 3. Die Farben geben an welche Richtung der TDMI und TE
berechnet werden: rot (x→ y), blau (y → x)
TE (Y → X) =
∑
p(xt+1, x
l
t, y
l
t) log2
p(xt+1 | xlt, ylt)
p(xt+1 | xlt)
(2.19)
umformulieren lässt.
Für die TE gilt, ebenso wie für die TDMI, dass sie asymmetrisch in der Berechnung
für zwei Variablen X und Y ist, sodass:
TE(Y → X) 6= TE(X → Y ). (2.20)
Die Transferentropie wurde in den letzten Jahren bereits häufig und erfolgreich einge-
setzt. Vor allem in den Neurowissenschaften erfreut sie sich großer Beliebtheit [120, 63].
Aber auch in anderen Feldern, wie Wettervorhersage [70] oder Wirtschaftswissenschaf-
ten [6], findet sie Anwendung. Für gaußverteilte Variablen konnte gezeigt werden, dass
die Transferentropie und Granger-Causality äquivalent sind [9].
Schranken und Normierung der Transferentropie
Um die Ergebnisse der TE besser miteinander vergleichbar zu machen, nehme ich in
dieser Arbeit eine Normierung auf das (approximierte) Minimum und Maximum der
TE vor. Während die theoretische untere Schranke der TE bei null liegt, hängt die
obere Schranke direkt von der Anzahl der möglichen Realisierungen in den Einträgen der
beiden Vektoren x und y ab. Die TE bekommt dadurch feste Grenzen und ist nicht mehr
von den tatsächlichen Alphabeten der beiden Vektoren abhängig. Dadurch lassen sich
auch verschiedene Zeitreihen-Paare miteinander direkt vergleichen, sofern die gewählten
Parameter (Fenstergrößen l und m) der TE gleich sind. Die normierte TE ergibt sich
dabei wie folgt:
T̂E =
TE−min(TE)
max(TE)−min(TE) (2.21)
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Da bis heute keine analytische Lösung bereit steht, verwendete ich zum Approximie-
ren der jeweiligen Minima und Maxima einen sogenannten Greedy-Algorithmus. Die
Implementierung der Software wird in Abschnitt 4.3.1 im Detail beschrieben.
2.3 Diskretisierung (Binning)
In der Praxis wird zur Berechnung der in Abschnitt 2.2 genannten entropiebasierten De-
finitionen eine Diskretisierung der Daten durchgeführt. Bei dieser Datenreduktion wird
eine Klasseneinteilung der Variablen, im Folgenden „Binning“ genannt, vorgenommen.
Sie ist für alle nachfolgend beschriebenen Methoden von großer Bedeutung und wird
daher in diesem Abschnitt kurz beschrieben.
Messdaten in biologischen Experimenten sind häufig kontinuierliche Werte. Bei der
Analyse mit informationstheoretischen Methoden werden üblicherweise Häufigkeiten für
Ereignisse (etwa die Häufigkeit des Auftreten eines bestimmten Messwerts) betrach-
tet. Bei kontinuierlichen Daten (besonders bei geringer Stichprobengröße) ist nun die
Wahrscheinlichkeit hoch, dass jedes Ereignis nur einmal auftritt. Die daraus erzeugten
Histogramme der Einzelwahrscheinlichkeiten sind deswegen dünn besetzt, woraus sich
wiederum das Problem ergibt, dass mithilfe entropiebasierter Methoden ein kausaler
Zusammenhang zwischen den Variablen schlecht nachgewiesen werden kann.
Um diesem Problem entgegen zu wirken und aus solchen Daten dennoch Erkenntnisse
abzuleiten, wird deswegen ein Binning durchgeführt. Die hier verwendete Methode teilt
die Wertebereiche der kontinuierlichen Daten in gleich große Abschnitte, genannt „Bins“,
ein (siehe 2.3). Dadurch werden die Daten in ein diskretes „Alphabet“ überführt und
können mit den in Abschnitt 2.2 entropiebasierten Methoden ausgewertet werden.
Die ideale Größe der Bins, bzw. deren Anzahl ist allerdings nicht einfach zu definie-
ren. Eine höhere Anzahl stellt zwar potentiell eine bessere Auflösung der Ursprungsdaten
dar, kann aber auch wieder bei einer zu hohen Wahl zur Problematik der dünn besetz-
ten Histogramme führen. Ein größerer Stichprobenumfang würde dem zwar entgegen
wirken, allerdings steht dieser bei Experimenten aus dem Wet-Lab häufig nicht zur Ver-
fügung. Für die Transferentropie konnte gezeigt werden, dass erst ab einer bestimmten
Bingröße, der Informationsfluss korrekt erkannt wird [50]. Diese Information wurde als
Anhaltspunkt für die Auswahl in den nachfolgenden Untersuchungen berücksichtigt.
Ein weiterer Vorteil des Binnings ist es, den Effekt von statistischem Rauschen der
Daten abzumildern, da die Maße nicht Bezug auf den exakten Wert nehmen, sondern
vielmehr auf die Einteilung des Wertes in eine Kategorie. Mit dem Binning verbunden
ist allerdings das Risiko, dass Information verloren geht, da nach dem Binning keine
Unterscheidung zwischen den Datenpunkten innerhalb eines Bins gemacht werden kann.
Damit kann man das Histogramm für die Einteilung der Werte definieren als:
h(i) =
1
L
L∑
k=1
1[x˜i≤xk<x˜i+1] (2.22)
23
  
0 5
2,1 6,0
A B C D
3,5
2
1
A B C D
Abbildung 2.3: Die Abbildung veranschaulicht das Konzept der Diskretisierung. Die tatsäch-
lichen Messwerte sind in dem Beispiel drei reelle Zahlen im Bereich zwischen
null und acht (oben). Die Realisierungen werden anhand des Binnings auf vier
diskrete Bins (A bis D) abgebildet (Mitte) und anschließend gezählt. Daraus
resultiert das Histogramm (unten).
Die Kategorisierung der Werte in Bins h(i) erfolgt über äquidistante Grenzen der Bins
{x˜1, . . . , x˜n} für die einzelnen Werte xk der Reihe {x1, . . . xn}.
2.4 Statistische Signifikanz
2.4.1 p -Wert (p -value)
Um für die Ergebnisse der in Abschnitt 2.1.2 beschriebenen Korrelationskoeffizienten
einen Konfidenzbereich anzugeben, wurde der p -Wert als Signifikanzmaß verwendet
[59]. Der p -Wert (oft auch Signifikanzwert) beschreibt einen einseitigen Hypothesen-
test, der prüft mit welcher Wahrscheinlichkeit das erhaltene Ergebnis unter Annahme
einer Nullhypothese zufällig erzeugt werden kann. Als Grenze für ein statistisch signifi-
kantes Ergebnis wird ein Wert von 0, 05 angenommen. Dieser Wert entspricht ungefähr
dem zweifachen der Standardabweichung, der üblicherweise in wissenschaftlichen Studi-
en verwendet wird [80].
2.4.2 Z-Scores
Man kann zur Feststellung der statistischen Signifikanz einen sogenannten Z-Test durch-
führen und erhält daraus einen Z-Score (auch Z-Transformation) [55]. Für den Test wer-
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den die ursprünglichen Zeitreihen randomisiert. Dadurch wird die Abfolge der Zeitreihe
zwar zerstört (die Reihenfolge der Symbole x einer Zeitreihe wird verändert), der Inhalt
selbst bleibt aber bestehen. Auf Basis der randomisierten Daten werden dann die ent-
sprechenden Maße erneut berechnet. Der Vorgang des Randomisierens und Berechnens
wird mehrfach durchgeführt und anschließend Mittelwert und Standardabweichung be-
rechnet. Diese Werte verwendet der Z-Score um eine Abweichung des Ergebnisses vom
Mittelwert der randomisierten Verteilung in Einheiten der Standardabweichung zu er-
halten:
Z =
x− µˆx
σˆx
(2.23)
Hierbei sei x die Stichprobe, sowie µˆx und σˆx Schätzer des Mittelwerts und Schätzer
der Standardabweichung der randomisierten Verteilung. Beispielsweise, für ein Ergebnis
mit einem Z-Score von drei, befindet sich das tatsächliche Ergebnis den dreifachen Wert
der Standardabweichungen entfernt von dem Mittelwert einer zufälligen Verteilung des
Ergebnisses.
2.4.3 Qualität der Messmethoden
Um die Qualität von Analysemethoden zu beurteilen wird häufig deren Grenzwertopti-
mierungskurve, im Englischen als Receiver-Operating-Characteristic (ROC) bezeichnet,
berechnet. Sie setzt die Effizienz mit der Fehlerrate für verschiedene Parametersätze ins
Verhältnis. Die Auswertung einer solchen Kurve wird in der Regel anhand der Area
under Curve (AUC). Dabei wird die Fläche unterhalb der Kurve berechnet. Um be-
stimmte Sonderfälle bei den Auswertungen in dieser Arbeit zu berücksichtigen, habe ich
außerdem das Konzept um einen Korrekturfaktor erweitert. Dadurch ergibt sich dann als
Maß das Volumen unterhalb einer Fläche: Volumen under Surface (VUS). Die einzelnen
Konzepte werden in den nächsten drei Abschnitten genauer erläutert.
Receiver-Operating-Characteristic (ROC)
Bei einem Zufallsexperiment, dass einen binären Ausgang hat (positiv und negativ),
kann eine Analysemethode den Ausgang vorhersagen. Daraus ergeben sich die vier Mög-
lichkeiten wie in der Kontingenztabelle in Abbildung 2.4 gezeigt. Sagt die Methode ein
positives Ergebnis vorher, welches korrekt ist, spricht man von True Positive (TP). Ist
dies eine falsche Vorhersage wird es als False Positive (FP) bezeichnet. Analog dazu wer-
den korrekt und falsch vorhergesagten negativen Ergebnisse True Negative (TN), bzw.
False Negative (FN) genannt.
Area under Curve (AUC)
Um die Qualität einer Messmethode zu beurteilen, vergleicht man die Rate der Richtig-
Positiven, auch True Positive Rate (TPR) mit der Rate der Falsch-Positiven (FPR).
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Abbildung 2.4: Kontingenztabelle der Kategorien der ROC. Die bewertete Methode kann die
Zustände „positiv“ und „negativ“ vorhersagen. Anhand des tatsächlichen Er-
eignisses wird festgestellt, ob die Vorhersage richtig oder falsch war. Daraus
ergeben sich die vier Kategorien „Richtig-Positiv“ (TP) „Falsch-Positiv“ (FP),
„Falsch-Negativ“ (FN) und „Richtig-Negativ“ (TN).
Gegeneinander aufgetragen ergibt sich daraus die ROC-Kurve (Abbildung 2.5). Zur Be-
rechnung dieses Verhältnisses verwendet man die sogenannte Area under Curve (AUC).
Ergibt das Integral der Kurve eins, bedeutet es demnach eine vollständige Erkennung
aller Positiven ohne dabei Falsch-Positive zu erzeugen.
Häufig wird zur besseren Darstellung die Diagonale dem Plot hinzugefügt. Je weiter
die Werte über der Diagonalen liegen, desto besser ist das Verhältnis zwischen Spezifität
und Sensitivität. Liegen die Werte unterhalb der Diagonalen, deutet es darauf hin, dass
die Methode nicht geeignet ist, das Messergebnis richtig zu bewerten.
In einigen Fällen kommt es vor, dass die Berechnung der Maße (z. B. Z-Scores oder bei
der Normierung der Transferentropie) als Wert Inf (Infinite, Unendlich) oder NaN (Not
a Number, Keine Zahl) zurückgeben. Dies passiert, wenn Berechnungen sehr kleine oder
große Zahlen erzeugen und bei einer Division diese danach gegen unendlich konvergieren
(Inf). Bei einigen Ansätzen der Berechnung wurden außerdem Ergebnisse mit niedriger
Signifikanz (z. B. Z-Score) aus den Ergebnissen entfernt. In dem nächsten Abschnitt
stelle ich daher eine modifizierte Variante der AUC vor, die dies berücksichtigt.
Volumen under Surface
Das oben erwähnte Fehlen von Werten bei der Messung der Transferentropie, führt zu
der Problematik, dass die AUC nicht korrekt berechnet werden kann. Diese Werte dürfen
nicht mit null gleich gesetzt werden, da dadurch fälschlicherweise die Annahme getroffen
würde, dass kein Informationsfluss statt findet. Daher habe ich in einem weiteren Schritt
die berechnete AUC mit dem Anteil der tatsächlich berechneten Werte normiert. Sind
beispielsweise von 40 Variablen nur 30 Werte reelle Zahlen und sonst Inf in einer Aus-
wertung, wird der erhaltene AUC mit 0.75 multipliziert. Damit lässt sich der so erzeugte
Wert als Volumen unter eine Fläche (Volume Under Surface) auffassen, da eine weitere
Dimension in die Berechnung aufgenommen wird.
VUS = AUC
NR
N
(2.24)
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Abbildung 2.5: Beispiel einer Receiver-Operating-Characteristic-Kurve. Die durch die schwarze
Linie repräsentierte Methode scheint in diesem Beispiel etwas bessere Vorher-
sageeigenschaften zu haben als die blaue.
Dabei ist N die Anzahl aller berechneten Ergebnisse, und NR die Anzahl der ver-
wendbaren Ergebnisse, nach Abzug aller NA oder Inf.
2.5 Differentialgleichungen
2.5.1 Gewöhnliche Differentialgleichungen
Eine Gewöhnliche Differentialgleichung (DGL), oder im Englischen Ordinary Differen-
tial Equation (ODE) ist eine Gleichung, die die Ableitung nach einer Variable enthält.
Da viele physikalische Prozesse durch sie ausgedrückt werden, sind sie in den Naturwis-
senschaften sehr verbreitet. Oft, aber nicht ausschließlich, handelt es sich dabei um eine
Ableitung nach der Zeit (z. B.: Beschleunigung ist die zweimalige Ableitung der Strecke
nach der Zeit). Gegeben sei die chemische Reaktionsgleichung in 2.25:
A
v1−→ B (2.25)
Diese chemische Reaktion kann als stöchiometrische Änderung der beteiligten Mole-
küle über die Zeit aufgeschrieben werden, sodass wir die Differentialgleichungen 2.26
erhalten.
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dA
dt
= −v1 und dBdt = v1 (2.26)
Die Gleichungen sagen nun aus, dass die Substanz A mit der gleichen Geschwindigkeit
v1 abgebaut wird, mit der die Substanz B aufgebaut wird.
Eine analytische Lösung solcher Gleichungen gestaltet sich häufig als schwierig, da sie
weitaus komplexer sind als das oben gezeigte Beispiel. In diesem Fall werden numerische
Algorithmen verwendet, um eine Approximation der Lösung zu erhalten. Einen kurzen
Überblick der wichtigsten Algorithmen gibt Abschnitt 2.5.4.
2.5.2 Differentialgleichungssysteme
Sind mehrere Differentialgleichungen voneinander abhängig und lassen sich als System
von Vektoren formulieren, spricht man von einem Differentialgleichungssystem. Man
kann nun annehmen, dass in einem komplexen System von Reaktionen j mit der Reakti-
onsgeschwindigkeit vj zu jeder SubstanzMi der stöchiometrische Koeffizient cij existiert,
sodass man das Gleichungssystem wie folgt notieren kann:
dMi
dt
=
r∑
j=1
cijvj(M1, ...,Mr) (2.27)
Ein einfaches Beispiel ist die aus der Ökologie stammende Lotka-Volterra-Gleichung
[2]. Formel 2.28 modelliert den Zusammenhang einer Räuber-Beute-Beziehung. Die je-
weiligen Populationen sind dabei als r (Räuber) und b (Beute) gekennzeichnet. Die
zugehörigen Sterberaten S und Geburtenraten G komplettieren die DGL. Somit ist die
Änderung der jeweiligen Population (r′ und b′) über die Zeit t in Abhängigkeit von
Räuber- und Beutepopulation formuliert.
r′(t) = −r(t)(Sr −Grb(t))
b′(t) = b(t)(Gb − Sbr(t))
(2.28)
Bei der Lösung solcher DGL-Systeme unterscheidet man weiterhin zwei prinzipielle
Typen. Bei gewöhnlichen Differentialgleichungen (also ODEs) findet die Ableitung nur
nach einer Variablen statt. Ist zur Lösung der Gleichung die Ableitung nach mehreren
Variablen erforderlich, handelt es sich um eine partielle Differentialgleichung. Um eine
partielle DGL zu lösen, bedarf es jedoch korrekt formulierter Rand- oder Anfangsbedin-
gungen. Die in dieser Arbeit verwendeten Systeme sind alle ODEs.
2.5.3 Stochastische Differentialgleichungen
Die vorigen Abschnitt beschriebenen Systeme haben als Grundannahme das sogenannte
„Perfect Mixing“ (Perfekte Durchmischung). Es wird also davon ausgegangen, dass es
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keine räumlichen Gradienten verschiedener Systemgrößen, wie Temperatur oder Kon-
zentration gibt, es also ein ideales System ist. Um Modelle mit einem höheren Grad an
Realismus zu erreichen (z. B. Umwelteinflüsse in die Räuber-Beute-Beziehung einfließen
zu lassen), kann man das DGL-System aus 2.27 mit einem Rauschterm (Wiener-Prozess)
erweitern. Diese wird dann als stochastischen Differentialgleichung oder SDE (aus dem
englischen Stochastic Differential Equation) bezeichnet:
dMi(t) = fi
(
M1(t), . . . ,Mr(t), v
↓
i , v
↑
i
)
dt+ β ·Mi · dB(i)t (2.29)
Hier sind v↓i , v
↑
i die Geschwindigkeiten der Hin- und Rückreaktionen der Substanz
i. Des Weiteren bestimmt der Faktor β die Stärke des Rauschens und B(i)t beschreibt
einen Wiener-Prozess. Man beachte, dass sowohl unabhängig und identisch verteiltes
(independent and identically distributed = i.i.d.) Rauschen B(i)t 6= B(j)t für i 6= j, als
auch globales Rauschen mit B(i)t := Bt in dieses Modell integriert sind. Ersteres simuliert
Abweichungen vom Perfect Mixing, letzteres Temperaturänderungen des Systems (vgl.
[44]). Details zur Konstruktion solcher Modelle sind auch zu finden in [53].
2.5.4 DGL-Lösungsverfahren
Es gibt verschiedene numerische Verfahren um Anfangswertprobleme bei DGLs appro-
ximativ zu lösen. Prinzipiell wird zwischen Einschritt- und Mehrschrittverfahren unter-
schieden [90]. Während erstere nur den aktuellen Schritt als Ausgang zur Lösung des
nächsten Zeitpunkts verwenden, benutzen Mehrschrittverfahren auch vorherige Schritte.
Die nächsten Abschnitte stellen das einfache Euler-Verfahren und das (wahrscheinlich
am meisten benutzte) Runge-Kutta-Verfahren vor.
Euler-Methode
Die Euler-Methode (auch Euler-Verfahren) ist das einfachste und älteste Verfahren zum
Lösen gewöhnlicher Differentialgleichungen [98]. Es ist ein Verfahren erster Konvergen-
zordnung, was bedeutet, dass der Fehler pro Zeitschritt i proportional zum Quadrat
der Schrittweite ist. Diese Eigenschaft macht die Euler-Methode bei kleinen Schritten
weniger genau als das im nächsten Abschnitt beschriebene Runge-Kutta-Verfahren.
Der generelle Ablauf der Methode ist wie folgt: Die Kurve wird schrittweise durch ein-
zelne Punkte Pi approximiert. Unter der Voraussetzung, dass es bereits einen bekannten
Startpunkt P0[t0, y0] auf der sonst noch unbekannten Kurve gibt, kann mit Hilfe der Dif-
ferentialgleichung die Tangente berechnet werden, auf der wiederum der nächste Punkte
P1[t1, y1] liegt.
Für ein Anfangswertproblem mit bekanntem y(t0) = y0 lässt sich auf diskreten Ab-
schnitten ti die Lösung der Gleichung
dy(t)
dt
= y′(t) = f(t, y(t)) (2.30)
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approximieren, indem man sie wie folgt in eine Geradengleichung mit der Steigung φ
zum Zeitpunkt ti umformuliert:
yi+1 = yi + φih φi = f(ti, yi) (2.31)
Je kleiner man die Schrittweite h bei diesem Verfahren wählt, desto genauer wird
die tatsächliche Funktion approximiert, aber ebenso steigt der Rechenaufwand für den
kompletten Zeitraum T .
Runge-Kutta-Methode (RK)
Da die Bezeichnung Runge-Kutta (RK)-Verfahren eine Familie verschiedener Verfahren
erfasst, wird an dieser Stelle beispielhaft das oft verwendete Runge-Kutta-Verfahren
der Ordnung 4 erläutert. Die Schrittweite h wird nun, entsprechend der Ordnung des
Verfahrens, in vier Teilschritte kn zerlegt, sodass sich für φh ergibt:
yi+1 = yi +
1
6
(k1 + 2k2 + 2k3 + k4) (2.32)
Die Werte kn berechnen sich rekursiv.
k1 = f(ti, yi)
k2 = f(ti +
h
2
, yi +
h
2
k1)
k3 = f(ti +
h
2
, yi +
h
2
k2)
k4 = f(ti + h, yi + hk3)
(2.33)
Zu erkennen ist, dass k1 dem Lösungsschritt der Euler-Methode entspricht (2.31). Ein
RK-Verfahren erster Ordnung wäre also äquivalent der Euler-Methode. Im Gegensatz
dazu stellen die Einzelschritte bei höherer Ordnung kn Teilschritte dar, über die an-
schließend gemittelt wird. Anschließend werden die Werte des aktuellen Zeitschrittes
eingesetzt und somit der nächste Wert yi+1 angenähert. Für die Herleitung der Formeln
zur Berechnung der Koeffizienten sei an dieser Stelle auf Sekundärliteratur verwiesen
[23, 22].
30
3 Datensätze
Um zuerst die Anwendbarkeit der TE in Abschnitt 5.1 zu zeigen, verwendete ich zwei
Testsysteme, die auch bereits von Hahs und Pethel [50], bzw. Boba et al. [15] vorgestellt
wurden. Bei dem ersten System handelt es sich um eine sogenannte „Coupled Logistic
Map“ (Abschnitt 3.1). Das zweite beruht auf einem „Hidden Markov Model“ (Abschnitt
3.2).
Anschließend folgte der Vergleich und die Bewertung der verschiedenen Maße anhand
unterschiedlicher Beispieldatensätze, welche in drei Kategorien eingeteilt und in den Ab-
schnitten 3.3 bis 3.5 beschrieben werden. Darauf wurden dann alle in Abschnitt 2.1 und
2.2 vorgestellten Maße zur Messung des Informationsflusses angewendet und verglichen.
Die erste Kategorie besteht aus einem einfachen Differenzialgleichungssystem, das zwei
Oszillatoren koppelt. Die zweite Kategorie enthält zwei Subkategorien, deren Graphen
unterschiedliche Topologien aufweisen: Barabási und Rényi [38, 8]. Auf diesen Topolo-
gien wurden dann Zeitreihen mithilfe eines Markov-Algorithmus erzeugt. Zum Schluss
wurden verschieden komplexe Differentialgleichungssysteme aus der BioModels Data-
base verwendet. Diese biologischen Netzwerke stellen zum Beispiel Stoffwechselprozesse
oder Genexpressionskaskaden dar.
3.1 Gekoppelte logistische Gleichung (Coupled
Logistic Map)
Wie von Hahs und Pethel [50] vorgestellt, wird die Transferentropie benutzt um eine
Coupled Logistic Map zu analysieren. Diese Map basiert auf einer unidirektional gekop-
pelten chaotischen logistischen Gleichung (Logistic Map).
f(x) = r · x · (1− x) (3.1)
Der Parameter r wird dabei auf 4 festgelegt, wodurch die Logistic Map chaotisches
Verhalten zeigt [5]. Das gekoppelte System kann dann wie folgt beschrieben werden:
xt+1 = f(xt)
yt+1 = (1− ξ) · f(yt) + ξ · gα(xt) (3.2)
Dabei stellt xt die chaotische Logistic Map dar und wird als antreibendes System
bezeichnet („Drive“). Das Empfängersystem yt beinhaltet zwei Faktoren: 1.) Die Kopp-
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Abbildung 3.1: Die Abbildung zeigt die Korrelation zwischen x und y (Gleichung 3.2). Setup
A (grün) zeigt völlig unabhängige Dynamik des Systems (α = 0, ξ = 0). B
(rot) zeigt α = 0 und ξ = 1, wodurch das gekoppelte System xx auf yn direkt
abgebildet wird, während es in C (lila) yn+1 vorhersagt (α = 1, ξ = 1).
lungsstärke in Form von Parameter ξ (definiert im Bereich [0,1]). 2.) Die Kopplungs-
funktion gα modelliert das antizipatorische Element. Daraus ergibt sich Gleichung 3.3
wie folgt:
gα(x) = (1− α) · f(x) + α · f(f(x)) (3.3)
Parameter α ∈ [0, 1] der Funktion gα moduliert nun die Vorhersagequalität in Bezug auf
den Drive x. Werden ξ und α auf eins gesetzt, sagt xt den Zustand von yt+1 exakt vorher.
Mit einem Wert von ξ = 0 sind beide Systeme vollständig entkoppelt und unkorreliert.
Abbildung 3.1 zeigt den Zusammenhang zwischen x, y und den Parametern ξ, α.
3.2 Hidden Markov Model
Im Gegensatz zum deterministischen System aus 3.1 handelt es sich beim Hidden Markov
Model (HMM) um einen probabilistisches Modell. Bei einem Hidden Markov Model
handelt es sich um eine Markov-Kette, die mit unbekannten Zuständen modelliert wird.
Eine Markov-Kette [49] ist ein stochastischer Prozess. Dabei wird der aktuelle Zu-
stand xt des Systems nur von dem vorigen Zustand xt−1 bestimmt. Dieser Prozess erster
Ordnung wird auch als Markov-Eigenschaft bezeichnet. Man spricht in diesem Zusam-
menhang auch von einer gedächtnislosen Quelle. Ist der aktuelle Zustand ebenso von
weiteren Zuständen der Vergangenheit abhängig, spricht man von einer Markov-Kette
der Ordnung n+1, entsprechend der Anzahl t berücksichtigter Vorgänger. Somit ergibt
sich für den Übergang von Zustand si nach sj die Wahrscheinlichkeit:
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pi→j(t) = p(xt = sj|xt−1 = si), i, j = 1, ...,m (3.4)
Dabei sind i und j hier diskrete abzählbare Zustände, die das System einnehmen kann.
Bei einem Hidden Markov Model wird nun angenommen, dass die beobachteten exter-
nen Zustände (auch als Emissionen bezeichnet) an eine verborgene (englisch „hidden“)
Markov-Kette gekoppelt sind. Der interne Prozess ist dabei eine Markov-Prozess erster
Ordnung und der aktuelle Zustand hängt von seinem vorherigen ab. Die Emissionen
wiederum hängen nur von dem aktuellen Wert des internen Prozesses ab.
In dem hier beschriebenen Hidden Markov Model hat die interne Markov-Kette ent-
weder zwei oder vier Zustände: xt ∈ {A,B} oder x˜t ∈ {A,B,C,D}. Anhand des internen
Zustands werden in beiden Fällen zwei Zustände yt, y˜t ∈ { a, b} emittiert. In den Ta-
belle 3.1 und 3.2 befinden sich die Übergangs- und Emissionswahrscheinlichkeiten (ω,
bzw. σ) für die beiden Modelle.
xt =A xt =B
xt−1 =A 0,9 0,1
xt−1 =B 0,1 0,9
(a) Übergang ω (xt|xt−1)
yt =a yt =b
xt =A 0,9 0,1
xt =B 0,1 0,9
(b) Emission σ (xt)
Tabelle 3.1: Übergangs- ω (xt|xt−1) und Emissionswahrscheinlichkeiten σ (xt) des ersten Hidden
Markov Models.
Das zweite Modell verwendet doppelt so viele interne Zustände 3.3a, wie das Erste.
Jedoch summieren sich die Wahrscheinlichkeiten für das zweite System derlei, dass sie
den Emissionen des ersten entsprechen (vgl. Tabelle 3.2b und 3.3b) unter der Annahme,
dass t→∞. Es ist anzumerken, dass dies aufgrund des Satzes von Perron-Frobenius und
der Tatsache, dass die Matrizen der Übergangswahrscheinlichkeiten der beiden Systeme
stochastisch sind, gültig ist.
Zwei Fragestellungen werden mit diesem Ansatz untersucht: Zum einen ob man die
Transferentropie verwenden kann, um anhand der emittierten Zustände Informationen
über den internen Zustand zu gewinnen und zum anderen, ob der interne Aufbau der
Signalquelle einen Einfluss auf die Transferentropie hat und in wie weit die Signifikanz-
abschätzung mittels des Z-Scores davon abhängt.
3.3 Differentialgleichungssystem
Das in Abbildung 3.2 gezeigte Gleichungssystem koppelt zwei einfache Oszillatoren (u
und v, sowie x und y). Die Variablen v und y werden jedoch ebenfalls gekoppelt, sodass
ein Oszillator den anderen beeinflusst. Das Gleichungssystem ist in Formel 3.5 notiert.
Dabei wurden verschiedene Stärken der Kopplungskonstanten k betrachtet.
In Abbildung 3.3 sind die Zeitreihen dieses Systems für vier verschiedene k über einen
Zeitraum von 100 Zeitschritten abgebildet. Die Systeme wurden nach der Berechnung
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x˜t =A x˜t =B x˜t =C x˜t =D
x˜t−1 =A 0,45 0,45 0,05 0,05
x˜t−1 =B 0,45 0,45 0,05 0,05
x˜t−1 =C 0,1 0,1 0,4 0,4
x˜t−1 =D 0,1 0,1 0,4 0,4
(a) Übergang ω (x˜t|x˜t−1)
y˜t =a y˜t =b
x˜t =A 0,9 0,1
x˜t =B 0,9 0,1
x˜t =C 0,1 0,9
x˜t =D 0,1 0,9
(b) Emission σ (x˜t)
Tabelle 3.2: Übergangs- ω (x˜t|x˜t−1) und Emissionswahrscheinlichkeiten σ (x˜t) des zweiten Hid-
den Markov Models.
kuv    = -1,0
kvu     = 0,01
kxy    = -0,5
kyx     = 0,1
y t( )
kuvkvukxykyx
k
x t( ) u t( )
v t( )
du
dt
= kvu v dt
dv
dt
= kuv u dt
dx
dt
= kyx y dt
dy
dt
= (kxy x+ kvy v)dt
(3.5)
Abbildung 3.2: Der Graph des einfachen DGL-Systems aus der daneben stehenden Formel 3.5.
Die gewählten Werte für k (0, 0,001, 1, 10) drücken die Stärke der Kopplung
der beiden Oszillatoren aus.
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Abbildung 3.3: Simulation der Zeitreihen des Gleichungssystems 3.5. Die Simulationen wur-
den mit den im jeweiligen Panel dargestellten Kopplungskonstanten berechnet
(Oben 0.001, Mitte 1.0, Unten 10.0). Anschließend wurden die Werte mit fünf
Prozent additivem Rauschen versehen.
mit einem relativem Rauschen (Gleichverteilung) von 0,05 versehen, was Störungen bei
realen Daten widerspiegeln soll, wie wechselnde Umweltbedingungen oder Messfehler.
Anhand der Variable x lässt sich gut der Einfluss der Kopplungskonstante k erkennen.
Für die Berechnung der Transferentropie ist eine Diskretisierung (siehe Binning in Ab-
schnitt 2.3) der Zeitreihen notwendig. Je mehr Bins man dafür wählt, umso höher ist die
Auflösung der tatsächlichen Werte. Jedoch schlägt sich dies nicht notwendigerweise in
einem besser feststellbaren Informationsfluss nieder. In vorangegangen Untersuchungen
hatte sich eine Auswahl von vier bis 16 Bins als sinnvoll erwiesen, da diese zumeist einen
guten Kompromiss zwischen erkennbarem Informationsfluss, Auflösung und Rechendau-
er darstellt.
3.4 Zeitreihen basiert auf Markov-Ketten
Ähnlich zu den in Abschnitt 3.2 vorgestellten Hidden Markov Models, verwendete ich als
weitere Datengrundlage zum Vergleich der verschiedenen Maße, ein von mir entwickeltes
Markov-Ketten-Netzwerk. An dieser Stelle sei erwähnt, dass im englischen Sprachraum
bereits eine Definition von Markov-Netzwerken („Markov network“ oder auch „Markov
random field“ [67]) besteht. In dieser Arbeit bezieht sich der Begriff „Markov-Netzwerk“
jedoch ausschließlich auf das von mir entworfene Modell. Für diesen Ansatz wurden
zwei unterschiedliche Netzwerktopologien bei der Erzeugung der Graphen verwendet.
In Abschnitt 3.4.1 werden kurz Grundlagen der Graphentheorie erläutert. Im darauf
folgenden Abschnitt 3.4.2 befindet sich die Beschreibung der beiden von mir verwendeten
Modelle. In Abschnitt 3.4.3 wird die Berechnung der einzelnen Knoten erklärt.
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3.4.1 Graphentheorie
Die Graphentheorie beschäftigt sich mit den Eigenschaften und Beziehungen von Gra-
phen. Viele Probleme lassen sich als Graphen darstellen. In praktisch allen wissenschaft-
lichen Bereichen (Geologie [92], Biologie [4, 19], Chemie [93] usw.) wird Graphentheorie
daher verwendet um Zusammenhänge und Korrelationen zu fassen. Da die Rekonstruk-
tion der Netzwerke letztliche bedeutet einen Graphen zu erzeugen, werden in diesem
Abschnitt kurz die wichtigsten Begriffe im Zusammenhang mit der Graphentheorie er-
läutert [31].
Ein Graph besteht aus Knoten K (Vertices), die über Kanten E (Edges) verbunden
sein können. Haben Kanten eine Richtung, spricht man von einem gerichteten Graphen;
Sonst von einem ungerichteten Graphen (In dieser Arbeit werden nur gerichtete Graphen
eingesetzt. Da der Informationsfluss entlang der Kanten analysiert wird ist die Richtung
entscheidend). Wird Kanten eine Zahl zugewiesen spricht man von einem gewichteten
Graphen. Graphen können ebenso als Adjazenz- bzw. Kontaktmatrix dargestellt werden.
Dabei spiegeln die Spalten und Zeilen die Knoten wieder. In den Zellen der Matrix stehen
dann binäre Werte im Falle eines ungewichteten Graphen oder die Kantengewichte.
Der Grad d(k) eines Knotens k beschreibt die Anzahl der Kanten, die mit diesem
Knoten verbunden sind. In einem gerichteten Graphen kann zwischen Eingangs- und
Ausgangskanten unterschieden werden. Damit ergeben sich der Eingangs- d−(k) und
Ausgangsgrad d+(k) für gerichtete Graphen.
Es gibt weitere Elemente, die helfen einen Graphen zu beschreiben. Ein Pfad ist eine
Abfolge von Kanten, die zwei Knoten verbindet. Um die Zentralität eines Graphen zu
beschreiben, also wie stark die Knoten miteinander verbunden sind, hat sich auch im
Deutschen der Begriff „Betweeness“ durchgesetzt [42]. Die Betweeness eines Knoten wird
gemessen an der Anzahl der kürzesten Pfade, die durch diesen Knoten laufen. Als kürzes-
ter Pfad wird die geringstmögliche Anzahl an Kanten zwischen zwei Knoten bezeichnet.
Ein weiteres Zentralitätsmaß ist die "Closeness". Sie beschreibt die aufsummierte Län-
ge aller Kanten kürzester Pfade zwischen einem Knoten und allen anderen Knoten des
Graphen [10]. Hat ein Pfad in einem Graphen den gleichen Knoten als Start und Ende
spricht man von einem Zyklus, bzw. einem zyklischen Graphen.
3.4.2 Netzwerktopologien
Die unterliegende Topologie der Markov-Netzwerke teilt sich in zwei Kategorien. In bei-
den Kategorien werden die Graphen zufällig erzeugt. Jedoch folgt die Verteilung der
Kanten in der jeweiligen Kategorie einem anderen Schema, wodurch sich deren Topolo-
gien unterscheiden. Beispielgraphen für die beiden Ansätze sind in 3.4 zu sehen.
In der ersten Kategorie werden gerichtete Kanten nach dem Zufallsprinzip an eine
festgelegte Anzahl Knoten angefügt (mit der Einschränkung, dass diese einen festgeleg-
ten maximalen Eingangsgrad haben). Für die Analyse werden Graphen mit 15 Knoten
erzeugt. Der maximale Eingangsgrad ist entweder zwei oder drei. Die erzeugten Graphen
ähneln dadurch einem Erdős-Rényi Modell [38] (vgl. 3.4a).
Es konnte gezeigt werden, dass biologische Netzwerke häufig einer skalenfreien Topolo-
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Abbildung 3.4: Beispielgraphen der beiden Markov-Ketten-Modelle.
gie entsprechen [64]. Bei Netzwerken bezeichnet der Grad die Anzahl der Kanten die mit
ihm verbunden sind. In diesem Fall folgt die Verteilung des Grads einem Potenzgesetz
der Form:
P (d(k)) ∝ d(k)−γ (3.6)
dabei modelliert der Parameter γ die Verteilung des Grads κ. Der Aufbau des Netz-
werks wird dadurch auffällig von wenigen Knoten mit hohem Vernetzungsgrad bestimmt,
während die meisten anderen Knoten nur einen geringen Grad aufweisen (siehe 3.4b, z.
B. Knoten 1). Um die Graphen zu erzeugen, wurde die Methode von Barabási-Albert [8]
aus dem igraph package [27] in R verwendet. Im Folgenden werden die beiden beschrie-
benen Netzwerktypen vereinfacht Rényi- und Barabási-Netzwerke genannt.
3.4.3 Berechnung der Zustände
Bei den verwendeten Ketten handelt es sich um homogene unendliche Ketten mit dis-
kreten Zuständen und stationären Übergangswahrscheinlichkeiten. Die Anzahl der mög-
lichen Zustände x, die ein Knoten k zum Zeitpunkt t einnehmen kann, wurde entweder
auf vier oder acht festgelegt. Zur Erzeugung des Zustands für den Zeitpunkt t+ 1 wird
zunächst festgestellt, ob und in welchen Zustand der Knoten wechselt. Die Wahrschein-
lichkeiten für die jeweiligen Zustände ist gleich. Die Gesamtzahl N der Knoten wurde
auf 15 pro erzeugtem System festgelegt. Für ein System mit nZ verschiedenen Zustän-
den ergibt sich bei einer Übergangswahrscheinlichkeit p, die Wahrscheinlichkeit das ein
Knoten sein Zustand xt in einen bestimmten Zustand 6= xt ändert mit
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p(xt+1 6= xt) = p
nZ − 1 . (3.7)
Die Wahrscheinlichkeit p˜, dass der Zustand des Knotens unverändert bleibt, ist somit
p˜ = p(xt+1 = xt) = 1− p. (3.8)
Die Dynamik der Modelle resultiert aus zwei Eigenschaften und ist für beide Arten von
Netzwerken identisch: Zum einen der Wahrscheinlichkeit p, dass sich der Zustand x eines
Knotens km aufgrund seiner Eigendynamik ändert und zum anderen, dass der Zustand
des Knotens aufgrund der Flip-Wahrscheinlichkeit ν durch einen der mit ihm verbunde-
nen Knoten geändert wird. Sei xm,t+1 der Zustand x des Knotens km zum Zeitpunkt t+1
und xl,t der Zustand des Knotens kl zum Zeitpunkt t. Die Flip-Wahrscheinlichkeit für den
Knoten km durch den Knoten kl ist damit definiert als ν(xm,t+1 = xl,t). Für eine besse-
rer Lesbarkeit wird fortan die vereinfachte Notation νl→m für die Flip-Wahrscheinlichkeit
und pm für die Übergangswahrscheinlichkeit des Knotens m verwendet.
Anhand dieses zweistufigen Verfahrens, werden die Zeitreihen der einzelnen Knoten er-
zeugt. Der Entscheidungsbaum in Abbildung 3.5 verdeutlicht den Ablauf zur Erzeugung
eines Zeitschritts für einen einzelnen Knoten.
Die Übergangswahrscheinlichkeiten für die Knoten wurden für Knoten ohne Ausgangs-
kanten zufällig zwischen 0 und 0,4 gewählt. Für Knoten mit mindestens einer Ausgangs-
kante wurden die Wahrscheinlichkeiten im Bereich zwischen 0,3 und 0,9 erzeugt. Dies
soll gewährleisten, dass bei wenigen möglichen Zuständen der Knoten das Übertragen
des Zustands von einem zum anderen Knoten messbar bleibt.
Die Flip-Wahrscheinlichkeit wurde für die Generierung der Zeitreihen auf 0,6, 0,7 oder
0,8 gesetzt, um einen mittleren bis starken Fremdeinfluss der Knoten zu simulieren. Hat
ein Knoten mehrere eingehende Kanten, wird die Wahrscheinlichkeit des Flips gleichmä-
ßig aufgeteilt. Der Aufbau dieses Systems soll dafür sorgen, dass die zeitliche Dynamik
des Netzwerks stark von den Flip-Vorgängen bestimmt ist und somit den Informations-
fluss im Netzwerk reflektieren.
Abbildung 3.6 veranschaulicht das zugrunde gelegte Prinzip. Dabei ist zu beachten,
dass bei Eintreten eines Flips der Zustand des Knotens überschrieben wird, selbst wenn
dieser bereits durch die eigene Übergangswahrscheinlichkeit seinen Zustand zuvor ver-
ändert hatte. Der geflippte Knoten nimmt damit im nächsten Zeitschritt den aktuellen
Zustand des fremden Knotens an.
3.5 Biolgische Netzwerke - BioModels Database
Als Quelle für biologische Daten wurde die von EMBL-EBI angebotene BioModels Da-
tabase ([75], www.ebi.ac.uk/biomodels-main ) verwendet. Diese bietet, potentiell, eine
große Auswahl an biologischen Netzen, die zum Teil auch von den Betreibern handku-
riert sind. Die Netzwerke werden mit IDs der Form BIOMD0000000xxx angegeben. Um
38
BM12 BM95 BM99 BM106 BM160
Iterationen 300000 100000 150000 100000 120000
Schrittgröße 0.005 0.0002 0.00025 0.0002 0.001
Stille Iterationen 200000 0 50000 0 20000
Tabelle 3.3: Übersicht der verwendeten Parameter für die Simulation der biologischen Netzwer-
ke.
die Angaben zu vereinfachen, verwende ich eine verkürzte Notation, die nur maximal die
letzten drei Stellen verwendet. Zum Beispiel wird die ID BIOMD0000000042 zu BM42
verkürzt.
Beim Konvertieren der Daten waren jedoch Inkonsistenzen der im SBML Format hin-
terlegten Daten feststellbar. Etwa weil die verwendete Nomenklatur für Parameter und
Variablen nicht eingehalten wurde. Dadurch konnte es vorkommen, das Entitäten beim
konvertieren in C-Code nicht korrekt übersetzt wurden. Dies äußerte sich in fehlenden
Gleichungen oder Duplikaten. Da das manuelle Kurieren aller Dateien zu umfangreich
gewesen wäre, wurden anhand verschiedener Filterschritte nur Netzwerke verwendet, die
sich fehlerfrei konvertieren ließen. Anschließend wurden die Dateien noch einmal manuell
geprüft (und evtl. doppelte Gleichungen entfernt).
Für die Simulation der Netzwerke wurde das in 4.1 beschriebene Tool SOMNIBIEN
verwendet. Um einen realistischen Ablauf der Zeitreihen zu erzeugen, wurden die Para-
meter des Solvers entsprechend der Tabelle 3.3 eingestellt. Die betreffenden Parameter
sind die Anzahl der Iterationen und Schrittgröße, sowie in manchen Fällen eine gewisse
Anzahl an stillen Iterationen bis sich die Simulation stabilisiert hat (sog. Relaxatations-
zeit oder "Burn-In").
Die Simulationen der Netzwerke wurden zuerst als einfache Differenzialgleichungen
(ODE) durchgeführt. Zusätzlich wurden die Netzwerke aber auch mit geringem und
starken Rauschen der Daten simuliert, indem die Lösung einer stochastische Differenzi-
algleichung (SDE) durchgeführt wurde. Die Abbildung 3.7 zeigt beispielhaft Zeitreihen
mit unterschiedlich starkem Rauschen. Dieser Ansatz unterscheidet sich daher von dem
in Abschnitt 3.3 verwendeten additiven Rauschen.
Wie in Tabelle 3.3 zu sehen ist, wurden die Netzwerke mit einer ausreichend großen
Anzahl an Schritten erzeugt. Von diesen umfangreichen Zeitreihen wurden anschließend
kleinere Stichproben für die Berechnung der Informationsmaße entnommen.
Um die Fähigkeit zur Rekonstruktion der Netzwerktopologie der einzelnen Informa-
tionsmaße zu bestimmen, musste aus den vorhanden Daten zu den Netzwerken der
BioModels Database eine Adjazenzmatrix erstellt werden. Dazu wurden die Differen-
tialgleichungen und der Graph des Netzwerks herangezogen. Alle Metaboliten, die einen
anderen Metaboliten direkt beeinflussen wurden als Kante in die Adjazenzmatrix über-
nommen. Allerdings wurde hierbei eine Vereinfachung vorgenommen. In dem Ausschnitt
des Graphen zu BM12 (Abb. 3.8a) ist erkennbar, dass die Reaktionen, nicht direkt bei
der Rekonstruktion berücksichtigt werden. Beispielsweise führt die Translation von cI
mRNA direkt zu cI protein. Daraus ergibt sich für den genannten Subgraph die Kontakt-
matrix 3.8b. Die Abbaureaktionen (orange) werden hingegen gar nicht berücksichtigt,
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da sie an keinem Informationsfluss zwischen den Entitäten beteiligt sind.
Die Auswahl der Systeme erfolgte anhand deren Größe. Ziel war es verschiedene Grö-
ßen in der Auswertung zu berücksichtigen. Das kleinste System (BM12) enthält sechs
Knoten und, nach der Vereinfachung, sechs Kanten. Das größte Netzwerk besteht aus
19 Knoten und 64 Kanten. In den nächsten Teilabschnitten werden die verwendeten
Netzwerke kurz beschrieben. Die Graphen der Netzwerke befinden sich entweder in den
jeweiligen Abschnitten oder im Anhang.
Repressilator - Ein synthetisches oszillatorisches Netzwerk von
Transkriptionsfaktoren [BM12]
Diese Netzwerk (Abb. 3.9) stellt ein synthetisches Netzwerk in Escherichia coli dar. Die
Autoren [36] beschreiben ein transfiziertes System aus drei Transkriptionsrepressoren,
welches an ein GFP(Green Fluorescent Protein) Reportersystem gekoppelt ist und pe-
riodisch GFP produziert. Somit kann das zyklische Verhalten des, wie die Autoren es
nennen, Repressilator zeitlich erfasst werden. Die Dauer eines Zyklus überschreitet da-
bei die Länge des Zellzyklus des Bakteriums. Die Auswertung des Fluoreszenzsignals
lies somit gleichzeitig die stabile Transfektion des Bakteriums beobachten, da das Signal
über mehrere Generationen hinweg zu beobachten war.
Modellierung des zirkadianen Rhythmus in Arabidopsis [BM95]
Zeilinger et al. [125] beschreiben in ihrer Publikation den zirkadianen Rhythmus von Ara-
bidopsis, den sie im Vergleich zu früheren Veröffentlichungen um die Pseudo-Response
Regulatoren PRR7 und PRR9 erweitern. Das Modell (Abbildung 8.1 im Anhang) wur-
de anhand experimenteller Daten entworfen und anschließend mittels eines Algorithmus
optimiert. Einer Validierung des Netzwerks fand anhand mehrerer phänotypischer Mu-
tanten statt.
Spontan oszillierende Zellen in Dictyostelium [BM99]
Das von Laub et al. [73] beschriebene Netzwerk (Abbildung 8.2 im Anhang) simuliert
die Interaktion verschiedener Proteine in Dictyostelium Zellen. Die Oszillation tritt in
homogenen Populationen nach vier Stunden auf. Der Ablauf startet mit extrazellulärem
cAMP, welches an CAR1 bindet und somit ERK2 und dieses wiederum ACA aktiviert.
ACA aktiviert PKA (und somit weitere Genexpression), die in einer Rückkopplung nun
CAR1 sowie ERK2 inhibiert. ERK2 inhibiert gleichzeitig auch REG A (Abbau von
cAMP) und damit indirekt auch PKA.
Simulation des Arachidonsäurepfads [BM106]
In der Arbeit von [123] beschäftigen sich die Autoren mit einem metabolischen Netzwerk,
das in die Mediation von Entzündungsprozessen involviert ist, der sogenannte Arachid-
onsäurepfad. Ziel der Studie war es, ein besseres Verständnis der Dynamik des Netzwerks
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zu erlangen, um dadurch mögliche Ansätze für die Medikamentenentwicklung zu finden.
Der Graph für das Netzwerk ist im Anhang in Abbildung 8.3 gezeigt.
Modellierung des zirkadianen Rhythmus in Drosophila [BM160]
Dieses Modell in [122] stellt das Netzwerk der Transkriptionsregulation für die damaligen
bekannten Faktoren des zirkadianen Rhythmus in Drosophila melanogaster dar. Anstatt
Hill Funktionen für die Genregulation anzunehmen, modelliert das Modell (Abbildung
8.4 im Anhang) explizit die Interaktion von Transkriptionsfaktoren und Promotoren.
Es ist zwar in der Lage sowohl vollständige Dunkelzyklen als auch hell/dunkel Wechsel
robust zu simulieren, allerdings gibt es Abweichungen zu Experimentaldaten.
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Abbildung 3.5: Beispiel eines Entscheidungsbaum für die Zustandsänderungen der Knoten mit
Eingangskanten in den konstruierten Markov-Netzen. Der Entscheidungsbaum
verdeutlicht nur das zweistufige Verfahren um den Zustand für den nächsten
Zeitpunkt in der Zeitreihe des Knoten km zu bestimmen (blaue). Angenommen
sei ein System das vier verschiedene Zustände (x ∈ {A;B;C;D}) annehmen
kann. Zunächst werden die Übergänge des Knoten km mit der Wahrschein-
lichkeit pm festgestellt. Die Notation „Ja“ an den Pfeilen deutet an, dass der
Knoten seinen Zustand geändert hat. Bei einem „Nein“ verbleibt der Knoten in
dem aktuellen Zustand. Anschließend kann der Knoten nochmals aufgrund der
Flip-Wahrscheinlichkeit νl→m durch den Zustand des Knoten kl überschrieben
werden (grau).
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(a) Prinzip des Markov-Netzwerks für
den Flip durch einen fremden Kno-
ten.
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(b) Prinzip des Markov-Netzwerks für
den Flip durch zwei fremde Knoten.
Abbildung 3.6: Prinzip des Markov-Netzwerks. (a) Über die Übergangswahrscheinlichkeit p be-
stimmt ein Knoten seinen nächsten eigenen Zustand x selbst (grau gestrichelter
Pfeil). Des Weiteren können Knoten auch den Zustand anderer Knoten über
ihre Flip-Wahrscheinlichkeit ν ändern (durchgehender schwarzer Pfeil). (b) Au-
ßerdem kann der Knoten km seinen Zustand xm mit einer Wahrscheinlichkeit
von νm→n(xj) auf den Knoten kn übertragen. Wird ein Knoten von mehreren
anderen Knoten beeinflusst, ist die Flip-Wahrscheinlichkeit gleichverteilt über
alle Eingangskanten. Die Wahrscheinlichkeiten p der verschiedenen Datensätze
sind in Tabelle 3.1 zu finden (Datensatz 1).
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Abbildung 3.7: Zeitreihen der Simulationen von BM12 mit unterschiedlichem Rauschterm.
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(a) Ausschnitt des Netzwerkgraphen von
BM12.
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(b) Adjazenzmatrix des Auschnitts von BM12.
Abbildung 3.8: Die grünen gepunkteten Pfeile im Graphen (a) stellen eine Kante in der Adja-
zenzmatrix (b) dar. Die orange gekennzeichneten Abbaureaktionen werden bei
der Erstellung der Matrix nicht berücksichtigt.
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Abbildung 3.9: Vollständiger Graph des Netzwerks BM12
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4 Software und Tools
4.1 R-Paket: SOMNIBIEN
Für das Ziel dieser Arbeit benötigten wir zunächst eine Möglichkeit um die Netzwerke
aus der BioModels Database zu simulieren. Folgende Anforderungen waren dabei wichtig:
• Simulation stochastischen Differentialgleichungen.
• Import der Daten aus der BioModels Database.
• Integration mit R
Für einige dieser Punkte gibt es bereits Tools (auch in R), die einen Teil dieser Auf-
gaben übernehmen. Theoretisch wäre es also möglich den gesamten Prozess auf diese
einzelnen Programme zu verteilen. Jedoch gelang es nie die individuellen Elemente (u.a.
deSolve [106], SBMLR [96], rsbml [74]) so nahtlos zu verzahnen, dass die komplette
Pipeline für die Durchführung verfügbar war. Die Interaktion zwischen den verschiede-
nen getesteten Bestandteilen sorgte für Abstürze des Solvers oder die unterschiedlichen
Formatrevisionen von SBML [39, 40] stellten sich als inkompatibel, bzw. dessen Inhalt
fehlerhaft festgehalten dar.
Daher entschieden wir uns für den Solver von Daniel Steck [110] als numerischen Inte-
grator, da dieser sich im Rahmen der Entwicklung dieses Pakets als verlässlich erwiesen
hatte [48]. Der Solver wird zusammen mit in C geschriebenen Differentialgleichungen
kompiliert und ausgeführt.
Daher benötigten wir für den zweiten Punkt nun ein Tool, welches die Differentialglei-
chungen der Netzwerke von ihrem nativen XML Format in eine C-Code Datei konvertiert.
Die Anwendung COPASI [61] bot diese Möglichkeit. Da es sich im Batch-Modus ansteu-
ern lässt, konnte es problemlos in das R-Pakets integriert werden. COPASI (Complex
Pathway Simulator) ist ein Tool, welches, neben vielen weiteren Funktionen wie z. B.
Flux-Balance Analysis (FBA), die Zeitreihen Simulation von biologischen Netzwerken
erlaubt [61]. Dieser Teil von COPASI funktionierte jedoch nicht, wie erwartet mit den
von uns angestrebten stochastischen Differentialgleichungen, sodass weiterhin der bereits
oben erwähnte Solver zum Einsatz kam.
Neben COPASI gibt es noch weitere Programme [25], die die Simulation von bio-
logischen Netzwerken ermöglichen. CellDesigner, zum Beispiel, [43] ist nicht nur ein
Simulationstool. Es ist vor allem darauf ausgelegt biologische Netzwerke darzustellen
und zu modellieren. Das native Dateiformat für CellDesigner ist die Systems Biology
Markup Language (SBML) [39]. Es handelt sich dabei um ein XML Format zur Be-
schreibung biologischer Systeme. Cytoscape [104] ist ebenfalls ein verbreitetes Tool zum
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Bearbeiten und Erstellen von biomolekularen Netzwerken. Diese Open-Source-Software
zeichnet sich dadurch aus, dass sich durch die Plug-in-Fähigkeit die Funktionalität mit-
tels Erweiterungen vergrößern lässt [101]. Neben den UI-getriebenen Ansätzen bietet
z.B. PySB [79] ein Framework für die Programmiersprache Python um biochemische
Systeme zu simulieren. Eine weitere Herausforderung beim Verarbeiten der Netzwerke
stellen die verschiedenen Versionen von SBML [40] dar: Da nicht alle Tools sofort das
höchste SBML-Level unterstützen, kann es hier zu Problemen beim Einlesen der Daten
kommen.
Da sich Wet-Lab-Biologen und Biotechnologen üblicherweise interaktiv mit ihren Sys-
temen auseinandersetzen, war es unser Ziel das Paket möglichst einfach in der Benutzung
zu gestalten. Gleichzeitig ist der beteiligte Parameterraum hochdimensional und kann
hohe Rechenleistung erfordern, die nur von HPC- Infrastrukturen geboten wird. Deshalb
entschlossen wir uns, beide Ansätze in ein System zu integrieren, um dem Nutzer sowohl
die Möglichkeit des Batchbetriebs oder der interaktiven Analyse in R zu bieten.
Um nun die Simulation der verwendeten biologischen Netzwerke mit stochastischen
Differentialgleichungen zu realisieren, wurde von mir die Entwicklung eines R-Pakets
durch einen Studenten betreut [48]. Das Paket trägt den Namen SOMNIBIEN (Simula-
tion Of Metabolic Networks Influenced By Internal And External Noise) und ermöglicht
eine effiziente Simulation mittels eines SDE Solvers in Fortran Code. Zusätzlich wurde
es durch die verwendete Datenbank (BioModels Database) notwendig COPASI als Kon-
verter zu benutzen, um die so erzeugten C-Dateien zu importieren. Das Listing 4.1 zeigt
einen typischen Workflow, wie er in SOMNIBIEN durch geführt werden kann.
Die Ergebnisse und Erkenntnisse aus der Entwicklung dieses R-Pakets wurden als
Beitrag zur Informatik 2014 eingereicht [16] und dort in einem Vortrag vorgestellt. Die
folgende Abschnitt nimmt Bezug auf diese Publikation.
Der Aufbau des R-Pakets kann Abbildung 4.1 entnommen werden. Das Kompilieren
muss für jedes Netzwerk neu erfolgen. Allerdings kann die Bibliothek mit verschiedenen
Parameter gestartet werden, die Einfluss auf die Simulation nehmen.
Aufbau des Pakets
Der Idee des Pakets lag der Anspruch zugrunde eine Lösung für R zu entwickeln, welche
die Geschwindigkeitsvorteile von Fortran nutzt ohne die Flexibilität von R zu opfern. Zu
diesem Zweck wurde der Aufbau wie in Abbildung 4.1 entworfen. SOMNIBIEN kapselt
dazu die einzelnen Anwendungsteile verschiedener Sprachen und ermöglicht somit dem
Benutzer ohne R zu velassen:
• Automatische Konvertierung des Dateiformats.
• (Stochastische) Simulation der Netzwerke. SOMNIBIEN kompiliert im Hinter-
grund die einzelnen Code Bestandteile und macht sie in R verfügbar.
• Direkte Analyse der Daten mit verfügbaren Tools in R.
Durch die Möglichkeit direkt auf die BioModels Database zu zugreifen, kann der Nut-
zer direkt Modelle in seinen Workspace laden. Um die Netzwerke zu simulieren muss
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Abbildung 4.1: Aufbau des SOMNIBIEN Pakets. Das Netzwerk im XML Format wird von
COPASI in C-Code umgewandelt. Der G++ Compiler erzeugt aus dem Fort-
ran Solver zusammen mit weiteren Code Elementen ein shared object. Dieses
wiederum kann in R verwendet werden, um damit Zeitreihen zu erzeugen.
dem Solver die Datei allerdings in einem speziellen C-Code vorliegen. Dafür wird auf
den Kommandozeilenaufruf von COPASI zurück gegriffen und die Datei im Hintergrund
konvertiert. Der Vorteil ist, dass der Benutzer weiterhin seinen vollständigen Arbeitsab-
lauf in R durchführen kann. Der Code in Listing 4.1 zeigt den Ablauf einer Simulation mit
SOMNIBIEN. Anstatt mehrere verschiedene Tools zu verwenden, kann die Simulation
mit wenigen Befehlen gestartet werden.
Problematik des R-Foreign Interface
Bei der Implementierung des Solver-Interface ergaben sich Schwierigkeiten, die darauf
zurück zu führen sind, wie R auf externe Programmbibliotheken (Shared Objects) zu-
greift. Es folgten mehrere Iterationen, bis die finale Strukturierung des Pakets umgesetzt
werden konnte (Details in [16]).
R behandelt intern Funktionssymbole von Bibliotheken wiederum als Objekt. Dadurch
können keine Zeiger auf C- oder Fortran-Onjekte in R aufgelöst werden und Funktions-
zeiger an den SDERK-Solver zu übergeben ist somit unmöglich. Als weiteres Problem
stellt sich das Fortran Interface zu R dar, welches nur primitive Datentypen übergeben
kann. Dadurch ist es nicht möglich Funktionen oder Pointer auf selbige zu übergeben.
Dies machte die Entwicklung weiteren Codes (im Folgenden C-Controller genannt)
notwendig. Dieser dient der „Vermittlung“ zwischen den eingesetzten Programmierspra-
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Auflistung 4.1: Typischer Ablauf einer Analyse mit SOMNIBIEN
library("SOMNIBIEN")
## Es wird die SBML Datei in eine C-Code konvertiert und ein "shared object" erzeugt.
PrepareODEFile("BIOMD0000000043.xml", filename="Bio043")
## Aus dem C-Code werden die für die Simulation nötigen Konzentrationen und Parameter
extrahiert.
InitConc <- GetCopasiInitialValues("BIOMD0000000043.c")
Parameters <- GetCopasiParameterValues("BIOMD0000000043.c")
## Starten der Simulation erzeugt eine Tabelle, die jeweiligen Konzentrationen als
Zeitreihe in den Spalten enthält.
SimData <- StartSim(sfile="Bio043.so", parameters=Parameters,
concentrations=InitConc, stepwidth=0.01)
## Die Zeitreihen können unterbrechungsfrei mit R weiter untersucht werden.
chen und umgeht die oben genannten Schwachstellen des R-Interface. Controller und
Solver werden von dem G++ Compiler [109] aus der GNU Compiler Collection (GCC)
zusammen in eine gemeinsame Programmbibliothek kompiliert. Dies geschieht während
der Installation des R-Pakets.
Wenn der Benutzer anschließend eine Netzwerkmodell in R öffnet, wird eine Bibliothek
generiert. Diese SDE-Bibliothek wird von dem C-Controller dynamisch geladen, der
wiederum die Funktionspointer an den Solver übergibt. Abbildung 4.2 veranschaulicht
die Struktur des Pakets.
Im Anhang befindet sich ein Code-Ausschnitt (Auflistung 8.2), der veranschaulicht
wie die Pointer-Arithmetik und die Konvertierung für das Interface vonstatten geht.
Durch das Verschmelzen der einzelnen oben genannten Bestandteile zu einem R-Paket
kann der vollständige Workflow nun ebenfalls von Wissenschaftlern ohne Expertenwissen
im Bereich der Programmierung bedient werden. Außerdem bietet die Integration in R
flexible Analysemöglichkeiten.
Parallelisierung
Um die Leistungsfähigkeit der Software weiter zu verbessern, wurde von uns an geeig-
neten Stellen des Arbeitsablaufs Parallelisierungen des Codes vorgenommen.
Zum einen wurde das Rauschen, welches in Formel 2.29 durch die Parameter v↓i und
v↑i ausgedrückt wird, parallelisiert. Die einzelnen Simulationen sind unabhängig vonein-
ander (SIMD - Single Instruction, Multiple Data) und die Parallelisierung kann direkt
in R mit vorhanden Paketen (u.a. doParallel) realisiert werden.
Es gibt ein weiteres Szenario das die Prozessoptimierung durch Parallelisierung ver-
spricht. Bei der Optimierung und dem Design von Netzwerken beschäftigt man sich
häufig mit nur einem System und damit einem Parametersatz gleichzeitig (z. B. Simu-
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Abbildung 4.2: Schema der finalen Implementierung für SOMNIBIEN. Der Fortran Solver und
der C-Controller werden in eine gemeinsame Bibliothek kompiliert (graue Box).
Diese Programmbibliothek wird beim Starten des R-Pakets geladen. Für jedes
zu simulierende Netzwerk wird anschließend während der Laufzeit eine eigene
Bibliothek (SDE Shared Object) erzeugt, welche dynamisch geladen wird. Beim
Starten einer Simulation übergibt der C-Controller von der SDE Bibliothek
einen Pointer zur SDE Funktion an den Fortran Code des Solvers.
lated Annealing [69]). Das Optimierungsverfahren müsste dann nur eine Variante eines
Systems berechnen, eine neue mit Veränderung der Parameter (oder Graph Topologie)
erstellen, anschließend die Eigenschaften über Simulation bestimmen und so weiter. Hier-
bei wäre eine High-Level-Parallelisierung wie vorher nicht effizient, da die Daten nicht
parallel bearbeitet werden können. Deswegen haben wir ebenfalls versucht mittels dem
OpenMP [30] Framework eine Parallelisierung der rechten Seite der DGL zu erreichen.
In vielen Fällen wurde bereits eine mögliche Parallelisierbarkeit für Solver von Dif-
ferenzialgleichungen vorgeschlagen [1, 87]. Allerdings war eine solche Optimierung des
Runge-Kutta-Algorithmus ohne weiteres nicht direkt möglich. Die Vorhersage- und Kor-
rekturschritte öffnen und schließen (zumindest anhand der hier verwendeten Daten) in
kurzer Zeit zu viele Threads, sodass dadurch in einigen Fällen ein sehr hoher Overhead
entsteht. Die Abbildung 4.3 zeigt die dazugehörige Auswertung. Da diese Parallelisie-
rung die Rechenzeit oft nur wenig herab setzte (manchmal sogar erhöhte), wurde der
Ansatz schlussendlich wieder verworfen.
4.2 C++ Bibliothek zur Berechnung der
Transferentropie
Ein weiteres von mir betreutes Studentenpraktikum diente der Implementierung einer
C++ Bibliothek um die Transferentropie möglichst schnell zu berechnen (libtransentr).
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ID Metabolite Parameter Reaktionen
BM042 15 25 25
BM160 19 47 41
BM209 6 49 12
BM422 22 13 43
BM505 45 140 59
Tabelle 4.1: Übersicht der getesteten Netzwerke. Für den Vergleich wurden verschiedene Netz-
werke mit unterschiedlicher Topologie und Anzahl der Parameter herangezogen.
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Abbildung 4.3: Mittlere Rechenzeit eines Integrationsschritts für fünf verschiedene Netzwerke
aus Tabelle 4.1. Das Parameterrauschen β beträgt 0.01 (vgl. 2.29). Fehlerbalken
sind die Standardabweichung aus 100 Wiederholungen der Simulationen.
Der Fokus war hierbei eine effiziente Datenstruktur zu verwenden. Das Paket ist weiter-
hin in der Lage ein Z-Score (siehe Abschnitt 2.4.2) basiertes Nullmodell zu berechnen.
Letzteres wurde zusätzlich mit OpenMP parallelisiert um die Rechenzeit zu verkürzen.
Die Bibliothek wurde von bereits von Boba et al. [15] publiziert.
Wie bereits in Abschnitt 2.2.5 erwähnt, lässt sich mit Hilfe der Transferentropie die
Richtung des Informationsflusses feststellen. Es fehlt jedoch ein statistischer Maßstab für
dieses Ergebnis. Ich entschied mich daher, die Methode der sog. Z-Scores zur Einschät-
zung der statistischen Signifikanz zu verwenden. Diese wurde erfolgreich in verschiedenen
Arbeiten als Signifikanzmaß für die Transinformation (MI) eingesetzt [118, 52]. Eine De-
finition des Z-Score befindet sich in 2.4.2.
Um diesen Z-Test durchzuführen, wurden in der Publikation zwei verschiedene Ansät-
ze für den Z-Test verglichen. Beim ersten Modell werden beide Vektoren randomisiert,
sodass jegliche Zusammenhänge innerhalb des Vektors, aber auch zwischen den Vek-
toren zerstört werden. Für das zweite Modell werden nur die jeweiligen Ziel-Vektoren
randomisiert. Dadurch bleiben intrinsische Korrelationen des Drive („Motors“) erhalten,
aber der Bezug zum Zielvektor wird entfernt. Da die Ergebnisse mit beiden Modellen
konsistent waren, verwendete ich in dieser Arbeit nur das zuerst erwähnte vollständig
randomisierte Modell.
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4.2.1 Parallelisierung und Effizienz
Wie eingangs erwähnt, beschäftigte sich die Studie mit einer effizienten Implementierung
in C++, da das Erstellen und Füllen der Histogramme zur Berechnung der Transferentro-
pie sehr aufwendig werden kann. Dies ist von verschiedenen Faktoren abhängig: Länge
des Vektorpaares, Fenstergröße der Transferentropie und Anzahl der verwendeten Bins.
Der Einfluss der Vektorlänge ist offensichtlich: Die Anzahl der zu berechnenden Paa-
re für x und y steigt dadurch proportional an. Dies bedeutet jedoch nicht, dass die
Anzahl der zu befüllenden Histogramme für die Abschätzung der Wahrscheinlichkeiten
aus Formel 2.19 im gleichen Maße zunimmt. In der Tat werden die Histogramme in
der Regel immer dünner besetzt mit steigendem Fenster m. Das gilt ebenfalls für die
randomisierten Histogramme des Z-Tests. Allerdings aufgrund der Tatsache, dass dort
die Datenpunkte in einem breiten Ereignisraum verteilt und die Histogramme dadurch
immer dünner besetzt werden („Curse of Dimensionality“ [44]).
Abhängig vom verwendeten Datensatz kann sich dadurch der benötigte Speicher dras-
tisch verringern (Im Hinblick auf eine mögliche Parallelisierung auf Grafikprozessoren
ein wichtiger Aspekt. Diese, im Englischen als graphics processing unit (GPU) bezeich-
neten, Prozessoren von Grafikkarten haben sich in in Laufe der letzten Jahre auch für
nicht-grafische Berechnungen, die hoch parallel laufen können, etabliert [? ? ].). Ein wei-
terer Vorteil hinsichtlich Rechenzeit ist, dass zur Berechnungen nicht immer über alle
Einträge mittels verschachtelter Schleifen iteriert werden muss.
Sind die gewünschten Fenstergrößen bereits zur Kompilierungszeit bekannt, lässt sich
über Template-Programmierung eine weitere Optimierung vornehmen [15]. Die oben
genannten Schlüssel der Map sind faktisch Integerkodierungen von xt und yt. Wir erzeu-
gen nun aus m-dimensionalen Schlüsseln (xt, xt+1, . . . , xt+m) einen einzigen Integerwert.
Diese „eindimensionalen“ Schlüssel können nun mittels der Template-Funktionalität von
C++ bereits zur Kompilierungszeit erzeugt werden. Zur Kompilierungszeit kann ein be-
stimmtes Fenster vorgegeben werden. Dadurch wird jedoch die ausführbare Datei größer,
sodass abhängig vom Einsatzszenario eine optimale Wahl für m vom Benutzer getroffen
werden muss. Ein Vergleich mit verschiedenen Bins ist in Abbildung 4.4 zu sehen. Dort
wurden auf einem Desktop PC die Zeiten mit „pre-kompilierten“ Histogrammen und dy-
namischen Histogrammen verglichen. Zu sehen ist, dass Geschwindigkeitssteigerungen
von bis zu 35% möglich sind. Für kurze Vektoren fällt dabei oben gezeigte Steigerung
kaum ins Gewicht, wohl aber für längere Datensätze und häufigen Wiederholungen der
Berechnung, wie es bei dem Z-Test und der Normierung (Abschnitte 2.4.2 und 2.2.5) der
Fall ist.
Der Rechenaufwand wird zusätzlich durch den Z-Test erhöht, da dort die Transferen-
tropie für weitere n randomisierte Vektoren x und y neu berechnet wird. In früheren
Arbeiten [118] erwies sich als notwendige Anzahl an Randomisierungsdurchgängen ein
Mindestwert von 100 Wiederholungen. Da die Berechnungen jedoch voneinander unab-
hängig sind, bietet sich hier eine Parallelisierung des Prozesses an. In Abbildung 4.5
zeigen wir die Laufzeit s nach Anzahl der Threads für zwei verschiedene Hardwarear-
chitekturen. Zur Parallelisierung der Prozesse verwenden wir das OpenMP-Framework,
das eine einfache Implementierung gestattet.
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Abbildung 4.4: Laufzeit der Berechnung der Transferentropie für verschiedene Fenstergrößen.
Die unterbrochenen Linien deuten an, dass die Ausführung über dynamische
indizierte Histogramme erfolgte. Durchgezogene Linien stellen für die angege-
benen Größen m kompilierte Histogramme dar. Verglichen wurden vier, acht
und 16 Bins bei Fenstergrößen von eins bis zehn. Die Werte sind gemittelt über
1000 unabhängige Berechnungen.
Um die Geschwindigkeitssteigerung zu bewerten, kann man das Amdahlsche Gesetz
[3] anwenden. Es beschreibt wie effektiv ein Problem von einem parallelen Berechnungs-
verfahren gelöst wird. Ein Programm wird demnach nie vollständig parallel laufen kön-
nen, da bestimmte Teile nicht parallelisierbar sind. Der sequenzielle Anteil der Berech-
nung wird dadurch mit zunehmender Parallelisierung zum geschwindigkeitsbestimmen-
den Schritt. Die Geschwindigkeitssteigerung lässt sich somit wie folgt definieren:
S[N ] =
1
(1− P ) + P
N
(4.1)
Dabei ist P der Anteil parallelisierbaren Codes und N die Anzahl der verwendeten
CPU-Kerne (bzw. Threads). Für die in Abbildung 4.5 gezeigten Daten ergibt sich anhand
der daraus abgeleiteten Geschwindigkeitssteigerung S[N ] eine Parallelisierbarkeit P von
97% im Falle der Intel-Architektur und 99% für AMD.
4.3 R-Paket: TransferEntropyPT
Auf der Bibliothek aus Abschnitt 4.2 aufbauend wurde von mir ein R-Paket entwickelt.
Damit wird der Nutzen dieser C++ Bibliothek, deren Fokus auf effizienter Ausführung
liegt, einem breiteren Publikum zu verfügen gestellt, da R eine hohe Popularität unter
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Abbildung 4.5: Laufzeit der Berechnungen auf verschiedene Prozessorarchitekturen (Intel mit
12 Cores/24 Threads und AMD mit 32 Modulen/64 Threads). Deutlich zu
erkennen ist die starke Skalierbarkeit mit Anzahl der Threads: Die Laufzeit
wird etwa halbiert bei doppelter Anzahl an Threads.
Naturwissenschaftler hat [99]. Indem wir die Bibliothek um ein R-Paket ergänzen, kön-
nen wir sie somit einem breiteren Publikum zur Verfügung stellen. Des weiteren ergänzt
es die reine Ermittlung der Transferentropie um weitere Funktionen, wie die Berechnung
der theoretischen Unter- und Obergrenzen der Transferentropie. Die Funktionalität des
Pakets mit Beispielanwendungen wurde im Rahmen der Konferenz CMSB – Computa-
tional Methods for Systems Biology 2017 in Darmstadt publiziert [17]. Das Listing 8.1
im Anhang zeigt die Ausführung des Pakets. Die Funktion get.te() enthält das Binning
der Daten (siehe Abschnitt 2.3) als Parameter des Methodenaufrufs.
4.3.1 Normierung der Transferentropie mittels theoretischer
Ober- und Untergrenze
Zusätzlich ergänzte ich für diese Studie das Paket um die Möglichkeit eine Normierung
(vgl. Gleichung 2.21) der Transferentropie durchzuführen. Diese Funktionalität war in
der ersten Version des Pakets noch nicht enthalten, ist aber in der aktuell zum Download
angebotenen Versionen 1.1.2 verfügbar. Der Optimierer ist in einen Minimierer und Ma-
ximierer geteilt, welche beide nach dem Prinzip eines Greedy-Algorithmus funktionieren.
Die beiden Prinzipien werden im Folgenden erläutert.
Der Maximierer bekommt als Eingangsparameter die beiden Zeitreihen, sowie die nö-
tigen Transferentropie Parameter (Bins und Fenster). Für den Optimierungsprozess wer-
den zusätzlich ein Delta d und eine Schrittweite n festgelegt. Diese dienen als Abbruch-
bedingungen des Greedy-Algorithmus.
In jedem Schritt werden nun innerhalb der beiden Vektoren zufällig Symbole getauscht.
Dadurch bleibt die gesamte Komposition eines Vektors unverändert, aber die Reihenfol-
ge der Symbole ändert sich. Ist die anschließend berechnete Transferentropie-Änderung
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niedriger als d, wird das erzeugte Vektorpaar verworfen und der Prozess wiederholt. Für
diesen Fall werden bis n neue Versuche gestartet. Sollte nach Ablauf der n Versuche kein
neues Maximum gefunden worden sein, ist die Optimierung beendet. Wird im Laufe
dieser Versuche ein neues Maximum gefunden, wird das erzeugte Vektorpaar gespeichert
und dient als Ausgang für den nächsten Zyklus. Das Listing in 4.2 zeigt die Funktionswei-
se in Pseudo-Code. Der Minimierer funktioniert analog zum Maximierer. Als zusätzliche
Abbruchbedingung ist jedoch eine Transferentropie von null integriert, da dies den nied-
rigsten Wert der Transferentropie darstellt. Jede Optimierung muss zweifach erfolgen.
Im ersten Durchgang wird die Transferentropie entsprechend der Richtung x → y mi-
nimiert und maximiert. Im zweiten Durchgang passiert das Gleiche für die umgekehrte
Richtung y → x. Dadurch entstehen insgesamt für einen normierten Transferentropie-
Wert vier zusätzliche Berechnungen. Da diese allerdings unabhängig sind, lassen sie sich
sehr gut parallelisieren. Dazu verwendete ich das R-Paket doParallel [119].
Auflistung 4.2: Funktionsweise des Optimierers.
x ## ’x’ und ’y’ sind die beiden Vektoren,
y ## auf denen die TE maximiert wird.
TE_aktuell = calc_TE(x, y)
Setze i = 0
while (i < n) {
swap (x) ## ’swap’ tauscht zwei zufllige Elemente in dem
swap (y) ## jeweiligen Vektor miteinander aus.
TE_neu = calc_TE(x, y)
if ((TE_neu - TE_aktuell) > d ) {
set TE_aktuell = TE_neu
set i = 0
} else {
set i = i + 1
}
}
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5 Ergebnisse
5.1 Anwendbarkeit der Transferentropie
Zuerst ist es wichtig sich einen Eindruck von einem wichtigen Aspekt aller empirischen
Studien zu Entropien verschaffen. Nämlich, wie die idealen Histogramme der gemesse-
nen Häufigkeiten aussehen, die als Schätzer für die Wahrscheinlichkeiten in Gleichung
2.19 dienen. Zu diesem Zweck wurden zwei Systeme verwendet, um die Transferentropie
hinsichtlich dieses Aspekts zu untersuchen. Zum einen das System einer gekoppelten
logistischen Gleichung 3.1 und zum anderen ein Hidden Markov Model (Abschnitt 3.2).
5.1.1 Anwendung auf die Coupled Logistic Map
Zunächst muss festgestellt werden, welche Auflösung (dies reziprok zur Anzahl der Bins)
notwendig ist um die kausale Beziehung x → y richtig zu erfassen und gleichzeitig kein
Falsch-Positives Ergebnis für die Richtung y → x zu erzeugen. Abbildung 5.1 veran-
schaulicht dies für solch ein gekoppeltes antizipatorisches System (Parameter α = 1 und
ξ = 0, 4). Deutlich zu erkennen ist, dass man ein richtiges und unterscheidbares Signal
von vier Bins aufwärts bekommt. Deshalb werden in den nachfolgenden Abschnitten,
kontinuierlichen Daten mit vier Bins oder mehr diskretisiert bevor auf ihnen die Trans-
ferentropie berechnet wird.
Als nächstes stellte sich die Frage nach der statistischen Signifikanz. Zu diesem Zweck
wird das in Abschnitt 2.4.2 vorgestellte Z-Score-Modell verwendet. In Falle der Trans-
ferentropie lag dabei das Augenmerk darauf, die korrekte Erkennung der Richtung des
Informationsflusses zu verbessern. Ein Z-Score sollte also im Falle einer kausalen Bezie-
hung möglichst hoch sein, also Werte größer zwei annehmen, da dies der 2σ Umgebung
der Normalverteilung entspricht. Hierbei is zu beachten, dass auch negative Z-Scores
auftreten können. Dies kann so interpretiert werden, dass selbst ein vollkommen zu-
fälliger Wert einen höheren Informationsgehalt trägt und damit das Ergebnis als nicht
signifikant gewertet werden muss.
Zunächst ist bei der Analyse der Ergebnisse (Abb. 5.2) festzustellen, dass die Trans-
ferentropie bei kurzen Vektoren die höchsten Werte liefert. Allerdings widerspricht der
Z-Score einer Signifikanz des Ergebnisses. Im Falle des gekoppelten Systems zeigt sich
bei einer Fenstergröße von eins sowohl bei einem Binning von vier als auch acht, dass
erst eine Vektorlänge von 256 und höher zu einem signifikanten Ergebnis führt.
Für eine Fenstergröße von zwei ist sogar erst bei einer Vektorlänge von 2048 ein
signifikantes Signal erkennbar (bins = 4). Bei einem Binning von acht wird Signifikanz
anhand des Z-Scores erst bei über zwanzigtausend erreicht (nicht gezeigt). Das bei dieser
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Abbildung 5.1: Gezeigt ist die Transferentropie als Funktion der Anzahl der Bins. Die Trendli-
nien stellen eine lokale Polynomregressionen dar [26]. Die grauen Bereiche um
die Trendlinien sind das Konfidenzintervall (p = 0,95) der Approximation. Der
Schnittpunkt der beiden Funktionen liegt bei einem Wert von etwa 4 Bins.
Werte die darunter liegen, deuten fälschlicherweise einen umgekehrten kausalen
Zusammenhang an. Darüber wird die Richtung des Informationsflusses korrekt
erkannt.
Fenstergröße kein eindeutiger Hinweis auf einen Informationsfluss besteht, könnte an der
Generierung des Systems liegen. Die interne Schrittweite liegt dort bei eins. Dies könnte
bedeuten, dass die Transferentropie fehlschlägt, wenn die Schrittweite durch die gewählte
Fenstergröße überschritten wird.
Sind die System unabhängig bleibt der Z-Score erwartungsgemäß niedrig. Für all diese
Systeme können keine signifikanten Transferentropien festgestellt werden.
Zusammenfassend kann man festhalten, dass der Z-Score ein probates Mittel darstellt,
um die Qualität der Aussage der Transferentropie zu erhöhen: Eine Transferentropie kann
zunächst zwar auf einen Informationsfluss hindeuten, aber in diesem Beispielsystem erst
als echtes Signal angesehen werden, wenn ebenfalls der Z-Score eine ausreichende Höhe
aufweist.
Transferentropie ist, wie die Zeitverzögerte Transinformation 2.2.4, ein effektives in-
formationstheoretisches Maß, wenn Zeitreihen von Variablen mit diskreten Ereignissen
erzeugt werden. Aber auch ohne diese Vorraussetzung kann mittels geschickt gewähl-
tem Binning der Ausgangsdaten die Transferentropie vielseitig eingesetzt werden, wie in
Kapitel 5 gezeigt wurde.
Um die Stärke und Aussagekraft des reinen Werts zu beurteilen, muss die Signifikanz
davon festgestellt werden. In Abschnitt 5.1 konnte gezeigt werden, dass die Z-Score-
Berechnung als Methode zur Feststellung der Signifikanz des Ergebnis dienen kann. An-
hand zweier Testsysteme (In Abschnitt 5.1.1 die Couple Logistic Map und in 5.1.2 ein
Hidden Markov Model), deren Stärke des kausalen Zusammenhangs kontrolliert werden
kann, wie der Z-Score hilfreich bei der Beurteilung der Signifikanz des Ergebnisses ist.
Mittels diesen Ansatzes konnten wir zeigen, dass ein signifikantes Ergebnis der Transfe-
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Abbildung 5.2: Die Grafik zeigt die Transferentropie (oben), bzw. deren Z-Scores (unten) in
Abhängigkeit von der Größe der Daten für das System der Coupled Logistic
Map. Die Schattierungen stellen die Standardabweichung der 1000 wiederhol-
ten Berechnung pro Datenpunkt dar. Die durchgezogenen Linien sind Systeme
mit tatsächlichem Informationsfluss (x → y), die gestrichelten Linien sind da-
gegen unabhängige Systeme. Auf der linken Seite der Grafik befindet sich die
Auswertung für die Fenstergröße von m = 1 und auf der rechten für m = 2.
Während sich bei vier Bins (rot) bereits ein Z-Score von zwei ab Vektorlänge
128 einstellt, benötigt man für acht (grün) und 16 Bins mindestens 512, respek-
tive 2048 Datenpunkte (für m = 1). (Anmerkung: Da die y-Achse auf +/- 60
begrenzt ist, werden in den unteren Abbildungen höhere und niedrigere Werte
nicht dargestellt.)
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rentropie auch für kleine Datensätze berechnet werden kann.
5.1.2 Anwendung auf ein Hidden Markov Model
Als nächstes folgt die Untersuchung des Hidden Markov Models aus Abschnitt 3.2 und
inwiefern die Z-Scores bei der Beurteilung des Ergebnisses helfen können. Abbildung 5.3
zeigt die Transferentropie und die Z-Scores der beiden genannten Modelle. Erkennbar
ist zunächst, dass die Transferentropie für die Richtung x→ y stets höher ist als in die
entgegengesetzte Richtung (Abb. 5.3a). Dies gilt für beide Modelle, sodass anzunehmen
ist, dass die interne Komplexität des Systems für die Erkennung des Informationsflusses
unerheblich ist.
Dennoch kann der Z-Score zur Unterstützung heran gezogen werden, denn schließlich
ist auch hier noch unklar, ob der Unterschied der beiden Signale auch signifikant ist. Ab-
bildung 5.3b zeigt eindeutig, dass nur in Richtung x→ y ein signifikanter Informations-
transfer statt findet, da die Z-Scores sich um mehrere Größenordnungen unterscheiden.
Schon bei kleinen Datensätzen (ab 32 Datenpunkten) ist dieser Unterschied deutlich
feststellbar und nimmt mit zunehmendem Umfang der Daten weiter zu.
Dieses Ergebnis unterstreicht ebenso wie in Abschnitt 5.1.1 den Nutzen des Z-Score-
Referenzmodells. Die Scores steigen monoton mit der Datensatzgröße an. Ein Effekt der
durchaus zu erwarten ist, da mit umfangreicherer Stichprobe, üblicherweise die Qualität
selbiger ansteigt.
5.1.3 Fazit zur Anwendbarkeit der Transferentropie
Wie in den vorigen Abschnitten gezeigt, kann die Transferentropie als verlässliches Maß
zur Erkennung des Informationsflusses zwischen zwei Vektoren verwendet werden. Rand-
bedingungen sind dabei vor allem die verwendeten Parameter. Die gezeigten Modellsys-
teme erlauben eine Einschätzung, da sie einen gerichteten Informationsfluss zwischen
zwei Vektoren simulieren.
Um die Verlässlichkeit der Aussage zu erhöhen, kann der Z-Score unterstützend einge-
setzt werden. Allerdings kann der Z-Score abhängig durch die hohe Anzahl an Shuﬄings
und neuen Berechnungen die Laufzeit für eine Auswertung deutlich erhöhen. Daher wur-
den Optimierungen des Codes nötig, um die umfangreichen Auswertungen der biologi-
schen Netzwerkmodelle zu ermöglichen. Abschnitt 4.2.1 beschreibt die implementierten
Verbesserungen zur Effizienzsteigerung der Berechnungen.
5.2 Netzwerkrekonstruktion
Die Auswertung der Netzwerkrekonstruktion erfolgte an verschiedenen Systemen. Diese
werden in den folgenden Abschnitten beschrieben. Zusätzlich zu den fünf verschiedenen
Maßen wurden für alle Maße ein Signifikanzwert ermittelt. Für Transferentropie, zeit-
verzögerte Transinformation und die Informationsflussrate war dies der Z-Score. Für die
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Abbildung 5.3: (a) zeigt die Transferentropie der zwei verwendeten Hidden Markov Modelle
für unterschiedliche Vektorlängen (Anzahl der Emissionen). In rot ist das erste
Modell und in blau das zweite Modell dargestellt. Die Übergangswahrschein-
lichkeiten für die Modelle sind in den Tabellen 3.1 und 3.2 zu finden. In der
logarithmischen Auftragung in Abbildung (b) sind negative Werte als ihr Be-
trag und transparent dargestellt. Die gestrichelte Linie befindet deutet einen
Werte von zwei an.
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Kreuzkorrelation wurde das Konfidenzintervall von 95% berechnet und für die Korrela-
tion wurde ein p-Wert von 0,05 gewählt. Die Ergebnisse der verschiedenen Maße wurden
dann anhand dieser Kriterien gefiltert, sodass diese Werte aus der Berechnung der VUS
entfernt wurden.
5.2.1 Einfaches Differentialgleichungssystem
Für die Analyse des DGL-Systems (siehe Abschnitt 3.3) wurden für vier verschiedene
Konstanten k die Differentialgleichungen für n = 106 Schritte simuliert. Für die Kopp-
lungskonstante k wurden vier verschiedene Werte zwischen null und zehn eingesetzt, die
die Stärke der Kopplung reflektieren. Für die Werte k = 0 und k = 0, 001 ist eine geringe
Kopplung zu erwarten, während k = 1 und k = 10 eine auffällige Kopplung und Einfluss
der beiden Zyklen zeigen sollte.
Von dieser umfangreichen Simulation wurden anschließend Stichproben in regelmäßi-
gen Abständen entnommen, sodass Datensätze der Länge 30, 50, 250 und 500 entstan-
den. Insgesamt wurden von diesen Stichproben jeweils hundert entnommen, sodass die
im folgenden gezeigten Daten eine Mittlung dieser Stichproben sind.
Die in Abschnitt 2 vorgestellten Maße wurden auf diesen Datensätzen berechnet
und zu allen einhundert Berechnungen die Fläche unter der Kurve für die Sensitivi-
tät (Richtig-positiv-Rate) gegen die Ausfallrate (Falsch-positiv-Rate). Dabei wurden die
in Tabelle 5.1 gezeigten Adjazenzmatrizen als Referenz für die ROC verwendet.
u→ v→ x→ y→
→u 0 1 0 0
→v 1 0 0 0
→x 0 0 0 1
→y 0 0 1 0
(a) Ungekoppeltes System
u→ v→ x→ y→
→u 0 1 0 0
→v 1 0 0 0
→x 0 0 0 1
→y 0 1 1 0
(b) Gekoppeltes System
Tabelle 5.1: Adjazenzmatrizen des einfachen Differentialgleichungssystems. Das grau unterlegte
Feld in den Tabellen hebt den einzigen Unterschied zwischen den beiden Adaja-
zenzmatrizen hervor.
Die Parametrisierung der Maße erfolgte für alle gleichermaßen mit einem Zeitfenster
von t = 1. Zusätzlich wurden für Transferentropie (TE), Informationsflussrate (RIF)
und zeitverzögerte Transinformation (TDMI) noch Z-scores berechnet. Für die Trans-
ferentropie wurde außerdem der in Abschnitt 2.2.5 vorgestellte Ansatz zur Normierung
berechnet. Sowohl Transferentropie als auch Transinformation verwenden ein Binning
von acht. Abbildung 5.4 zeigt das Ergebnis der Auswertung.
Um die Ergebnisse der VUS Berechnung besser einordnen zu können wurde die gleiche
Auswertung mit einer „falschen“ Adjazenzmatrix durchgeführt. Diese wird im Folgenden
als Nullmodell bezeichnet. Die dazu verwendeten Matrizen enthalten die gleiche Anzahl
an Kanten, jedoch werden diese randomisiert. Die Diagonale der Matrix bleibt dabei
allerdings unberührt, sodass sich die in Tabelle 5.2 folgenden Matrizen ergeben.
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u→ v→ x→ y→
→u 0 0 1 0
→v 0 0 1 0
→x 0 1 0 0
→y 1 0 0 0
(a) Ungekoppeltes System
u→ v→ x→ y→
→u 0 1 1 0
→v 0 0 1 0
→x 0 1 0 0
→y 1 0 0 0
(b) Gekoppeltes System
Tabelle 5.2: Adjazenzmatrizen des Nullmodells des Differentialgleichungssystems. Die grau un-
terlegten Felder entsprechen den Kanten die in den richtigen Systemen vorhanden
sind.
Zunächst fällt auf, dass die VUS der Z-Scores der VUS des jeweiligen Maßes direkt
entspricht. Das bedeutet, dass ein hoher Z-Score direkt mit einem vorhergesagten Kon-
takt im Zusammenhang steht. Ebenfalls weißt der normierte Wert der Transferentropie
eine ähnliche VUS auf wie Rohwerte oder Z-Score der Transferentropie.
Für eine größere Stichprobe wäre eine höhere VUS zu erwarten gewesen. Dieses Ver-
halten wird auch von der zeitverzögerten Korrelation, Kreuzkorrelationsfunktion und der
Informationsflussrate weitgehend bestätigt. Allerdings zeigen die zeitverzögerte Trans-
information und vor allem die Transferentropie ein gegenteiligen Trend. Dies könnte im
Zusammenhang mit den Ergebnissen in Abbildung 5.2a stehen. Auch hier war zu erken-
nen, dass erst ab einer Vektorgröße von 500 die Transferentropie konstante Ergebnisse
erzielte. Zusammenhängen könnte dieses Phänomen mit den dünn besetzen Histogram-
men der Häufigkeiten, auf denen die Maße berechnet werden.
Am stabilsten hinsichtlich der unterschiedlichen Parametrisierung der Parameter stellt
sich die Transferentropie dar. In allen vier Szenarien schnitt sie vergleichbar gut ab
(VUS von ca. 0,75). Interessant ist die Transinformation unter diesem Aspekt. Für die
ungekoppelten Systeme liegt der VUS bei (nahezu) eins. Damit würde das Maß die
perfekte Rekonstruktion der Adjazenzmatrix bedeuten. Allerdings kehrt sich dies ins
Gegenteil für die gekoppelten Systeme. Hier schneidet das die Transinformation mit
einem VUS von 0,25 bis 0,5 deutlich schlechter ab.
5.2.2 Markov-Ketten Netzwerke
Im Folgenden unterziehe ich die von mir in Abschnitt 3.4 vorgestellten Markov-Netz-
werke (Rényi- und Barabási-Modell) der Analyse mit den verschiedene Maßen. Für die
Auswertung wurden Variationen der in dem Abschnitt erläuterten Parameter erzeugt,
um ausreichende Variabilität der Simulationen zu erhalten. Eine tabellarische Auflistung
der Parameter für die Übergangswahrscheinlichkeiten befindet sich im Anhang 8.1 und
die Flipwahrscheinlichkeiten wurden auf 0, 6, 0, 7 oder 0, 8 gesetzt.
Für die Auswertung wurden sowohl für Rényi- als auch Barabási-Netzwerke verschie-
dene Kombinationen für den zeitlichen Versatz (Zeitfenster gleich eins oder zwei) und,
im Falle der Entropie basierten Maße, der Bins (vier oder acht) gewählt. Die Ergebnisse
verhielten sich für jeweils beide Netzwerktypen sehr ähnlich, daher sind in den beiden
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folgenden Abschnitten nur die Ergebnisse für das Szenario der VUS Berechnung für ein
Zeitfenster von eins und ein Binning von acht gezeigt.
Um eine bessere Aussage über die Qualität der verschiedene Maße treffen zu können,
wurde wie im Abschnitt 5.2.1 zum Vergleich die Auswertung mittels VUS zusätzlich
mit einer falschen Adjazenzmatrix durchgeführt (Nullmodell). Diese randomisierte Ad-
jazenzmatrix behält die Anzahl an Kanten bei, verteilt sie aber neu auf der Matrix
(ausgenommen Diagonale).
Rényi-Netzwerke
Die diesem Abschnitt diskutierten Ergebnisse beziehen sich auf das Rényi-Modell. Die
Anzahl der Eingangskanten die solch ein Graph haben kann, liegt bei maximal drei und
es gibt keine isolierten Knoten. Die Zeitreihen wurden mit einer unterschiedlicher Anzahl
an Schritten simuliert (Vektorlängen: 25, 50, 250 und 500).
Außer der Cross-Correlation-Function und vor allem der Informationsflussrate zei-
gen die anderen Maße (Cor, TDMI, TE) einen hohen Grad der Rekonstruktion der
Netzwerke. Sowohl Transferentropie, als auch die zeitverzögerte Transinformation und
Korrelation zeigen eine gute Erkennung der Netzwerke. Auffällig ist insgesamt die Tat-
sache, dass die nach Z-Score gefilterten Maße alle deutlich in der VUS abfallen, und
somit schlechter geeignet sind die Netzwerkstruktur wiederzuerkennen. Wird lediglich
der Z-Score anstelle des Maßes eingesetzt, unterscheidet sich das Ergebnis kaum.
Hinsichtlich des Nullmodells zeigt, wie zu erwarten, keins der Maße eine hohe VUS. Die
maximalen Werte von 0,5 deuten an, dass es sich um reine Zuvallsverteilung hinsichtlich
der Treffsicherheit des jeweiligen Maßes handelt. Damit lässt sich um Umkehrschluss
annehmen, dass die Berechnungen auf den passenden Adjazenzmatrizen verlässlich sind.
Barabási-Netzwerke
Der gleichen Analyse aus dem vorigen Abschnitt wurde auch das Barabási-Modell unter-
zogen. Die Ergebnisse sind der Abbildung 5.7 zu entnehmen. Die Struktur dieser Netze
unterscheidet deutlich von den der Rényi-Netzwerke. Während diese einen eher linearen
Aufbau haben mit wenigen Eingangskanten, haben Barabási-Netzwerke typischerweise
wenige stark vernetze Knoten und viele mit nur einer oder zwei Kanten. Auch für diese
Netzwerke wurden die oben genannten Parameter (Tabelle 8.1) und Flipwahrscheinlich-
keiten verwendet.
Hier zeichnet sich im Gegensatz zum vorigen Abschnitt ein anderes Bild. Mit Ausnah-
me der Transferentropie zeigt, kein Maß ein korrekte Erkennung der Netzwerkstruktur.
Und selbst die Ergebnisse der Transferentropie sind nur bei einer Vektorlänge über 50
stabil in einem Bereich jenseits von 0,5.
Das Nullmodell birgt keine Überraschungen. Wie bereits bei den Rényi-Netzwerken
kommen bei keinem der verwendeten Maße Werte über 0,5 zustande, sodass auch hier
die Methode des VUS als zuverlässige Methode zur Einschätzung der Qualität der ver-
schieden Maße gelten kann.
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5.2.3 Biologische Netzwerke aus der BioModels Database
Um ein umfangreiches Bild der einzelnen Netzwerkmaße zu bekommen, wurden verschie-
dene Stichproben aus den Simulationen entnommen. Um die Relevanz der Stichproben-
größe im Zusammenhang mit der Rekonstruktion der Netzwerke zu betrachten, wurden
Stichproben mit einer Größe von 25, 50 und 250 Datenpunkten entnommen.Die Größe
500 zeigte in den vorigen Abschnitten keinen Unterschied zum Stichprobenumfang 250
und kann daher vernachlässigt werden.
Aus der Simulation ohne Rauschen wurden für jede Stichprobengröße jeweils 25 Zeitrei-
hen entnommen. Für die Simulationen mit Rauschen wurden jeweils 25 verschiedene
Simulationen gestartet. Aus diesen wurden dann ebenfalls für alle Stichprobengrößen je
25 Zeitreihen gezogen. Für die Berechnungen der Netzwerkmaße wurde das Zeitfenster
auf eins oder zwei gesetzt. Die Entropie-basierten Maße wurden außerdem einmal mit
einer Bingröße von acht und 16 berechnet.
Abbildung 5.8a zeigt das Ergebnis der Auswertung für eine Zeitfenstergröße von eins
und einer Bingröße von acht für das Netzwerk BM12. Praktisch alle Netzwerkmaße
können die Netzwerkstruktur nicht rekonstruieren. Die Ausnahmen sind TDMI und RIF.
Während letzteres für alle Stichprobengrößen eine VUS von ca. 0.75 ergibt zeigt sich bei
der TDMI ein ähnlich gutes Signal nur für die Stichprobengröße 250.
In Abbildung 5.8 sind die Ergebnisse für die Netzwerke 95, 99, 106 und 160 gezeigt.
Wie Abbildung 5.8b zu entnehmen ist, kann die Transferentropie die Netzwerkstruk-
tur nicht rekonstruieren. Auf einen ROC VUS Wert von 0,75 schaffen es die Varianz-
basierten Maße (Correlation, RIF und Kreuzkorrelation), selbst bei einer geringen Stich-
probengröße von 25. Die TDMI schafft diesen Wert nur mit einer Größe von 250. Bei
geringerem Probenumfang fällt die VUS erkennbar ab. Auffällig ist, dass die Z-Scores
der RIF deutlich schlechtere Resultate bringen, als der Rohwert selbst.
Für das Netzwerk BM99 (Abbildung 5.8c) zeichnet sich ein ähnliches Bild, wie zu-
vor für BM95. Die Varianz-basierten Maße bieten die besten Ergebnisse im Vergleich.
Jedoch ist ein wesentlicher Unterschied, dass die Ergebnisse alle keinen VUS über 0,6
zeigen. Dadurch kann man fest halten, dass keins der Maße eine gute Rekonstruktion
des Netzwerks zulässt. Auch für Netzwerk 106 (Abbildung 5.8d) ist eine Rekonstruktion
nicht möglich. Keins der Maße (also weder Entropie- noch Varianz-basiert) erreicht eine
höhere VUS als 0,5.
Das letzte Netzwerk (Abbildung 5.8e, BM160) bietet ein gemischtes Bild. Die RIF zeigt
auffällig niedrige Werte bei nahezu null. Die meisten anderen Maße erreichen auch nicht
mehr als 0.55, nur die Kreuzkorrelation kommt auf etwa 0.65. Dadurch lässt sich auch
in diesem Fall mit keiner der Methoden eine gute Netzwerkrekonstruktion durchführen.
5.2.4 Verteilung der Werte
Nicht nur der Mittelwert der einzelnen VUS Werte spielt eine Rolle. Auch die Verteilung
im Ergebnisraum ist wichtig, um eine Aussage über die Verlässlichkeit der Maße zu
bekommen. Für das Rényi Netzwerk und das BioModels Netzwerk BM95 sind solche
Verteilungen exemplarisch in Abbildung 5.9 gezeigt.
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Betrachtet man die Verteilung der Werte für das Rényi Netzwerk (Stichprobengröße
50) in Abbildung 5.9a, zeigen die Kreuzkorrelation und die Informationsflussrate eine
deutliche Akkumulation bei einem Wert von 0,5. Das bedeutet, es findet keine verlässlich
Rekonstruktion statt, sondern die Ergebnisse sind praktisch zufällig. Auch für die Trans-
ferentropie fallen viele Werte in diesen Bereich. Jedoch gibt es eine zweite Population, die
ihren Peak etwa bei 0,75 hat, sodass hier durchaus eine Erkennung der Netzwerkstruktur
erfolgt. Am besten funktioniert die Rekonstruktion per zeitverzögerter Korrelation, aber
auch mit der zeitverzögerten Transinformation. Erstere aggregiert die meisten Werte im
Bereich bei eins, was einer vollständigen Rekonstruktion des jeweiligen zugrunde liegen-
den Netzwerks entspricht. Im direkten Vergleich dazu befinden anteilig mehr Werte der
TDMI unter 0,75.
Sieht man die entsprechende Grafik für eine Stichprobengröße von 250 in Abbildung
5.9b, erkennt man, dass die Verteilung der Werte für alle fünf Maße stärker in Richtung
eins verschoben ist. Aber auch hier zeigen sich weitestgehend die gleichen Verhältnisse.
Die Kreuzkorrelation und Informationsflussrate schneiden am schlechtesten ab, da sich
hier auch wieder die meisten Werte im Bereich des Zufalls bewegen. Die Transferentropie
scheint aber von den längeren Vektoren zu profitieren: Ein Teil der Werte liegt hier im
Bereich von eins, zeigt also eine optimale Rekonstruktion des Netzwerks. Die TDMI
und Korrelation zeigen noch mehr Werte im hohen Bereich. Beide eignen sich in diesem
Szenario am besten um die Struktur des Netzwerks aufzuklären.
In der unteren Reihe befindet sich links die Verteilungsdichte der Ergebnisse für das
Netzwerk BM95 bei einer Stichprobengröße von 50 (Abb. 5.9c). Hier zeigt sich vor allem
die Kreuzkorrelation als geeignetes Maß zur Erkennung des zugrunde liegenden Netz-
werks. Nahezu alle Werte liegen bei der CCF im Bereich zwischen 0.8 und 0.85. Damit
ist in diesem Anwendungsfall deutlich besser als die restlichen Methoden. Nur die In-
formationsflussrate weißt vergleichbar hohe Werte auf, aber insgesamt sind die Werte
deutlich weiter verteilt, sodass auch hier nur unter bestimmten Voraussetzungen die
Netzwerkstruktur gut rekonstruiert wird. Die Korrelation verhält sich ähnlich mit ins-
gesamt leicht niedrigeren Werten (zwei Populationen mit Peaks bei 0.72 und 0.77). Die
TDMI fällt danach weiter ab mit gleichmäßig verteilten Werten zwischen 0.4 und 0.7. Die
Transferentropie kommt nicht über eine VUS von 0.3 hinaus und erlaubt somit keinerlei
Rekonstruktion des Netzwerks.
Auch in diesem Fall führt eine größere Anzahl an Schritten (250, Abbildung 5.9d)
der Zeitreihen zu einer Verbesserung des Gesamtergebnisses, insgesamt bleibt das Bild
aus der Untersuchung mit 50 Schritten aber erhalten. Einzig die TDMI zeigt hier ein
stabileres Resultat bei einer guten Erkennung (VUS bei aggregiert ca. 0.75). Die Trans-
ferentropie ist auch hier nicht in der Lage das Netzwerk zu rekonstruieren.
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Abbildung 5.4: Die für hundert Messungen (Fehlerbalken sind die Standardabweichung) gemit-
telte VUS der verschiedene Maße für das DGL System. Gezeigt sind die Ergeb-
nisse für vier verschieden Kopplungskonstanten k (0, 0,001, 1, 10). Alle Maße
wurden mit einem zeitlichen Versatz von l + 1 parametrisiert. Die obere Reihe
verwendet die Adjazenzmatrix 5.2a, die untere Reihe 5.2b. Die gezeigten Maße
sind: Kreuzkorrelation (ccf), Korrelationskoeffizient (cor), Informationsflussrate
(rif), Z-Score der Informationsflussrate (rif_z), Zeitverzögerte Transinformati-
on (tdmi), Z-Score der TDMI (tdmi_z), Transferentropie (te), normierte TE
(te_norm), Z-Score der TE (te_z).
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Abbildung 5.5: Für hundert Messungen (Fehlerbalken sind die Standardabweichung) gemittel-
te VUS der verschiedene Maße für das DGL System. Allerdings wurden hier
die ROCs mit im Vergleich zu Abbildung 5.4 randomisierten Adjazenzmatrizen
(Nullmodell) berechnet. Gezeigt sind die Ergebnisse für vier verschieden Kopp-
lungskonstanten k (0, 0,001, 1, 10). Alle Maße wurden mit einem zeitlichen
Versatz von l + 1 parametrisiert. Die obere Reihe verwendet die Adjazenzma-
trix 5.3b, die untere Reihe 5.3a. Die gezeigten Maße sind: Kreuzkorrelation
(ccf), Korrelationskoeffizient (cor), Informationsflussrate (rif), Z-Score der In-
formationsflussrate (rif_z), Zeitverzögerte Transinformation (tdmi), Z-Score der
TDMI (tdmi_z), Transferentropie (te), normierte TE (te_norm), Z-Score der
TE (te_z).
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Abbildung 5.6: Berechnung der VUS für das Rényi-Modell. Die gezeigten Werte sind Mittel-
werte von 750 Berechnungen, die Fehlerbalken die Standardabweichung. Die
einzelnen Maße wurden des weiteren unterschiedlich aufbereitet, sodass für ei-
nige Maße deren Z-Score benutzt wurde (_z) um die VUS zu berechnen. Das
Suffix _f bedeutet, dass das Maß anhand des jeweils ausgewählten Signifikanz-
kriteriums gefiltert wurde. Für Die Berechnung erfolgte für vier verschieden
Vektorlängen der Zeitreihen (25, 50, 250 und 500). In der linken Abbildung
wurden die korrekte Adjazenzmatrizen als Referenz für die VUS verwendet, in
der rechten das Nullmodell (randomisierte Adjazenzmatrix). Die gezeigten Maße
sind: Kreuzkorrelation (ccf), gefilterter Kreuzkorrelation (ccf_f), Korrelations-
koeffizient (cor), gefilterter Korrelationskoeffizient (cor_f), Informationsflussra-
te (rif), gefilterte Informationsflussrate (rif_f), Z-Score der Informationsflussra-
te (rif_z), Zeitverzögerte Transinformation (tdmi), Z-Score der TDMI (tdmi_z),
Transferentropie (te), gefilterter TE (te_f), normierte TE (te_norm), Z-Score
der TE (te_z).
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Abbildung 5.7: Berechnung der VUS für das Barabási-Modell. Die gezeigten Werte sind Mit-
telwerte von 750 Berechnungen, die Fehlerbalken die Standardabweichung. Die
einzelnen Maße wurden des weiteren unterschiedlich aufbereitet, sodass für ei-
nige Maße deren Z-Score benutzt wurde (_z) um die VUS zu berechnen, bzw.
anhand dessen die Rohdaten gefiltert wurden (_f). Die Berechnung erfolgte
für vier verschieden Vektorlängen der Zeitreihen (25, 50, 250 und 500). In der
linken Abbildung wurden die korrekte Adjazenzmatrizen als Referenz für die
VUS verwendet, in der rechten das Nullmodell (randomisierte Adjazenzmatrix).
Die gezeigten Maße sind: Kreuzkorrelation (ccf), gefilterter Kreuzkorrelation
(ccf_f), Korrelationskoeffizient (cor), gefilterter Korrelationskoeffizient (cor_f),
Informationsflussrate (rif), gefilterte Informationsflussrate (rif_f), Z-Score der
Informationsflussrate (rif_z), Zeitverzögerte Transinformation (tdmi), Z-Score
der TDMI (tdmi_z), Transferentropie (te), gefilterter TE (te_f), normierte TE
(te_norm), Z-Score der TE (te_z).
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Abbildung 5.8: VUS für die BioModels-Netzwerke für ein Zeitfenster von eins bei einem Binning
von acht. Die Balken stellen den Mittelwert aus den einzelnen Berechnungen
des VUS für die verschieden Parameterkombinationen dar (Fehlerbalken sind
die Standardabweichung). Normierte Transferentropien sind mit _n und der
Z-Score mit _z gekennzeichnet. Die gezeigten Maße sind demnach: Kreuzkorre-
lation (ccf), Korrelationskoeffizient (cor), Informationsflussrate (rif), Z-Score der
Informationsflussrate (rif_z), Zeitverzögerte Transinformation (tdmi), Z-Score
der TDMI (tdmi_z), Transferentropie (te), normierte TE (te_n), Z-Score der
TE (te_z).
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Abbildung 5.9: Verteilungsdichte der VUS im Vergleich zwischen dem Rényi-Netzwerk und
BM95. Im oberen Abschnitt befinden Daten für das Rényi-Netzwerk und in
der unteren Reihe BM95. In der linken Spalte befinden sich die Daten für die
Stichprobengröße 50 und in der rechten die für 250.
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6 Diskussion
6.1 Relevanz der Vektorlänge
Betrachtet man die Ergebnisse der Abschnitte 5.2.1 bis 5.2.3 stellt sich ein zu erwarten-
der Trend ein hinsichtlich der verwendeten Länge der Zeitreihen. Mit steigender Größe
funktioniert die Rekonstruktion der Topologien besser. Ein deutlicher Sprung ist dabei
in der Regel von 25 zu 50 und weiter zu Länge 250 feststellbar. Der Unterschied zwischen
250 und 500 ist jedoch in der Regel vernachlässigbar (daher wurde auch in Abschnitt
5.2.3 auf diese Vektorlänge verzichtet). Allerdings zeigt es auch das oft mit den kurzen
Zeitreihen keine verlässlichen Aussagen getroffen werden können. Ein gutes Beispiel da-
für ist die Transferentropie im Falle der Renyi-Netzwerke 5.6: Die Ergebnisse der VUS
für eine Vektorlänge von 25 befinden sich nur knapp oberhalb von 0,5 und lassen damit
keine Rekonstruktion zu. Allerdings verbessert sich der Wert schon bei einer Länge von
50 und ist bereits bei 250 nahezu eins, sodass hier eine vollständige Rekonstruktion des
Graphen anhand der verschiedenen Zeitreihen möglich ist.
6.2 Einordnung der Informationsmaße
In diesem Abschnitt werden die Ergebnisse der einzelnen Informationsmaße und deren
Fähigkeit zur Rekonstruktion der verschiedene Netzwerke beurteilt.
Die zeitverzögerten Korrelation ist ein naiver und naheliegender Ansatz, um die mög-
liche Abhängigkeit in zwei Zeitreihen zu erkennen. Der Vorteil der Methode ist, dass
sie einfach zu implementieren und schnell zu berechnen ist. Allerdings gilt auch bei der
zeitverzögerten Variante, dass non-lineare Abhängigkeiten nicht erkannt werden können.
Im Falle des einfachen DGL-Systems zeigt die Korrelation in keinem der getesteten Se-
tups nennenswerten Rekonstruktionsergebnisse. Ebenso wie für die Barabási-Netzwerke
erreicht das VUS praktisch keine höheren Werte als 0,5. Für die Rényi-Netzwerke stellt
sich jedoch eine sehr verlässliche Rekonstruktion ein. Der VUS liegt hier selbst bei kurzen
Vektoren im Schnitt über 0,9. Zumindest auch für kurze Zeitreihen der Rényi-Graphen
lässt sich eine verlässliche Rekonstruktion festhalten. Bei längeren Vektoren ist auch
ein zuverlässiges Ergebnis für das Netzwerk BM95 festzustellen. Im gesamten Vergleich
schneidet die Korrelation tatsächlich am besten ab, da sie insgesamt die meisten VUS-
Werte höher als 0,8 aufweist.
Für die Kreuzkorrelation ist das Netzwerk BM95 auch das einzige, das eine gute
Rekonstruktion sowohl bei kleiner als auch großer Vektorlänge aufweist. Das Netzwerk
BM160 wird ebenfalls in mittlerer Qualität rekonstruiert, alle anderen jedoch nicht. Zwar
erreicht der VUS für das Rényi-Netzwerk auch Werte bis zu 0.75, aber nur in wenigen
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Fällen und insgesamt ist der Wertebereich zu weit gestreut (vgl. 5.9b), um dem Maß
selbst eine mittlere Rekonstruktionsqualität bei der Vektorlänge 250 zu attestieren.
Auch das letzte varianzbasierte Maß im Vergleich, die Informationsflussrate, kann nur
das Netzwerk BM95 in sehr guter Qualität rekonstruieren. Selbst die Rényi-Netzwerke
werden auch bei einer großen Vektorlänge nicht rekonstruiert. Siehe 6.2.1). Insgesamt
schneidet damit die Informationsflussrate am schlechtesten von allen getesteten Maßen
ab.
Das erste der beiden entropiebasierten Maße ist die TDMI. Das Rényi-Netzwerk wird
in sehr guter Qualität rekonstruiert. Die Netzwerke BM12 und BM95 ergeben noch
mittlere VUS-Werte bei einer Vektorlänge von 250.
Das zweite ist die Transferentropie. Von allen verwendeten Maßen ist es das Einzi-
ge, welches gute bis sehr gute Ergebnisse für die Rekonstruktion der Barabási-Graphen
liefert. Interessanterweise ist dies auch das einzige Beispiel für eine erfolgreiche Rekon-
struktion mittels Z-Score (Vektorlänge 250). Die Normierung der TE kann jedoch in
keinem der getesteten Netzwerke einen VUS aufweisen, der eine erfolgreiche Rekon-
struktion erlaubt. Die Werte für kurze Vektoren liegen im Falle von Rényi und Barabási
nur knapp unter dem Grenzwert 0,8, sodass man hier durchaus auch von einem sehr
guten VUS sprechen kann.
Insbesondere im DGL-System ergibt die TE im Vergleich mit den anderen Maßen
ein konsistenteres Bild. Hier scheint das Ergebnis bei den anderen Maßen stark von den
verwendeten Parametern für die Simulation abzuhängen. Allerdings ist der VUS dennoch
nur im mittleren bis guten Bereich angesiedelt.
6.2.1 Normierung der Transferentropie
Die Normierung der Transferentropie zeigt in den Fällen des einfachen DGL-Systems und
den BioModels-Netzwerken keinen Unterschied in der Leistungsfähigkeit zur Rekonstruk-
tion und bewegt sich auf dem gleichen Niveau wie die Z-Score Ergebnisse und der reine
Transferentropiewert. Im Falle der Markov-Netzwerke (Abschnitt 5.2.2) verschlechtert
sich das Ergebnis deutlich. Eine mögliche Ursache könnte sein, dass die Optimierung
zum Finden der maximalen und minimalen Transferentropien mehr Iterationen benötigt
im Falle dieser Netzwerktypen.
6.2.2 Einordnung Z-Scores
Benutzt man die Z-Score-Filterung anstelle der Maße selbst zur Rekonstruktion, lässt
sich damit keine Rekonstruktion mehr durchführen. Es sind dabei alle drei Maße (RIF,
TDMI und TE) betroffen sowie alle getesteten Netzwerke. Tatsächlich sorgte eine Grenze
von einer 2σ-Umgebung dafür, dass die Rekonstruktion nicht möglich war. Das gleiche
Ergebnis findet sich auch bei RIF und TDMI wieder.
Betrachtet man den Unterschied im VUS zwischen Transferentropie und Z-Score der
Transferentropie (also keine Filterung), ist feststellbar, dass beide die gleiche Fähigkeit
zur Rekonstruktion an den Tag legen, obwohl der Wert des Z-Scores häufig unter der
72
BM160
BM106
BM99
BM95
BM12
Barabási
Rényi
DGL
cor ccf rif rif_z tdmi tdmi_z te te_n te_z
Maß
N
et
zw
er
k
0.25
0.50
0.75
VUS
(a) Vektorlänge = 50
BM160
BM106
BM99
BM95
BM12
Barabási
Rényi
DGL
cor ccf rif rif_z tdmi tdmi_z te te_n te_z
Maß
N
et
zw
er
k
0.25
0.50
0.75
VUS
(b) Vektorlänge = 250
Abbildung 6.1: Zusammenfassung der VUS Werte aus Abschnitt 5.2. Die Heatmaps zeigen die
Höhe des VUS an. Hohe Werte sind dabei hell und niedrige dunkel abgebildet.
Zusätzlich wurden Werte die über 0,8 liegen mit einem Punkt gekennzeichnet.
Abbildung 6.1a zeigt die Auswertung für eine Stichprobengröße von 50 und
6.1b für 250. Die gezeigten Maße sind: Kreuzkorrelation (ccf), Korrelations-
koeffizient (cor), Informationsflussrate (rif), Z-Score der Informationsflussrate
(rif_z), Zeitverzögerte Transinformation (tdmi), Z-Score der TDMI (tdmi_z),
Transferentropie (te), normierte TE (te_n), Z-Score der TE (te_z). Auf der
y-Achse sind die eingesetzten Netzwerke vermerkt. Das einfache DGL-System,
die Markov-Ketten Netzwerke, sowie die Modelle aus der BioModels Database.
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Signifikanzgrenze liegt. Für die TDMI trifft dies nur in einigen Fällen der BioModels-
Database-Netzwerke zu. Der Z-Score der Informationsflussrate schneidet in jedem Fall
schlechter ab.
Dieses Resultat ist insofern schwierig einzuordnen, als das der Z-Score ein erprobtes
Mittel ist um die Signifikanz von Messergebnissen zu beurteilen. Hier konnte jedoch
mit einem Nullmodell, welches auf randomisierten Adjazenmatrizen basiert, und der
Volume-Under-Surface gezeigt werden, dass eine Rekonstruktion sehr gut möglich ist,
trotz niedriger Z-Scores (siehe Abb. 5.6 und 5.7).
6.3 Fazit
Für die hier durchgeführte Analyse wurden zwei Erweiterungen für die Statistiksoftware
R entwickelt. Diese dienen der Simulation von biologischen Netzwerken und der effizienten
Berechnung der Transferentropie und einem Signifikanzmaß, dem Z-Score.
Bei der abschließenden Betrachtung der Analyse muss festgehalten werden, dass keines
der verwendeten Maße für alle getesteten Netzwerke überzeugende Ergebnisse liefert.
Die Transferentropie bietet Vorteile bei der Rekonstruktion der Markov-Systeme. Sie
zeigt bei kurzen Zeitreihen des einfachen DGL-Systems, eine gute VUS und damit noch
das beste Ergebnis. Daher wäre ein ähnliches Verhalten bei den biologischen Netzen
zu erwarten gewesen. Das Gegenteil ist jedoch der Fall. Die zeitverzögerte Korrelation
scheint bei längeren Vektoren die verlässlichste Methode zu sein.
Eine Ursache für das inkonsistente Abschneiden der verschiedene Maße könnten Netz-
werkmotive sein, die je nach eingesetzter Methode unterschiedliche Auswirkungen ha-
ben. Beispielsweise enthalten die Graphen aus der BioModels Database in der Regel viele
Zyklen (Feedback-Loops), während die auf Markov-Ketten basierten Netzwerke selten
Kreise enthalten. Gegen diese Theorie spricht allerdings, dass das einfache DGL-System
letztlich nur zwei gekoppelte Kreise darstellt und dies von der Transferentropie in mitt-
lerer bis guter Qualität rekonstruiert werden kann. Ein Problem bei der Einordnung
dieses Beispielsystems könnte hier jedoch die insgesamt geringe Größe des Netzwerks
sein, da die VUS dort aufgrund der kleinen Matrix schnell eine niedrigen Wert ergibt,
sobald bereits ein Knoten falsch erkannt wird. Im Falle des Barabási-Modells gibt es
wenige Knoten mit hoher Zentralität. Dies kann ebenfalls dazu führen, dass die Infor-
mationsflüsse zu diesen Knoten einander überlagern und dadurch schlechter erkannt
werden.
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7 Ausblick
7.1 Ansätze zur Verbesserung der
Rekonstruktionsleistung
Mögliche Ansätze um die Rekonstruktionsleistung zu verbessern, sollen in diesem Ab-
schnitt angeführt werden. Eine einfache, aber in realen Applikationen oft nicht machbare
Verbesserung, wäre der offensichtliche Ansatz vergrößerte Stichproben zu verwenden. Um
diesen Problem des sogenannten finite size effects zu begegnen wurden bereits verschie-
dene Lösungsansätze in der Literatur vorgeschlagen, sind jedoch in der Regel spezifisch
zu dem betrachteten Problem. In [71] schlagen die Autoren vor, aus kurzen Intervallen
längere Trajektorien zu erzeugen. Diese Methode baut auf den von Eckmann et al. [34]
vorgestellten Rekurrenzplots auf. Dies sind jedoch nur indirekte Ansätze um das Pro-
blem der begrenzten Datenpunkte anzugehen. Eine Methode, die auf kurzen Datensätzen
reproduzierbare und verlässliche Ergebnisse liefert, wäre daher wünschenswert.
Die Transferentropie zeigt in bestimmten Szenarien (siehe Graphik 6.1a) bereits viel-
versprechende Ansätze. Zwar liefert sie dort teils gute bis sehr gute Ergebnisse bei der
Rekonstruktion, allerdings ist die Effektivität auf bestimmte Netzwerktypen beschränkt.
Hier bedarf es weiterer Untersuchungen, um die 6.3 aufgestellten Thesen (z.B. Abhän-
gigkeit von bestimmten Eigenschaften der Netzwerke wie z. B. Zentralität oder Zyklen)
zu verifizieren.
In [117] stellen die Autoren eine Variante der Transinformation vor, die drei Ver-
teilungen in die Berechnung einbezieht anstatt zwei. Diese Erweiterung wäre auch für
die TDMI und TE denkbar. Auch eine Erhöhung auf mehr als drei Verteilung kommt
in Frage. Damit könnten Einflüsse auf Knoten festgestellt werden, die mehr als einen
Ursprungsknoten haben.
Ein kombinierter Einsatz von zwei verschiedenen Maßen könnte ebenfalls ein verbes-
sertes Rekonstruktionsergebnis zur Folge haben. Ein gestaffelter Ansatz bei dem z.B.
zuerst für ein Knotenpaar das beste Ergebnis der Kreuzkorrelationsfunktion gefunden
wird und anhand dessen eine Schrittweite für eine darauf folgende Transferentropiebe-
rechnung festgelegt wird. Damit würde der Tatsache Rechnung getragen, dass nicht alle
Interaktionen in einem biologischen Netzwerk zu gleichen Zeitintervallen passieren.
Ein nicht zu unterschätzender Faktor beim Anfertigen dieser Arbeit waren Schwierig-
keiten mit den Ausgangsdaten. Selbst die kurierten Netzwerke der BioModels Database
waren mit unter nicht in das von uns verwendete C-Format konvertierbar. Die Pro-
blematik dabei ist entweder, dass es nicht immer strikte Regeln gibt anhand derer die
biologischen Systeme einheitlich beschrieben werden oder fehlende Erfahrung im Um-
gang mit XML Formaten, da häufig Naturwissenschaftler und nicht Informatiker an den
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Modellen arbeiten. In ihrer Studie über molekulare Reaktionsnetzwerke konnten Kaleta
et al. [66] in 22% der Systeme der BioModels Database (Stand 2009) Inkonsistenzen
feststellen, die zu deutlichen Fehlern bei der Simulation führen können. Keines der in
dieser Arbeit verwendeten Netzwerken wird jedoch von den Autoren erwähnt.
Ob diese Inkonsistenzen womöglich zu einem weiteren Fehler, der bei dem Export
aus COPASI aufgetreten ist führen, ist fraglich: Die Differentialgleichungen wurden
manchmal mehrfach in die C-Datei übertragen. Es konnte keine spezielle Ursache in
den Ursprungsdaten ausgemacht werden, jedoch stellte sich das Problem als spezifisch
für bestimmte Dateien dar, sodass dies vermutlich auf einen Fehler in der Exportfunk-
tion von COPASI zurückzuführen ist. Dies bedeutete das ein weiterer manueller Schritt
notwendig war, um die Daten vor der Auswertung zu kurieren.
Ein wichtiger Schritt ist hierbei der konsequente Aufbau und Erweiterung von Onto-
logien in den Datenbanken. Dadurch können die Daten vielfältig in unterschiedlichem
Kontext genutzt werden. Dies ist in Übereinstimmung mit den Grundgedanken der Sys-
tembiologie, da es u.a. erlaubt in Simulationen auf Mikro- und Makro-Ebene zu ver-
knüpfen [57]. Die Anreicherung mit diesen Metainformationen kann wiederum nützlich
sein für Algorithmen zur Auswertung der Daten. Da es derzeit kein Standardformat
für biologische Systeme gibt (z.B. SBML vs. CellML [78]), sind Wissenschaftler häufig
darauf angewiesen zwischen verschiedenen Formaten zu konvertieren um vergleichbare
Ergebnisse zu erzeugen oder bei der Auswahl der Software Kompromisse einzugehen.
7.1.1 Parallelisierung mittels GPU
Aufbauend auf den Erkenntnissen aus der Entwicklung der C++ Bibliothek in Abschnitt
4.2 resultierte eine Studienarbeit, die ebenfalls von mir betreut wurde. Sie beschäftigte
sich mit der Möglichkeit der Parallelisierung mittels NVIDIA’s Cuda Technologie [88].
Eine Geschwindigkeitssteigerung für die Berechnung des Z-Scores für entropiebasierte
Maße durch GPUs (Graphic Processing Units) konnte bereits von Wächter et. al. ge-
zeigt werden [116, 117]. Desweiteren gibt es bereits andere R Pakete die einen Nutzen,
vor allem im Bereich der linearen Algebra, aus GPU-beschleunigter Berechnung ziehen
[32, 100]. Das R Paket gputools bietet unter anderem bereits ein Test zur Granger-
Kausalität und Korrelationskoeffizienten an, aber noch keine Entropie basierten Maße
[21]. Als nächster Schritt wurde daher in dieser Arbeit das Augenmerk auf die Normie-
rung der Transferentropie gelegt. Der Vorteil von GPUs ist die hochparallele Struktur
des Prozessors. Dies bietet sich für den Prozess des in Abschnitt 4.3.1 vorgestellten
Greedy-Optimierers an, da die einzelnen Schritte datenunabhängig voneinander durch-
geführt werden können. Allerdings gibt es Einschränkungen auf Seiten des verfügbaren
Speichers pro Prozessoreinheit. Beides zusammen macht eine aufwendige Anpassung des
Codes notwendig. Ein von mir betreutes Praktikum konnte bereits vielversprechende An-
sätze zeigen, sodass eine zukünftige Erweiterung des TransferEntropyPT Pakets damit
in Frage kommt.
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8 Anhang
8.1 Datensätze Markov-Netzwerke
Datensatz p+ p0 Datensatz p+ p0
1 0.46 0.15 14 0.53 0.29
2 0.52 0.01 15 0.76 0.16
3 0.64 0.15 16 0.60 0.33
4 0.84 0.35 17 0.73 0.26
5 0.42 0.14 18 0.90 0.31
6 0.84 0.19 19 0.53 0.22
7 0.87 0.24 20 0.77 0.21
8 0.70 0.20 21 0.86 0.32
9 0.68 0.07 22 0.43 0.01
10 0.34 0.33 23 0.69 0.19
11 0.42 0.27 24 0.38 0.29
12 0.41 0.32 25 0.46 0.28
13 0.71 0.04
Tabelle 8.1: Die Tabelle enthält die Übergangswahrscheinlichkeiten der 25 zufällig generierte
Datensätze für Markov-Netzwerke. Für eine bessere Lesbarkeit ist die Wahrschein-
lichkeit p+ die Übergangswahrscheinlichkeit für Knoten mit mindestens einer Aus-
gangskante D+(v) > 0. Für Knoten ohne Ausgangskante D+(v) = 0 sind die
Wahrscheinlichkeiten in Spalte p0 notiert.
8.2 Verwendete biologische Netzwerke
Die Grafiken wurden mit der Software Cytoscape erzeugt. Die Pfeiltypen entstammen
der Annotation der SBML Daten. Wie in Abschnitt 3.5 beschrieben wurden die Grafiken
für die Berechnung in vereinfachte Adjazenzmatrizen überführt.
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Abbildung 8.1: Graph des Netzwerks BM95
78
k7
REGA
k4
In_cAMP
k10
k2
k3
Ex_cAMP
k1
k11
ACA
ERK2
k5
k8
k9
k12
k14
CAR1
k6 k13
PKA
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12-LOX
TXB2 production
12-HPETE production
TXB2
15-HETE
15-HETE production
AA production
PLA2
TXB2 decay
PGE2
15-HETE decay
5-HPETE
5-LOX inhibition by x10
LTA4
LTA4 production
5-HETE production
5-LOX upregulation
5-LOX inhibition by x12
LTA4H inhibition
LTA4 decay
5-LOX
TAX2 decay
15-HPETE
AA
PGES
TXA2
15-HPETE decay
12-LOX inhibition
CYP4F3
LTB4 production
LTB4 decay
12-HETE w-LTB4
20-OH-LTB4 production
LTB4 LTA4H
15-LOX upregulation
15-LOX
AA decay
15-LOX decay
15-HPETE production
PGH2
TXA2 production
COX-2
PGE2 production
TXAS inhibition
TXAS
PGH2 production
TXAS inhibition by PGH2
5-HETE
12-HETE production
5-HPETE production
PHGPx
12-HPETE
5-HETE decay
5-LOX inhibition by x2
Abbildung 8.3: Graph des Netzwerks BM106
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8.2.1 Code-Beispiele
Auflistung 8.1: Beispielcode TransferEntropyPT
## Erzeugen der Coupled Logistic Map
c.map <- coupled.map(n = 500, xi = 0.7, alpha = 0.8)
plot(c.map)
## Binning der Rohdaten.
p.map <- partition.data(c.map, bins = 8)
plot(p.map)
## Berechnung der Transferentropie mit Z-Score und Percentile.
te.map <- get.te(c.map, bins = 8, wsize = 1, zscore = 500, perc = T)
>>te.map
$te
1-> 2->
->1 0.0000000 0.8900929
->2 0.2182951 0.0000000
$mean
1-> 2->
->1 0.0000000 0.5959438
->2 0.6081191 0.0000000
$sd
1-> 2->
->1 0.00000000 0.03019493
->2 0.03094065 0.00000000
$zscore
1-> 2->
->1 0.00000 9.74167
->2 -12.59909 0.00000
$percentile
1-> 2->
->1 0 0.998
->2 0 0.000
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Auflistung 8.2: Code Beispiel des C-Controllers, der die Pointerübergabe zwischen Fortran Sol-
ver und dem Shared Object des Netzwerkmodells übernimmt. odefun ist die
zu integrierende Funktion und setFA verändert einen globalen Zeiger. Der
Aufbau erlaubt dem Benutzer außerdem über den Parameter beta eine eigene
Rauschfunktion dem Solver zu übergeben. Diese wird ebenfalls als Objekt in
die gemeinsame Bibliothek geladen und kompiliert (Code Stefan Gries in [16]).
...
// forward -define Fortran functions
void setFA(void (**)(double*, double**, double**, double *));
void setDrift(void (**)(double*, double**, double *));
void setBeta(double *);
...
// passing parameters as s-expressions
SEXP launchSim(SEXP infile , ..., SEXP trmethod)
{
...
void * clib;
PROTECT(infile = coerceVector(infile , STRSXP));
// load given shared object and extract needed function symbol
clib = dlopen(CHAR(STRING_ELT(infile , 0)), RTLD_NOW | TLD_LOCAL);
// load dynamic library "infile"
PROTECT(fnname = coerceVector(fnname , STRSXP));
// allocation of ’ode_fun ’ using "fnname" function from "infile"
*(void **)(& ode_fun) = dlsym(clib , CHAR(STRING_ELT(fnname , 0)));
UNPROTECT (2);
// pass function pointer to fortran
setFA(& ode_fun);
void * ex_drift;
if(isNumeric(beta)) {
PROTECT(beta = coerceVector(beta , REALSXP));
// set beta value for internal noise
setBeta(REAL(beta));
UNPROTECT (1);
} else if(isString(beta)) {
// basically do the same with drift function as with ODE
// function , if custom one is to be used.
// function pointer declaration ’drift_fun ’:
void (* drift_fn)(double*, double**, double *);
PROTECT(beta = coerceVector(beta , STRSXP));
PROTECT(betafname = coerceVector(betafname , STRSXP));
// load dynamic library "beta"
ex_drift = dlopen(CHAR(STRING_ELT(beta , 0)), RTLD_NOW |
RTLD_LOCAL);
// load "betafname" symbol from "beta" into ’drift_fun ’
*(void **)(& drift_fn) = dlsym(ex_drift ,
CHAR(STRING_ELT(betafname , 0)));
UNPROTECT (2);
// set drift function pointer in Fortran
setDrift (& drift_fn);
} else {fprintf(stderr ,"Error in beta argument"); exit (1); }
...
}
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zient (cor), gefilterter Korrelationskoeffizient (cor_f), Informationsfluss-
rate (rif), gefilterte Informationsflussrate (rif_f), Z-Score der Informati-
onsflussrate (rif_z), Zeitverzögerte Transinformation (tdmi), Z-Score der
TDMI (tdmi_z), Transferentropie (te), gefilterter TE (te_f), normierte
TE (te_norm), Z-Score der TE (te_z). . . . . . . . . . . . . . . . . . . . 67
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5.7 Berechnung der VUS für das Barabási-Modell. Die gezeigten Werte sind
Mittelwerte von 750 Berechnungen, die Fehlerbalken die Standardabwei-
chung. Die einzelnen Maße wurden des weiteren unterschiedlich aufberei-
tet, sodass für einige Maße deren Z-Score benutzt wurde (_z) um die VUS
zu berechnen, bzw. anhand dessen die Rohdaten gefiltert wurden (_f).
Die Berechnung erfolgte für vier verschieden Vektorlängen der Zeitrei-
hen (25, 50, 250 und 500). In der linken Abbildung wurden die korrek-
te Adjazenzmatrizen als Referenz für die VUS verwendet, in der rech-
ten das Nullmodell (randomisierte Adjazenzmatrix). Die gezeigten Maße
sind: Kreuzkorrelation (ccf), gefilterter Kreuzkorrelation (ccf_f), Korre-
lationskoeffizient (cor), gefilterter Korrelationskoeffizient (cor_f), Infor-
mationsflussrate (rif), gefilterte Informationsflussrate (rif_f), Z-Score der
Informationsflussrate (rif_z), Zeitverzögerte Transinformation (tdmi), Z-
Score der TDMI (tdmi_z), Transferentropie (te), gefilterter TE (te_f),
normierte TE (te_norm), Z-Score der TE (te_z). . . . . . . . . . . . . . 68
5.8 VUS für die BioModels-Netzwerke für ein Zeitfenster von eins bei einem
Binning von acht. Die Balken stellen den Mittelwert aus den einzelnen
Berechnungen des VUS für die verschieden Parameterkombinationen dar
(Fehlerbalken sind die Standardabweichung). Normierte Transferentropi-
en sind mit _n und der Z-Score mit _z gekennzeichnet. Die gezeigten
Maße sind demnach: Kreuzkorrelation (ccf), Korrelationskoeffizient (cor),
Informationsflussrate (rif), Z-Score der Informationsflussrate (rif_z), Zeit-
verzögerte Transinformation (tdmi), Z-Score der TDMI (tdmi_z), Trans-
ferentropie (te), normierte TE (te_n), Z-Score der TE (te_z). . . . . . . 69
5.9 Verteilungsdichte der VUS im Vergleich zwischen dem Rényi-Netzwerk
und BM95. Im oberen Abschnitt befinden Daten für das Rényi-Netzwerk
und in der unteren Reihe BM95. In der linken Spalte befinden sich die
Daten für die Stichprobengröße 50 und in der rechten die für 250. . . . . 70
6.1 Zusammenfassung der VUSWerte aus Abschnitt 5.2. Die Heatmaps zeigen
die Höhe des VUS an. Hohe Werte sind dabei hell und niedrige dunkel ab-
gebildet. Zusätzlich wurden Werte die über 0,8 liegen mit einem Punkt ge-
kennzeichnet. Abbildung 6.1a zeigt die Auswertung für eine Stichproben-
größe von 50 und 6.1b für 250. Die gezeigten Maße sind: Kreuzkorrelation
(ccf), Korrelationskoeffizient (cor), Informationsflussrate (rif), Z-Score der
Informationsflussrate (rif_z), Zeitverzögerte Transinformation (tdmi), Z-
Score der TDMI (tdmi_z), Transferentropie (te), normierte TE (te_n),
Z-Score der TE (te_z). Auf der y-Achse sind die eingesetzten Netzwer-
ke vermerkt. Das einfache DGL-System, die Markov-Ketten Netzwerke,
sowie die Modelle aus der BioModels Database. . . . . . . . . . . . . . . 73
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