In this paper, neural networks (NNs) 
Introduction
In recent years, controller design for systems having complex nonlinear dynamics has become an increasingly important and challenging topic. Nonlinearities in physical systems may appear in various forms, hence, it is in general difficult to treat various nonlinearities under a unified framework. In some situations, to be worse, due to the limited knowledge about certain nonlinear physical phenomena ͑e.g., friction͒, it is also impossible to precisely describe the nonlinearities that can be used to capture those physical phenomena. All these factors make it difficult to design high performance controllers for nonlinear systems.
The appearance of neural networks ͑NNs͒ help us advancing the design of high performance controllers for general uncertain nonlinear systems considerably. Theoretically, as long as a sufficient number of neurons are employed, a neural network can approximate a continuous function to an arbitrary accuracy on any compact set ͓1-3͔. Due to their universal approximation capability, neural networks can be used to model certain complex nonlinear physical phenomena effectively. It is thus of practical significance to use neural networks in nonlinear controller designs.
Neural networks have been applied to the control field recently ͓4͔ and various results have been achieved ͓5-9͔. A survey of the application of NNs to control field was given in Ref. ͓4͔ , where modeling, identification, and control of nonlinear systems via neural networks were discussed. There are two main issues to be dealt with in the use of neural networks for nonlinear control design. First, the ideal synaptic weights of a neural network for approximating an unknown nonlinear function are usually unknown. Certain algorithms have to be derived to tune these unknown NN weights on-line if NN is used to deal with various unknown nonlinear functions. In terms of control terminology, adaptation laws are needed. Second, the ideal NN weights for the neutral network to reconstruct an unknown nonlinear function exactly may not exist, i.e., the unknown nonlinear function to be approximated may not be in the functional range of the neural network. The approximation error between the ideal output of a neural network and the true nonlinear function cannot be assumed to be zero in general although it may be very small. Thus, the issue of robustness to the approximation errors needs to be considered when certain on-line tuning rules are derived for the NN weights. For applications in which only output is available for feedback, output feedback design ͓10-12͔ and certain observer design need to be employed. Unlike the cases in Refs. ͓13-15͔ where the structures of systems are known, nonlinear Luenberger-type observers cannot be applied here.
Recently, the adaptive robust control ͑ARC͒ approach has been proposed in Refs. ͓16,17͔ for nonlinear systems in the presence of both parametric uncertainties and nonrepeatable uncertain nonlinearities such as disturbances. The resulting ARC controllers achieve a guaranteed output tracking transient performance and final tracking accuracy in general. In addition, in the presence of parametric uncertainties only, an asymptotic output tracking is achieved. These strong performance results achieved by ARC controllers motivate us to investigate whether the essential idea of ARC approach can be extended to the NN based controller designs to further improve the achievable performance of NN based controllers. At the same time, since only a special class of unknown nonlinear functions-a linear combination of known basis functions with unknown weights-has been considered in Refs. ͓16,17͔, such an extension is also of significant theoretical values since a more general class of unknown nonlinearities can be dealt with via NNs.
In this paper, the neural networks and ARC design philosophy will be integrated to design performance oriented control laws for a class of uncertain nonlinear systems. To present the idea in an easy-following way, the paper focuses on the development of neural network adaptive robust controllers ͑NNARCs͒ with output feedback for a class of single-input-single-output ͑SISO͒ nth order nonlinear system in a normal form. The form allows unknown nonlinearities existing in both system model and input channel, and the unknown nonlinearities could include nonrepeatable nonlinearities such as external disturbances as well. A high-gain observer is employed to estimate the system states. All unknown but repeatable nonlinear functions will be approximated by the outputs of multilayer neural networks to achieve a better model compensation for an improved performance. All NN weights are tuned on-line with no prior training needed. The discontinuous projection method with fictitious bounds ͓18͔ will be used to make sure that all NN weights are tuned within a prescribed range. By doing so, a controlled learning is achieved to avoid the possible destabilizing effect of on-line tuning of NN weights. Certain robust control terms are constructed to attenuate various model uncertainties effectively for a guaranteed output tracking transient performance and a guaranteed final tracking accuracy in general-a transient tracking performance that the existing NN based robust adaptive controllers ͓5-9͔ cannot achieve. In addition, if all the states of system are measurable, the unknown nonlinear function is in the functional range of the neural network and the ideal weights fall within the prescribed range, an asymptotic output tracking is also achieved to retain the perfect learning capability of neural networks in the ideal situation-a performance that existing NN based robust adaptive controllers ͓5-9͔ cannot have.
The rest of the paper is organized as follows: the problem formulation is detailed in Sec. 2. Some mathematical preliminaries are given in Sec. 3. The output feedback NNARC design is then developed in Sec. 4. The experimental results are presented in Sec. 5, followed by conclusions in Sec. 6.
Problem Formulation
The system to be considered in this paper has the following form ͓19͔
where x is the system output, x = ͓x , x ͑1͒ , . . . ,x ͑n−1͒ ͔ T is the state variable vector with x ͑i͒ denoting the ith time derivative of the output x , f͑x͒ represents the unstructured state-dependent ͑or repeatable͒ unknown nonlinearity, b͑x͒ is the unknown nonlinear input gain, u͑t͒ is the system input, and ⌬͑x , t͒ represents the lumped nonrepeatable state-dependent nonlinearities such as disturbances.
Since f͑x͒ is not assumed to possess any special form, a threelayer neural network will be employed to approximate it for a better control performance. Thus, the following assumption is made ASSUMPTION 1 ͓2͔. The NN approximation error associated with the nonlinear function f is assumed to be bounded by
where ␦ f ͑x͒ is a known non-negative bounded shape function of Remark 1. According to theorems in Refs. ͓1,2͔, nonlinearity f can be approximated by the output of a multilayer neural network to an arbitrarily accuracy on a compact set A f provided that the number of the neurons is sufficiently large, i.e.,
where f is an arbitrarily small positive number, and A f is a compact subset of R n . Correspondingly, in Assumption 1, ␦ f ͑x͒ can be chosen as l and d f can be arbitrarily small when x A f . Outside the compact set A f , the difference between the output of the neural networks and the true value of the nonlinear function may not be made arbitrarily small. It is however reasonable to expect that the approximation error outside the compact set A f is bounded by a known nonlinear function multiplied by an unknown constant as assumed in Assumption 1.
In general, the form of the input gain b͑x͒ may not be known. However, it is practical to assume that b͑x͒ has a known sign. Thus, the following assumption is made:
ASSUMPTION 2. The input gain b͑x͒ is nonzero with known sign. Thus, without loss of generality, assume
where b l is a known positive constant.
Furthermore, similar to Assumption 1, a three-layer neural network can be used to estimate the nonlinear input gain b͑x͒. Thus, the following assumption is made ASSUMPTION 3. The nonlinear input gain b͑x͒ can be approximated by the output of a multilayer neural network with
where ␦ b ͑x͒ is a known non-negative bounded shape function of Although it is usually difficult to predict the type of disturbances that the system is going to encounter, it is always true that the disturbance is bounded in some ways. Hence, the following practical assumption is made ASSUMPTION 4. The nonrepeatable nonlinearity ⌬ is bounded by
where ␦ ⌬ ͑x , t͒ is a known non-negative bounded function, and d ⌬ ͑t͒ is an unknown non-negative bounded time-varying function.
Remark 2. It seems that the system ͑1͒ is less general than the system x ͑n͒ = T ͑x , t͒ + f͑x͒ + b͑x͒u͑t͒ + ⌬͑x , t͒ proposed in Ref.
͓20͔ with
T ͑x , t͒ representing the structured uncertainty. However, the structured nonlinearity T ͑x , t͒ can be viewed as the output of a two-layer ͑i.e., no hidden-layer͒ neural network with x , t being the inputs, being the activation function vector, and being the weight vector. If does not depend on time t explicitly, then T can be included in f͑x͒, and the system considered in Ref. ͓20͔ is equivalent to system ͑1͒.
For any sufficiently smooth desired output trajectory x d ͑t͒, the desired state trajectory is
The control objective is to design a bounded control law for u such that the system state variable vector x tracks x d as closely as possible. If the tracking error vector is defined x͑t͒ = x͑t͒ − x d ͑t͒, the control objective is equivalent to make the "size" of x͑t͒ as small as possible.
In the following derivations ͑ ͒ represents the estimate of ͑͒ , ͑ ͒ = ͑ ͒ − ͑͒ is the estimate error of ͑͒. For example, ŵ f = ͓ŵ f1 , . . . ,ŵ fr f ͔ T is the estimate of the hidden-output weight vector, and ŵ f = ŵ f − w f is the estimation error of the hidden-output weight vector. g f is the shorthand notation for g f ͑V f x a ͒, ĝ f represents g f ͑V f x a ͒, and ǧ f stands for g f ͑V f x a ͒.
Mathematical Preliminaries
Before discussing the controller design, some mathematical preliminaries are presented.
Discontinuous Projection.
Since w f and V f are constants, it is true that each element of w f and V f is bounded, i.e.,
where the lower and upper bounds l,w fi , u,w fi , l,v fij and u,v fij may not be known. It is also reasonable to require that the estimates of the weights should be within the corresponding bounds. However, due to the fact that these bounds are not known a prior; certain fictitious bounds have to be used ͓18͔, and the discontinuous projection mapping will be constructed based on these fictitious bounds. The following general notation is introduced ͓21,22͔
with its ijth element defined as
where l,Ã ij and u,Ã ij are the fictitious lower and upper bound of Ã ij . For simplicity of notations, define
Approximation Properties of Neural Networks.
Since neural networks will be used in control design and their weights will be tuned on-line, it is beneficial to investigate the approximation properties of neural networks.
For a neural network with x ͕in͖ R p+1 , rather than x ͕in͖ , being its input vector, V = ͓v 1 , . . . ,v r n ͔ T R r n ϫ͑p+1͒ being its inputhidden weight matrix, g being the activation function vector, w R mϫr n being its hidden-output weight matrix, we have the following theorem THEOREM 3.1. The output of neural network w T g͑Vx ͕in͖ ͒ can be approximated by the estimate ŵ T g͑V x ͕in͖ ͒ by the following form 
where the notations are defined in the same way as in Theorem 3.1 and Lemma 3.1, and
NNARC Design with Output Feedback
Although it is usually assumed that the input-hidden weights are known ͓5-7,23͔ and it can be achieved by the off-line training of neural networks, it might be more practical and beneficial if this assumption can be relaxed and input-hidden weights can be tuned on-line. Furthermore, since it may not be possible to measure all the system states in reality, the output feedback control will be developed in this section. In the following, for simplicity, the sigmoid function will be used as activation functions. Other type of activation functions ͑e.g., RBF ͓8͔, bipolar sigmoid function ͓5͔͒ can be worked out in the same way as long as the activation functions and their derivatives are bounded functions.
High-Gain Observer
Design. In the case that only the output x is available, an observer is needed to estimate x ͑i͒ , i =1, . . . ,n − 1. Since the forms of f͑x͒ and b͑x͒ are unknown, the design methods of a nonlinear Luenberger-type observer developed in Refs. ͓13-15͔ cannot be applied. Hence, as in Refs. ͓24,9͔, a high-gain observer is introduced.
LEMMA 4.1. Suppose the function y͑t͒ and its first n derivatives are bounded. Consider the following linear system 
Output Feedback NNARC Design.
Since the control objective is to force x to track x d , a concise tracking error metric is defined by ͓8͔
where x͑t͒ = x͑t͒ − x d ͑t͒ is the output tracking error, is a positive constant. ͑20͒ can be rewritten as s͑t͒ = T x͑t͒ with the ith element of vector being given by
The equation s͑t͒ = 0 defines a hyperplane in the R n state space on which the tracking error vector exponentially converges to zero. As a result, the perfect tracking can be asymptotically achieved by maintaining this condition ͓25͔.
If the system states are available, same as in Refs. ͓19,20͔, the following state feedback NNARC can be designed
with
. . ,͑n −1͔͒, and u s2 is a robust term.
However, since only the system output is available, the state estimate x is in order,
Then, the error between x and
Furthermore, the following variables are defined
By replacing the states with their estimates in control law ͑21͒, the following output feedback NNARC is obtained
where k Ͼ 0, and u s2 is a robust term to be synthesized later. By using control law ͑25͒ and considering the third equation in ͑24͒, the following error equation can be obtained
where Eqs. ͑13͒ and ͑14͒ are used in the derivation of the fourth equality. Similar to the adaptation laws in Refs. ͓19,20͔, the following adaptation laws are proposed
The robust control term u s2 is synthesized to satisfy the following conditions
where
in which ⑀ i , i =1, . . . ,6, and D are the positive design constants. Remark 3. The robust term u s2 satisfying Eqs. ͑34͒ and ͑35͒ may be chosen by
where k s2 , is a nonlinear gain large enough such that k s2
i=r b ʈ ĝ bi ʈ ϱ 2 . THEOREM 4.1. With NNARC ͑25͒ and the adaptation laws ͑28͒-͑33͒, the following results hold:
A.
In general, all signals are bounded. Furthermore, the sliding error s͑t͒ exponentially converges to a small value and is bounded by
The actual tracking error is asymptotically bounded by 
Proof. See Appendix C. Remark 4. Results A and B of Theorem 4.1 show that the proposed NNARC achieves a guaranteed transient performance and final tracking accuracy in general; it is seen that the exponentially converging rate 2k and the bounds of the final output tracking error ͉͉͑x ͉͉ ϱ ഛ −n+1 ͓ ͱ so / k + ͉ T ͉͔͒ are related to the design parameters k , 1 , 2 , 3 , and 4 in known form, and can be adjusted by suitably choosing those design parameter. These results are thus much stronger than those in Refs. ͓5-8͔. In all those schemes in Refs. ͓5-8͔, the transient performance is not guaranteed. Although the final tracking error can be made arbitrarily small by properly choosing the NN and the high-gain observer in Ref. ͓9͔, the transient performance is not clear, either. In this sense, the result obtained here is stronger than that in Ref. ͓9͔ .
Remark 5. Based on the idea in Ref. ͓10͔, it can also be shown that the asymptotic tracking is possible in the case of output feedback when the persistent excitation condition is satisfied, f = w f T g f , g = w b T g b , and ⌬ =0. Remark 6. The high-gain observer may exhibit a peaking phenomenon during the transient period ͓12͔. In order to preventing the peaking from being transmitted to the plant, the input saturation method can be used ͓12͔.
Remark 7. Remark 5 shows one possibility to achieve an asymptotic tracking when only output feedback is used. However, it is usually hard to check the condition of persistent excitation. Result D of Theorem 4.1 shows another possibility when the full state feedback is possible. The proposed NNARC is able to accomplish its learning goal ͑the assumptions in D of Theorem 4.1 represents the ideal situation that a neural network is intended to be used for͒. As a result, an improved tracking performanceasymptotic output tracking-is achieved. It is noted that all previous research ͓5-7,9͔ cannot attain this level of perfect learning capability.
Remark 8. It is clear that the larger the fictitious parameter ranges chosen in the construction of the projection mappings ͑9͒ are, the wider the approximation range of the resulting NN would be. Thus, theoretically, if the control input is unlimited as implicitly assumed in the proof of Theorem 4.1, the fictitious parameter ranges should be chosen larger enough so that the resulting NN is able to approximate the unknown nonlinearities well to obtain asymptotic output tracking performance stated in Result D of Theorem 4.1. However, as in Ref. ͓18͔, this should not be overdone when the control input has a limited authority and the system may be occasionally subjected to large disturbances as in most applications; it has been observed in Refs. ͓26,18͔ that using too large fictitious bounds for on-line parameter estimates may result in phenomenon similar to the usual integration windup problem when the control input is saturated in the presence of occasional large disturbances. Although the theoretical results have not been well established in Refs. ͓26,18͔, it is shown through experiments and simulations that the integration windup problem may be alleviated by choosing the fictitious bounds appropriately. Thus, a compromise has to be made between the NN approximation range and the degree of the robustness to large disturbances and control saturations in practice.
Experimental Studies
To test the proposed NNARC strategy and study fundamental problems associated with high-accuracy motion control of linear motor drive systems, the proposed NNARC will be used to control a two-axis X-Y positioning stage. Fig. 1 , the two-axis X-Y positioning stage consists of four major components: a precision X-Y stage with two integrated linear drive motors, two linear encoders with a measurement resolution of 1 m after quadrature, a servo controller, and a host PC. The two axes of the X-Y stage are mounted orthogonally on a horizontal plane with X axis on top of Y axis. A particular feature of the setup is that the two linear motors are of different type: X axis is driven by an Anorad LEM-S-3-S linear motor ͑epoxy core͒ and Y axis is driven by an Anorad LCK-S-1 linear motor ͑iron core͒. They represent the two most commonly used linear motors and have different characteristics. In the experiments, only X axis is used. The control system is implemented using a dSPACE DS1103 controller board. The controller executes programs at a sampling frequency f s = 2.5 kHz.
System Setup and Design Model. As shown in
The system considered here is a linear positioning stage driven by a current-controlled three-phase epoxy core linear motor supported by recirculating bearings. Since the system has a much faster electrical response in comparison to the mechanical response, the electrical dynamics are neglected. The mathematical model of the system can thus be described by ͓20͔
where x represents the position of the inertia load, M is the normalized ͑with respect to the unit input voltage͒ mass of the inertia load plus the coil assembly, u is the input voltage to the motor, B is the equivalent viscous friction coefficient of the system, F a is the lumped nonlinear force which includes the effects of nonlinear friction and depends on both position and velocity, and F d is the normalized external disturbance force ͑e.g., cutting force in machining͒, which may be state dependent and time-varying. It is assumed that M, B are unknown constants, and F d is bounded. Dividing both sides of Eq. ͑41͒ yields the same form as Eq. ͑1͒ with
In order to focus on the effects of the totally unknown force F a , according to Remark 2, f͑x͒ is split into two terms, −͑B / M͒x ͑1͒ and −F a / M with −͑B / M͒x ͑1͒ having the form of 
Experimental Results.
It is known that the main nonlinearity in the model ͑41͒ is F a and the force ripple may produce noticeable effects when the motor moves at a low speed ͓20͔. In order to investigate how NNARC deals with this unknown nonlinearity, a low speed point-to-point desired trajectory with a maximum speed of 0.02 m / s is used, whose position, velocity, and acceleration are given in Fig. 3 .
The experimental results under the output feedback NNARC are given in Figs. 4-9. From the result in Fig. 4 , it is seen that the output tracks the desired trajectory very well. In fact, the tracking error mainly stays within ±2 m except that the appearance of spikes when the direction of velocity changes. It is not surprising to see these spikes since NN can only approximate continuous functions to arbitrary accuracy and may not be able to handle discontinuous nonlinearity like Coulomb friction well. It is also observed that the tracking error during the entire run is within ±8.5 m. Based on all these observations, it can be concluded that a high precision control of linear motor drive systems is achieved at low speed with output feedback only.
The output of the neural network is given in Figs. 5 and 6, respectively. Figure 5 shows that the output of NN has a discontinuous-jump-like shape when the velocity changes directions, which indicates the good approximation of the friction force at the low speed. To gain more knowledge about the shape of the NN output, a stable filter with transfer function 50/ ͑s +50͒ is used to get rid of the noise effects. The filtered NN output is plotted versus the position as shown in Fig. 6 . It can be seen that the filtered NN output tends to have a shape like the actual one in Fig.  7 , which is cited from Ref. ͓20͔. In terms of position x, the approximate period of the shape of the output of the NN is 0.03 m, which is exactly the same as the length between the centers of two adjacent permanent magnets of the motor.
In order to investigate how well the high-gain observer works, the "true" velocity is obtained by the backward difference of position measurement. The resolution of velocity feedback is ͑position resolution/ sampling interval͒ =10 −6 / ͑4 ϫ 10 −4 ͒ = 0.0025 m / s. The comparative plots are given in Fig. 8 . It can be seen that the maximum error is about 0.005 m / s, which is acceptable since the resolution of "true" velocity is 0.0025 m / s. For completeness, the control input is shown in Fig. 9 , which is clearly bounded, and is less than the saturation level. Overall, the proposed output feedback NNARC achieves an excellent output tracking performance even with little knowledge of the system and only the measurement of the position.
Conclusion
In this paper, the performance oriented NNARC laws have been constructed for a class of nth order SISO uncertain nonlinear systems. Both full state feedback and output feedback cases are investigated. The proposed NNARC laws take full advantage of both neural networks and ARC designs. The universal approximation capability of neural networks is utilized to approximate all unknown but repeatable nonlinear functions to achieve a better model compensation for an improved performance. All NN weights are tuned on-line with no prior training needed. Discontinuous projection mappings with fictitious bounds are used to achieve a controlled learning even in the presence of neural network approximation error and nonrepeatable nonlinearities such as external disturbances. Certain robust feedback is constructed to attenuate various model uncertainties effectively for a guaranteed output tracking transient performance and a guaranteed final tracking accuracy in general-a transient tracking performance that existing NN based robust adaptive controllers cannot achieve. The resulting full state feedback NNARC has the nice feature that if the unknown nonlinear functions are in the functional ranges of the neural networks and the ideal weights fall within the prescribed range, an asymptotic output tracking is also achieved-a performance that existing NN based robust adaptive controllers cannot achieve. By applying the proposed NNARC to a linear motor, the extensive experiments have been carried out to illustrate the effectiveness of the proposed strategy and a high resolution performance has been obtained with only output feedback available.
