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Abstract 
For the Perron roots of square nonnegative matrices A, B, and A + D~BXD, where D 
is a diagonal matrix with positive diagonal entries, the inequality 
p(A + D IBrD)  >i p(A) + p(B) 
is proved under the assumption that A and B have a common unordered pair of nonor- 
thogonal right and left Perron vectors. The case of equality is analyzed. The above in- 
equality generalizes the inequalit~ p(x4 + (I -0t)B T) >i ~p(A) + (1 -~)p(9) ,  proved 
under stronger assumptions by Bapat, and implies a generalization of Levinger~s theo- 
rem on the monotonicity of the Perron root of~ weighted arithmetic mean of a nonneg- 
ative matrix and its transpose. Also, for the Perron root 
,,(A'" o "), l, 0.< 
of a weighted ~entrywise) geometric mean of A and D ~A r D, where A I~ = ~a,}/~ \ a"nd "'o'" 
denotes the Hadamard product, the monotonicity property dual to that asserted by gen- 
eralized Levinger's theorem is established. © 1998 Elsevier Science Inc. All rights re- 
served. 
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1. Introduction 
In [1], R.B. Bapat proved the following result. 
Theorem 1 (Bapat [I]). Let A and B be n x n nonnegative h'reducible mats wes 
that have a cemmon right Perrot~ vector u and a common left Perron vector c. 
Then, for any ~, 0 ~< • <~ 1, 
p(~ + (l - =)B t )  >t ~.pfJ'~i + (l - ~)p(8) (i.l) 
and equalio, in (1.1) occurs ( / .m/mdy ([' the vectors u and v are collinear. 
Recall that, |br a square nonnegafive matrix A, its right (left) Perron vector 
is an eigenvector that corresponds ~o the spectral radius p(A), which is also re- 
ferred to as the Perron root of A. 
It was also noted in [!] that inequality ~1.1) remains valid if one drops the 
assumption that A and B are irreducible but require instead that (a) utv be pos- 
itive (this is a necessary requirement) and (b) that lhe matrix ~I + (1 - ~)B' 
have a positive (right or left) Perron ,,ector. As will be shown in Section 2, 
the second requirement can actually be d~¢" )ppcd." 
Bapat's theorem implies the tbilowing result as a special case. 
Theorem 2 ([!]). Let A he an n x n nonnegative matrix ami h't 0 <~ ~ <~ I. Then 
p(a) <~ p(~4 + (l - ~)Ar), (I.2) 
and, furthermore, ira is irreducible and 0 < ~ < i, then equality hoMs in ( ! .2) / f  
and only if any right Perron vector of  A ,"s also a left Perron vector of  A. 
As is not difficult to ascertain (see [!]), Theorem 2 is actually equivalent to 
Levinger's theorem recalled below, which was stated without proof in [7]. An- 
other elementary proof of Levinger's theorem based on perturbation theory 
can be found in [4]. 
Theorem 3 (Levinger [7]). Let A he an n × n nmmegative matri.v. Then tiw 
/ilnction 
p( ~ + ( l - ~)a ~) 
as a function of  ~ is nondecreasing on [0, 1/2] ami nonincreasing on [1/2, 1]. 
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In Section 2 of this paper, we extend Theorem 1 by allowing the matrices A 
and 8 to have a common unordered pair of nonorthogonal right and left 
Perron vectors and by replacing B T with a matrix diagonally similar to it. This 
leads us to an extension of Theorem 2 (See Theorem 6) and a generalization of 
Levinger's theorem {see Theorem 7). 
Section 3 of this paper deals with weighted geometric means of a nonnega- 
tive matrix `4 and a matrix diagonally similar to its transpose, i.e., with matrices 
of the form 
A (~) o (D-IA TD) (''-~) c >t I 
where A o B = la#b#) denotes the (entrywise) Hadamard product of,4 and B, 
and ` 4'~' = (a:i ~. It is shown that the function p(,4") o (D-'ATD)'"-')), c >i 1, 
as a functio'n o'f a is nonincreasing on [0,c/2] add nondecreasing orl [c/2,c]. 
This result, dual to Theorem 7, generalizing Levinger's theorem, is derived 
(in analogy with the additive case) lrom a particular case of the following the- 
orem established in [3] (see also [5]), which is in a sense dual to Theorem I. 
Theorem 4 ([3]). Let A and B he n x n nomwgative matrices. Then. for c >t 1, 
p(A ¢~1 oBI' ~))~p(A)~p(B) I'-~i, O<~<~c. (I.3) 
Furthermore, if c = 1 ami A, B are hoth mm=ero, then equaliO' hoMs in (1.3) i.']" 
ami only (]" there exists a subset / c_ { I, . . . .  n }, 1 7A ~), such that 
(i) d[l] ami B[i] are hoth irreducihh', 
(ii) p(A[l]) - p(A) and p(B[l]) = p(B), 
(iii) 3~' < 0 such that B[I] = 7A ~A[/]A, .'here A is a diagonal matrix with 
positive diagomtl entries. 
2. Generalizations of Levinger's theorem 
The main result of this section is the following generalization of Bapat's the- 
orem. 
Theorem 5. Let A and B be n x n mmnegative matrices ami h't 
du = p(A)u, AT~ = p(A)v. (2.1) 
Assunw that 
vTu > 0 (2.2) 
and that either 
Bu = p(B)u, BTv = p(B)v (2.3) 
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or 
BTu = p(B)u, By = p(B)v. (2.4) 
(2.12) v~u > O, 
then, Jbr the hulex subset I = { i " u,v, > O, ! .<. i ~ n }, 
O 
, 
Then, for the matrix 
F = A + D-~BTD, (2.5) 
where D is a diagonal matrix with positive diagonal entries, the inequality 
p(F) >I p(A) + p(B) (2.6) 
is valid. Furthermore, if  at least one o f  the matrices A, B is irreducible, then equal- 
it), holds in (2.6) / f  and only (]'the vectors Du and v are coilinear under the as- 
sumption (2.3) or D = ~I,, where ~ is a positive constant, under the assumption 
(2 .4 ) .  
The proof of Theorem 5 will be based on three iemmas below. The first one 
is borrowed from [4], except tbr the equality case, which can be easily derived 
from the proof in [4]. 
Lemma I ([4]). Let A be an n x n nomwgative matrix and let u and v be positive 
vectors ol'd#nenshm n. I f  
(Au) o v = (ATv) o u, (2.7) 
then, ./or an), positive rectors x atui y of  the sanw dimension such that 
x o y = u o v, (2 .8 )  
the inequality 
y r4x >t v rAu (2.9) 
is valid. Further, for a mmdiagonal matrix A, equality in 12.9) occurs if and only if 
I 
x=Tu and ~ =-v ,  7>0.  (2.10) 
t 
Lemma 2. Let A he an n × n nonnegative matrix, and let u and v he nonnegative 
vectors such tltttl 
Au - p(A)u, A ir  - t'(,4)v. (2. I ! ) 
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d[Z]u[l] = p(A)u[l], A[I]Tv[I] = p(A)v[l], 
where A[I] denotes the principal submatrix of A made up from the entries of A on 
the intersections of its rows and columns with indices fi'om L and u[l], v[l] are the 
corresponding subvectors of  the vectors u and v. 
Ploof. If both a and v are positive, then the assertion trivially holds for 
I = { l , . . . ,n} .  Consider the case where u and v contain zero components. 
Without loss of generality, we may assume that the vectors u and v are of the 
form 
[o] fo] 
u= , t ,= , dim u . ,=d im t'2<~n, 
U2 V2 
where uz and v2 have no zero components with the same index, i.e., the vector 
u_, + v2 is positive. Let 
A= [A,, A,2] 
LAzl A22 
be the corresponding block partitioning of A. Relations (2.11) imply that 
A22u,.. = p(A)uz, At2v,.. = p(A)v2, (2.13) 
and thus 
p(A) = p(A2,.). 
Since the vectors u2 and v., have no zero components with the same index, we 
may further assume (without loss of generality) that 
[i] tl 2 : II 2 , V2 : 
where ~ and fis are either positive or trivial (i.e., of zero dimension), whereas fi2 
and ~, are both positive. Note that, in view of (2.12), the vectors fi, and F: are 
nontrivial. Let 
.'I,2 A-,.~ ]
LAs, '432 A.J 
be the block partitioning of A2., consistent with that of the vectors u2 and v2. 
Using relations (2.13), we derive 
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dl2/l 2 + dl3l/3 -- 0, 
,422/A2 + ,'423/~3 "- fl(.4)/]2, 
.4~,_e, + A~,_~,_ = p( .4 )e . , ,  
Since fi_, and b2 are nontrivial and positive, the first and last of the latter 
equalities necessarily imply that 
,412=0 and t~3=0.  
Therefore, from the remaining two equalities we have 
.4,,fi, = p(A)fi2 and 
which completes the proof. 
A~.,/3,, = p(A)f'.,, 
[3 
Lemma 3. Let A and B be n x n nonnegative matrices and let 
.4u = p(A)u, .4xv = p(A)v, 
Bz = p(B)z, Brw = p(B)w. 
Further, denote C = .4 + B, let 
Cx = t'(C)x, 
where the vector x is nom.gativt,, and deJine 
J = {i: x, ¢ 0, I <~i<,n}. 
I f  all o f  the vectors u, v,z, amt w are positive, then 
c[ J lx [ J ]  -- p(c).~[J], 
A[J],,[J] = ~,(A),,[J], 
B[JI.-[J]- p(B).-[J], 
A[#]~,,[J] = v(A),,[#], 
8[#l~w[./] = p(B)w[J]. 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
where the subvector x, is positive. Let 
x :  
Proof. In the case where the vector x is positive, we have nothing to prove. In 
the case where x contains zero components, we may assume (without loss of 
generality) that J = {k + I . . . . .  n},k >i I, i.e., that the right Perron vector x of 
the matrix C - .4 + B is of the form 
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IA A2] [c c:] A= , B= , C= 
A21 A22 B21 B22 C21 C22 
be the block partitionings of the matrices A, B, arid C induced by the above par- 
titioning of the vector x. Then from (2.16) it readily follows that 
Ci2x 2 = 0, 
whence, since x2 is positive, we have 
AI2 -- B)2 = CI2 = 0. 
By using equalities (2.19) and (2.14), we easily obtain the relations 
(2.19) 
"] I"'] u = and v = 
ll2 V2 
are the corresponding partitionings of the positive vectors u and v. Taking mto 
account relations (2.14), (2.19), (2.20), we derive 
p(A)VTU = vTAu = vlTAllUi + vTA,.,tt ., + vT,421Ul 
= p(A)vTu + v~A21Ul, 
which implies that v.,-rA,lul = 0. Since u~ and v_, are both positive, we conclude 
that necessarily 
A2) = O. 
where 
Similarly, we have 
Bal = 0. (2.22) 
Thus, by (2.19), (2.21), and (2.22), the three matrices A,B ,  and C are actually 
block diagonal, and therefore relations (2.18), which, for J = {k + 1 . . . .  ,n},  
take the form 
C.x,.. . = p( C)x , ,  
A2,.u2 = p(A)u,.., A];v?. = p(A)t,,., 
B22z2 = p(B)z2, B]2w2 = p(B)w,_, 
trivially stem from relations (2.16), (2.14), and (2.15), respectively. [] 
Proof of Theorem 5. First consider the case where both u and v are positive 
vectors and the matrix F has a positive right Perron vector x. Let the relations 
(2.3) hold. Then, for the matrix C = DBD - t ,  we have 
(2 .21)  
Al lu l  p (A)u l  , v ,  = , .~22,.2 = p(A)v2,  (2.20) 
106 
C(Du) = p(B)(Du), 
Thus, p = Du and q = D -I 
poq=uov.  
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(2.23) (vTD-I)C = p(B)(vVD-I). 
v are Perron vectors of C. Obviously, 
By relations (2.1), (2.23), and (2.24), we have 
(Au)  o v = (ATv)  o u = p(A)u o v, 
(Cp) o q = (CTq) o p = p(B)p o q = p(B)u o v. 
If y is the positive vector defined by the relation 
xoy=poq=uov,  
then, applying Lemma 1 twice, we see that 
yTAx >1 vTAu = p(A)vTu 
and 
(2.24) 
(2.25) 
(2.26) 1 
(2.27) 
(2.28) 
yTCTx = xTCy >f qTCp = p(B)qTp = p(B)vTu. (2.29) 
Using equalities (2.27)-(2.29), we derive (2.6) as follows: 
p(F)vTu = p(F)yTx = yTFx = yTAx + yTCTx 
i> [I,(A)+ 
Now let relations (2.4) be valid. Define the matrix 
G = D, ,D , I  ~ t BD,.D,, ~ , (2.30) 
where, for a vector z = (z,), D.. = diag(z) is the diagonal matrix the ith diagonal 
entry of which is equal to z;. In view of (2.4), we obviously have 
Gu = p(B)u, GTv = p(B)v, (2.31) 
i.e., the matrix G satisfies relations (2.3). Theretore, as already established, for 
any diagonal matrix A with positive diagonal entries, we have 
p(A + A IGTA) >i p(A) + p(G) = p(A) + p(B), 
provided that the matrix A + A-~G TA has a positive right Perron vector. No~ it 
remains to note that if A = D,~ ID,,D, then 
A =GTA= D IBTD and A+A Io'TA=F. 
This completes the proof of inequality (2.6) in the case where the vectors u, v, 
and x are all positive. 
Now we consider the general case. If the vectors u and v have zero compo- 
nents, then by Lemma 2, for / = {i : u,v; ¢ 0, l <~ i ~ n}, we have 
Y.A. Alpin, L. Y. Kolotilina I Linear Algebra and its Applic'athms 283 (199~¢ ) 99  113 107 
p(,4) = p(A[l]), p(B) = p(B[l]), (2.32) 
whereas A[I], B[I] and the positive vectors u[l], v[l] satisfy the hypotheses of the 
theorem. Now let .~ be a right Perron vector of the matrix FIll. Applying Lem- 
ma 3 to the matrices A[I] and D[I] -~BT[I]D[I] (which have positive right and left 
Perron vectors), we arrive at the conclusion that there exists an index subset 
J c_ I such that .~[J] is a positive right Perron vector of the matrix F[J], whereas 
p(A[l]) = p(A[J]), p(B[l]) = p(E[J]), (2.33) 
and, furthermore, the matrices A[J] and B[J] satisfy the hypotheses of the the- 
orem with the positive vectors u[J] and v[J]. By the already established part of 
this theorem, we thus have 
p(A[J]) + p(B[J])~< p(F[J])~ 
On the other hand, in view of equdlities (2.32) and (2.33), 
p(A[J]) + p(B[J]) = p(A) + p(B), 
whereas 
p(F[J]) <~ p(F) 
by the monotonicity of the Perron root with respect o principal submatrices 
(see, e.g., [2], Corollary 1.6). Thus, inequality (2.6) is proved completely. 
Now consider the equality case. Assume that 
p(A + D-'BTD) = p(A) + p(B). 
Since, by assumption, one of the matrices A,B is irreducible, the matrix F is 
also irreducible, and therefore its Perron vector x is positive as well as the vec- 
tors u and v. From the first part of the above proof it is then clear that the latter 
equality may occur under the assumption (2.3) if and only if simultaneously 
and 
yTAx = p(A)vTu 
xTDBD - I), = p(B)vTu. 
By Lemma 1, we then have 
x=~,u, 7>0,  
and 
x=~O -Iv, ~ >0. 
Usi~:g equality (2.34), we derive 
p(F)u = Fu = Au + D-IBTDu = p(A)u + D-IBTDu, 
(2.34) 
(2.35) 
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which implies that Du is a left Perron vector for B. If B is irreducible, then nec- 
essarily Du is collinear to v. Similarly, from equality (2.35) it follows that D-)~,, 
is a right Perron vector for A, and thus if A is irreducible, then D -) z~ is collinear 
to tt. 
Finally, in the case where relations (2.4) hold, equality in (2.6) occurs if and 
only if 
p(A + A-nGTA) = p(A) + p(G), 
where the matrix G is defined by (2.30), and relations (2.31) hold true. There- 
fore, as already shown, whenever either A or G is irreducible, the latter equality 
holds if and only if the vectors Au = D,. t D,Du = Dv and z, are collinear, i.e., if 
and only if D = ~tL,, where • is a positive constant. I--] 
Remark I. Actually, in the base case where both u and v are positive, F has a 
positive right Perron vector, and B satisfies relations (2.3), the result of 
Theorem 5 readily follows from Bapat's theorem. Indeed, by applying the 
similarity transformation with the matrix D t/2 and Theorem I with • - 1/2, we 
obtain 
p(A + D-nBTD) = p(,4 +/~T) >/ p(,~) + p(/~) = p(A) + p(B), 
where ,4" = DI/"AD -n/2 and/~ = Dn/'-BD --I/2. We have preferred to present here 
a new independent proof for this case in order to make the whole proof more 
self-contained and less arithmetical than in [!]. 
Remark 2. it is pertinent o note that, in addition to extending Theorem I, 
Theorem 5 also provides a generalization ofTheorem 4 in [l]in the special case 
where k = 2 and D t = (E') i, / = !, 2. Indeed, if A satisties the assumptions of 
Theorem 5, then, tbrB = A T, we have 
p(A + D-hAD) >i 2/)(A), 
and, applying an appropriate diagonal similarity transformation, we see that 
the inequality 
l)(Dn ndDu + D2nAD2) >i 2p(A) 
holds for arbitrary diagonal matrices Dj and D., with positive diagonal entries. 
Setting, for c > 0 and 0 ~< ~ <~ c.B = (c -  ~)A and B = (c -~)A r in Theorem 
5, we arrive at the following extension of Theorem 2. 
Theorem 6. Let ,4 he an n × n nonnegath, e matrix. Then, .fin" any c > O, al O, 
~, 0 <~ ~ <~ c, ami any diagomd matrix D with positiz~e diagonal entries, 
cl,(A) <~ p(~A + (c -  ~)D lAD) (2.36) 
and 
EA. Alpin. L. E Kolotilina I L#iear Algebra am/its Appfications 283 (1998) 99 113 109 
cp(`4) <~ p(~4 + (c -  ~)D-~ATD). (2.37) 
Further, (f 0 < ~ < c and A is irreducible, then equalio, hoMs in (2.36) if and only 
if D = 71, and #l (2.37) ~f and only if D-1,4TD and A have a common right Perron 
veclor. 
Proof. Since the case A = 0 is trivial, assume that A is a nonzero matrix. For an 
irreducible A, the assertions of Theorem 6 are direct consequences of Theorem 
5. So let A be reducible. Without loss of generality, we may assume that A is of 
the form 
"1 ,4--" ,4/,k 
where ,4,,., i = 1 . . . .  ,k, k i> 2, are all irreducible, and for some r, 1 
p(A~,) = p(A). Now, since the matrices 
~tA,, + (¢ -  ot)D~'A,,D, and ~4,, + (c -  ~t)D, 'A);D,, 
where 
~<r~<k, 
I 
D~ 0 
O .m,. ° ° .  
0 D~ 
is the corresponding block partitioning of D, are principal submatrices of the 
matrices ~4 + (c - ~)D-J`4D and ~c4 + (c -  ~)D-~A~D, respectively, the asser- 
tions of Theorem 6 in the case considered follow from those in the irreducible 
case by the monotonicity of the Perron root with respect o principal subma- 
trices. I~ 
In its turn, Theorem 6 implies the following direct generalization of Levin- 
ger's theorem. 
Theorem 7. Let A he an n x n nonm'gative matrix and let D be a diagonal n × n 
matrix with positive diagont~,l entries. Then, for any c > 0, the./imcthm 
f (c ,~,D,A)=p(~4+(c -~)D- IATO) ,  0<~<c,  (2.38) 
as a fimction oJ'~ is nondecreas#lg on [0~c/2] and non#wreasing on [c/2,c]. 
Furthermore, i ra  is irreducible, then the fimcthm f is constant on [0,c] if and 
only if A and D-IATD have a common right Perron vector. 
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Proof .  Denote  
F~ = ~1 + (c - ~)D-IATD. 
Since, obviously, 
p(F,) = p(D- iFTD)  = p(F,,_,), 
the function f is  symmetric about the point c/2 with respect to ~. Therefore, it is 
sufficient o show that f i s  nondecreasing on [0,d2]. Let 0 .<. 0c < fl ~< e/2. Con- 
sider the matrix 
N(~c,7)=TF~+(I-7)D- IFTD, 0<~7~< 1. 
By Theorem 6, 
p(F,)<~p(N(~,7)), 0<~7~< 1. (2.39) 
A trivial calculation shows that 
N(~c, 7) = (c - ~c - 7c + 2~c7)A + (~ + 7c - 2~7)D-IA1D, 
which implies that 
(c -~- f l )  =F/~ (2.40) N ~c, 
c - 2~ 
Thus, in view of (2.39) and (2.40), we have 
p(F,) ~< p(Ft~ ), 0 ~< ~ < fl ~< c/2. 
Finally, if A is irreducible, then, by the tirst part of this theorem, the func- 
tion f is vonstant on [0,c] if and only if 
( ) ( ) c c IArD =f  c ,~D,A , f ( c ,O ,D ,A)=cp(A)=p ~A+~D ..... c 
which, by Theorem 6, may occur if and only if A and D I ATD have a common 
right Perron vector. I-7 
Remark 3. it should be mentioned that in fact inequality (2.40) readily follows 
from Theorem 3 if one takes into account the trivial identities 
f(c, ~c, D,A) = f(c.  ~, 1, DI / "AD " I/.'), 
.l'(c'. ~, !, A) = .I'( I, ~/c', l, cA). 
As in the case of Theorem 5, we have again preferr'ed to provided the self-con- 
tained proof of the generalized result, which is similar to that in [1] up to incor- 
porating the matrix D. Another reason for presenting the derivation of 
Theorem 7 from Theorem 6 is to demonstrate the similarity of the proofs of 
Theorem 7 and Theorem 9 (see Section 3). 
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We cor~clude this section by presenting a useful and seemingly new reformu- 
lation of Levinger's theorem that exhibits the dependence of the Perron root on 
scaling the skew-symmetric part of a nonnegative matrix with a real number 
#.1#1 < I. 
Theorem 8. Let S = S T and C = -C  v be two n x n matrices and assumed ,'hat the 
matrix S + C is nonnegative. Then the function 
h(#) = p(S + #C), -l < # I, 
is nondecreasing on [-  1,0] and nonincreasing on [0, I]. Furthermore, h(~) is con- 
stant on [ -  I, 1] i f  and only if  S + C and S - C have a common right Pert'on vec- 
tor. 
Proof. Denote A = S + C. Then A is a nonnegative matrix and A T = S - C. For 
any 0c, 0 ~< ~ ~< 1, we have 
~4+( l -0e)A  T=S+(20~- - i )C=S+[1C,  [1=2~-1 ,  
and the result stems from Levinger's theorem. F-1 
3. The multiplicative counterpart of generalized Levinger's theorem 
In this section, we prove the following multiplicative counterpart of Theo- 
rem 7. 
Theorem 9. Let A be an n × n nomwgative matrix, D he an n × n diagmd matrix 
with positive diagonal entries, and h,t c >t !. Tllen tlle./imction 
g(c, ~,D,A) = p(A ('~ o (D-IATD)("-')), 0 <~ ~ <~ c, (3.1) 
as a fimction oj'~ in nonincreasing on [0, c/2] and nomk, creas#lg on [c/2, c]. 
Furthermore, i ra  is irreducible and c = 1, tlwn the function g( l ,  ~,D,A) is 
constant on [0, I] (]'and on ly / fA  = A--I.GA. where A is a diagonal matrix with 
positive diagonal entries. 
Proof. Taking B = D--~ATD in Theorem 4, we arrive at the inequality 
p(A (~) o (D-IATD) I''-')) <. p(A)", 0 ~< ~ ~< c. (3.2) 
Further. i ,  accordance with Theorem 4 of this paper and Lemma 2 in [6], 
equality in (3.2) occurs if and only if there exists a nonempty subset 
I C_ { I , . . . ,n}  such that 
(i) A[I] is irreducible, 
(ii) p(A[l]) = p(A), 
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(iii) A[I] = A-IAT[I]A, where A is a diagonal matrix with positive diagonal 
entries. 
Now we consider the function (3.1). Since, obviously, 
g(c,~,D,A) = g(c ,c -  ot, D,D-IArD), 
it is sufficient to establish that g is a nonincreasing function of 0e on [0,c/2]. So 
let 0 <~ ot < fl <~ c/2.  Under the notation 
F~ = A (~) o (D-IATD) Ic-~), 
we must ascertain that 
p(F,) >1 p(Fl~). (3.3) 
In view of (3.2), for the matrix 
-, T • i ;i 0~<7<~1 N(u, 7)=F~ :')°(D F~D')'~- , 
we have 
p(N(ot, 7))<~p(F~), 0<~7<~1. 
On the other hand, it can be straightforwardly verified that 
N ~, 2~ ( .*  m 
This completes the proof of inequality (3.3). 
Finally, the function g(I, u, D, A) is constant on [0,1] if and only if 
p(A) = g(i,O,D,A) = g(l, I /2,D,A) = p(A (I/~'l o (D IArD)(I/"l). 
But, for an irreducible matrix A, this can occur if and only if A and A r are di- 
agonally similar. L-I 
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