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Many aspects of many-body localization (MBL)
[1–4], including dynamic classification of MBL
phases, remain elusive. Here, by performing
real-space renormalization group (RSRG) anal-
ysis [5–9] we propose that there are two distinct
types of MBL phases: “strong MBL” induced by
quasiperiodic (QP) potential and “weak MBL”
induced by random potential. Strong and weak
MBL phases can be distinguished by their differ-
ent probability distributions of thermal inclusion
and entanglement entropy: exponential decay in
strong MBL phases but power-law decay in weak
MBL. We further discuss underlying mechanisms
as well as experimental implications of having two
distinct types of MBL phases. Strong MBL in-
duced by QP potential may provide a more robust
and promising platform for quantum information
storage and processing [10–13].
Many-body localization generalizes the notion of An-
derson localization [14] to interacting quantum systems
[15–22]. Moreover, MBL phases violate eigenstate ther-
malization hypothesis (ETH) [23–25], providing a unique
mechanism to break ergodicity in interacting systems.
They feature various novel properties including area-law
entanglement entropy for highly excited states [26], loga-
rithmic spread of entanglement [27], and emergent local
integrals of motion [28, 29]. MBL transitions separating
ergodic and MBL phases [30–43] are eigenstate transi-
tions associated with all eigenstates [44]. New paradigm
beyond equilibrium quantum many-body physics has
been needed to understand MBL phases and transitions.
Especially, there remain many elusive aspects of MBL,
including classifications of MBL phases in one dimension
and the stability of MBL phases in higher dimensions.
Although it is under intense debate about the stability
of MBL in two and higher dimensions, two mechanisms
are known to induce MBL in 1D: one by random poten-
tial and the other by quasiperiodic (QP) potential. It
has been proved in a mathematically rigorous way that
MBL can exist in 1D random systems [45]. Moreover, ex-
perimental evidences of QP-induced MBL [46–64] were
reported recently [65–72]. One natural open question
is whether randomness-induced and QP-induced MBL
phases are qualitatively different or not, namely what is
the general classification of MBL phases. Studying their
dynamic classification can not only shed light to under-
standing intrinsic features of MBL but also provide im-
portant guidance of utilizing most stable MBL to protect
topological edge modes at finite temperature [73, 74].
FIG. 1. Schematic phase diagram of 1D interacting sys-
tems with both random potential Wr and QP potential Wqp.
Strong and weak MBL are two distinct types of MBL phases
proposed in the present work. The transition between ETH
and strong MBL features the critical exponent ν ≈ 2.5 while
transition between ETH and weak MBL has ν ≈ 3.2. The
dashed line represents transition between two types of MBL.
Here we investigate intrinsic properties of MBL phases
induced by random or QP potentials from state-of-the-
art RSRG with sufficiently large size L ∼ 1000. Note
that exact diagonalization (ED) is often not sufficient to
extract dedicate features of MBL due to relatively small
size it can access; for instance previous ED studies of
MBL transitions obtained critical exponents that violate
the Harris bound [37, 75]. We recently improved RSRG
approach [9] basing on previous works [5, 8] by taking
more microscopic details into account, which makes it
especially suitable to study systems with both random
and QP potentials. By utilizing the improved RSRG, we
explore systematically MBL phases induced by random
and/or QP potentials and show that there are qualitative
differences between randomness-induced and QP-induced
MBL phases. For randomness-induced MBL, we find that
the probability distribution of half-chain entanglement
entropy density features power law decay, which we call
“weak MBL”. But, for QP-induced MBL, it follows an
exponential decay, bearing the name “strong MBL”. Note
that the notation of strong and weak here are different
from the ones in [76]. The global phase diagram in the
presence of both random and QP potentials is shown in
Fig. 1.
We propose that the underlying mechanism for strong
(weak) MBL is the gapped (gapless) nature in the proba-
bility distribution of nearest-neighbor energy differences
of single-particle states in QP (random) models. More-
over, such intrinsic differences between two types of MBL
phases can be one origin of two universality classes of
MBL transitions shown in [9, 75]. Besides, there are im-
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2portant experimental implications from qualitative dif-
ferences between two types of MBL phases; especially
it implies that the experimentally observed MBL in QP
potentials can be qualitatively more robust in protecting
Majorana edge modes at finite temperature.
Model and RSRG.—We consider the following 1D
interacting fermion model to investigate MBL phases:
H = −
∑
ij
(
tijc
†
i cj + h.c.
)
+
L∑
i=1
Wini + V
∑
〈ij〉
ninj , (1)
where c†i creates a fermion at site i, ni = c
†
i ci is fermion
density operator, tij represents the hopping amplitude
between sites i and j, V is the interaction between
nearest-neighboring (NN) sites, and Wi represents the
onsite chemical potential which can vary from site to site.
If the hopping coefficients are restricted to uniform NN
hopping, the fermion model in Eq. (1) is then equivalent
to the XXZ spin model with site-varying Zeeman mag-
netic field. In the present work, we consider both NN
hopping t and next-nearest-neighbor (NNN) hopping t′.
We consider a generic site-varying potential Wi=Wr,i +
Wqp,i with Wr,i∈ [0,Wr] and Wqp,i=Wqp cos(2piαi+ φ),
where Wr and Wqp denote the strength of random and
QP potentials, respectively, and α is the QP wave num-
ber (we set α=
√
5−1
2 ). When Wi has only QP part, the
model represents a generalized AA model [77–83]. We fix
t= 1, t′ =−0.1, and V = 0.3 while varying Wr and Wqp
in our calculations. The model in Eq. (1) can undergo a
MBL transition by tuning Wr or Wqp.
To study the intrinsic features of MBL phases as well
as universal properties of MBL transitions in the pres-
ence of QP and/or random potentials in large scale, we
utilize the improved RSRG [9] which takes more micro-
scopic details into account and is suitable to capture the
differences of MBL transitions in different microscopic
settings, e.g. random potential versus QP potential in
the present work. Usual RSRG approach [5, 8] mainly
employ generic features of criticality, including assump-
tions of scaling invariance near transitions and the hierar-
chy of resonance clusters implemented through iterations.
The improved version takes full-featured noninteracting
models into account which could provide a more suitable
input basis for RSRG. See the SM for more details. It
turns out such improvement is essential to get reliable
results and provides a tool to understand the mechanism
behind the two distinct universality classes.
By measuring half-chain entanglement entropy and the
size of maximal thermal blocks in systems with large
size, RSRG was shown to be capable of revealing crit-
ical behaviors of high accuracy in random [8] and QP
[9] cases. We follow this route to study the models with
both random and QP potentials. Specifically, we inves-
tigate the probability distribution of half-chain entan-
glement entropy density and length of maximal thermal
block across different samples (namely different disorder
FIG. 2. The probability distribution of the normalized length
x = lmax/L of maximal thermal block across samples for the
random case (a) and QP case (b), respectively. The results
are obtained by averaging over 107 disorder configurations
with L=600. The probability distribution follows power law
in the random case (a) but exponential decay in QP case (b).
configurations) for both random and QP cases. We will
show in below that there exist distinct behaviors of such
distributions between the two cases, which provides con-
vincing evidences that there are two qualitatively differ-
ent types of MBL phases called strong and weak MBL,
respectively.
Strong and weak MBL.—We first investigate the
probability distributions of maximal thermal block lmax
normalized against the system size L (namely x= lmax/L)
across different samples. For each disorder configuration
(different φ for QP case), we perform RSRG iterations to
get the final configuration of resonance clusters and find
the size of the largest resonance cluster (or maximal ther-
mal block). We then analyze the distribution histogram
of the size of the maximum thermal block across dis-
order configurations. It was shown that in randomness-
induced MBL phases the distribution of maximal thermal
block and half-chain entanglement entropy density fol-
lows power-law statistics [8, 84, 85]. In the present work,
we study the distribution behaviors for both random and
QP potentials to identify possible intrinsic differences be-
tween the two cases.
We perform RSRG to obtain distributions of normal-
ized maximal thermal block length x across samples for
random and QP cases separately, as shown in Fig. 2.
First of all, in both cases the distribution has a flat tail
with relatively low probability followed by a thermal peak
with relatively high probability. The flat tail with rela-
tively small probability is due to background fluctuation
with rare occurrence as the number of sampling is finite.
The thermal peak can also be understood as finite size
effect since all thermal blocks longer than the system size
theoretically contribute to the thermal peak in the his-
togram. Note that the probabilities of the thermal peak
and of the flat tail in the distribution decreases with in-
creasing potential Wr or Wqp and both are smeared out
deep in the MBL phases.
Therefore, to obtain essential characterization of the
distribution patterns, we need focus on the intrinsic parts
in the probability distributions (namely not including the
flat tails and thermal peaks). For the random potential
3case, this distribution follows the power law P (x)∝x−α,
where α ≈ 2 at (de)localization transition and becomes
larger in the MBL phase with increasing Wr, as shown
in Fig. 2(a). While it is numerically challenging to com-
pletely rule out stretched exponential [86], this power-law
fitting in the weak MBL phase is consistent with previ-
ous works [8, 84] implying that the power-law behaviours
in the weak MBL phase are quite robust. However, the
distribution of the QP case is qualitatively different from
the random case and clearly shows exponential decay, i.e.
P (x)∝e−γx where γ is a constant depending on Wqp, as
shown in Fig. 2(b). To the best of our knowledge, it is
the first time that a good exponential decay in the prob-
ability distribution is clearly observed in MBL phases.
We label such phases with exponential decay feature as
strong MBL, which are qualitatively different from weak
MBL with power-law decay.
The result of exponential distribution for the QP-
induced MBL phase obtained from RSRG is of high im-
portance in several aspects. Firstly, due to the limita-
tion of the method itself, it was previously thought that
RSRG approach cannot give rise to exponential distribu-
tion. The result presented here for the QP case shows
the effectiveness of RSRG in a broader region. Secondly,
the distinct distribution between the QP-induced and
randomness-induced MBL phases is a strong sign that
the two MBL phases are intrinsically different. After ac-
cepting that there are two distinct types of MBL phases,
it would be straightforward to understand the two uni-
versality classes of MBL transitions. Namely, the dis-
tinction in the universality classes of MBL transitions
between QP and random cases is due to the two MBL
phases themselves are qualitatively different.
More importantly, the different distributions may fur-
ther imply differences in the ‘robustness’ of MBL phases.
As the distribution of maximal thermal block across dif-
ferent samples is qualitatively the same as the distribu-
tion of all underlying thermal blocks of a single sample in
the thermodynamic limit, the exponential decay shown
in the QP-induced MBL phases would indicate that the
rare thermal region in QP-induced MBL phase is formed
by independent events. Namely, the probability of form-
ing a thermal block with size x in QP-induced MBL
phases should be given by P (x) ∝ p−x ∝ e−γx, where
p is the probability of thermalization on one site. For
the power-law distribution observed in random-induced
MBL phases, it implies that the thermalization on each
site is not independent but is strongly coordinated in
some sense. That is to say, a system with power law
distribution of entanglement entropy or maximum ther-
mal block should be easier to thermalize when coupled
to an external thermal bath, since the thermalization of
one site increases the probability of thermalization on
other sites. In other words, the hidden correlation be-
tween rare-region thermalization events renders random-
induced MBL phases more fragile against the thermal
ν≃���
�����
�����
�����
�����
�����
�����
�
-��� -��� -��� ��� ��� ���(��-��)��/ν
�=����=����=����
(�)
��-�
��-�
��-�
��-�
���
�
��� ��� ��� ��� ��� ��� ��� �����
ν≃���
�����
�����
�����
�����
�����
�����
�
-� -� � � �(��-��)��/ν
�=����=����=����
(�)
��-�
��-�
��-�
��-�
���
�
��� ��� ��� ��� ��� �����
ν≃���
�����
�����
�����
�����
�����
�����
�
-��� -��� -��� ��� ��� ���(��-��)��/ν
�=����=����=����
(�)
��-�
��-�
��-�
��-�
���
�
��� ��� ��� ��� ��� ��� ��� �����
ν≃���
�����
�����
�����
�����
�����
�����
�
-� -� � � �(��-��)��/ν
�=����=����=����
(�)
��-�
��-�
��-�
��-�
���
�
��� ��� ��� ��� ��� �����
FIG. 3. The half-chain entanglement entropy density as a
function of random potential Wr and fixed QP potential Wqp.
The data collapse is shown in the inset. (a) For Wqp=2.3, we
obtain the critical random potential W cr =1.33±0.01 and the
critical exponent ν = 3.2±0.3. (b) For Wqp = 2.5, we obtain
W rc =1.15±0.01 and ν = 2.5±0.3.
bath than QP-induced MBL phases where thermaliza-
tion is an independent event for each site. This is why
we label the QP-induced (random-induced) MBL phases
as strong (weak) MBL. Such strong MBL could be more
suitable for quantum information processing [10–13].
The global phase diagram.—We further perform
RSRG calculation on models with mixed random and
QP potentials to provide more evidences of two distinct
types MBL phases. By calculating the half-chain entan-
glement entropy density across different disorder config-
urations with various system size and varying random
potential Wr for a given finite QP potential Wqp, we can
locate MBL transitions in the presence of both types of
potentials by the crossing of the half-chain entanglement
entropy density with different system size L. From the
scaling s ≡ S/L = f((Wr −W cr )L1/ν) near the critical
point, we can extract the critical exponent ν by finite-size
scaling analysis. We obtain ν ≈ 3.2 for Wqp < 2.4 while
ν ≈ 2.5 for Wqp > 2.4. Typical results are shown in Fig.
3.
Note that the critical exponents we extracted here in
the presence of mixed potentials are consistent with the
result of either pure random or pure QP potential [9].
These results support the proposal of two distinct types
of MBL phases and two distinct universality classes of
MBL transitions. The global phase diagram with both
types of potentials are sketched as Fig. 1. There is a ‘mul-
ticritical point’ where ETH, strong MBL, and weak MBL
meet. The phase diagram also supports that the purely
QP-induced MBL transition is robust against small ran-
domness and hence Harris stable with ν>2.
We further investigate the distribution of physical
quantities such as half-chain entanglement entropy across
samples in the presence of mixed potentials. For Wqp =
2.2 and Wr = 1.48, it is clearly in power law, which is
the same to the pure random limit. On the contrary, for
Wqp=3.1 and Wr = 0.74, the result is similar to the pure
QP case. This is another important evidence supporting
the proposal for two distinct types of MBL phases. Note
that there should be a phase transition line (denoted as
dashed line in Fig. 1) between the strong MBL and weak
4MBL phases. Nonetheless, it is numerically challenging
to determine the precise locations of transitions between
the two types of MBL phases as there is a narrow re-
gion in the parameter space where the distribution is not
clearly in power law or in exponential decay. The dash
line in the phase diagram is an illustration.
Discussions and conclusions.—We have shown
convincing evidences that there are two distinct types
of MBL phases, which underlies two different universal-
ity classes of MBL transitions. Here we provide an ex-
planation on why there are two types of MBL phases,
one of which is qualitatively stronger than the other.
The qualitative difference between two types of MBL
phases may originate from their different features in
the nearest-neighbor energy difference (NNED) in single-
particle states as we explain below. It is generally be-
lieved that MBL phases emerge from Anderson localiza-
tion of the noninteracting limit upon turning on interac-
tions. In the non-interacting limit, each single-particle
state is characterized by its energy n and localization
center rn, where n is ordered according to the localiza-
tion center position (r1 < r2 < · · · < rL). Both spec-
tra and localization centers of single-particle states are
important information since they are set as initial in-
put data of the RSRG iterations. By computing NNED
δn= |n − n+1| for different disorder configurations of a
given microscopic model, one can then plot the probabil-
ity distribution P (δ). For the case of random potential,
the NNED is gapless, as shown in Fig. 4(a). However,
for the case of QP potential, NNED shows a gap in the
probability density P (δ), which is called NNED gap, as
shown Fig. 4(b).
The above intrinsic difference in NNED between ran-
dom and QP models implies that there are far more sites
with close energy to their neighbors in the random case
than in the QP case. In other words, the probability
that neighboring localized single-particle states have sim-
ilar energy is surprisingly low in the QP case. Since
in RSRG analysis neighboring sites with closer energy
is easier to form thermal clusters, probability of getting
larger thermal blocks is higher if the probability distri-
bution of NNED is gapless near δ = 0. Gapless proba-
bility of NNED could cause some hidden correlation of
thermalization event on each site, rendering power law
distribution of maximal thermal blocks. For the QP po-
tential, since NNED probability distribution has a gap
near δ= 0, the probability of forming resonance clusters
at the beginning of RSRG iterations is already exponen-
tially suppressed due to the gap. Consequently, it is more
robust against thermalization and renders an exponential
decay in the distribution of maximal thermal blocks.
To verify the explanation above, we design a special
1D fermion two-band model with random potential such
that its single-particle eigenstates in some parameter re-
gion may have NNED gap which is similar with gap fea-
ture of QP models. (See the SM for more details on
FIG. 4. Probability distribution of NNED obtained by aver-
aging over 1000 disorder configurations near MBL criticality
with L=600 in weak MBL phase (a) and strong MBL phase
(b), respectively. (a) The NNED probability is gapless for
random case. (b) The NNED probability near δ=0 is vanish-
ing, indicating NNED probability gap for QP case.
the special two-band model.) We then perform RSRG
calculations on the two-band model for different param-
eters with and without a NNED probability gap, respec-
tively. Indeed, we successfully observed the two distinct
universality classes of MBL transitions in this two-band
random model, indicating that NNED probability gap
should play a key role in causing two different types of
MBL phases, one of which is more robust than the other.
The identification of strong and weak MBL phases is
of high experimental relevance. The QP potential has
been realized in optical lattices experimentally, in which
MBL phases of atoms have been observed [65]. Such
MBL phases induced by QP potential are strong MBL.
Random potential can be realized by speckle potentials or
by programmable quantum qubits [13]. Measurements of
critical exponents in the two cases could lay a solid test
on the distinctions between two types of MBL phases
or MBL transitions. Furthermore, by directly coupling
the prepared MBL systems with an external thermal
bath and then measuring the robustness of MBL phases
against thermalisation (such as measuring the relaxation
dynamics of charge imbalance), qualitative differences in
the strong and weak MBL phases could be revealed.
In conclusion, we have shown convincing evidences of
two distinct types of MBL phases, which are character-
ized by qualitatively different distributions of quantities
such as entanglement entropy and possess distinct ro-
bustness against thermalization. The existence of two
types of MBL phases underlies the scenario of two uni-
versality classes of MBL transitions. The global phase
diagram in the presence of both types of potential is ob-
tained. Moreover, we propose possible mechanism behind
the differences between two distinct types of MBL phases
and discussed their experimental implications. We be-
lieve that our findings could not only shed new light
to understanding intrinsic nature of thermalization and
many-body localization but also provide guides of de-
signing more robust MBL phases that provide promising
platform for quantum information storage and process-
ing.
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SUPPLEMENTAL MATERIALS
A. Details of the model
Now we discuss further details on the 1D spinless fermion model in the main text which is utilized as the platform
of RSRG calculation. In the model, Wr,i is the random potential with uniform distribution Wr,i ∈ [0,Wr] for the
random case while a cosine potential Wqp,i=Wqp cos(2piαi + φ) with incommensurate wave vector α and phase φ is
the QP part. For all the calculations discussed in the main text of the present work, we set the irrational number
as the golden ratio: α=
√
5−1
2 . Actually, we have also carried out similar real-space RG calculations on QP models
with other wave vectors α, such as α =
√
2/2 and (
√
3 − 1)/2, and obtained results of critical exponents which are
are consistent with the case of α =
√
5−1
2 discussed in the main text.
In the limit of vanishing interaction V =0, the system with random potential is in the Anderson localization (AL)
phase for any finite randomness Wr>0. While for the QP case, the noninteracting version of the model with only NN
hopping is so-called Aubry-Andre´ (AA) model. The AA model provides an example of single-particle localizations in
1D with finite critical potential strength but without single-particle mobility edge (SPME). There have been various
generalizations of the AA model which in general possess SPME. This fact indicates that the original AA model with
only NN hopping is special and not generic in the family of QP models. To mimic the experimental settings and
realistic scenarios, both NN hopping t and NNN hopping t′ need be considered such that the model is capable of
describing more generic systems.
For both type of potentials, if the noninteracting model is deep in the localized phase, it is expected that such
localization can persist in a range of finite interaction V > 0, which is known as MBL. The transition and universal
critical behavior between MBL and thermal phases are very important to understand the process of thermalization and
the formation of MBL. There are reported evidences that the critical exponents of such many-body (de)localization
phase transitions are different between random case and QP case, indicating two distinct university classes of MBL
transitions. Trying to understand the underlying mechanism for the differences is the focus of the present study.
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FIG. S1. Probability (or histogram) distribution of normalized half-chain entanglement entropy in random-induced MBL system
(a) and QP-induced MBL system (b). (a) The distribution across different disorder configurations follows power law. (b) The
probability distribution decays exponentially. The distribution of entanglement entropy density are qualitatively consistent
with the distribution of maximal thermal block shown in the main text.
B. Technical details on RSRG
In general, RSRG develops the thermal block structures in a give system step by step according to some iterative
process proposed based on physics rules. We compare the energy difference and the tunneling strength between each
blocks and determine how to merge them into larger thermal clusters in each step. The fix point of RSRG for each
disorder configuration is a system with thermal block distribution information. For example, we know about how
many thermal blocks and how large are they in the given model Hamiltonian and disorder configurations. Note
the size of the maximal thermal block is a very important physical observable directly related to the many-body
(de)-localization transitions. Besides, we can also extract the half-chain entanglement entropy information from the
thermal cluster structure. The expectation value and fluctuation distribution of the above two observables provide us
valuable insights on MBL phases and transitions.
C. Distribution data on normalized entanglement entropy
The probability (or histogram) distribution of half-chain entanglement entropy density in both randomness-induced
and QP-induced MBL phases are shown as Fig. S1. It is clear that qualitative features of the entanglement entropy
distribution are consistent with the probability distribution of the normalized maximal thermal block, as mentioned
in the main text.
Here we would like to make some comments on the fitting results of distribution histogram. We think that it is
quite apparent that the probability distribution of entanglement entropy or thermal inclusion in the randomness-
induced MBL shows power-law behavior. Firstly, from the consistent fitting method and selection of fitting range,
we obtained the power-law exponent α ≈ 2 at the MBL transition point, which is consistent with the theoretical
prediction [84]. Note that the weak MBL phase in our work shares similar features with the MBL* phase investigated
in [84]. Moreover, a number of previous studies with different RG schemes give rise to power-law distributions which
are consistent with our results and shows the robustness of power-law results. We also note that the quality of power-
law fitting is somewhat affected (i.e. curved down) for intermediate size of thermal inclusion due to the crossover
from pure power-law to noisy flat tails. Finally, while it is numerically challenging to completely rule out stretched
exponential decay suggested in a recent study with different RG scheme [86], our results are far better fitted with a
power law. Moreover, a stretched exponential is still quite distinct from the exponential decay observed in the QP
case. In other words, our main conclusion about the two distinct types of MBL phases with qualitatively different
distribution holds no matter whether the distribution in the randomness-induced MBL features power-law or stretched
exponential.
D. NNED spectrum near zero energy
As mentioned in the main text, NNED probability distribution for the case of random potential is gapless near
δ = 0. However, due to the hybridization of neighboring eigenstates, there are less states with small energy difference
which can be observed in the drop of probability in the leftmost part of Fig. 4(a) in the main text. Namely, there
is energy level repulsion in the system. Nonetheless, the NNED probability distribution is gapless even with such
8FIG. S2. The zoom-in comparison of NNED probability distribution between the random and QP cases. The energy axis
(δ-axis) has been normalized such that the maximal energy difference is set to 1. The data is collected from random or QP
1D model with size L = 6400. The calculation is carried out with 1800 phase configurations in QP model and 4500 disorder
configurations in random model. There are 6400 bins in total, and only the first 128 bins (i.e. δ ≤ 2% δmax) are shown in
the figure. The black dot is for the case of random potential while the orange dot is for the QP case. It is clear the NNED
probability distribution of the random-potential model remains finite around δ = 0 while it clearly shows probability gap with
rare noise in the model with QP potential.
level repulsion. To show this, we zoom in the spectrum around zero energy difference and compare the random case
with the QP one in the same figure, as shown in Fig. S2. The gapless NNED spectrum in random case is apparently
distinct from the QP case where it features vanishing probability close to zero energy difference.
We think that the difference in the NNED spectrum is the key reason for two distinct types of MBL phases, which
is further supported by the results on two-band random model as given by Sec. E below. Moreover, the existence of
such gap for the QP case may also be the reason underlying the Harris robustness of QP-induced MBL transition.
Since small on-site randomness cannot destroy the NNED gap in the QP case, the universality class for QP-induced
MBL transition with weak quenched randomness is expected to remain the same as the pure QP case.
E. Two universality classes results on two-band random model
We now discuss the details of the special two-band model with random potential. It is 1D interacting fermion chain
with a specially chosen random potential Wi. Specifically, Wi = W1,i with W1,i ∈ [0,W1] uniformly or Wi = W2,i
with W2,i ∈ [W1+∆,W1+∆+W2] uniformly. Namely, the potential Wi lies in either the potential segment [0,W1] or
the segment [W1 + ∆,W1 + ∆ +W2]. The two potential ranges with width W1 and W2, respectively, are separated by
a gap ∆. Suppose that the probability for two NN sites having Wi in the same segment is p. Namely, the probability
of potential Wi+1 in the same potential segment with Wi is p. For simplicity, we consider the limit of vanishing t
and t′. If p is sufficiently small, the special random model has a ‘soft’ NNED probability gap, similar as the QP
model, because the neighboring sites have a large probability that their potentials sit on different potential segments.
However, when p = 0.5 the NNED probability distribution is gapless such that this two-band random model has no
quantitative difference from the usual random model.
We performed RSRG calculations on such a two-band random model with p = 0.5 and p = 0.003, respectively.
The half-chain entanglement entropy density is shown as Fig. S3 for various system size L. The critical exponent for
the case of p = 0.003 is indeed around ν ≈ 2.5, which is the same as the QP case. The critical exponent ν ≈ 3.2
for the case of p = 0.5, similar with the result of the usual random model. The results obtained for this two-band
random model give decesive support to our proposal that the NNED probability gap is the mechanism behind two
different universality classes of MBL transitions and two distinct types of MBL phases. These results above imply that
strong MBL phases can also be achieved by specially designed random potentials although it might be experimentally
challenging to design such random potentials whose spectra have the so-called NNED probability gap. In other words,
it is more straightforward to employ QP potential to achieve strong MBL phases.
9FIG. S3. The half-chain entanglement entropy density of different system size near MBL criticality in the specially designed
two-band random model. The random potentials of the model have two bands with band width W1 and W2, respectively, which
are separated by a gap ∆. We set W1 = W2 = 2∆. The probability of having potentials of two NN sites in the same band is p.
(a) For p = 0.5, the critical point is given by W1c = 0.85± 0.01, and the critical exponent of such MBL criticality is estimated
as ν = 3.2 ± 0.3. (b) For p = 0.003, the critical point is given by W1c = 0.79 ± 0.01, and the critical exponent of such MBL
criticality is estimated as ν = 2.5± 0.3. This critical behavior is consistent with the case of QP potential.
