By means of a surface-integral formalism we derive the integral equations for diffuse photon density waves with boundary conditions corresponding to a diffuse-diffuse interface with index mismatch and solve them numerically without any approximation. These numerical results are verified with Monte Carlo simulations for the planar interface case. Since the application of the boundary condition to index-mismatched media is difficult, an approximation that yields very accurate values is found. This approximation can be easily introduced into analytical models, and a study of its limit of validity is shown. We demonstrate with numerical results that the multiple-scattering contribution that is due to surface roughness can be neglected, even when index mismatch is present.
INTRODUCTION
The diffusion approximation to the equation of radiative transfer 1,2 has gained considerable interest in the past few years owing to its applications to medical diagnosis (see, for example, Refs. 3 and 4 and references therein). This approximation accurately describes light traveling in turbid media in the strong-scattering regime in terms of the average intensity U(r, t):
where U(r) is in units of watts per square centimeter, J is the total flux density (in watts per square centimeter), a is the absorption coefficient of the medium (in inverse centimeters), and S 0 is the source (in watts per cubic centimeter). The total flux density J in the diffusion approximation obeys the relation given by Fick's law:
where g is the mean cosine of the scattering angle and s is the scattering coefficient (in inverse centimeters). It is more convenient to represent the quantity (1 Ϫ g) s as the reduced scattering coefficient by s Ј and to introduce the diffusion coefficient D ϭ 1/͓3( a ϩ s Ј)͔ (in centimeters).
When we deal with diffuse-diffuse interfaces in the diffusion approximation context, the most common thing to do is to consider the refractive indices equal and constant throughout the media. When a refractive index mismatch exists, boundary conditions change drastically and are no longer easy to apply. So far, many studies [5] [6] [7] [8] [9] [10] [11] [12] have been published that deal with the problem of indexmismatched boundaries, but these papers have been centered mainly in the nondiffuse-diffuse interface. We find that a rigorous study of the diffuse-diffuse interface in the case of index mismatch is needed, and even though the complete boundary conditions for this case are known, 11, 12 to our knowledge very few results have been published, and those deal with very simple configurations (see, for example, Ref. 13 , in which a cylinder is considered). In this paper we present numerical results without any approximation (within the diffusion approximation, that is), applied to rough diffuse-diffuse interfaces with index mismatch, and find an approximation to these boundary conditions that is easy to apply in analytical models. We also study the range of validity of this approximation.
In Section 2 we present the boundary conditions for a diffuse-diffuse interface with index mismatch, and we derive the scattering integral equations corresponding to these boundary conditions in Section 3. In Section 4, by using Monte Carlo simulations first for the case of a planar interface, we verify the numerical results obtained from the scattering integral equations presented in Section 3. We present an approximation to the complete boundary conditions in Section 5 and compare the results of the use of such an approximation with numerical results for the case of a planar interface with index mismatch. We also study the limit of validity of the approximation. In Section 6 we present the effect of index mismatch in the case of a rough diffuse-diffuse interface: We compare these results with results obtained by use of the approximation to the complete boundary condition and with results obtained without taking into account the index mismatch. Finally, a summary and conclusions are presented in Section 7.
BOUNDARY CONDITIONS FOR INDEX-MISMATCHED MEDIA
Since an understanding of the derivation of the equations involving the boundary conditions is necessary for studying their limits of validity, we summarize it here for index-mismatched media. Hence this section synthesizes results reported in Refs. 2, 11, and 12. These boundary conditions, exact in the scope of the diffusion approximation, will be addressed from now on as complete boundary conditions.
To arrive at the expressions for the boundary conditions for a diffuse-diffuse interface, we must first take into consideration that the average intensity U(r) is related to the specific intensity I(r, ŝ) by (see Ref. 2)
where I(r, ŝ) is defined as the average power at point r that flows toward the unit solid angle ŝ. It is important to state that when experimentally measuring photon densities, one must take into consideration that the photon density and the average intensity are related by a factor that involves the speed of light c. This factor must be accounted for when one is dealing with different indexes throughout the media. The total flux density passing through a small area da at a surface with n as its normal can be defined as the sum of the upward flux J ϩ (r, n ) and the downward flux J Ϫ (r, n ):
In Eqs. (4) and (5) (2) ϩ stands for integration in 0 р р /2, and (2)
Ϫ stands for integration in /2 р р . These expressions are derived for a locally plane interface, and the limits of the integral must be reconsidered when curved or arbitrary surfaces are studied, as we will see in Section 6. The total flux density is given by
where J(r) represents the amount and the direction of the net flow of power. In a lossless medium there is conservation of power flux, i.e., ٌ • J(r) ϭ 0. Defining the average intensity in the upper and lower media by U 0 and U 1 , respectively, and the total flux density by J 0 and J 1 , respectively, and introducing the condition for the diffusion approximation,
into Eqs. (4) and (5), we obtain
To derive Eqs. (9) and (10) we have made use of Snell's law for the specific intensity (see Ref.
2) and have introduced the notation i ϭ cos i , where i is the angle of incidence. In these equations J is expressed as the sum of its tangential and normal components: J ϭ J n n ϩ J t t, the contribution of J t being zero; R j˜k represents the power reflectivity on passing from medium j (with index n j ) to medium k (index n k ), given by the corresponding Fresnel reflection coefficient. A detailed description of the arrival to these equations can be found in Refs. 11 and 12.
If we introduce Eqs. (9) and (10) into Eq. (7), the total flux density at the boundary is
In Eq. (11) we have introduced the notation
The coefficients given by Eqs. (12) and (13) are calculated analytically in Ref. 12 . Taking into consideration that the total flux density at the boundary must be continuous, i.e., J(r) • n ϭ J 0n ϭ J 1n ϭ J n , and that R U 0˜1 ϭ (n 1 /n 0 ) 2 R U 1˜0 , after grouping terms, one obtains 12
where
As can be seen, when n 1 ϭ n 0 , one gets average intensity continuity (U 0 ϭ U 1 ) and total flux density continuity (J 0n ϭ J 1n ) as boundary conditions.
SCATTERING INTEGRAL EQUATIONS
We shall now address arbitrary surfaces. To study a generic interface, as regards the two-dimensional configuration depicted in Fig. 1 , let us consider a rough interface, with profile defined by z ϭ S(x), that separates a diffu-sive semi-infinite homogeneous medium of volume Ṽ (medium 0 in Fig. 1 ), characterized by constant parameters a0 , s0 Ј , and n 0 , from a diffusive semi-infinite homogeneous medium of volume V (medium 1 in Fig. 1 ), characterized by constant parameters a1 , s1 Ј , and n 1 .
We shall assume a point source modulated with frequency , located at r source , in medium 1. In this manner, the equations for the diffusive-wave function at medium 0 (defined by U 0 ) and medium 1 (defined by U 1 ), together with those for their corresponding Green functions G, are Medium 0:
with diffusion coefficient D 0 , and wave number 0 defined by
where c is the speed of light in vacuum.
Medium 1:
with diffusion coefficient D 1 , and wave number 1 defined by
In Eqs. (16) and (18) G( ͉r Ϫ rЈ͉) ( ϭ 0, 1) are the homogeneous-space Green functions exp͓i ͉r Ϫ rЈ͉͔/͉r Ϫ rЈ͉ corresponding to media 0 and 1, respectively. [14] [15] [16] In a similar manner, U 0 and U 1 represent the solution in the half-spaces filled by media 0 and 1, respectively. For U 0 and U 1 to represent the solution to the problem, they must also satisfy the saltus conditions across the separating interface:
where S represents the surface that separates the media 0 and 1 that occupy the volumes Ṽ and V, respectively (see Fig. 1 ), and ‫‪n‬ץ/ץ‬ is the normal derivative, i.e., ‫‪n‬ץ/ץ‬ ϭ n (r) • ٌ r , where n (r) is the local outward surface normal at point r.
On applying Green's theorem,
to U(r) and G(r, rЈ), which satisfy Eqs. (16) and (18) and considering the possible locations of r and rЈ in either V or Ṽ (these position vectors being denoted either by r Ͼ or r Ͻ , according to whether they belong to Ṽ or V, respectively), one obtains the following scattering surfaceintegral equations for diffusive media with index mismatch:
rЈ, r Ṽ :
rЈ Ṽ , r V:
rЈ, r V: rЈ V, r Ṽ :
In Eqs. (22)- (25) we have eliminated U 1 by means of the saltus conditions (20) and (21) . The volume integral over the source has been written as U (inc) :
Note that the change of sign between Eqs. (22) and (23) and Eqs. (24) and (25) comes from the fact that when integrating inside volume Ṽ we have in the corresponding surface integral the limiting value of U 0 on the interface taken from medium 0, and n • ds ϭ ϪdS. Conversely, when integrating inside volume V we have in the corresponding surface integral the limiting value of U 1 on the interface taken from medium 1, and n • ds ϭ dS, since in all cases n is defined outward, i.e., pointing from V to Ṽ (see Fig. 1 ). (22)- (25), we have assumed that a0 Ͼ 0 and a1 Ͼ 0, so that the surface integrals extended to infinity vanish. In particular, Eq. (23) constitutes the extinction theorem for diffuse waves in index-mismatched media, whereas Eqs. (22) and (24) represent the Helmholtz-Kirchoff integrals in Ṽ and V, respectively. The set of integral equations (22)- (25) is overdetermined. To solve it we will employ Eqs. (22) and (24) to generate a linear system of equations for the boundary values of U and ‫ץ/‪U‬ץ‬ n. Once this distribution of sources at the surface of the interface is found numerically by matrix inversion, Eqs. (22) and (24) enable us to find the values of U 0 and U 1 at all points of media 0 and 1.
NUMERICAL RESULTS FOR INDEX-MISMATCHED MEDIA
We shall consider two-dimensional configurations, as depicted in Fig. 1 , namely, constant in the y direction, in which the point source is replaced by an infinite line along the y axis.
The first system we address is a flat interface, S(x) ϭ 0. We have considered a dc source ( ϭ 0) of wavelength 780 nm. The parameters chosen for media 0 (volume Ṽ ) and 1 (volume V) are as follows: medium 0, breast tissue, a0 ϭ 0.035 cm Ϫ1 and s0 Ј ϭ 15 cm Ϫ1 ; medium 1, breast tumor, a1 ϭ 0.24 cm Ϫ1 and s1 Ј ϭ 10 cm Ϫ1 . In all cases the refractive index in medium 0 was n 0 ϭ 1.333, and n 1 was varied 1.0 р n 1 р 3.0. To , n 1 ϭ 1.0. 40,000 photons were launched, and 20,000 interactions were permitted per photon in Monte Carlo. The dc ( ϭ 0) source was at r source ϭ (0, 1 cm). The scan was performed in the z direction at x ϭ 0. , n 1 ϭ 2.0. 40,000 photons were launched, and 20,000 interactions were permitted per photon in Monte Carlo. The dc ( ϭ 0) source was at r source ϭ (0, 1 cm). The scan was performed in the z direction at x ϭ 0.
reach numerical convergence, we have used a discretization dS ϭ 0.025 cm for a two-dimensional flat surface of 20 cm in length. The values of R U,J i˜j were evaluated numerically.
To assess the accuracy of the calculations based on Eqs. (22)- (25), we compared our results with those obtained from Monte Carlo simulations. The description of the Monte Carlo method for photon diffusion is well known (see, for example, Refs. [21] [22] [23] , and it will not be described here. The quantity that we measured was the average intensity, after we found the value of the photon deposition that was due to absorption, as in Ref. 21 . The anisotropy factor g used in all the simulations was g ϭ 0.8, and the phase function used was that given by the Henyey-Greenstein formula. The diffusion approximation starts to break down for values of g → 1. Even so, the value of g that simulates realistic experiments of photon diffusion in biological media is g ϳ 0.8. This value was therefore used to test not only the validity of Eqs. (22)- (25) but also to test the saltus condition Eq. (14) . Lower values of g were also tested; no important differences were found. The medium parameters were those mentioned in the previous paragraph. In all cases 40,000 photons were launched, allowing a maximum of 20,000 interactions per photon.
In Figs. 2 and 3 we show the normalized value of ͉r Ϫ r source ͉ • ͉U(r)͉, where ͉U(r)͉ is the total amplitude of the diffuse wave, expressed as the sum of the incident and scattered waves (i.e., U(r) ϭ U (inc) ϩ U (SC) ), both for the integral equation numerical results and for Monte Carlo simulations. The detector scan was performed along the z direction at the x ϭ 0 plane. In both cases we have chosen a rather extreme value of n 1 , i.e., n 1 ϭ 1.0 (Fig. 2) and n 1 ϭ 2.0 (Fig. 3) . As can be seen from these figures, we obtained excellent agreement between the two methods. Also, the results were as expected: i.e., if n 1 Ͻ n 0 , there is a higher average intensity in medium 0 directly at the surface boundary owing to an increase of the total internal reflection effect. The opposite result occurs for n 1 Ͼ n 0 , as then the total internal reflection is greater in medium 1. This effect is due to the discontinuity in U across S given by Eq. (20) .
In Fig. 4 we plot the total amplitude for scans along the x direction performed at a distance of z ϭ 0.2 cm and z ϭ Ϫ0.2 cm from the surface. Numerical results and Monte Carlo simulations are shown for n 1 ϭ 1.0 and n 1 ϭ 3.0. As in the previous figures, we obtain excellent . 40,000 photons were launched, and 20,000 interactions were permitted per photon in Monte Carlo. The dc ( ϭ 0) source was at r source ϭ (0, 1 cm). The scan was performed in the x direction at a constant z distance from the surface. 
APPROXIMATE BOUNDARY CONDITIONS
Since the application of the boundary conditions across interfaces of index-mismatched media in Eqs. (20) and (21) is in most cases complicated, we have studied an alternative that would simplify these boundary conditions and aid in the use of analytical methods for indexmismatched interfaces. We propose to approximate the saltus conditions in Eqs. (20) and (21) by
This approximation is valid as long as we can consider (n 1 /n 0 ) 2 U 0 ӷ C J n 0 [cf. Eqs. (14) and (20)]. To study the validity of such an approximation we will compare the average intensities and the total flux densities that were obtained from this approximation and applied to Eqs. (22)- (25) with results from the complete conditions (20) and (21) . With this aim we shall study 1. The total upward and downward flux density J total ϩ,Ϫ that passes through the surface S, normalized to the total incident average intensity at S:
2. The total average intensity ͉U 0,1 total ͉ at the surface both for medium 0 and medium 1:
The quantities (29) and (30) are calculated as the refractive index of medium 1 varies in the interval 1.0 р n 1 р 3.0 for different diffusive media (n 0 ϭ 1.333 in all cases). Even though the range of values of the refractive index in biological media is actually much smaller, we have chosen a larger range of variation so as to perform a more general study of the limits of validity of Eqs. (27) and (28). Figures 5 and 6 show the results. Figure 5 shows how the upward and downward flux density increases to a maximum value that corresponds to the index-matched case (n 1 ϭ 1.333) and then decreases as n 1 grows, always in such a way that the total flux density (pointing downward) increases, owing to an increase in total internal reflection. We then see that the approximate boundary conditions yield very good results up to a value of n 1 Ϸ 1.7, and a larger error is found for the approximated downward flux density. In Fig. 6 we see that, right at the boundary, the average intensity in medium 0 decreases as n 1 increases, whereas the average intensity in medium 1 increases, as expected. If we compare Figs. 6(b) and 6(c), we see that they are very similar to each other. The values of D 0 and D 1 in Fig. 6(a) are different from those in Fig. 6(b) , but D 0 /D 1 ϭ 0.5 in both. Thus the expression ͉U 0,1 total ͉/͉U total inc ͉ does not depend on the diffusion coefficients themselves but on their quotient D 0 /D 1 . Also, looking at Fig. 6(d) and 6(f ) , we see that the relative value of ͉U 0,1 total ͉/͉U total inc ͉ does not change with the modulation frequency. This is expected, since the values of R U,J j˜k depend only on the refractive indices and do not depend on . Even so, we must take into consideration that the only expression for the boundary conditions that is not frequency dependent when the quotient ͉U 0,1 total ͉/͉U total inc ͉ is considered is the approximate boundary condition (27). For the average intensity we again see that the approximate boundary conditions (27) and (28) yield good results up to a value of n 1 ϭ 1.7.
To study how the approximate boundary conditions (27) and (28) deviate from the complete boundary conditions (20) and (21), in Fig. 7 , we plot the value of ͉U 1 total ͉/͉U 0 total ͉ versus n 1 ; i.e.,
The approximate boundary conditions are not valid when this quantity deviates from (n 1 /n 0 ) 2 , i.e., when the condition (n 1 /n 0 ) 2 U 0 ӷ CJ n 0 does not hold. As can be seen from Fig. 7 , this starts occurring at values of n 1 of the order of 1.7.
To gain understanding of the error committed when the approximate boundary conditions are used or, equivalently, when the index mismatch is not taken into consideration, in Figs. 8 and 9 we plot the error committed when the values of U 0 total and U 1 total are estimated by these approximate boundary conditions. This error is in medium i (i ϭ 0, 1): 
If we take the range of refractive indices 1.3 Ͻ n 1 Ͻ 1.5 as typical for biological tissues, [24] [25] [26] we observe from Fig. 8 that when the approximate boundary conditions are used, the error committed in the worst of the cases under study is never above 3%. On the other hand, if we do not take into consideration the refractive index mismatch, this error can be of the order of 15% (see Fig.  9 ). If we go to more extreme cases of refractive index mismatch, n 1 ϭ 2.0, for example, we find that not taking the index mismatch into consideration can lead to an error of even 100%. However, we see that with the approximate boundary conditions this error is not higher than 20%.
ROUGH DIFFUSE-DIFFUSE INTERFACES
Let us now consider a randomly rough diffuse-diffuse interface z ϭ S(x) with zero mean, ͗S(x)͘ ϭ 0, homogeneous Gaussian statistics, and Gaussian correlation
. We address the two-dimensional configuration depicted in Fig. 1 . We study two simulations, each corresponding to a rough surface as shown in Fig.  10 , with statistics T ϭ 0.5 cm, ϭ 0.1 cm and T ϭ 1.0 cm, ϭ 0.2 cm, respectively. No averaging on surface realizations is done; i.e., only one particular surface (see Fig. 10 ) is studied at a time. The generation of rough surfaces with given statistics as well as the electromagnetic scattering from the surfaces can be seen in more detail in Refs. 15, 16, and 18. Since we are no longer addressing a plane interface, we must inquire about the limit of validity of Eqs. (12) and (13) and, in consequence, Eq. (20), when numerical calculations are performed to discretize the rough surface. This limit is studied in Appendix A. To reach numerical convergence, we have used a discretization for a 20-cm surface of dS ϭ 0.025 cm, and, as stated in Appendix A, to work within the limits of validity of the boundary conditions (20) and (21), we must deal with local radii of curvature R higher than R ϭ 0.15 cm. Also, one may wonder about the validity of the diffusion approximation inside the asperities of the rough interface. However, as stated in Ref. 25 , the diffusion approximation begins to cause deviations for media with sizes of the order of the transport-scattering mean free path l s Ј , where l s Ј ϭ 1/ s Ј . In the cases considered in this section l s Ј р 1 mm. Therefore, with rough surfaces of parameters T and as considered above, we always keep within both limits.
In Fig. 11 we plot the scattered amplitude ͉U (SC) (r)͉, i.e., U (SC) ϭ U Ϫ U (inc) , normalized to the peak value of the scattered amplitude ͉U n1 (SC) ͉ xϭ0 , in the case in which n 0 ϭ n 1 ϭ 1.333, i.e., ͉U (SC) ͉/͉U n 1 ϭn 0 (SC) ͉ xϭ0 , and in Fig. 12 we show the corresponding scattered phase [where
. These quantities are drawn both for a plane interface and for the two rough surfaces con- sidered above and depicted in Fig. 10 . The detector scans along the x direction at z ϭ 0.5 cm with the source located at r source ϭ (0, 1.0 cm). The small difference between the shapes of those curves corresponding to the flat interface and those obtained for the rough surfaces is due to the difference in ordinate z from the source point r source to the surface rather than to the surface roughness [see in Fig.  10 how the value of S(x) just under the source, i.e., at x ϭ 0, is different for each rough surface]. This latter difference is due to the highly absorptive character of the diffuse photon density waves, which concentrates the contribution to the scattered wave within the interface area nearest to the source. Even so, because of the similarity of the waves scattered from the plane and from the rough surfaces, we once again reach the conclusion put forth in Ref. 17 , i.e., that owing to absorption of diffuse photon density waves, the multiple-scattering contribution introduced by the surface roughness is very small for these waves. As seen from Figs. 11 and 12, even for rough surfaces, the approximate boundary conditions yield very good results in comparison with those obtained from conditions (20) and (21) . On the other hand, it is important to state that a refractive-index mismatch changes not only the peak value of the curves but also their shape.
CONCLUSIONS
In this paper we have numerically solved the diffusion equation in the case of arbitrary diffuse-diffuse interfaces of index-mismatched media, without any approximation whatsoever on the wave scattering (except, of course, within the diffusion approximation context).
With this aim, we have presented the scattering surface integral equations for diffuse waves in the case of indexmismatched media. We have assessed the accuracy of our calculations by comparing numerical results with those obtained from Monte Carlo simulations, obtaining excellent agreement between the two methods. Although the index-mismatch boundary conditions can be straightforwardly incorporated into these numerical calculations, we have put forth an approximation to the boundary conditions for diffuse-diffuse interfaces that is more manageable and thus should be useful in analytic calculation. Its limits of validity have been studied and it has been shown that they are well within the range of values of the refractive index in biological media. Finally, the effect of rough interfaces has been considered, and the limits of validity of the diffuse-diffuse boundary conditions for curved boundaries have been obtained. Index mismatch at diffuse-diffuse interfaces is an effect that, when considered, conveys the use of complicated boundary conditions. Even so, we have demonstrated in this paper that the presence of index mismatch is not negligible at all, and hence it must always be taken into consideration, even for small differences in the refractive index at each side of the interface.
The effect of roughness in diffuse-diffuse interfaces has been studied in the presence of index mismatch, and we have also demonstrated that the approximate boundary conditions still hold in such cases. We thus reach the same conclusion as that put forth previously for the case of index-matched media: namely, that owing to the high absorption experienced by diffuse photon density waves, the multiple-scattering contribution induced by the surface roughness is very small, whatever the value of the refractive index is. This prevents the buildup of complicated interference figures in the scattering patterns and hence presents an advantage for the reconstruction of buried objects in the presence of rough interfaces, for example, brain tumors. In such cases, characterization of the surface profile is necessary and, for the reasons mentioned above, can be easily performed by simultaneously scanning detector and source at a constant z distance from the surface.
APPENDIX A: DISCRETIZATION OF CURVED BOUNDARIES
Numerically solving integral equations (22)- (25) requires discretization of the surface boundary. In the case of a curved boundary, the limit of validity of the saltus condition expressed in Eq. (20) needs to be studied, since this expression is originally derived for a locally plane interface. To do so, we shall discretize the polar angle that defines a surface with curvature radius R by elements ⌬, as shown in Fig. 13(a) . This discretization depends on the limiting value of dS ϭ R • ⌬ needed for numerical convergence. As seen from Fig. 13(b) , to apply Eqs. (4) and (5) I͑r, ŝ ͒ŝ • ͑ Ϫn ͒sin d,
where ␣ ϭ ⌬/2, as shown in Fig. 13(b) . To reach Eqs.
(A1) and (A2) we have expressed the differential solid angle d⍀ as d⍀ ϭ d sin d, being the angle between ŝ and n ; i.e., ŝ • n ϭ cos . Therefore the expression of R U,J j˜k in this case is
We compared Eqs. (A1)-(A4) with the equations that correspond to a plane surface. We found that for practical values of the refractive index n 1 (we used values between 1.0 and 3.0) when ⌬ р 10°, the error committed when expressions (A3) and (A4) to (12) and (13) are approximated is never higher than 0.5%. In the cases tested in this paper, that is, dS ϭ 0.025 cm, we found that, to reach numerical convergence, the minimum allowed curvature radius is R Ӎ 0.15 cm. If we wanted to study numerically surfaces with a smaller curvature radius, we would diminish the value of dS accordingly and therefore increment the number of sampling points at the surface so as to make locally plane each surface element dS. The number of sampling points for a surface of area S is S/dS. Even so, we must always bear in mind that the diffusion approximation begins to cause deviations at sizes of the order of 1/ s Ј 25 (in the present paper, 1/ s Ј р 0.1 cm). Fig. 13 . (a) Discretized curved surface studied to find the minimum value of ⌬ required for the expressions of R U,J j˜k to remain valid when a numerical calculation is performed when a surface with curvature radius R by elements dS is sampled. n is the surface normal. (b) Detail of (a), where ␣ ϭ ⌬/2. J Ϫ,ϩ represent the downward and upward flux densities, respectively.
