We consider the problem of searching for an unknown target vertex t in a (possibly edgeweighted) graph. Each vertex-query points to a vertex v and the response either admits v is the target or provides any neighbor s = v that lies on a shortest path from v to t. This model has been introduced for trees by Onak and Parys [FOCS 2006] and for general graphs by Emamjomeh-Zadeh et al. [STOC 2016]. In the latter, the authors provide algorithms for the error-less case and for the independent noise model (where each query independently receives an erroneous answer with known probability p < 1/2 and a correct one with probability 1 − p).
Introduction
Consider the following game played on a simple connected graph G = (V, E):
Initially, the Responder selects a target v * ∈ V . In each round, the Questioner asks a vertex-query by pointing a vertex v of G, and the Responder provides a reply. The reply either states that v is the target, i.e., v = v * , or provides an edge incident to v that lies on a shortest path to the target, breaking ties arbitrarily. A specific number of replies can be erroneous (we call them lies). The goal is to design a strategy for the Questioner that identifies v * using as few queries as possible.
We remark that this problem is known, among several other names, as Rényi-Ulam games [Ré61, Ula76], noisy binary search or noisy decision trees [FRPU94, KK07, BH08] . One needs to put some restriction as how often the Responder is allowed to lie. Following earlier works, we focus on the most natural probabilistic model, in which each reply is independently correct with a certain fixed probability.
This problem has interesting applications in noisy interactive learning [Ang87, EK17, KV94, Lit87, Set12]. In general terms, the learning process occurs as a version of the following scheme. A user is presented with some information -this information reflects the current state of knowledge of the system and should take into account earlier interactions with the user (thus, the process is interactive). Then, the user responds, which provides a new piece of data to the system. In order to model such dynamics as our problem, one needs to place some rules: what the information should look like and what is allowed as a valid user's response. A crucial element in those applications is the fact that the learning process (reflected by queries and responses) does not require an explicit construction of the underlying graph on which the process takes place. Instead, it is enough to argue that there exists a graph whose vertices reflect possible states. Moreover, this graph needs to have the property that a valid user's response reveals an edge lying on a shortest path to the state that needs to be determined by the system. Specific applications pointed out in [EK17] are the following. In learning a ranking the system aims at learning user's preference list [RJ05, Liu11 ]. An information presented to the user is some list, and as a response the user swaps two consecutive elements on this list which are in the wrong order with respect to the user's target preference list. Or, the response may reveal which element on a presented list has the highest rank. Both versions of response turn out to be consistent with our graph-theoretic game over a properly defined graph, whose vertex set is the set of all possible preference lists. Another application is learning a clustering, where the user's reply tells the system that in the current clustering some cluster needs to be split (the reply does not need to reveal how) or two clusters should be merged [ABV17, BB08] . Yet another application includes learning a binary classifier. The strength that comes from a graph-theoretic modeling of those applications as our game is that, although the underlying graph structure has usually exponential number of vertices (for learning a ranking it is l!, where l is the maximum length of the preference list), the number of required queries is asymptotically logarithmic in this size [EKS16, EK17] . In other words, the learning strategies derived from the algorithms in [EKS16] and [EK17] turn out to be quite efficient. We stress out that the lies in the query game reflect the fact that the user may sometimes provide incorrect reply. We also note that any improvement of those algorithms, at which we aim in this work, leads to immediate improvements in the above-mentioned applications.
In [EKS16] , the authors provide an algorithm with the following query complexity, i.e., the worst-case number of vertex-queries:
log 2 n + O( 1 C log n + C 2 log δ −1 ) , where C = max ( 1 2 − p) log log n, 1
that identifies the target with probability at least 1 − δ, where n is the number of vertices of an input graph and H(p) = −p log p − (1 − p) log(1 − p) is the entropy and p is the success probability of a query. It is further observed that when p < 1/2 is constant (wrt to n), (1) reduces to log 2 n 1−H(p) +o(log n)+O(log 2 δ −1 ). However, this complexity deteriorates when 1/2−p = O(1/ √ log log n), and then (1) becomes O( 1 1−H(p) (log n + log δ −1 )).
Our Contribution -Improved Query Complexity
In our analysis, we first focus on adversarial model, in which a rate of lies r < 1/2 is given at the beginning of the game and the Responder is allowed to lie to at most r fraction of queries throughout the game. It turns out that this model is easier to analyze and leads to the following theorem whose proof is postponed to Section 3.3.
Theorem 1.1. In the linearly bounded error model, with known error rate r < 1/2, the target can be found in at most log 2 n 1−H(r) vertex queries.
This bound is strong enough to make an improvement in the probabilistic model. By a simple application of Chernoff bound, we get the following query complexity.
Theorem 1.2. In the probabilistic error model with error probability p < 1/2, the target can be found using at most
vertex queries, correctly with probability at least 1 − δ.
By an application of Young's inequality 1 and assuming that p < 1/2 is constant, we derive a query complexity of log 2 n 1 − H(p) + o(log n) + O(log δ −1 log log δ −1 ).
Error comparison with [EKS16] . We compare, in the independent noise model, the precise query complexities of [EKS16] , i.e. (1) with Corollary 1.2. Observe that log n · 1 C + log δ −1 · C 2 ≥ 2 log n log δ −1 · √ C ≥ 2 log n log δ −1 and that log δ −1 · C 2 ≥ log δ −1 , both holding since C ≥ 1. Thus, our bound from Theorem 1.2 for all ranges of parameters asymptotically improves the one in (1).
Note that the compared bounds are with respect to worst-case strategy lengths. Our bounds can be made in expectation smaller by a factor of roughly 1 − δ using the same techniques as in [BH08] and [EKS16] .
Our Contribution -Simplified Algorithmic Techniques
The crucial underlying idea behind the algorithm from [EKS16] that reaches the query complexity in (1) is as follows. The algorithm maintains a weight function µ for the vertex set of the input graph G = (V, E) so that, at any given time, µ(v) represents the likelihood that v is the target. Initially, all vertices have the same weight. For a given µ, define a potential of a vertex v to be 1 ab ≤ a p p + bfor 1/p + 1/q = 1 and a, b ≥ 0, from which follows that for 0 < A ≤ B there is
. Thus when log n ≤ log δ −1 we bound the term O( log n log δ −1 ) by O(log n/ log log n) + O(log δ −1 log log δ −1 ), and otherwise by O(log δ −1 ).
is the (weighted) distance between the vertices u and v in G. A vertex q that minimizes this potential function is called a weighted median, or a median for short, q = arg min v∈V Φ µ (v). The vertex to be queried in each iteration of the algorithm is a median (ties are broken arbitrarily). After each query, the weights are updated: the weight of each vertex that is compatible with the reply is multiplied by p, and the weights of the remaining vertices are multiplied by 1 − p. The above scheme for querying subsequent vertices is the main building block of the algorithm that reaches the query complexity in (1). However, the analysis of the algorithm reveals a problematic case, namely the vertices that account for at least half of the total weight, call them heavy. On one side, such vertices are good candidates to include the target, so they are 'removed' from the graph to be investigated later. However, the need to investigate them in this separate way leads to an algorithm that has three phases, where the first two end by trimming the graph by leaving only the heavy vertices for the next phase. The first two phases are sequences of vertex queries performed on a median. The last phase uses yet a different majority technique. The duration of each of the first two phases are dictated by complicated formulas, which makes the algorithm difficult to analyze and understand.
We propose a simpler algorithm than the one in [EKS16] . In each step, we simply query a median, until just one candidate target vertex remains. Our improvement lies in an refined analysis in how such a query technique updates the weights, which has several advantages. It not only leads to a better query complexity but provides a much simpler proof. Also, it results in a better understanding as how querying a median works in general graphs. We point out that this technique is quite general: it can be successfully applied to other query models -the details can be found in the appendix.
Related Work
Regarding the problem of searching in graphs without errors, many papers have been devoted to trees. Mainly because it is a structure that naturally generalizes paths, which represents the classical binary search (see e.g. [LMP01] for search in a path with non-uniform query times). The query model is equivalent to several other problems, including vertex ranking [Der08] or tree-depth [NdM06] . There exist linear-time algorithms for finding optimal query strategies [OP06, Sch89] . For general graphs, a strategy that always queries a 1-median (the minimizer of the sum of distances over all vertices) has length at most log 2 n [EKS16] . A lot of effort has been done to understand the complexity for trees with non-uniform query times. It turns out that the problem becomes hard for trees [DN06, DKUZ17] . Also refer the reader to works on a closely related query game with edge queries [CJLV12, CKL + 16, Der06, LY01, MOW08].
To shift our attention to searching in graphs with errors, two works have been recently published on probabilistic models [EKS16, EK17] . These models are further generalized in [DMS17] by considering the case of identifying two targets t 1 and t 2 , where each answer to a question gives an edge on a shortest path to t 1 with probability p 1 or to t 2 with probability p 2 = 1 − p 1 , respectively. Furthermore, there exists a closely related model in which the search is restricted in such a way, that each query performed to a vertex v must be followed by a vertex query to one of its neighborssee [BKR16, HIKN10, HKK04, HKKK08, KK99] -in this context errors are usually referred to as unreliable advice.
An extensive amount of work has been devoted to searching problems in the presence of lies in a non-graph-theoretic context. The main tool of analysis is the concept of volume introduced by Berlekamp [Ber68] -see also [Cic13, Dep07] for a more detailed descriptions. We skip references to very numerous works that deal with fixed number of lies, pointing to surveys in [Cic13, Dep07, Pel02] . For general queries, it is known [RMK + 80] that a strategy of length log n + L log 2 log 2 n + O(L log L) exists, where n is the size of the search space and L is an upper bound on the number of lies. An almost optimal approximation strategy can be found in [Mut94] , which is actually given for a more general model of q-ary queries. For the most relevant model in our context, the probabilistic model, we remark on the early works, which bound strategy lengths to O( 1 poly(ε) log n log δ −1 ), where p < 1 2 and ε = 1 2 − p, with confidence probability 1 − δ [Asl95, BK93]. A strategy of length O(ε −2 (log n + log δ −1 )) is given in [FRPU94] . Finally, [BH08] gives the best known bound of 1 1−H(p) (log 2 n + O(log log n) + O(log δ −1 )). We note that we arrive at a strategy matching asymptotically the complexity of [FRPU94] as a by-product from our graph-theoretic analysis (presented in the appendix).
Preliminaries
We now introduce the notation regarding the dynamics of the game. An input graph is edge-weighted and the weight of an edge e is denoted by ω(e). We denote by d(u, v) the distance between two vertices u and v, which is the length of a shortest path in G between u and v. We first focus on a simplified error model where the Responder is allowed a fixed amount of lies, with the upper bound denoted as L. During the game, the Questioner keeps track of a lie counter v for each vertex v of G. The value of v equals the number of lies that must have already occurred assuming that v is actually the target v * . The Questioner will utilize a constant Γ > 1 that will be fixed later. The goal of having this parameter is that we can tune it in order to obtain the right asymptotics. We define a potential Φ t (v) of a vertex v at the end of round t > 0: As soon as there is only one vertex v left with v ≤ L, the Questioner can successfully detect the target, v * = v. We will set the initial potential of each vertex v to be Φ 0 (v) = 1. Thus, Φ 0 = n and Φ T ≥ Γ −L if the strategy length is T .
Based on the potential function Φ and distance d, we define for a vertex v:
We write Ψ t (v) to refer to this value at the end of round t.
x)} to be the set of all vertices to which some shortest path from v leads through u. Thus, N (v, u) consists of the compatible vertices for the answer u when v has been queried. For any S ⊆ V , we write for brevity S = V \ S, and for singletons {v} we further shorten to v. We say that a vertex v is α-heavy,
. For a queried vertex q, if the answer is q, then such a reply is called a yes-answer ; otherwise it is called a no-answer.
Vertex Searching
We now formally state the search strategy for a fixed number of lies -see Algorithm VERTEX. We combine our potential together with the idea of querying a 1-median [EKS16] . As announced Algorithm VERTEX: Vertex queries for fixed number of L lies
query the vertex q 7 for all nodes u not compatible with the answer do
earlier, it turns out that our bound together with an appropriately selected potential function are strong enough so that we do not need the additional stages enhanced with majority selection used in [EKS16] in order to gain asymptotic improvements. We also note that we can easily introduce technical modifications to this strategy by changing the initial potential, the value of Γ or the stopping condition. We will do this to conclude several results for various error models (see the appendix).
Analysis of the Strategy
In this subsection we prove the following main technical contribution.
Theorem 3.1. Algorithm VERTEX finds the target in at most 1 log 2 (2Γ/(Γ+1)) log 2 n + log 2 Γ log 2 (2Γ/(Γ+1)) · L vertex queries.
Note that, due to the values of the initial and the final potential, it is enough to argue that the potential decreases on average, i.e., in an amortized way, by a factor of (Γ + 1)/(2Γ) per round. We first handle two cases (see Lemmas 3.2 and 3.3) when the potential decreases appropriately after a single query. These cases are a no-answer, and a yes-answer but only when the queried vertex is not 1/2-heavy. In the remaining case, i.e., when the queried vertex q is 1/2 heavy, it is not necessarily true that the potential decreases by the desired factor -this particularly happens in case of a yes-answer to such a query. This case is handled by the amortized analysis: we pair such yes-answers with no-answers to the query on q and show that in each such pair the potential decreases appropriately.
Proof. Let q be the vertex queried in round t + 1. Assume that the reply is some neighbor v of q. By [EKS16] , Lemma 4, we get that Φ t (N (q, v)) ≤ Φ t /2. Moreover, because the lie counter increases by one for all vertices in N (q, v) and does not change for all vertices in
Lemma 3.3. Suppose that Algorithm VERTEX queries in round t+1 a vertex q that is not 1/2-heavy.
If a yes-answer is received,
Proof. The lie counter increments for each vertex of G except for q and remains the same for q in round t + 1:
Now we turn to the proof of Theorem 3.1. Consider a maximal interval [t 1 , t 2 ], where t 1 ≤ t 2 are integers, such that there exists a vertex q that is 1/2-heavy in each round t 1 , . . . , t 2 , and q it is not 1/2-heavy in round t 2 + 1. Call it a q-interval. Note that t 1 > 0 and q is not 1/2-heavy in round t 1 − 1. We permute the replies given by the Responder in the q-interval to obtain a new sequence of replies as follows. The replies in rounds 1, . . . , t 1 − 1 and t 2 + 1 onwards are the same in both sequences. Note that in the interval [t 1 , t 2 ] the number of yes-answers, denote it by p, is smaller than or equal than the number of no-answers. Reorder the replies in the q-interval so that the yes-answers occur in rounds t 1 + 2i for each i ∈ {0, . . . , p − 1}. In other words, we pair the yes-answers with no-answers so that a yes-answer in round t 1 + 2i is paired with a no-answer in round t 1 + 2i + 1; we call such two rounds a pair. Following the pairs, some remaining, if any, no-answers follow in rounds t 1 + 2p, . . . , t 2 . Perform this transformation as long as a q-interval exists for some q ∈ V . Denote by Φ the potential of the new sequence.
Denote by t , if there is any, the minimum integer such that for some vertex v and for each t > t , v is 1/2-heavy at the end of the round t. If no such t exists, then let t be defined to be the number of rounds of the strategy.
We first analyze what happens, in the new sequence, in rounds i and i + 1 that are a pair in an arbitrary q-interval for some vertex q. After such two rounds the lie counter for q decreases by one, and the lie counter of any other vertex decreases by at least one. This in particular implies that q is a 1-median throughout the entire q-interval in the new sequence. Moreover, the two replies in these rounds result in potential decrease by a factor of at least
, the overall progress after the pair is as required.
We now prove that for each t ∈ {0, . . . , t − 1} that does not belong to any pair,
Recall that for each t ≤ t that does not belong to any q-interval,
If the answer to this query is a no-answer, then (2) follows from Lemma 3.2. Lemma 3.2 also applies to no-answers of a q-interval that do not belong to any pair since, as argued above, q is a 1-median throughout the q-interval. If the answer is a yes-answer, then since the queried vertex q is not 1/2-heavy due to the choice of q-intervals, Inequality (2) follows from Lemma 3.3. If t is the last round in the original search strategy, then the proof is completed. Otherwise, consider the suffix of the original sequence of replies, consisting of rounds t for t > t . In all these rounds, by definition, the vertex q is 1/2-heavy. Also by definition, both sequences Φ and Φ are identical in this suffix. One can check that if a vertex is heavy at the end of some round, then in the subsequent round Algorithm VERTEX does query this vertex. Thus, the vertex q is queried in all rounds of the suffix, and hence q is the target. Thus, it is enough to observe how the potential decreases on q in case of a yes-answer in a round t > t :
This completes the proof of Theorem 3.1.
Proof of Theorem 1.1
We turn our attention to the model with a rate of lies bounded by a fraction r < 1/2 (linearly bounded error model). Our result, Theorem 1.1, is obtained on the basis of Algorithm VERTEX and the precise bound from Theorem 3.1. In particuler, we run Algorithm VERTEX with Γ = 1−r r and with a fixed bound on number of lies L = log 2 n 1−H(r) r. By Theorem 3.1, Algorithm VERTEX asks then at most
= log 2 n 1−H(r) = L/r queries. This bound concludes the proof, since number of lies is within r fraction of strategy length.
Proof of Theorem 1.2
Let ε > 0 be such that p = 1 2 (1 − ε). We run the strategy from Theorem 1.1 with an error rate r = 1 2 (1 − ε 0 ), where ε 0 = ε/ 1 + 8 ln δ −1 / ln n . By Theorem 1.1 the strategy length is Q = log 2 n 1−H(r) which is (up to lower-order terms) 2ε −2 0 ln n, thus at least ε −2 0 ln n for n large enough. The expected number of lies is E[L] = p · Q and by the Chernoff bound,
Conclusions
We note that also other query models have been studied in graph-theoretic context, including edge queries. In an edge query, the Questioner points an edge and the Responder tells which endpoint of that edge is closer to the target, breaking ties arbitrarily. It turns out that edge queries are more challenging to analyze, i.e., our technique for vertex queries does not transfer without changes. This is mostly due to a possible lack of edges that subdivide the search space equally enough. This issue can be patched by treating heavy vertices in a separate way. We provide a strategy of query complexity O( 1 ε 2 ∆ log ∆(log n + log δ −1 )). This generalizes the noisy binary search of [FRPU94] to general graphs, and has the advantage of being a potential-based strategy.
We additionally show the generalizations of our strategies to searching in unbounded domains, where one is concerned in searching e.g. the space of all positive integers with comparison queries. The goal is to minimize the number of queries as a function of N , the (unknown) position of the target. By adjusting the initial distribution of the potential to decay at polynomial rate with respect to the distance from the point 0, we almost automatically get desired solutions, e.g., a strategy of query complexity O( 1 ε 2 (log N + log δ −1 )) for searching in the probabilistic error model, improving upon O(poly(ε −1 ) log N log δ −1 ) of [Asl95] .
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A More Searching Models
We For the limitations imposed on the Responder, we distinguish yet another model called prefixbounded. In this model, in each prefix of i queries there may be at most ri lies, 0 ≤ r < 1 2 , and in such case as opposed to the linearly bounded model, the length of the strategy does not need to be initially set. It is well known that these error models are not feasible for r ≥ 1 2 , even in the case of paths. They bridge the gap between the adversarial one with a fixed number of lies and probabilistic. We note that these models naturally reflect processes in potential applications like communication scenarios over a noisy channel or hardware errors. This is due to the fact that in such scenarios the errors typically accumulate over time.
In the following sections we show that our generic ideas can be applied to several other models. Our results either match or improve the existing ones, which we point out throughout. We point out that in both cases, i.e., whether we obtain an improvement or arrive at an existing result, we reach that point with a simpler analysis.
B Analysis of the Generic Strategies for Edge Queries
We start by giving the notation regarding edge queries. The degree of a vertex v, denoted by deg(v), is the number of its neighbors in G. We denote by ∆ = max v∈V deg(v) the maximum degree of G. We define an edge-vertex distance d(e, v) = min(d(x, v), d(y, v)) for an edge e = {x, y}. Similarly as for vertex queries, based on a potential function Φ and distance d, we define for an edge e:
Algorithm EDGE: Edge queries for fixed number of L lies For edge-queries we give a strategy that is a bit more complicated -see Algorithm EDGE. Intuitively, as opposed to the vertex-query case, there may be no edges in the graph that 'subdivide' the search space evenly enough. This already happens as soon as one of the vertices is 1 ∆+1 -heavy. If this is the case, and say vertex v is 1 ∆+1 -heavy, we cyclically query edges incident to v in an appropriate greedy order. We continue to do so until all other vertices have been eliminated, and hence v must be the target, or v is no longer 1 ∆+1 -heavy. If none of the vertices is 1 ∆+1 -heavy, we simply query a 1-edge-median. The absence of heavy vertices essentially ensures, that this decreases the potential sufficiently.
This results in a more involved proof given in Section 3.1. Similarly as for vertex queries, we also first provide an analysis for a fixed number of lies (see Theorem B.1) and then from this bound we derive appropriate bounds for other models (Theorems B.2 and B.3).
Theorem B.1. Let Γ > 1. Algorithm EDGE finds the target in at most log n+L log Γ log(1+ Γ−1 Γ∆+1 ) edge queries.
Theorem B.2. In the linearly bounded error model with error rate r = 1 ∆+1 (1 − ε) for some 0 < ε ≤ 1, the target can be found in at most 2ε −2 ∆ ln n edge queries. Theorem B.3. In the probabilistic error model with error rate p = 1 2 (1 − ε) for some 0 < ε ≤ 1 there is a strategy that finds the target using at most O(ε −2 ∆ log ∆ · (log n + log δ −1 )) edge queries, correctly with probability at least 1 − δ.
Proof of Theorem B.1
We first prove two technical lemmas and then we give the proof of the theorem.
Lemma B.4. Let Γ > 1. Suppose that Algorithm EDGE queries in round t + 1 an edge e q incident to a vertex q such that e q = arg min x∈E Ψ t (x). If deg(q) > 1, then
Proof. Denote e q = {q, v}. For each neighbor w of q define
Consider an edge e = {q, w} that maximizes Φ t (N ∩ w ). If X is the set of neighbors of q, then by definition and by the fact that e q lies on no shortest path from q to any vertex in N < (e q , v), i.e.,
For brevity we extend our notation in the following way: for an edge e and a subset S of vertices, Ψ t (e, S) = z∈S Φ t (z) · d(e, z). Note that for any S ⊆ V and any edge e, Ψ t (e) = Ψ t (e, S) + Ψ t (e, S). We obtain
where the latter inequality is due to (4). For any vertex u, d(e , u) ≤ d(e q , u) + 1 because e q and e are adjacent. Using this fact we obtain:
= Ψ t (e q , N (e q , q)) + Φ t (N (e q , q)).
Finally, by (5) and (6) we get:
Ψ t (e ) = Ψ t (e , N (e q , q)) + Ψ t (e , N (e q , q)) ≤ Ψ t (e q , N (e q , q)) − 1 deg(q) − 1 (Φ t (N (e q , q)) − Φ t (q)) + Ψ t (e q , N (e q , q)) + Φ t (N (e q , q))
By assumption, Ψ t (e q ) ≤ Ψ t (e ). Therefore,
which can be rewritten as in (3).
Lemma B.5. Let Γ > 1. Suppose that Algorithm EDGE queries in round t + 1 an edge incident to a vertex q that is not 1 ∆+1 -heavy in this round, and the answer is q.
Proof. Let e q = {q, v} be the edge queried in round t + 1. Suppose first that deg(q) > 1. By Lemma B.4,
Because e q is the queried edge in round t + 1 and the reply is q, the lie counter remains unchanged for the vertices in N (e q , q) and decreases by one in the complement N (e q , q). Hence, (N (e q , q) ).
Thus, by (7) and by the fact that Φ t (q) ≤ 1 ∆+1 Φ t for q that is not 1 ∆+1 -heavy in round t,
which completes the proof in the case when deg(q) > 1.
If deg(q) = 1, then in round t the lie counter increases by one for each vertex in q. Thus, again by the fact that q is not 1 ∆+1 -heavy,
Having proved the technical lemmas, we now turn to the proof of Theorem B.1. It is enough to argue that every query, amortized, multiplies the potential by a factor of 1 − Γ−1 Γ(∆+1) = 1/(1 + Γ−1 Γ∆+1 ). If there is no 1 ∆+1 -heavy vertex, then the theorem follows from Lemma B.5. Hence suppose in the rest of the proof that there is a 1 ∆+1 -heavy vertex and denote this vertex by q. For the amortized analysis, consider a sequence of t consecutive queries to edges e 1 , . . . , e t , t ≤ deg(q), performed while q is 1 ∆+1 -heavy; call such a sequence a segment. Suppose this sequence starts in round t . Denote e i = {q, v i }, i ∈ {1, . . . , t}, and let
First we assume that the query in round t + t (i.e., the query that follows the sequence) does not return v as a reply, or v stops being 1 ∆+1 -heavy. We argue, informally speaking, that this query in round t + t amortizes the t queries prior to it thanks to the assumption t ≤ deg(q). Because the lie counter of q decrements in the round t + t,
Due to the order according to which the edges {q, v i } are queried, we have
, we get by (8), (9) and (10):
where the last inequality comes from (1 − x) k ≥ 1 − xk, for k ≥ 1 and x < 1.
Consider now a maximal sequence S of rounds in which q is 1 ∆+1 -heavy and is not 1 ∆+1 -heavy in the round that follows the sequence. Note that Algorithm EDGE cyclically queries the edges incident to q in S. Let r 1 ≤ · · · ≤ r b be all rounds in S having q as an answer. Denote X = S \ {r 1 , . . . , r b }, the set of rounds in S in which q is not an answer. Let a = b / deg(q) . The lie counter of each vertex in q increases by at least a − 1 and by at most a times by executing S -we point out that this crucial property follows from the fact that the queries in in the segment are applied to the edges incident to q consecutively modulo deg(v). Since q is 1 ∆+1 -heavy at the beginning of S and is not 1 ∆+1 -heavy right after S, the lie counter of q increases by at least a as a result of S. Hence, |X| ≥ a. Partition r 1 , . . . , r b into a minimum number of segments of length at most deg(q) each, which leads to at most a segments. Thus, we can pair these segments with rounds in X. For each such pair of at most deg(q) + 1 rounds we apply the amortized analysis performed above. Note that this approach is valid since the amortized analysis is insensitive of the order of appearance of the queries in X and the queries in S \ X. Finally, suppose that there is a series of queries at the end of the strategy (a suffix) performed to edges incident to a 1 ∆+1 -heavy vertex q such that all replies point to q and q remains 1 ∆+1 -heavy till the end of the strategy. Note that in such case q is the target. The vertex q had uniquely smallest lie counter just before those queries. This in particular implies that the lie counter is strictly smaller than L. We artificially add a sequence of pseudo-queries, each of which increments the lie counter of q until it reaches L. This implies that the suffix of the search strategy now consists of a reply (which comes from a regular query or a pseudo-query) which does not point to q. Thus, we use again the arguments from our amortized analysis: we can find a segment and pair with it the above mentioned query pointing away from q.
Similarly as in case of vertex queries, the generic strategy in Algorithm EDGE for edge queries and its corresponding bound for fixed number of lies can be used to provide strong bounds for linearly bounded and probabilistic models.
ln n ln(1+ Γ−1 Γ∆+1 )−r ln Γ . We run Algorithm EDGE with bound L = Q min r and parameter Γ set as just mentioned above. Then, by Theorem B.1 the strategy length is at most
Proof of Theorem B.3
For edge queries, we use a two step approach: first, we repeatedly ask queries to boost their error rate from ∼ 1/2 to below 1/(∆ + 1), and then use the linearly bounded error strategy. As a first step, we show that for p 0 = 1 ∆+1 (1 − ε 0 ), there exists a strategy that locates the target with high probability using O(∆ log n/ε 2 0 ) edge queries. Indeed, assume without loss of generality that ε 0 < 1/2. We fix ε 1 = ε 0 /(1 + 3 2 ∆+1 ∆ ln δ −1 / ln n) , and use Theorem B.2 with error rate r 0 = 1 ∆+1 (1 − ε 1 ). By Theorem B.2, we obtain that the strategy length is Q = 2ε −2 1 ∆ ln n = O(∆ε −2 0 (log n + log δ −1 )). The expected number of lies is E[L] = p 0 · Q and by the Chernoff bound,
We now observe that to achieve the error rate of 1 2 (1 − ε), we can boost the query error rate to be smaller by repeating the same query multiple times and taking the majority answer. By repeating each query P = O(log(2∆ + 2) · ε −2 ) times, we get correct answer with probability 1 − p = 1 − 1 2 · 1 ∆+1 , and as shown already, we only need O(∆(log n + log δ −1 )) queries with the error rate p to locate the target with probability at least 1 − δ. Thus the claimed bound follows.
As an immediate corollary we obtain a very simple strategy for noisy binary search in an integer range of complexity O(ε −2 (log n + log δ −1 )) matching [FRPU94] .
C Application: Searching Unbounded Integer Ranges
Building on our generic strategies, we now obtain a general technique for searching an unbounded domain N = {1, 2, . . .} with comparison queries. Here the measure of complexity is the dependency on the error rate (number of lies) and on N , the (initially unknown) position of the target. The main idea is to use Algorithms VERTEX and EDGE, tweaking the initial potential distribution. We fix the initial potential of an integer n to be Φ 0 (n) = n −2 . The total initial potential then equals π 2 /6 = Θ(1). We provide the following bounds. 2 Corollary C.1. There exists a strategy that finds an integer in an unbounded integer range (N) using at most • log π 2 6 +2 log N +L log Γ log 2Γ Γ+1 ternary queries, or
where N is the target, L is an upper bound on the number of (adversarial) lies and s > 1 is an arbitrarily selected coefficient.
Proof. We use Algorithm VERTEX for ternary queries; let the strategy length be Q. By the proof of Theorem 3.1, Φ Q ≤ ( 2Γ Γ+1 ) Q · π 2 6 . The final potential is at least Φ Q ≥ N −2 · Γ −L , and the bound for ternary queries follows since the number of queries is at most log( π 2 /6 N −2 Γ −L )/ log 2Γ Γ+1 . The bound for binary queries is obtained analogously from Theorem B.1 (note that ∆ = 2) since we apply Algorithm EDGE for binary queries.
Simply setting Γ = 2 yields an O(log N + L) length strategy with comparison queries on unbounded integer domains with a fixed number of L lies.
We need to restate the linearly bounded error model in the case of unbounded domains since the Responder does not know a priori the length of the strategy. We define this error model as follows: whenever the Questioner finds the target and thus declares the search to be completed after t rounds, it is guaranteed that at most rt lies have occurred throughout the search. Note that this model is indeed different (it gives potentially more freedom to the Responder as to how the lies can be distributed) from the prefix-bounded model. Also note, that the Responder may e.g. exceed rt lies in a prefix of length t in the linearly bounded model only if it is certain that the Questioner's strategy will have sufficient length to accommodate this number of lies.
Corollary C.2. For the linearly bounded error model with an error rate r and unbounded integer domain, there exists a strategy that finds the target integer N in:
• O(ε −2 log N ) ternary queries when r = 1 2 (1 − ε), or
• O(ε −2 log N ) binary queries when r = 1 3 (1 − ε).
Proof. Consider ternary queries. We proceed analogously as in the proof of Theorem 1.1. We have that the initial potential is π 2 /6 and run Algorithm VERTEX until there is a single n such that n ≤ r · Q. Any Q such that Q ≥ ln(π 2 /6)/ ln 2Γ Γ+1 + 2 ln N/ ln 2Γ Γ+1 + L ln Γ/ ln 2Γ Γ+1 is an upper bound on strategy length. We thus get an upper bound
The binary case follows in an analogous manner.
Corollary C.3. In the probabilistic error model, the target integer N can be found in unbounded integer range using: O(ε −2 (log N + log δ −1 )) binary queries for p = 1 2 (1 − ε), correctly with probability at least 1 − δ.
Proof. Same proof strategy as for Theorem B.3, with ∆ = 2, applies.
D Application: Edge Queries in the Prefix-Bounded Model
The model of prefix-bounded errors can be somewhat seen as lying in-between the adversarial linearly bounded and the non-adversarial probabilistic. It is reflected e.g. in the fact that in binary search the 'feasibility' threshold for r changes from 1 3 in the linearly bounded to 1 2 in the prefix-bounded model. We utilize the ideas from [BK93] more carefully, adapting the approach to edge queries in general graphs and the prefix-bounded error model. It turns out that the feasibility threshold for r can be pushed from 1 ∆+1 to 1 ∆ in this case, while keeping the log n dependency on the graph size. 3 For the virtual advance technique that we utilize, in addition to the lie counter v of a vertex v that we used so far, we introduce a virtual lie counter, denoted by virt(v), that is maintained by our strategy given in Algorithm PRUNING. Whenever a query is made to an edge {u, v} and the reply is u, then the virtual lie counter of u is incremented by the strategy (note that this reply results in incrementing v but u remains the same). We extend the notation by introducing
is the initial potential (in Algorithm PRUNING, Φ 0 (v) = 1 for all v). Consequently, we define for each edge e, Ψ(e) = u∈V Φ(u)·d(e, u). The strategy relies on two constants Γ and H that we select while stating our lemmas below. The values of C and D in Algorithm PRUNING computed in round t of the strategy are denoted during analysis by C t and D t , respectively. The goal of Algorithm PRUNING is to trim down the set of potential targets to at most O(∆/ε), where ε = 1 ∆ (1 − ε). Proof. Denote ε = ε/2 and r = 1 ∆ (1 − ε ). Note that Γ = 1 + ∆ ∆−1 · ε and H = 1/(r − r) = ∆/ε .
We prove that in at most
edge queries Algorithm PRUNING terminates. If an edge e = {u, v} is a 1-median with respect to Ψ and deg(u) > 1, where u is the reply to the query in round t + 1, then by Lemma B.4 applied to the minimizer e of Ψ,
Note that if deg(u) = 1, then Φ t (N (e, u) 
, which implies that in this case (12) also holds. Hence we obtain from (12):
Thus, in each round, the decrease in the virtual potential is as follows:
Since the initial virtual potential is Φ 0 = n, this implies
Observe that
Thus, by (11) and (13), the total virtual potential after Q 0 queries is at most
Denote for brevity D = D Q 0 . Since we had Q 0 rounds and in each round the virtual potential of exactly one vertex increases, there are at most H discarded vertices in D . For all other vertices in V \ D , the virtual lie counter does not exceed Q 0 /H according to Algorithm PRUNING. Thus, by (15),
This means that there is at most one vertex v ∈ V \ D such that v ≤ r · Q 0 . Thus, Algorithm PRUN-ING indeed terminates in at most Q 0 rounds. Additionally, in any round t, |D t | ≤ H, which proves our claim.
Corollary D.2. In the prefix-bounded error model with r = 1 2 (1 − ε), the target in an integer domain can be found in O(ε −4 log n) binary queries.
Proof. We first use the strategy described from Theorem D.1 to reduce, in Q 0 = O(ε −2 log n) rounds, the set of potential targets to C ∪ D such that |C| = 1 and |D| = O(ε −1 ). In case of no further errors, C ∪ D can be then reduced in Q ≤ 1 + log 2 |D| queries to a single target. The final strategy can be simulated as described in [Asl95] , giving the total strategy length of O(Q 0 · 1 1−2r · ( 1 1−r ) Q ). Since 1 1−r ≤ 2 and 1 1−2r = ε −1 , this results in O(ε −4 log n) edge queries, as claimed.
We note that the simulation argument from [Asl95] requires that for any queried edge e = {u, v} and a set of potential targets D, it holds D ⊆ N < (e, v) ∪ N < (e, w). This is always true e.g. in bipartite graphs regardless of D.
To obtain our results for the prefix-bounded error model and general graphs, we use the 'trimming' phase provided by Theorem D.1 which is then followed by a simulation argument. The latter requires an error-less strategy whose queries are then repeated e.g. for majority testing. The theorem below provides such an edge search strategy for an arbitrary graph.
Theorem D.3. There exists a strategy that in absence of errors finds the target in at most log(n/∆) log(∆/(∆−1)) + ∆ edge queries in any n-node graph of max-degree ∆.
Proof. We use Algorithm EDGE with a simplification of taking Γ → ∞. Thus we have Φ(v) ∈ {0, 1} and these occur for v > 0 and v = 0, respectively. Let S t be the set of potential targets after t queries. Note that S t = {v | Φ t (v) = 1}. By Lemma B.4, it follows that at any step, for a query to an edge e q incident to q and an answer q, the discarded set of targets satisfies
we deduce that it takes at most log(n/∆) log(∆/(∆−1)) queries to reduce target set to size at most ∆, and then another ∆ − 1 queries to reduce it to a single target.
Theorem D.4. In the prefix-bounded error model with r = 1 ∆ (1 − ε), the target can be found in ε −O(∆) log n edge queries in general graphs.
Proof. We observe that given a set D of potential targets, by Theorem D.3 there is a strategy (for the error-less case) of length Q ≤ log(|D|/∆) log(∆/(∆−1)) + ∆ edge queries that finds the target vertex v, given a guarantee that v ∈ D.
First assume that ∆ ≥ 3. It follows immediately from the simulation argument from [Pel89] (in which one repeats multiple times a query of another strategy taking majority answer in each case -here we use the error-less strategy of length Q from Theorem D.3) that there is a strategy terminating in O(Q 0 · (1/(1 − 2r)) Q ) = O(ε −2 ∆ log n) · (1/(1 − 2r)) O(∆ log ε −1 ) edge queries, where Q 0 is the length of the strategy produced by Algorithm PRUNING. Note that the value of Q 0 comes from Theorem D.1. Since ∆ ≥ 3, 1/(1 − 2r) ≤ 3 and the claimed bound immediately follows.
For ∆ = 2, the only cases not covered by Corollary D.2 are in fact odd-length cycles. We deal with them as follows. The initial sequence of queries is done as previously -by executing Algorithm PRUNING, reducing the set of potential targets to D at the cost of Q 0 rounds. We now observe, that for any edge e = {u, v}, there is a single vertex v e such that d(u, v e ) = d(v, v e ). Thus we can consider the following error-less strategy applied to the set of potential targets D: query edges according to an error-less edge strategy (as in Theorem D.3) and for each queried edge e, discard the vertex v e from the set of potential targets. At the end of this strategy, reintroduce all discarded vertices. This strategy can be simulated as in [Asl95] , since we always make sure to maintain the property of properly bisecting the set of targets. Thus, our initial Q 0 = O(ε −2 log n) rounds and D 0 = |D| = O(ε −1 ) targets gives that this strategy has length Q 1 = O(Q 0 · ε −1 · 2 log 2 D 0 ) = O(Q 0 D 0 ε −1 ) and results in D 1 ≤ 2 + log 2 D 0 targets. Iterating this procedure would give us a strategy of length ε −O(log * ε −1 ) log n. To improve its length by getting rid of the non-constant exponent, denote by E 0 set of edges queried during the transition from D 0 to D 1 . Since the strategy is basically a binary search, there are O(1) pairs of edges in E 0 that share an endpoint, and there are O(1) of pairs of vertices in D 1 that share an edge. Thus, the querying strategy of reducing D 1 to D 2 can always, except for O(1) queries, choose an edge e to be queried so that v e ∈ D 1 . Thus D 2 = O(1), and the proof concludes.
Corollary D.5. In the prefix-bounded error model with r = 1 2 (1 − ε), 0 < ε ≤ 1, the target integer in an unbounded integer domain can be found in O(ε −4 log N ) binary queries.
Proof. Set s = 2 and proceed first with the filtering technique by executing Algorithm PRUNING with H = 4 ε and Γ = 1+ε. Following the proof of Theorem D.1, we observe that a single query reduces the adjusted potential in V \ D by a factor 1 + ε 2 8 − O(ε 3 ). After Q 0 = (8ε −2 + O(ε −1 )) · ln(ζ(s) · N s ) queries the potential of the vertices in V \ D is reduced from ζ(s) to N −s , meaning that the set C Q 0 has only one vertex. We apply Corollary D.2 to D Q 0 ∪ C Q 0 , which is of size at most 4ε −1 + 1.
E Summary of Results
We conclude by grouping all bounds we have obtained in three tables below. In each case ε is the relative difference between the assumed upper bound for r or p, respectively, and this value itself. I.e. in the context of r < r max (or p < p max respectively) it satisfies r = (1 − ε)r max (respectively p = (1 − ε)p max ). For the probabilistic model, δ is the probability threshold, i.e., the target must be located with probability at least 1 − δ. Our results are compared with the best ones known to date. Keep in mind that for p = 1 2 (1 − ε), there is 1 − H(p) = Θ(ε 2 ). 
O(ε −4 log N ) (D.5) probabilistic binary p = 1 2 (1 − ε) O(poly(ε −1 ) log N log δ −1 ) [Asl95] O(ε −2 (log N + log δ −1 )) (C.3)
