Abstract. We propose and study a generalized version of the Lipman-Zariski conjecture: let (x ∈ X) be an n-dimensional singularity such that for some integer 1 ≤ p ≤ n − 1, the sheaf Ω X of reflexive differential p-forms is free. Does this imply that (x ∈ X) is smooth? We give an example showing that the answer is no even for p = 2 and X a terminal threefold. However, we prove that if p = n−1, then there are only finitely many log canonical counterexamples in each dimension, and all of these are isolated and terminal. As an application, we show that if X is a projective klt variety of dimension n such that the sheaf of (n − 1)-forms on its smooth locus is flat, then X is a quotient of an Abelian variety.
1. Introduction 1.A. Motivation. The Lipman-Zariski conjecture [Lip65] asserts the following. Conjecture 1.1. Let X be a complex variety such that the tangent sheaf T X := H om OX (Ω Recently, several new special cases of Conjecture 1.1 have been proved [GKKP11, Käl11, Dru14, Jör13, GK14a, GK14b] . One of these (the klt case) was applied in [GKP14] as well as in [LT14] to characterize torus quotients among varieties with klt singularities by the vanishing of the first and second Chern class. It is natural to ask about a similar smoothness criterion for the higher (reflexive) exterior powers of the tangent sheaf, i.e. for H om OX (Ω p X , O X ). In this paper, we therefore propose and study the following problem, which to the best of our knowledge has not appeared in the literature so far. Question 1.2 (Generalized Lipman-Zariski problem). Let X be an n-dimensional complex variety such that for some integer 1 ≤ p ≤ n − 1, the reflexive hull Ω
[p]
X of the sheaf of Kähler p-forms is locally free. Under what assumptions on X, and for which values of p, does this imply that X is smooth?
Note that for any variety X, the tangent sheaf T X is isomorphic to the dual of Ω X . So Conjecture 1.1 is equivalent to asking whether the local freeness of Ω
[1] X implies that X is smooth. Hence Question 1.2 really is a direct generalization of Conjecture 1.1.
As less ambitious intermediate steps, we might also consider the following questions.
Question 1.3 (Weak generalized Lipman-Zariski problem).
Let X be an n-dimensional complex variety such that for some integer 1 ≤ p ≤ n, the sheafΩ p X of Kähler p-forms modulo torsion is locally free. Under what assumptions on X, and for which values of p, does this imply that X is smooth? Question 1.4 (Very weak generalized Lipman-Zariski problem). Let X be an ndimensional complex variety such that for some integer p ≥ 1, the sheaf Ω p X of Kähler p-forms is locally free. Under what assumptions on X, and for which values of p, does this imply that X is smooth?
1.B. Main results. Since even Conjecture 1.1 is known to fail in positive characteristic [Lip65, §7] , we work over the field of complex numbers throughout. Furthermore, we mostly work in the analytic category (i.e. with complex spaces), since this provides a more natural setting and greater generality. For the definition of the sheaf of Kähler differentials in this context, see Section 2.C. We also explain there why our results in particular apply to algebraic varieties (Remark 2.1).
Our results can be divided in two groups: singularities of the Minimal Model Program and hypersurface singularities. For the definition of the singularities of the MMP, such as klt, terminal, and log canonical, we refer to [KM98, Sec. 2.3].
1.B.1. Singularities of the MMP. Somewhat contrary to our expectations, we show that even for low-dimensional terminal singularities, the answer to Question 1.2 is negative for all reasonable values of p.
Proposition 1.5 (Terminal singularities with free sheaves of reflexive differentials).
a) The cone over the second Veronese embedding P 2 ⊂ P 5 is a terminal threefold singularity (x 1 ∈ X 1 ) such that Ω
[2]
X1 is free. b) The cone over the second Veronese embedding P 3 ⊂ P 9 is a four-dimensional isolated terminal Gorenstein singularity (x 2 ∈ X 2 ) such that Ω
X2 is free.
Note that for a (non-smooth) terminal singularity (x ∈ X), the sheaf Ω
X cannot be free by [GK14a, Cor. 1.3]. Likewise, for a four-dimensional terminal Gorenstein singularity (x ∈ X), the sheaf Ω
X cannot be free by Lemma 3.2 below. We do however have the following result for forms of degree just below the dimension. Loosely speaking, it says that the answer to Question 1.2 for p = n − 1 is "yes up to finitely many 'obvious' counterexamples", if you believe in the original Lipman-Zariski conjecture. Theorem 1.6 (Generalized Lipman-Zariski problem for (n − 1)-forms). Let (x ∈ X) be a normal n-dimensional singularity. Assume any of the following.
(1.6.1) The Lipman-Zariski conjecture holds in dimension n.
(1.6.
2) The pair (X, ∆) is log canonical for some R-divisor ∆ on X.
3) The singular locus of X has codimension at least three.
If
is free, then (x ∈ X) is the cone over the r-th Veronese embedding of P n−1 , for some integer r that divides n − 1. Conversely, any such singularity has the property that Ω [n−1] X is free. In particular, in each dimension there are only finitely many log canonical sin-
is free, and these are all isolated and terminal.
Building on the recent work of [GKP14] aboutétale fundamental groups, we obtain the following corollary, which for smooth projective X is a classical result from differential geometry. Corollary 1.7 (Criterion for quotient singularities and torus quotients). Let X be a normal n-dimensional variety such that the pair (X, ∆) is klt for some R-divisor ∆ on X. If the sheaf Ω n−1 Xsm is flat, then X has at worst quotient singularities. If X is additionally projective, then there exists an Abelian variety A and a finite surjective Galois morphism A → X that isétale in codimension one.
Here X sm ⊂ X denotes the smooth locus of X. A locally free sheaf F on an algebraic variety X is called flat if its analytification F an is defined by a linear representation of the fundamental group π 1 (X an ).
1.B.2. Hypersurface singularities. We see that in order to obtain a completely positive answer to Question 1.2, we must not measure the mildness of the singularity (x ∈ X) in terms of discrepancies. Instead, we will focus on a more classically studied case: the class of hypersurface singularities. Note that the examples in Proposition 1.5 are not even complete intersection singularities. (This follows from [GR11] , for example.) For normal hypersurfaces X, we obtain a positive answer to Question 1.2 for any value of p as soon as the singular locus of X has codimension at least three. Concerning Question 1.3, we even obtain a positive answer without any extra hypotheses.
Theorem 1.8 (Generalized Lipman-Zariski problem for hypersurfaces). Let (x ∈ X) be a hypersurface singularity of dimension n such that the singular locus of X has codimension at least three. If Ω
[p]
X is free for some 1 ≤ p ≤ n − 1, then (x ∈ X) is smooth. Theorem 1.9 (Weak generalized Lipman-Zariski problem for hypersurfaces). Let (x ∈ X) be a normal hypersurface singularity of dimension n. IfΩ p X is free for some 1 ≤ p ≤ n, then (x ∈ X) is smooth.
Finally, we can answer Question 1.4 in the affirmative without any assumptions on the singularities. This seemingly innocuous generalization of a well-known smoothness criterion will turn out to be critical in the proofs of Theorems 1.8 and 1.9. Theorem 1.10 (Very weak generalized Lipman-Zariski problem). Let (x ∈ X) be any singularity of embedding dimension e. If Ω p X is free for some 1 ≤ p ≤ e, then (x ∈ X) is smooth.
1.C. Outline of proofs. For Theorem 1.6, we note that under the given assumptions, K X is Q-Cartier. This means that some positive multiple rK X is a Cartier divisor. Now a standard construction in birational geometry, the so-called index one cover [KM98, Def. 5.19], produces a finite surjective morphism X → X which is the quotient by an action of Z/(r) and such that K X is Cartier. We prove that in our situation, X is smooth. Hence (x ∈ X) ∼ = (0 ∈ C n ) Z/(r) is a cyclic quotient singularity. We then show that in order for Ω
to be free, all eigenvalues of the action of Z/(r) must be equal. It is however well-known that such singularities also have a description as cones over Veronese embeddings.
The technical core of our investigation of hypersurface singularities is the following result, which might be of interest for its own sake. 
(1.11.1) We have isomorphisms Remark 1.13. Theorem 1.11.2 is a strengthening of a result of Vetter about complete intersections [Vet70, Satz 4] in the hypersurface case, and we use Vetter's result in the proof of (1.11.2). However, for our applications we only need (1.11.3) and (1.11.4), which could be proved without referring to [Vet70] .
Remark 1.14. It follows immediately from (1.11.1) and its proof that for any hy-
given explicitly by
where σ is a local section of tor Ω We now briefly explain the proof of Theorem 1.8. In that setting, Theorem 1.11.1 enables us to find a quite short free resolution of Ω p+2 X , thereby bounding the projective dimension of the latter sheaf. Using the well-known relationship between projective dimension, depth, and local cohomology, we are able to conclude that Ω p+2 X is torsion-free. From (1.11.4), we find that
X . The latter sheaf is free by assumption, and the freeness of a sheaf of Kähler differentials is sufficient to conclude that X is smooth by Theorem 1.10. Theorem 1.9 is an immediate consequence of (1.11.3).
1.D. Open problems.
It is tempting to ask whether some variant of Theorem 1.6 also holds for intermediate values of p, that is, 2 ≤ p ≤ n − 2. Such a result might allow us to generalize Corollary 1.7 to the case where Ω n−1
Xsm is replaced by Ω p Xsm . See Remark 3.10 below for the projective case.
Another natural question that poses itself is whether Theorem 1.8 is still true if one drops the assumption that the singular locus has codimension at least three, or maybe even without the normality hypothesis.
Finally, one might ask whether Theorems 1.8 and 1.9 still hold for complete intersection singularities. We conjecture that this is indeed the case.
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Preparations
In the present section, we fix our notation and for the reader's convenience, we recall some known results from commutative and homological algebra which we will need.
2.A. Global conventions.
We work over the field of complex numbers C. A singularity (x ∈ X) is a germ of a complex space. In singularity theory, the notation (X, x) is standard, but in birational geometry the notation employed here is widely used (cf. e.g. [Rei97, KM98] ). For complex spaces, we follow [GR84] . For the definition of the singularities of the MMP, such as klt, terminal and log canonical, we refer the reader to [KM98, Sec. 2.3]. All rings are assumed to be commutative and contain an identity element. A semigroup is a set with an associative binary operation. A monoid is a semigroup containing a neutral element.
2.B. Reflexive sheaves. Let F be a coherent sheaf on a normal variety X. We denote the torsion subsheaf of F by tor F . The sheaf F is said to be torsion-free if tor F = 0. We defineF := F / tor F .
The dual sheaf of F is denoted
We always have a canonical map λ : F → F * * . The sheaf F is said to be reflexive if λ is an isomorphism. In general, λ gives rise to a four-term exact sequence
where cotor F , the cotorsion sheaf of F , is by definition the cokernel of λ. We always have cotor F = cotorF . Since taking stalks commutes with H om for coherent sheaves [GR84, Annex, §4], for any point x ∈ X we obtain an exact sequence
In particular, taking the reflexive hull, torsion and cotorsion all commute with taking stalks. For any positive integer m, we define the m-th reflexive tensor power F C{t}/C is not countably generated as a C{t}-module, where C{t} denotes the ring of convergent power series in one variable.
Instead, one needs to work with the module of universally finite Kähler differentials. If A is a ring and B is an A-algebra, the universally finite Kähler differential module of B over A is a finitely generated B-module Ω 
If a complex space X is given as the zero set of finitely many holomorphic functions f 1 , . . . , f r on a smooth complex space Y , then we define the sheaf of Kähler 1-forms on X by
Here Ω X . We have Ω
Xsm , where i : X sm ֒→ X is the inclusion of the smooth locus of X. As explained in Section 2.B, there are maps (not a complex, of course)
X . So we have four different notions of differential form on a normal complex space X. They can be described as follows: A torsion form is a Kähler form which vanishes when restricted to the smooth locus of X. To give a reflexive differential form, i.e. a section of Ω
X , is the same as giving a differential form on the smooth locus of X. A reflexive differential is a Kähler form modulo torsion if and only if it extends to the ambient space for some (equivalently, any) embedding of X in a smooth space.
Remark 2.1 (Algebraic varieties). Let X be a complex algebraic variety. As explained in [Har77, App. B], we can associate to X its analytification X an , which is the complex space locally cut out by the same equations as X. We can also analytify coherent algebraic sheaves on X. It is well known that X is smooth if and only if X an is smooth and that a coherent sheaf F on X is locally free if and only if F an is locally free on X an . Furthermore, it is clear (at least locally) from the discussion above that Ω
an . Hence, any positive answer to Question 1.2 formulated for complex spaces immediately yields the corresponding statement about algebraic varieties (by passing to the analytification).
2.D. The residue map. Let Y be a smooth complex space and X ⊂ Y a reduced normal hypersurface. Let U ⊂ Y be the open set whose complement is the singular locus of X. Similarly as before, for any integer p we define
Xsm . Pushing this forward to Y , we obtain a map . A linear automorphism g ∈ GL(n, C) is called a quasi-reflection if it has 1 as an eigenvalue of multiplicity exactly n − 1. A finite subgroup G ⊂ GL(n, C) is called small if it does not contain any quasi-reflections. For any finite subgroup G ⊂ GL(n, C), we denote by G big the normal subgroup of G generated by all quasi-reflections. The quotient C n /G big is an affine space, and G/G big acts on this space without quasi-reflections. Hence, when dealing with quotient singularities up to isomorphism, we may assume that the group action does not contain any quasi-reflections.
The following result of Steenbrink describes the sheaves of reflexive differentials on a quotient singularity.
Proposition 2.2 (Reflexive differentials on a quotient). Let G ⊂ GL(n, C) be a small subgroup, and let π : C n → X = C n /G be the quotient map. Then, for any p ≥ 0, we have an isomorphism of sheaves
Proof. See [Ste77, Lemma 1.8].
Now let µ r ⊂ C * be the group of r-th roots of unity. Given a 1 , . . . , a n ∈ Z/r, we define an action of µ r on C n by letting ε ∈ µ r act as
The resulting singularity (0 ∈ C n /µ r ) is said to be of type 1 r (a 1 , . . . , a n ). By standard results on linearization at fixed points and diagonalization, we see that every cyclic quotient singularity is of some type. Note, however, that the type is not uniquely determined by the singularity.
2.F. Koszul complexes. Let R be a ring, N = R n a free R-module, and x = (x 1 , . . . , x n ) ∈ N . The complex
The following result about Koszul complexes in the local case will be crucial for us.
Theorem 2.3 (Cohomology of Koszul complexes). With notation as above, assume additionally that R is a noetherian local ring with maximal ideal m ⊂ R, and
Proof. By [Eis95, Cor. 17.5], we have H n (K(x 1 , . . . , x n )) ∼ = R/(x 1 , . . . , x n ) = 0. Hence we may assume k ≤ n − 1. In this case, the statement follows from [Eis95, Thm. 17.6].
2.G. Depth and projective dimension. Let R be a ring and M an R-module. A sequence x 1 , . . . , x r ∈ R is called M -regular if x 1 is not a zero divisor in M , and x i is not a zero divisor in M/(x 1 , . . . , x i−1 )M for all 2 ≤ i ≤ r. If a ⊂ R is an ideal, we define the depth of M with respect to a to be the maximum length of an M -regular sequence contained in a. We denote it by depth a M . If R is local with maximal ideal m, we set depth M := depth m M . These definitions also apply to the ring R considered as a module over itself. We say that a noetherian local ring R is Cohen-Macaulay if depth R = dim R.
The general notion of depth can be reduced to the local case by the following result.
Lemma 2.4 (Depth with respect to an arbitrary ideal).
Assume that R is noetherian and M is finitely generated. For any ideal a ⊂ R, we have
Proof. See [BS76, Ch. II, Cor. 1.22].
For a sheafified notion of depth, let X be a complex space, Z ⊂ X a closed analytic subset with ideal sheaf a ⊂ O X , and F a coherent sheaf on X. We define
Now let R be a noetherian local ring and M a finitely generated R-module. An exact sequence
where the F i are free R-modules, is called a (finite) free resolution of M of length n. The projective dimension of M , denoted pd R M , is defined to be the minimum length of a free resolution of M , or +∞ if M does not have a finite free resolution. Depth and projective dimension are related by the following famous theorem:
Theorem 2.5 (Auslander-Buchsbaum formula). Let R be a noetherian local ring. For any finitely generated R-module M of finite projective dimension, we have
Proof. See [Eis95, Thm. 19.9].
2.H. A result of Vetter.
The following result of Vetter will be used in the proof of Theorem 1.11. Theorem 2.6 (Torsion and cotorsion of a complete intersection). Let (x ∈ X) be a (non-smooth) complete intersection singularity, and let d denote the local codimension of the singular locus of X at x. Then we have
Proof. See [Vet70, Satz 4].
Terminal singularities and the case of (n − 1)-forms
In this section, we prove Proposition 1.5, Theorem 1.6, and Corollary 1.7.
3.A. Proof of Proposition 1.5. By [GR11, Sec. 4.1], the cone over the second Veronese embedding P 2 ⊂ P 5 can also be described as the quotient singularity 1 2 (1, 1, 1). Likewise, the cone over the second Veronese embedding P 3 ⊂ P 9 can be described as the quotient singularity 1 2 (1, 1, 1, 1). We will discuss these singularities in terms of quotients.
By [Rei87, (4.11), Theorem], both of them are terminal. Concerning part a) of Proposition 1.5, let R = C[x, y, z] be the affine coordinate ring of C 3 , such that the action of the generator of G = Z/2 is given by x → −x, y → −y, z → −z. It is easy to see that the R G -module (Ω 2 C 3 ) G of G-invariant 2-forms is freely generated by dx ∧ dy, dx ∧ dz, and dy ∧ dz.
Using Proposition 2.2, Claim a) follows. For Claim b), let x, y, z, w be coordinates on C 4 . The same argument as before
X is free. Furthermore, as (Ω
it follows from Proposition 2.2 again that X is Gorenstein.
3.B. Proof of Theorem 1.6. We start with two well-known lemmas.
Lemma 3.1 (Determinant of an exterior power). Let X be a normal complex space and E a reflexive sheaf of rank r on X. Then we have
Proof. As both sides are reflexive and the locus where E is not locally free has codimension ≥ 3 in X, we may assume that E is locally free. Choosing a local trivialization of E and comparing the transition matrices of both sides, we reduce to the following assertion: If f : C r → C r is a linear endomorphism, then
This is clearly true if f is diagonalizable. By a continuity argument, the equality follows for any endomorphism f .
Lemma 3.2 (Wedge pairing of reflexive differentials). Let X be a normal complex space of dimension n. Then for any 1 ≤ p ≤ n − 1, the pairing
given by the wedge product is a perfect pairing. In particular, if Ω Proof. The claim is that the induced map
X ) is an isomorphism. As both sides are reflexive, we may assume that X is smooth. In this case, the assertion is well-known, and easy to check by a local computation.
The following proposition is at the heart of the proof of Theorem 1.6. Proposition 3.3 (Cyclic quotients with free reflexive differentials). Let (x ∈ X) be a cyclic quotient singularity of dimension n. If Ω [n−1] X is free, then (x ∈ X) is of type 1 s (1, . . . , 1), where s divides n − 1. Proof. Let (x ∈ X) be of type 1 r (a 1 , . . . , a n ), for some positive integer r and a 1 , . . . , a n ∈ Z/r. For the rest of the proof, we will discuss (x ∈ X) in terms of the µ r -action on C n thus defined. Furthermore, we will switch to algebraic language. That is, we let R = C[x 1 , . . . , x n ] be the affine coordinate ring of C n and we consider X = Spec R µr , where x ∈ X corresponds to the maximal ideal (x 1 , . . . , x n ) ∩ R µr .
As explained in Section 2.E, we can make the following standard assumptions when dealing with quotient singularities.
Additional Assumption 3.4. The action of µ r on C n is faithful. No element of µ r acts as a quasi-reflection.
This assumption has the following consequence.
Claim 3.5. For any 1 ≤ i ≤ n, we have a 1 , . . . , a i , . . . , a n = Z/r.
Here, as usual, putting a hat on an element means omitting that element, and S is the subgroup generated by the subset S.
Proof of Claim 3.5. For simplicity of notation, let i = 1. Assume that the subgroup of Z/r generated by a 2 , . . . , a n is a proper subgroup, say of order q < r. If ζ ∈ µ r is a primitive r-th root of unity, then ζ q = 1 and ζ q acts either as the identity or as a quasi-reflection, since q · a j = 0 for j ≥ 2. This, however, contradicts Assumption 3.4.
If a 1 +· · ·+ a i +· · ·+a n = 0 for any i, then clearly a 1 = · · · = a n . By Claim 3.5, we have a 1 = Z/r. Hence after pulling back the action by a suitable automorphism of µ r , we have a 1 = 1. Then n − 1 = 0 ∈ Z/r, that is, r divides n − 1, and we are done. So we may assume that a 1 + · · · + a i + · · · + a n = 0 for some i. Re-indexing so that i = 1 gives us Additional Assumption 3.6. We have a 2 + · · · + a n = 0.
We will show that under these assumptions, Ω An element ε ∈ µ r acts on the monomial x m ∈ R by
a non-empty sub-semigroup. By Proposition 2.2, the space of sections Γ (X, Ω
[n−1] X ) has a C-vector space basis
Hence as an R µr -module, Γ (X, Ω
) is minimally generated by
Localizing at x, we see that (3.7) also is a minimal generating set for Ω
X,x as an O X,x -module.
Claim 3.8. The semigroup Γ 1 contains at least two distinct minimal elements.
Proof of Claim 3.8. If Γ 1 contained just one minimal element, then that element would be the smallest element. We will show that Γ 1 does not contain a smallest element. We have 0 ∈ Γ 1 by Assumption 3.6. Let m ∈ Γ 1 be arbitrary. Then m = 0, say m i = 0. By Claim 3.5, there exists m ′ ∈ Γ 1 such that m ′ i = 0. Hence m ≤ m ′ , and m is not the smallest element of Γ 1 .
It follows from Claim 3.8 that the set (3.7) contains at least n + 1 distinct elements. But the rank of Ω Proof of Theorem 1.6. Let (x ∈ X) be a normal n-dimensional singularity such that Ω
[n−1] X is free. By Lemma 3.1, (n − 1)K X is Cartier. Hence K X is Q-Cartier. Let π : X → X be the associated index one cover, cf. [KM98, Def. 5.19]. The sheaf Ω
[n] X is free. Since π is finite and surjective, we have a pull-back map
Over the smooth locus of X, the map π isétale and hence π * is an isomorphism there. Since both domain and codomain of π * are reflexive, we see that π * is an isomorphism. It follows that Ω
is free, hence so is
In each of the cases (1.6.1)-(1.6.3), it now follows that X is smooth: In case (1.6.1), this is immediate from the Lipman-Zariski conjecture in dimension n. In case (1.6.2), we note that the pair ( X, π * ∆) is again log canonical by [KM98, Prop. 5.20]. Then we apply [GK14a, Cor. 1.3]. And in case (1.6.3), the codimension of the singular locus of X is again at least three because π isétale over the smooth locus of X. We now apply [Fle88, Corollary] .
Since π : X → X is a quotient map with cyclic Galois group, (x ∈ X) is now exhibited as a cyclic quotient singularity. By Proposition 3.3, (x ∈ X) is of type 1 r (1, . . . , 1), where r divides n − 1, we have that Ω 3.C. Proof of Corollary 1.7. We rely on the following result of [GKP14] , which we recall here for the reader's convenience.
Theorem 3.9 (Extension of flat sheaves). Let X be a normal quasi-projective variety such that the pair (X, ∆) is klt for some R-divisor ∆ on X. Then there exists a normal variety X and a finite surjective Galois morphism γ : X → X,étale in codimension one, such that the following holds: If G
• is any flat, locally free, analytic sheaf on X an sm , then there is a flat, locally free, algebraic sheaf G on X such that G
• is isomorphic to G | Xsm an .
Proof. See [GKP14, Thm. 1.13].
Proof of Corollary 1.7. Let γ 1 : X 1 → X be a cover enjoying the properties of Theorem 3.9. By [KM98, Prop. 5.20], the pair (X 1 , γ * 1 ∆) is klt. Set X is locally free. Applying Theorem 1.6 shows that X 1 has quotient singularities. Hence there exists a finite surjective Galois map γ 2 : X 2 → X 1 ,étale in codimension one, such that X 2 is smooth. Let γ 3 : X 3 → X 2 be a morphism such that γ := γ 1 • γ 2 • γ 3 is the Galois closure of γ 1 • γ 2 , cf. [GKP14, Thm. B.1]. We obtain a diagram as follows.
Because X 2 is smooth, γ 3 isétale by purity of branch locus. So X 3 is smooth, too. Thus the Galois morphism γ : X 3 → X exhibits X as having quotient singularities.
For the second claim, we run the same argument as before, and we observe that Theorem 1.6 even gives us that X 1 has isolated terminal singularities. In particular, X 1 has klt singularities and it is smooth in codimension two. Since Ω
is flat, the canonical divisor K X1 is numerically trivial. Furthermore, we have
= 0 in the sense of [GKP14, Thm. 1.16]. Thus the assumptions of that theorem are satisfied and we may apply it to conclude that there is a finite surjective Galois morphism A → X 1 ,étale in codimension one, where A is an Abelian variety. If A → A → X is the Galois closure of the induced map A → X, then by the same argument as above, A → A isétale. Hence A is again an Abelian variety, and the claim is proven. is locally free and flat. This implies that K X1 is numerically trivial. By elementary but tedious calculation,
so c 2 (T X1 ) = 0 as well. Here by c i we denote the Q-Chern classes, or orbifold Chern classes. By [LT14, Thm. 1.2], we have that X 1 is a torus quotient. Taking Galois closure as above shows that also X is a torus quotient, ending the proof.
The very weak generalized LZ problem
It is well known that Ω 1 X being locally free characterizes smooth spaces. Theorem 1.10, which we will prove in the present section, asserts that the same is true of Ω p X , with p in a suitable range.
Definition 4.1 (Corank function of a sheaf). Let F be a coherent sheaf on the complex space X. We define the corank function ϕ F : X → Z of F by
where m x ⊂ O X,x is the maximal ideal. By Nakayama's lemma, ϕ F (x) is the cardinality of any minimal generating set of the O X,x -module F x .
From now on, assume additionally that X is reduced and connected. 
Proof. Let x ∈ X be arbitrary, and let i : Spec C → Spec O X,x be the natural map.
Consider F x as a coherent sheaf on Spec O X,x . By [Har77, Ch. II, Ex. 5.16.e)],
The claim follows by looking at the dimensions of these C-vector spaces.
Proposition 4.4 (Locally free exterior powers). If r F is locally free for some r ≤ sup ϕ F (X), then F itself is locally free.
Proof. By looking at some x ∈ X with ϕ F (x) ≥ r and using Lemma 4.3, we see that ϕ r F is constant and nonzero. Hence ϕ F ≥ r everywhere. However, since
for n ≥ r, the map n → n r is injective on {r, r + 1, . . . }. It follows that ϕ F is constant. Now by Lemma 4.2, F is locally free.
Proof of Theorem 1.10. Let (x ∈ X) be a singularity such that Ω p X is free for some 1 ≤ p ≤ e, where e = dim C m x /m 2 x is the embedding dimension of (x ∈ X). Then e = max ϕ Ω 1 
The sheaves of Kähler differentials on a hypersurface
The goal of this section is to prove Theorem 1.11. We use the notation from that theorem. Whenever we write something like "let s ∈ Γ (U, F ) be a section", where F is a sheaf on a space Z, it is understood that U denotes an arbitrary open subset of Z.
Y (log X)) if and only if the meromorphic differential forms f −1 σ and d(f −1 σ) both have at most a simple pole along X. This is clearly true of f −1 σ, so the condition is that
be a holomorphic differential form. This is the case if and only if df ∧σ is a multiple of f , i.e. if the image of df ∧ σ in Ω p+1 Y | X is zero. Lemma 5.2 (Factorization). Let R be a ring, I ⊂ R an ideal, and ϕ : M → N a map of R-modules. Furthermore, let P be an R/I-module and ρ : ϕ −1 (IN ) → P an R-linear map. If IM ⊂ ker( ρ), then ρ factorizes via a map ρ : ker(ϕ) → P,
Proof. Note that M ⊗ R R/I ∼ = M/IM , and likewise for N . Hence we have a short exact sequence
Since we assumed that IM ⊂ ker( ρ), ρ induces the desired map ρ by the universal property of quotient modules and the sequence (5.3).
Proposition 5.4 (Residue map). For any 1 ≤ p ≤ n, we have a map of sheaves on X, ρ p+1 : ker α p+1 → Ω
[p]
X , given by σ → res X (f −1 σ). Y,x (log X) → Ω
X,x is the residue map, cf. Section 2.D. It follows from Lemma 5.1 that ρ exists. Furthermore, it is straightforward to see that IM ⊂ ker( ρ). Hence we obtain the desired map ρ p+1 stalkwise by applying Lemma 5.2. It is clear from the construction that the maps of stalks glue to a map of sheaves. X is reflexive by definition. So to prove the first claim, it is sufficient to show that ρ p+1 is an isomorphism on the smooth locus of X. This is easily accomplished by a local computation.
Locally at a smooth point x ∈ X ⊂ Y , we may choose coordinates x 0 , . . . , x n on Y such that the defining equation of X ⊂ Y is f = x 0 . In these coordinates, Proof of Claim 6.1. We may assume that (x ∈ X) is embedded as a hypersurface in an open subset Y ⊂ C n+1 . Thus we are in the situation of Theorem 1.11, and we will use the notation from that theorem. By Propositions 5.5 and 5.7, the map α p+1 gives rise to an exact sequence 
