Anomaly event detection in crowd scenes is extremely important; however, the majority of existing studies merely use hand-crafted features to detect anomalies. In this study, a novel unsupervised deep learning framework is proposed to detect anomaly events in crowded scenes. Specifically, low-level visual features, energy features, and motion map features are simultaneously extracted based on spatiotemporal energy measurements. Three convolutional restricted Boltzmann machines are trained to model the mid-level feature representation of normal patterns. Then a multimodal fusion scheme is utilized to learn the deep representation of crowd patterns. Based on the learned deep representation, a one-class support vector machine model is used to detect anomaly events. The proposed method is evaluated using two available public datasets and compared with state-of-the-art methods. The experimental results show its competitive performance for anomaly event detection in video surveillance.
Introduction
With the rapidly increasing demand for public safety and security, surveillance videos are extremely important in security monitoring of public places. Among the various applications of surveillance videos, anomaly event detection is becoming one of the fundamental challenges and has attracted considerable attention from both academia and industry in recent years [1] [2] [3] [4] . However, it is still relatively difficult to design a general framework for anomaly event detection and localization owing to the typical difficulties of anomaly detection.
One fundamental difficulty is the definition of an anomaly event, which varies significantly for different types of video scenes [2] . In general, an anomaly refers to an irregular event that occurs rarely in long time videos. However, the anomaly detection task is extremely difficult because enumerating all possible anomalies in a given surveillance video is infeasible. Therefore, such task needs to identify anomalies based on given the normal training events. One common solution to this one-class learning problem is to learn normal event patterns from training videos and then detect anomaly events based on the distance between the test video and the normal event patterns.
Another difficulty in anomaly event detection is how to extract discriminative features to model video events [2] . With the rapid development in computer vision techniques, many studies have modeled video events from various perspectives. For example, low-level features such as the histogram of gradient and the histogram of optical flow are calculated to describe the space-time distribution of motion patterns [5] ; however, these low-level feature descriptions are usually hand-crafted. In recent years, many studies have modeled video events using object trajectories [6, 7] . Trajectory-based features usually capture the high-level semantic relations between motion objects; however, these methods need to implicitly segment and track each object in crowd scenes, which is still a challenging issue due to occlusions and camera motion.
Currently, deep learning architectures have shown impressive performance for various tasks in computer vision, such as image segmentation [8] , image classification [9] , 2 Mathematical Problems in Engineering object detection [10] , and activity recognition [11] . These works mainly focus on supervised learning applications with convolutional neural networks; however, labeled anomaly events in surveillance videos are often difficult to obtain in the field of anomaly event detection. Fortunately, unsupervised deep learning methods have also been studied to address important tasks such as object tracking [12] and face alignment [13] . Nevertheless, studies on unsupervised deep learning architecture are rare in the field of anomaly event detection. Xu et al. [14] first introduced an unsupervised deep learning framework to learn a deep representation of appearance and motion based on stacked denoising autoencoders [15] . Anomaly events are then detected by fusing three one-class support vector machines (SVMs). Feng et al. [16] developed a deep Gaussian mixture model (GMM), which stacks multiple GMM layers on top of each other to learn normal event models, where high-level feature descriptors are extracted by training a principal component analysis network (PCANet) [17] from 3D gradients.
In this study, we propose a novel multimodal deep representations framework for anomaly event detection in complex crowded surveillance videos. In contrast to previous studies [14, 21] , instead of just using appearance or motion features or other low-level features to model the event patterns, we propose to learn the discriminative deep feature representation by fusing multimodal features including midlevel visual features, spatiotemporal energy features, and multiscale motion map features. A novel framework based on convolutional deep belief networks (CDBNs) [22] is introduced to achieve this goal. Foreground video patches are first extracted based on the spatiotemporal energies of the video sequence, and then low-level visual features, low-level energy features, and low-level motion map features are utilized as inputs of the three separate CDBNs to first learn mid-level feature representations. To further learn semantic deep feature representation, these three mid-level features are input to a multimodal fusion scheme to learn high-level deep features. Finally, a one-class SVM classifier is introduced to predict the anomaly events.
Compared with existing algorithms, contributions of this study are listed as follows:
(i) We propose a new unsupervised deep learning framework to learn mid-level feature representations by incorporating low-level visual features, low-level energy features, and low-level motion map features.
(ii) We introduce a multimodal fusion framework fusing mid-level deep features to learn semantic feature representations for modeling normal crowd events.
(iii) We obtain a comparative performance of our multimodal deep feature representation with state-of-the-art methods for anomaly detection on challenging anomaly datasets.
Related Works
Recent advances in anomaly event detection model the discrimination between normal and abnormal patterns. Normal patterns are first modeled from training data, and then abnormal patterns are detected as test samples having minimum error decision values. Generally, existing works for anomaly event detection can be roughly divided into trajectory-based methods and spatiotemporal patch-based methods.
For trajectory-based methods, trajectory extraction is usually the first step; then trajectory cluster or trajectorybased feature representation is performed to model the normal event patterns. For example, Piciarelli et al. [23] clustered groups of trajectories sharing similar features based on a single-class SVM; anomaly detection then became as only a matter of comparing the testing trajectory with the cluster model. Cui et al. [24] modeled the interaction energy potential of tracking points based on the positions and velocities of the neighboring points. In their method, the interaction energy potential function reflects the current state of a person and the relationship between current states, and then the corresponding reactions are explored to model the normal/abnormal patterns. In order to address occlusion and segmentation problems, Bera et al. [25] conducted a multiple-person tracking by a reciprocal velocity obstacle algorithm and represented the state of agent based on the ensemble Kalman filter to provide the position, velocity, and intermediate goal position of the current agent. Then the local feature representation and global feature representation of the pedestrian behavior are extracted based on the state of the agent. In addition, some works focused on tracking particle dynamics to model normal crowd flows. For example, Wu et al. [6] used Lagrangian particle trajectories to model the dynamics of crowd flow. Then the chaotic invariant feature from the representative trajectory can be extracted based on the largest Lyapunov exponent and correlation dimension.
As for spatiotemporal patch-based methods, event motion patterns are learned based on the 2D image patch or 3D video volume. Adam et al. [26] modeled the histograms of optical flow in a local region based on the exponential distribution. Mehran et al. [27] introduced a social force model to analyze crowd behavior, where interaction forces between pedestrian particles are calculated based on optical flow. Li et al. [18] developed a hierarchical mixture of dynamic textures (H-MDT) to model video representations, where temporal normalcy and spatial normalcy are modeled to detect the spatiotemporal behavior of crowd videos. In this method, a conditional random field (CRF) is used to measure the spatial and temporal abnormalities. Kim and Grauman [19] introduced a mixture of probabilistic principal component analyzers (MPPCA) to model local optical flow patterns. The space-time Markov random field (MRF) is then constructed to model the normal activities in the video. Recently, some works focusing on sparse representation have achieved promising results in the field of anomaly detection and localization. Cong et al. [28] proposed a sparse cost (SRC) over the normal dictionary to measure the normalness of a testing sample, where the training dictionary is designed with sparsity consistency constraint. However, this method is time consuming. Lu [20] et al. proposed a high-speed sparse combination learning framework to model normal events based on the 3D gradient features of a spatiotemporal video cube. This method has successfully detected anomaly event with a speed of 150 frames per second. 
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Learning Multimodal Deep Representations
In general, a typical approach to detect anomaly event is to learn model representation which describes the normal activities in the video scene and then discovers abnormal event by comparing feature patterns with the normal model representation. Among the proposed approaches in the literature, low-level visual appearance and motion feature based event model representation has gained much popularity [1, 6, 7, 14, 24, 27, 29 ]. Commonly used low-level features include color histograms from different color space, 3D spatiotemporal gradient, and histogram of optical flow. However, motion feature representation based on optical flow or spatiotemporal gradient fails to capture the motion variation in a longrange time. Meanwhile, many proposed approaches ignore the effect of motion pattern changes on the event model representation [1, 5, 7, 14, 24] . Based on the above observation, we develop a multimodal deep representation framework as shown in Figure 1 to generate more robust and complex representation of crowd event. In this framework, three low-level features are incorporated: low-level energy feature is used to capture the principal motion feature of the foreground motion objects, the low-level motion maps feature is designed to describe the motion patterns of the motion objects, and low-level visual feature is adopt to capture the appearance patterns of crowd event.
The proposed multimodal deep representation for anomaly event detection is based on three main stages. First, three CDBNs are introduced to learn the mid-level feature representation of crowd data. Particularly, to ensure the reliability of the model crowd event, different low-level features are incorporated including visual features, motion interactions, and distribution of the interaction features. In the second phase, these learned mid-level feature representations are further combined through a multimodal fusion scheme, resulting in a fused high-level deep representation that captures the correlation between the learned three midlevel feature representations. Finally, a one-class support vector machine (SVM) model is learned from all the learned multimodal deep representations. Then, whether any test crowd data is an anomaly can be judged based on the learning one-class SVM. In the following subsections, we will introduce the proposed approach in detail.
Convolutional Restricted Boltzmann
Machines. The convolutional restricted Boltzmann machine (CRBM) is a generative model, which is trained to learn deep representations from image data [22] . The basic CRBM consists of an input visible layer and a hidden layer. The input layer consists of an V × V array of binary-valued or real-valued visible units. The hidden layer consists of a detection layer and a pooling layer. Both detection layer and pooling layer have groups of units. Each group in the detection layer includes an ℎ × ℎ array of binary units h and each group in the pooling layer includes an × array of binary units p. The visible and detection layers are related by an × weight matrix W, which is shared among the detected units in the current group across all the spatial locations to capture useful spatial structures in one part of an image.
Then, the detection layer is partitioned into × blocks of locally neighboring detected units ( ), which are connected to one pooling unit in the pooling layer ( ). Then the energy function of CRBM with probabilistic max-pooling can be defined as
where is a shared bias for each group in the detection layer and is a shared bias for the visible units, * denotes convolution operation, andW denotes flipping the weight matrix W horizontally and vertically. Similarly, if the visible units are real-valued, the energy function of CRBM with probabilistic max-pooling can be defined as follows:
The joint probability distribution and conditional probability distribution are given by
where is a normalization constant.
where
(for the binary visible units) ,
where (⋅) is the sigmoid function.
(for the real visible units) ,
where (⋅) is a Gaussian distribution. For training the CRBM, a sparsity penalty term is added to the log-likelihood objective to avoid trivial solutions [30] . The update rule is defined as follows:
For more details of the training algorithm, see [22, 30] . By stacking the CRBMs, a CDBN is formed to capture the deep feature representations.
Model Mid-Level Energy Representations with CDBN.
The majority of the existing works use optical flow to model the feature representation of videos [1, 3, 18, 31, 32] ; however, optical flow suffers from the problem of occlusions and camera motion. In this study, we propose principal spatiotemporal-oriented energy to represent the low-level motion feature. The local spatiotemporal orientation energy at each pixel x = ( , , ) can be estimated using the third derivative of 3D Gaussian filters as follows [33] :
where 3 is the 3D Gaussian filter with the unit vector̂cap-turing the 3D direction of the filter symmetry axis, denotes the input video, * denotes the convolution operation, and Ω is a subregion around x. However, owing to the separable characteristic of Gaussian steerable filters, the spatiotemporal response is usually processed by a "marginalization" step [34] ; then the spatiotemporal orientation energy along a frequency domain plane with normaln is defined as follows:
where is the order of the Gaussian derivation and̂(n) is the space-time orientation (see [34] for the computation of (n)). In our implementation of energy measurement, we extract nine spatiotemporal orientation energies with different orientations as shown in Table 1 . For illustrative purpose, Figure 2 displays the energies that are captured from a Mathematical Problems in Engineering Energy measurement Selected orientation
single frame of a crowd sequence. It can be observed that the extracted energies can capture the local spatiotemporal structure of different orientations; for example, the rightward energy in Figure 2 (c) has a strong response to the cars driving east, the down left energy in Figure 2 (h) captures the movement of the black car turning left, and the static energy in Figure 2 (b) has an obvious response to the pedestrians waiting on the zebra crossing.
The nine extracted energy measurements can capture the local motion patterns along different orientations; however, we need to extract the crowd motion dynamics in a short period. In this study, we describe the global motion pattern by combining the spatiotemporal-oriented energies in the principal energy measurement as follows:
where the subscript denotes the principal energy measurement.
For illustrative purpose, Figure 3 displays the principal energy measurements that are captured from a crowd running sequence. It can be observed that the extracted principal energy measurements can efficiently differentiate between the background and foreground objects in the crowd scene. Based on this observation, we extract the foreground principal energy patches and then input these patches to a CDBN to capture the mid-level energy representation of the crowd scene. We divide the crowd video into volumes of size
For each volume vol, we use the mean of the principal spatiotemporal energies in the volume as a measure of the foreground patch as follows:
Then if the value of (vol) is larger than a given threshold, that volume is considered as a foreground patch. In our experiments, the value of the given threshold is set to 1.5 times the average principal spatiotemporal energies of the current crowd frame. We use the extracted 3D foreground spatiotemporal energy patches to train the energy CDBN, which can learn mid-level energy representations from the original crowd video sequence. To capture the rich spatiotemporal energy attribution, we adopt a multiscale sliding window to extract dense crowd patches, which are then warped into × ℎ × , where and ℎ are the width and height of each patch, respectively, and is the number of channels. This energy CDBN has two detection layers. The first detection layer filters the inputs with 40 kernels, each of size 5 × 5 × . The first detection layer is followed by a probabilistic max-pooling layer with its pooling factor set as 2. The second detection layer, with 60 kernels of 3×3× , is then applied and followed by a probabilistic max-pooling layer with its pooling factor set also as 2.
Model Mid-Level Visual Representations with CDBN.
We use a CDBN to model the visual features of crowd anomaly events. In a previous research [22] , CDBNs have demonstrated an excellent capability of capturing visual patterns in the application of object recognition and handwritten digital classification. Here, we are interested in studying how well they perform in the task of crowd anomaly event detection.
The low-level visual features of the foreground crowd patches extracted as described in Section 3.1 are utilized
Frame
The principal spatiotemporal energy 
Model Mid-Level Multiscale Motion Maps with CDBN.
The principal spatiotemporal energy of the foreground patches captures the pixelwise local motion energy; however, we observe that different foreground patches with different motion patterns may exhibit a similar principal energy distribution. Consider the three patches in Figure 4 (a): the red patch containing a walking man with normal speed, the blue patch containing a running man with high speed, and the green patch containing a man leaning against a post. Figures  4(b) , 4(c), and 4(d) represent the principal spatiotemporal energy distribution corresponding to these three patches. While these patches represent completely different motion patterns, one cannot easily distinguish them by only inspecting their principal energy distribution.
We propose multiscale energy maps to discriminate different energy patterns. An energy map is a binary image with elements covered by foreground pixels in a crowd patch set to 1. We use the multiscale energy maps to capture the multiple-scale level of principal spatiotemporal energy distribution, where different maps represent different energy scales. Specifically, we use three-scale energy map channels to represent detected principal energy patches, where each channel is a binary map with the same size as the principal energy patch. Two scale thresholds 1 and 2 ( 1 < 2 ) are used to choose the different channels. Given a foreground crowd patch, we normalize the sum of nine energies with different spatiotemporal directions and then compute the mean of energy within the patch ( patch ). If patch < 1 , we project the patch into the first channel, setting all the foreground pixels in this patch to 1. Otherwise, the current patch is projected to the second or the third channel depending on whether patch < 2 holds. From the right column in Figure 4 , we can observe that the three patches with different motion patterns are projected to different multiscale energy maps, where the different patches can be easily distinguished by the different scale levels.
Similar to the motion speed, motion direction is another important factor to recognize different motion patterns in a video sequence [2] . In this study, we propose multiscale direction maps to capture the motion direction distribution of the extracted patches. For each patch, the direction of the principal spatiotemporal energy exists in the eight space-time orientations given in Table 1 (from̂1∼̂8;̂0 in  Table 1 is the static energy). Similar to the multiscale energy maps, we use multiscale direction maps composed of eight channels to represent the direction distribution of the extracted patch. In particular, for each pixel in the patch, if the space-time direction of the principal spatiotemporal energy iŝ1, we project it to the first channel, setting the current pixel of the first channel to 1 and the other channels to 0. From Figure 5 , we can observe that the two patches with different motion directions can be distinguished by the eight-channel direction maps.
By stacking the multiscale energy maps and the direction maps for the extracted patches, we obtain an integrated map with 11 channels, each with the same size as the extracted patch. We construct a CDBN to derive the mid-level motion map representation. Similar to the energy CDBN explained in Section 3.1 and the visual CDBN presented in Section 3.2, these motion map CDBNs have two detection layers as well. The first detection layer contains 40 filters, each of size 5 × 5 × 11. The second layer contains 60 filters, each with size of 3 × 3 × 11. The other settings of the motion map CDBN are the same as those of the energy CDBN and visual CDBN. Particularly, the input units of these motion map CDBNs are binary-valued visible units, while the input units of the energy CDBN and visual CDBN are real-valued visible units. 
Multimodal Deep Representations of Three Mid-Level
Figure 5: Illustration of multiscale direction maps.
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The energy CDBN The visual CDBN The motion map CDBN and form multimodal deep feature representations. Figure 6 illustrates our multimodal deep representation framework. To train the mid-level feature representations, we adopt a greedy, layer-by-layer unsupervised learning algorithm that can learn CDBN's one layer at a time [22] . Here we describe the training process of the energy CDBN; the training of the visual CDBN and the motion map CDBN is the same. 
where is the sigmoid function. Then the derivative of the log-likelihood with respect to the model parameters takes the form [35] . Similarly, the derivative of the log-likelihood with respect to W 3Vis and W 3Map can be computed.
After learning the multimodal restricted Boltzmann machines, the posterior probability density of the hidden variables given the three sets of pretraining mid-level feature representations can be viewed as the multimodal deep representation of the training data. For any training crowd video patch x, we denote its multimodal deep representation as x .
Anomaly Event Detection and Localization with Deep Representations
The anomaly event detection problem in a crowd video is formulated as a binary classification problem. We adopt a one-class SVM model [36] to detect crowd anomaly events. The one-class SVM attempts to learn a hypersphere in the feature space, which can separate most of the training data from the original with a maximum margin, and then the small fraction of training data lying outside the hypersphere are considered as anomaly. Formally, given a set of training crowd patches = {x } =1 , x ∈ R , a one-class SVM problem can be formulated as the following quadratic program:
where w is the learned weight vector defining the hypersphere, (⋅) is a feature map transforming the feature vector x into an inner product space by the kernel function, is the slack variable for the training patch , is the size of the training dataset, is the offset, and is the regularization parameter, which is defined by the user to regulate the outlier fraction lying outside the hypersphere. In practice, the quadratic program is transformed into the following dual problem:
where (⋅) is the kernel function and is the Lagrange multiplier.
In our experiment, we use a radial basis function kernel,
. Given the optimal by solving (16), the optical weighting vector is given by w = ∑ (x ); then the decision function (x) = sgn(w (x ) − ) is used to determine whether the test crowd data is an anomaly.
Experiments
In this section, we systematically apply our proposed algorithm on two public datasets to verify its effectiveness. Three different measurements are applied to evaluate the anomaly detection accuracy. Then qualitative and quantitative comparisons are performed with state-of-the-art algorithms.
Evaluation Criterion.
In order to evaluate the performance, three commonly used levels of measurements, namely, frame-level, pixel-level, and patch-level, which were introduced in [18, 20] and exploited in the majority of previous studies, are applied. The measurements are defined as follows.
(i) Frame-level: in this measurement, a frame is considered to be anomalous if at least one pixel in the frame is detected as anomalous. These frame-level detection results are compared to the frame-level ground truth of each frame; then the detection results are adopted to determine the number of true positive numbers and false positive numbers. However, this frame-level measurement cannot ensure that the detected anomalous pixel coincides with the actual anomalous position. This is because some portion of false pixel detection may cause a true positive frame.
(ii) Pixel-level: in this measurement, detection results are compared to the pixel-level ground truth of each frame. If 40% (or more) of anomalous ground truth pixels are identified as true positives, then the frame is considered to be an anomaly. On the other hand, a normal frame will be identified as false positive if any normal pixel is predicated as anomalous. Compared with the frame-level measurement, the pixel-level measurement is much stricter and focuses more on the correct localization of an anomaly event.
(iii) Patch-level: a high true positive rate (TPR) in pixellevel measurements always accompanies a high false positive rate (FPR). This is because more normal pixels may be considered as anomalous when more anomalous pixels are detected as true positives. The patch-level frame measurement focuses [18] , (c) MPPCA [19] , (d) SCL [20] , and (e) the proposed method.
more on the truly detected anomaly patch, and the true positive is defined as follows:
Detected anomaly ∩ True anomaly Detected anomaly ∪ True anomaly ≥ ,
where is a predefined threshold. The receiver operating characteristic (ROC) curve is employed to measure the detected accuracy based on the frame-level and pixel-level measurements. The ROC curve consists of TPR and FPR, which are defined as follows: 
Based on the ROC curve, the performance is summarized as the following evaluation criteria: (i) Area under curve (AUC): the area under the ROC curve (ii) Equal error rate (EER): the ratio of misclassified frames at which FPR = 1 − TPR for the frame-level measurements (iii) Equal detected rate (EDR): the detection rate at which EDR = 1 − EER for the pixel-level measurements.
UCSD Dataset.
The UCSD (http://www.svcl.ucsd.edu/ projects/anomaly/dataset.htm) dataset is recorded with a static camera mounted at an elevation, overlooking pedestrian walkways on the UCSD campus. The crowd density in this dataset varies from sparse to very crowded. The dataset is organized into two subsets called Ped1 and Ped2. An anomaly event is indicated by the emergence of a car, skateboarder, wheelchair, or bicycle moving with the normal walking patterns of pedestrians. Ped1 contains 34 and 36 image sequences for training and testing, respectively, at a spatial resolution of 158 × 238. Ped2 has 16 training videos and 12 test videos with a resolution of 360 × 240. All training video frames in the dataset are normal, that is, containing only normal pedestrian walking patterns, and the test videos in Ped1 and Ped2 both contain image sequences with approximately 5500 normal frames and 3400 abnormal frames.
In the first series of experiments, we evaluate the performance of the proposed method using the UCSD dataset. For the mid-level energy feature learning, patches are extracted using a sliding window approach at 20 × 20 pixels. We train the energy CDBN with two hidden layers from the energy patches. The first hidden layer consists of 40 groups of filters, while the second hidden layer consists of 60. We use a fixed learning rate = 0.05 and a batch size = 256. The pooling ratio for each layer is set as 2, the target sparsity of the first hidden layer as 0.03, and the target sparsity of the second hidden layer as 0.02. For training of the visual CDBN and the motion map CDBN, the parameters are the same as those of the energy CDBN. For the semantic fusion of the multimodal representation, the mid-level visual features, mid-level energy features, and mid-level motion map features are the inputs of the multimodal RBM, which contains 120 hidden units. For one-class SVMs, the parameter is tuned with the cross validation.
We compare our anomaly event detection framework with state-of-the-art approaches: mixture of dynamic textures (MDT) [18] , social force model (SF) [27] , mixture of optical flow models (MPPCA) [19] , Adam et al. 's method [26] , sparse reconstruction cost (SRC) method [37] , sparse combination learning (SCL) method [20] , and the appearance and motion DeepNet (AMDN) method [14] . Some testing results are shown in Figure 7 , where the first column contains the ground truth, the second column contains the MDT [18] model results, and the third and fourth columns contain the results of MPPCA [19] and SCL [20] methods, respectively. The last column provides the results of the proposed method. For the MDT algorithm, its results contain a large quantity of background pixels, and the algorithm misses the two people walking across the grass (row III, column (b)). For MPPCA, it completely misses the biker and the people on the grass (row III, column (c)). As for SCL, it misses the biker (row II, column (d)) and the runner (row III, column (d)). By contrast, the proposed method obtains satisfactory results and the overall performance is better than those of the others. Figure 8 shows the frame-level and pixel-level detection results on Ped1 comparing our method with the state-of-theart methods. Figure 8(a) shows the frame-level performance and Figure 8(b) shows the pixel-level performance. It can be observed that the ROC curve for our approach lies above the other six curves, which indicates that our approach is not only comparable to other methods, but also superior to them. Based on the ROC curves, Tables 2 and 3 show the quantitative comparisons in terms of AUC, EER, and EDR of our method against several state-of-the-art approaches. From these values, it is evident that our method outperforms the majority of previous methods for both frame-level and pixellevel measurements. 15,324 testing) frames in total [20] . The main challenges of this dataset are due to slight camera shaking, a few outliers in the training data, and the absence of some normal motion patterns in the training data. The image resolution is 360×640 pixels. Figure 9 illustrates some anomaly event detection results on the avenue dataset. In this figure, the first row is the ground truth, the second row the SCL algorithm [20] result, and the third row the proposed algorithm result. From Figure 9 , we can observe that SCL misses the running boy (column (a)) and marks the normal pattern as abnormal (column (d)); however, the proposed algorithm detects the anomaly events correctly. Table 4 also presents the patch-level measurements by using different overlapping thresholds in (14) . Compared with the SCL method, our method improves the average accuracy by 2.65%, which proves the effectiveness of multimodal deep representation.
Conclusions
This study presents a novel anomaly event detection method based on a multimodal deep learning framework. Specifically, effective video features based on spatiotemporal energy measurements are automatically extracted to represent the low-level visual features, energy features, and motion map features. In order to learn the normal event patterns, three CDBNs are utilized to learn mid-level representations of normal event patterns. Then a multimodal RBM is trained to learn deep representations fused on the learned mid-level features. The extensive experiments on two challenging datasets demonstrate the effectiveness of the proposed method compared with state-of-the-art algorithms and prove the advantages of deep representation. In future studies, more efforts will be made to build other deep network architectures and construct alternative multimodal fusion schemes for anomaly detection in complex video scenes.
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