An analysis of filtering characteristics for database differential file design architecture is presented. Shortcomings of previous work on this topic are discussed and a corrected analytical model is proposed. The impact of assumption violations on the analytical model is explored through the use of a computer simulation. The simulation model is described and results are presented, suggesting the sensitivity of the analytical model and providing some direction for further research.
BACKGROUrJD OF THE PROBLEM
In a recent paper, Mullin [1] proposed that a mathematical analysis of a problem might yield insights into the problem in a manner that is more efficient than a simulation of the same problem.
The particular context of the discussion was a simulation study of the performance of database environments using a differential file access technique that was conducted by Gremillion [2] ,
In this paper, we attempt to point out some flaws in Mullin's analysis and correct the comparisons of performance indicators that are provided by him, between the simulation and the mathematical analysis.
A brief description of the problem of interest is provided for the reader's convenience.
Consider an on-line system with a file (usually very large) containing N records that are accessed and modified on a periodic basis.
When a differential file approach is used, modifications are not made in the main file itself; instead the modified records are written into a differential file which, understandably, would be considerably smaller than the oain file.
At selected points in ti;ne a reoq~anization takes place; the two files are mergeci making the main file current and the differential file void of any records. The advanta3es to using this technique are well elucidated in
Since not all of the N main file records are up-todate (when the differential file is non-empty), an incoming transaction must determine if the recor~ that is sought is in the main file or in the differential file. The use of a Bloom filter avoids the necessity of an exhaustive search--o-f-both fi 1es ,;hen a particular record is sought.
A Bloom filter consists of a collection of switches (in main memory).
Every time a record is placed in the differential file a set of corresponding switches are turned on.
The specific switches to be turned on are determined by applying a set of transformations on the identifier of the modified record. During retrieval, the differential file is accessed only if all the relevant switches for a record are on. This does not guarantee that the record resides in the differential file since all of the relevant switches could have been set by
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transformations that were applied to several previously modified records.
The performance of such an environment then, is a function of the number of erroneous differential file accesses that occur. Severance and Lohman [3] describe the problem in the ::ollowing manner.
The probability that a random switch will be set in the filter is given by the expression The probability of all X switches being set, given t!1e identifier of a specific record is given ~y the expression
if tnere are N main file records in existence, the probability that a given record has not been ~odified since the most recent reorganization is ~iven by the expression (2) ~~he cssumptions of this model (that were subsequently challenged by Gremillion (2] and led to the simulation study) include independent updates, uniform distribution of updates across all the main file records, independent and uniform mappings of the transformation functions over the switch array. See if any corresponding filter switches are off.
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If not, search the differential file. In fact, k grows from 0 to this value. Given that erroneous accesses are less likely to occur when the k is small than when k is equal to its maximum value, we could expect Pm to be smaller However, k varies (and, hence, so does p ) as modifications take place over time. q is the unconditional probability of an erroneous differential file access. Severance and Lohman propose that q is the product of (1) and (2).
The assumption of independence (between a main file record not being modified and all of the corresponding surtiles being set) that is needed for this expression to be true, in fact, does not hold. In the absence of independence between the events of interest, it can be shown that q is given by the following expression:
The rest of experimental performance simulation. qi = P; + (l-1/N)k -1 the paper outlines a plan for the simulations and compares the predicted with the performance observed in the THE SIMULATION STUDY The development of the analytical model included assumptions which leave some doubt as to its suitability for design application. Specifically, the assumptions of independence and uniformity in both the distribution of updates within main file records and the mapping of transforn1ation functions over the switch array are easily challenged by those familiar with actual systems. The conditions seem particularly restrictive since their violation would appear to significantly impact the analytical results.
The utility of the model is thus enhanced through experimentation, exploring the model boundaries and providing a basis for some conclusions about the effects of their violations.
A computer simulation Elodel was developed and implemented as a tool for experimentation. The approach involved the random generation of record identifiers, or keys, as input to the filtering process. As the simulated transactions were applied, the "database" was maintained, and those transactions e4hich resulted in erroneous "differential file" accesses were counted. Performance evaluation was based on an approximation to the error rate function described by the analytical model. By partitioning the simulation into equally sized batches of N consecutive transactions, an estimate of the error rate could be calculated for each by dividing the number of errors resulting from those transactions by N. The error rate as a function of the number of transactions processed, k, was thus approximated with the frequency-based estimate for each batch, representing the average error rate over the corresponding range of transactions. In order to provide a common measure for comparative purposes, then, the analytical model was used to produce exact values for the average probabilities of the corresponding batches (given the assumptions.) The performance of the analytical model was thus evaluated in direct comparison to observed results as its assumptions were systematically violated in the simulation.
The simulation was programmed in FORTRAN, and designed to run efficiently by explicitly modeling only the essential elements of the process. Only the record identifiers, or keys, were used for the transactions, since the actual records represent unnecessary overhead. Keys were generated by transformation of psuedo-random numbers into a consecutive set of positive integer values, ranging from 1 to N, where N is the total number of unique keys being considered. This allowed the input stream to be varied easily and provided a high degree of control over the distribution of the hashing operation. In addition, the differential file was easily represented by an array in which the subscripts matched the corresponding keys. In this manner, the inclusion of a key in the file was quickly determined and maintained. The logic also took advantage of the fact that if the key generated for a transaction was already 1n the differential file, then there was no possibility of an error on that transaction. Therefore, this check was made at the beginning of each transaction, saving execution of the hashing logic when possible.
Finally, only update, or modification, transactions t;ere considered in the simulation. Since a retrieval transaction never alters either the differential file or the switch array, retrievals never change the probability of an erroneous differential file access on the transactions which follow it. Retrievals merely maintain the probability determined by the last previous update transaction. Thus, for a particular system configuration, the error rate function over N update transactions is identical to that over M transactions of unspecified type (updates and retrievals) if N updates are included in the M unspecified transactions (assur.Jing that the retrievals are uniforc.1ly distributed ar.wng the transactions.) For example, iE a system has an error probability of P at 100 updates, and an average of l/3 of all applied transactions are retrievals, then the error probability is P at 150 transactions of unspecified type. Since this simple rescaling scheme may be used to adjust for the presence of retrievals, these transactions uere omitted from the simulation.
Statistics were collected individually for each of the et·ually sized periods into which the simulation was ~artitioned.
Thus, for a given period, the number of transactions which resulted in error were counted and divided by the total nuober of transactions per period. This estimate of the average error rate for that period was recorded once for each of several independent runs, or replications of the simulation experiment. An average and standard deviation of the error rate estimate were produced over the multiple runs for each period. Several preli.minary experir.tents were performed as a basis for the select.ion of the simulation parameters.
As in the analytical model, the function appeared to be of interest mainly :ln the range fro:n 0 to N transactions, where N is the number of unique keys being considered. It was over this range, generally, th01t the function rose, peaked, and began to fall off slowly. The range is usefully reported as a percentage of N, rather than absolute numbers of transactions. This generality is possible since, for systems of proportional parameters and distributions, the results are identical, regardless of the particular size, N, cf the unique key set. The simulation, then, might easily be performed using a very small key set. However, since the error probability must be estimated by the percentage of observed errors in a batch, a large batch size (500 transactions) was used to better assure normality in the distribution of the estimates over thirty runs or replications.
In order to describe the resulting function in sufficient detail, 2L, points were estimated over the range. Each run was, therefore, partitioned into 24 batches of 500 transactions.
This set the total number of transactions per run at 12,000 and, since the upper ltmit of the range of interest was previously reasoned r:o be equal to the size, N, of the unique key set, a set of 12,000 unique keys ;ras used.
For the uniform ~ashing loadings, then, the ratio, R, of the number of unique keys to the number of switches was easily 31tered from 3 to 2 by us:ing 4,000 and 6,000 s>litches, respectively. This ratio indicates the number of unique keys <vhich map to one particular switch. As the ratio increases, so does the likelihood of of an error, since a switch turned on by one key fJay be used to initiate a differential file search for another key vhich shares that s>~itch.
The simulation ,;as both verified an validated by the use of the analytical model.
In Figure 1 , the simulation results for the ideal case (all analytical model assumptions met) are plotted as cross-hairs. The exact results are represented by the solid line. The simulation appears, by inspection, to be performing the filtering process accurately. 
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Figures 2 and 3 depict the effects, on the error probability function, of uniformity violations in the input strea~ of transaction keys. In Figure 2 , the 12000 keys are hashed into 4,000 s"1itches one time, yielding a loading ratio, R, of 3. In Figure 3 , the ratio is 2 since 6,000 switches were available. In introduction of non-uniformity into the input ske"s the error probability, producing a more quickly rising error rate as the input non-uniformity increases. The skewed peaks are somewhat smaller than the exact results dropping from .38 to .32. In an actual system, reorganization (re-initialization) would probably be performed as the error rate increased to an upper limit of acceptability, prior to the peak. Thus, system designers will find that as user activity tends to focus on a subset of the unique key set, the analytical model will tend to underestimate the error rate.
For example, consider a period of update transaction processing during which the number of transactions processed is equal to l/24 of the number of unique keys in the key set. In Figure 3 , the average error rate observed during the fourth such period after reorganization is underestimated by the analytical model as about 22% while the observed results are as high as 30%. Users of such a syste~ would realize degradation of system performance, characterized by extended response times. In Figure 4 , the effects of non-uniformity in the distribution of keys into the switch array is investigated.
In this case, the simulation was configured to generate uniform input of keys, but the hashing transforr.~ation mapped 1/2 of the keys with a loading ratio of 4 keys per switch, while the t·emaining 1/2 were mapped with 3 keys per S\<itch. The cross-hairs represent the results of the simulation. The solid line shows the exact results for a uniform loading of 3 keys per switch, while the circles denote the exact results for 4 keys per switch. Inspection indicates that the observed results are bounded by the exact results on each side. A conservative estimate of the error rate could thus be derived from the analytical model for a system with uniform input by using the largest loading ratio among the switches. The analytical model developed corrects the previous model and provides a sound basis for research aimed at refining the differential file system design process. The experimental results provide some indication of the applicability of the model to actual systems. Violations of the assumptions have an impact on the results which increases with the degree of violation and may be realistically significant. The simulation modeling features and the pattern of results suggest directions for further experimentation by the system r.~anager tunin::; an actual system as >~ell as the researcher attempting to generalize the analytical model. Subsequent research efforts might focus on a general measure of the quality of a given hashing scheme based on the switch loading scheme in relation to the input distribution. Such a measure should account for the number of hashing transformations and their degree o[ independence, their ability to differentiate between keys, and their tendency to work best for the most heavily accessed subset of the unique key set. The effects of Jaul tiple hashing transformations and combinations of assumption violations could then be easily explored and reported in very general terms for direct use in system design.
