Abstract. An interesting property of the midpoint rule and the trapezoidal rule, which is expressed by the so-called Hermite-Hadamard inequalities, is that they provide one-sided approximations to the integral of a convex function. We establish multivariate analogues of the Hermite-Hadamard inequalities and obtain access to multivariate integration formulae via convexity, in analogy to the univariate case. In particular, for simplices of arbitrary dimension, we present two families of integration formulae which both contain a multivariate analogue of the midpoint rule and the trapezoidal rule as boundary cases. The first family also includes a multivariate analogue of a Maclaurin formula and of the two-point Gaussian quadrature formula; the second family includes a multivariate analogue of a formula by P. C. Hammer and of Simpson's rule. In both families, we trace out those formulae which satisfy a Hermite-Hadamard inequality. As an immediate consequence of the latter, we obtain sharp error estimates for twice continuously differentiable functions.
Introduction
Let f : [a, b] → R be a convex function. Then
These inequalities are of fundamental interest in numerical quadrature. They say that the midpoint rule approximates the integral from below and the trapezoidal rule approximates it from above. Moreover, these inequalities have attracted the interest of people working in general inequalities, who refer to (1.1) as the HermiteHadamard inequalities; see [6] . We shall join them in doing so. In particular, we shall call the first and the second inequality in (1.1) the lower and the upper Hermite-Hadamard inequality, respectively. The midpoint rule and the trapezoidal rule are the simplest quadrature formulae. They can serve as basic elements for constructing more sophisticated formulae by certain types of convex combinations or for deducing various quadrature procedures by subdivisions and compositions (see [14] and [15, § § 3.2, 4.2] , where efficient algorithms for various types of improper integrals are obtained). For these reasons, the midpoint rule and the trapezoidal rule together with their fundamental inequality (1.1) have been a starting point for numerous investigations.
For example, we may consider a convex combination of the nodes of the two formulae by defining
is a family of quadrature formulae which gives the midpoint rule when λ = 0 and the trapezoidal rule when λ = 1. Moreover, for any convex function f , we have
see [8] . The extremal value 1/2 of the parameter λ gives the two-point Maclaurin formula, not to be mistaken for the Euler-Maclaurin formula. For λ = 3 −1/2 , the formula (1.2) yields the two-point Gaussian quadrature formula, which is of order 4.
We may also consider a convex combination of the midpoint rule and the trapezoidal rule with fixed nodes, that is, This family gives the trapezoidal rule when α = 0 and the midpoint rule when α = 1. Moreover, for any convex function f , we have
The extremal value 1/2 of the parameter α gives an inequality which was discovered by Hammer [9] , but sometimes it is also attributed to Bullen [3] ; see [6, p. 11] . For α = 2/3, the formula (1.4) yields Simpson's rule, which is of order 4.
In this paper, we look for multivariate analogues of these classical results. As regards convexity, it was mentioned in [12, § 8d] that not much has been done in multivariate integration.
For any integration formula, we shall say that it admits a lower or an upper Hermite-Hadamard inequality if it approximates the integral of any convex function from below or above, respectively. We shall see that for such an integration formula we can always establish a sharp error bound.
By an affine function L on R d we mean a mapping
where a ∈ R, b, x ∈ R d , and b, x is the standard inner product of b and x. If a = 0, then the function L is linear . Since, for an affine function L, both L and −L are convex, it follows that if an integration formula admits a (lower or upper) Hermite-Hadamard inequality, then it must be exact for affine functions.
Multivariate analogues of the midpoint and the trapezoidal rule
In view of (1.1), the midpoint rule and the trapezoidal rule can be characterized as the quadrature formulae with a minimal number of nodes such that for any convex function the integral is approximated from below and above, respectively. We shall use this characterization for locating multivariate analogues.
A property, which may be seen as a restriction in the multivariate case, is that convexity of a function requires the domain of definition to be convex. For example, it may happen that a globally convex function has to be integrated over a nonconvex domain D. Then the rich theory on convex functions would not apply to f restricted to D. However, various attempts have been made in order to define convex functions on non-convex domains. One of the most useful concepts is that of Busemann and Shephard [4] , which is as follows.
has the following properties:
It follows that if D is a convex set, then f is convex in the sense of BusemannShephard if and only if it is convex in the classical sense. Moreover, if f is convex in the sense of Busemann-Shephard, then it has an extension f to the convex hull of D where f is convex in the classical sense. Conversely, if a convex function is restricted to a non-convex subset of its domain of definition, then the restriction is convex in the sense of Busemann-Shephard.
An important property of the above notion is that it guarantees the existence of supporting hyperplanes. 
For a measurable set D ⊂ R d , we shall denote by |D| the measure of D. The following simple theorem describes a multivariate analogue of the midpoint rule. That formula may be attributed to Good and Gaskins [7] , but these authors did not present results for convex functions. In recent publications (see, e.g., [6, p. 257 , Theorem 158, (6.33)]), the authors did consider such a formula for convex functions, but they required differentiability and had restrictions on the domain of integration and the dimension d. 
Let f be convex on D in the sense of Busemann-Shephard. Then
Equality is attained for every affine function f . Moreover, in (2.1), the point x * cannot be replaced by any other y ∈ D.
We want to call the integration formula
the center-of-gravity rule. For a connected set D ⊂ R, it reduces to the midpoint rule.
We now turn to a generalization of the trapezoidal rule. As regards general domains of integration, we will be much more modest, but subsequently we shall see that we cannot do more. 
Equality is attained if and only if f is an affine function.
the vertices-of-a-simplex rule. For a non-degenerate simplex in R, it reduces to the trapezoidal rule. For d = 2 the simplices are triangles, and then the inequality (2.3) was proved by Allasia and Giordano [1] who considered their integration formula as a two-dimensional analogue of the trapezoidal rule. Formula (2.4) in its full generality is contained in the book of Stroud [16, p. 307 , formula T n : 1-2] where it is attributed to R. Lauffer.
There is a big discrepancy between the admissible domains of integration in Theorems 2.1 and 2.2. But actually, in Theorem 2.2, we cannot admit domains other than simplices if we want a minimal number of nodes. 
Then the following holds: Theorem 2.3 shows that an upper Hermite-Hadamard inequality can only exist on convex polytopes. Such an inequality can be established by decomposing the convex polytope into simplices whose vertices are amongst the vertices of the polytope. Then (2.3) holds on each simplex and extends to the polytope by combining the resulting inequalities. The decomposition of a convex polytope into simplices is not unique. We may therefore consider all possible decompositions and take the arithmetic mean of all the resulting integration formulae. Then, for a regular polytope P, we obtain an integration formula all whose coefficients are equal. If, in this case, P has k vertices x 1 , . . . , x k , then the formula is
Theorem 2.3 shows, in particular, that there is no upper Hermite-Hadamard inequality for a disk. However, Dragomir [5] observed that, for a convex function, the integral mean over a disk is bounded by the integral mean over the circle which is the boundary of this disk. This he called a Hadamard inequality for the disk. His result can also be deduced by approximating the circle by a regular polygon with k vertices, establishing a two-dimensional Hermite-Hadamard inequality for the resulting polygonal domain, and letting k tend to infinity.
We have seen that the center-of-gravity rule and the vertices-of-a-simplex rule give Hermite-Hadamard inequalities with a minimal number of nodes. However, there is a price to pay for this minimality. In the case of a simplex, we can show that amongst all integration formulae, which have positive coefficients and approximate the integral of a convex function from below or above, the center-of-gravity rule and the vertices-of-a-simplex rule, respectively, yield the worst approximation. 
A multivariate analogue of a Maclaurin formula
The Maclaurin formula mentioned in the introduction can be characterized as the quadrature formula with the following properties:
(i) Its nodes are a convex combination of the nodes of the midpoint and the trapezoidal rule. (ii) It admits a lower Hermite-Hadamard inequality.
(iii) Amongst all formulae satisfying (i) and (ii), it is the one which yields the best approximation to the integral of a convex function. These properties may be used for tracing out a multivariate analogue of the two-point Maclaurin formula.
Considering a non-degenerate simplex S ⊂ R d with vertices x 0 , . . . , x d and center of gravity x * , we introduce
Then the following theorem holds.
Theorem 3.1. In the preceding notation, let f be convex on S. Then
As a function of λ, the left-hand side of (3. 
may be called a multivariate Maclaurin formula. Since λ * 1 = 1/2, we obtain the classical two-point Maclaurin formula when d = 1. Theorem 3.1 has an interesting consequence. For λ = 1, the integration formula (3.4) is the vertices-of-a-simplex rule, which approximates the integral of a convex function from above (see Theorem 2.2). Hence, when f is a continuous, convex function, then, by the intermediate-value theorem, there must exist a λ ∈ [λ * d , 1] such that the integration formula for λ gives the exact value of the integral. By a refined consideration, we shall see that we need not assume continuity. In fact, the following result holds. 
In higher dimensions, this result is quite surprising for the following reason. Generally, for a continuous function f , we have 1
for some x ∈ S. Here x may be anywhere in S, depending on the function f . Since x has d components, we can say that we have d "degrees of uncertainty". In the representation (3. 
A multivariate analogue of Hammer's inequality
The quadrature formula appearing in Hammer's inequality (the case α = 1/2 of (1.5)) can be characterized as follows:
(i) It is a convex combination of the midpoint rule and the trapezoidal rule.
(ii) It admits an upper Hermite-Hadamard inequality.
(iii) Amongst all formulae satisfying (i) and (ii), it is the one which yields the best approximation to the integral of a convex function. In view of this characterization, the following theorem allows us to locate a multivariate analogue of Hammer's result. For α = 1/(d + 1), the integration formula
may be called the multivariate Hammer formula. For d = 1, the corresponding α becomes 1/2, and then we obtain the formula considered by Hammer [9] .
A multivariate analogue of Simpson's rule
For α = (d + 1)/(d + 2), the family (4.2) yields a formula of order greater than 2. Indeed, the following theorem holds. 
whenever f is a polynomial in d variables of total degree at most two.
Obviously, for d = 1, we obtain Simpson's rule. We may therefore call the integration formula (5.1) the multivariate Simpson rule for a simplex. It will turn out to be a useful tool for proving the results of the next section.
Sharp error bounds
For a twice differentiable function f : S → R in d variables, we denote by
the Hessian matrix of f at x, and we introduce
where · is the Euclidean norm in R d and y is assumed to be a column vector so that its transpose y becomes a row vector.
An interesting and very useful property of Hermite-Hadamard inequalities is that they always yield a sharp error bound for the associated integration formula. This observation can be stated as follows.
Lemma 6.1. For a measurable set
be an integration formula which admits an upper or a lower Hermite-Hadamard inequality. Then for every twice continuously differentiable function f and any y ∈ R d we have
This estimate is sharp. Equality is attained for every function of the form
where c ∈ R and L is any affine function.
In conjunction with Theorems 2.1, 2.2, and 3.1, Lemma 6.1 implies the following estimates. 
3). Each of these estimates is sharp. Equality is attained for every function of the form (6.3).
Let us mention that 
Lemma 6.1 also allows us to establish sharp error bounds for the family (4.2) when α is in the range which admits an upper Hermite-Hadamard inequality. 
This estimate is sharp. Equality is attained for every function of the form (6.3).
For d = 1, we obtain error estimates for the family (1.4). In particular, we find that
which is a result proved in [6, p. 44, Theorem 34].
For the sake of completeness, we also present an error estimate for the formula (4.2) when α ∈ (1/(d + 1), 1). This estimate is not sharp, but it becomes sharp at the boundary points α = 1/(d + 1) and α = 1. (d + 1), 1) , the remainder of the formula (4.2) satisfies
Proofs
Proof of Theorem 2.1. The affine function L x * , specified in Proposition A, may be written as
Taking the definition of x * into account, we readily obtain (2.1). The case of equality is easily verified. Now assume that (2.1) also holds with x * replaced by y on the left-hand side. Then, in both inequalities, the equality sign will occur for affine functions, as we pointed out in the Introduction. Thus, for the affine function
we obtain y − x * = 0, and so y = x * .
Proof of Theorem 2.2. Given the simplex S as in the theorem, there exist uniquely determined affine functions
The numbers L 0 (x), . . . , L d (x) are called the affine or barycentric coordinates of x with respect to the vertices of S; see, e. g., [11, pp. 132-135] . Using Kronecker's delta, we have
as a consequence of (7.3).
From (7.1) and (7.2), we see that the right-hand side of (7.3) is a convex combination of x 0 , . . . , x d when x ∈ S. Hence, applying f on both sides of (7.3) and making use of the convexity, we find that
Since L i is an affine function for each i, the center-of-gravity rule is exact for the right-hand side of (7.5), and so integration of both sides gives
where x * is the center of gravity of S. For a simplex it is known that the center of gravity is equal to the centroid, or equivalently,
This completes the proof of (2.3). It remains to discuss the occurrence of equality. As we mentioned in the Introduction, every Hermite-Hadamard inequality yields equality for affine functions. To complete the proof, we have to show that in (2.3) there are no other cases of equality. For this, we note that, in dependence on x, the right-hand side of (7.5) is the uniquely determined affine function which coincides with f at the vertices of S. Hence, if f is a convex but not an affine function, then (7.5) must be strict for some x ∈ S. Since f is upper semicontinuous on S (see [13, p. 96, K (3)]), the inequality (7.5) is strict in some neighborhood of x. This implies that the inequality (2.3) is strict.
Proof of Theorem 2.3. Let K * be the convex hull of x 0 , . . . , x n . Assume toward a contradiction that there exists a point x ∈ K \ K * . Then, by a fundamental result on convex sets (see [13, 
It has the following properties:
(a) f is continuous; (b) f is convex since it is the maximum of two convex functions;
(e) f ( x) = 1. Because of (a) and (e), there is a neighborhood of x where f is strictly positive, and so, in conjunction with (c), we find that K f (x) dx > 0. On the other hand, it follows from (d) that Proof of Theorem 2.4. As we pointed out in the Introduction, equality must occur in (2.7) throughout when f is an affine function. In particular, for f = 1, we find that Then f is a convex function on S and
Hence, by Theorem 2.1,
and so
which shows that, in general, (3.2) is no longer true when λ is a little larger than λ * d .
Part 4. Finally, we prove that λ * d satisfies (3.3) . For this, we determine the location of the center of gravity of P i .
For fixed i, let us introduce a local, orthogonal coordinate system having the origin at x i and the symmetry axis of P i as one of its axes, say, the z-axis, the orientation being chosen such that x * has a positive z-coordinate. First, we want to calculate the z-coordinates of the vertices of P i . Consider a vertex which is the center of gravity of a j-face. Denote its distance from x i by a j and its z-coordinate by z j . Note that, by symmetry, a j (and also z j ) is the same for all the j-faces containing x i , and each j-face is a regular simplex in R j with
