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Abstract
In this paper we discuss Sudakov type minoration for the dependent
setting. Sudakov minoration is a well known property first proved for
centered Gaussian processes which states that for well separated points
there is a natural lower bound on the expectation of the supremum of such
a process. We generalize this concept for the dependent setting where
we consider log concave random variables and then discuss methods of
proving the property.
1 Introduction
Consider a random vector X = (X1, X2, ..., Xn) in R
n which has log-concave
distribution µX . It means that for any non empty measurable sets A and B
µX(λA + (1− λ)B) > µX(A)λµX(B)1−λ, for 0 < λ < 1. (1)
Due to the Borel’s result [2] it means that µ is supported on the affine subspace
of Rn and there exists a density of µ on the subspace of the form exp(−U(x)),
where U is a convex function.
Consider a finite set T ⊂ Rn and a process (Xt)t∈T given by Xt = 〈t,X〉. One of
the main questions for the analysis of X is to understand the quantity supt∈T Xt
for arbitrary set T ⊂ Rn. The concentration type inequalities describe how well
supt∈T Xt concentrates around its mean i.e. E supt∈T Xt. In this paper we treat
the question what can be said about E supt∈T Xt.
We first recall a trivial upper bound on E supt∈T Xt.
Proposition 1 Suppose that X satisfies ‖Xt‖p 6 A and |T | 6 exp(p). Then
Emax
t∈T
Xt 6 eA
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Proof. Obviously
Emax
t∈T
Xt 6 E(
∑
t∈T
|Xt|p) 1p 6 (E
∑
t∈T
|Xt|p) 1p 6
6 |T | 1pA = eA.

The aim of this paper is to reverse the inequality. Obviously it is not possible
without additional assumptions on the points in T so we require that any differ-
ent points s, t in T are well separated. The lower bound on E supt∈T Xt under
the increment condition is called Sudakov type minoration named after the first
result in this direction [13] obtained for a vector X of independent centered
Gaussian random variables. Sudakov type minoration is known for independent
log concave random variables and few cases of the general log-concave setting.
We formulate the main problem for this paper. Suppose that T is a finite set.
In the optimal case we require that |T | = exp(p), more generally we require
that there exists a convex increasing function f : R+ → R+ such that f(0) = 0
and |T | > exp(f(p)). Suppose that we can control all the increments in the
following sense
‖Xt −Xs‖p > A, for all s, t ∈ T, s 6= t, (2)
where p > 1. Note that we can always assume that p ∈ Z+, p > 1. In the
Sudakov minoration we aim to show that (2) implies that
E sup
t∈T
Xt > K
−1A, (3)
where K is an absolute constant. We recall some well known examples when
this scheme works:
1. Gaussian case. Let Xi = gi, i = {1, 2, ..., n} where gi are independent
standard normal variables. In this case we can apply that ‖Xt −Xs‖p ∼
p
1
2 ‖t− s‖2. The meaning of (2) is that ‖t− s‖2 > C−1p− 12A for some ab-
solute constant C. Hence by the usual Sudakov minoration (e.g. Theorem
3.18 in [12])
E sup
t∈T
Xt > K
−1p
1
2 p−
1
2A = K−1A.
2. Bernoulli case. Let Xi = εi, i ∈ {1, 2, ..., n}, where εi are independent
random signs, i.e. P(εi = ±1) = 12 . Let
dp(s, t) = ‖
n∑
i=1
(ti − si)εi‖p, for s, t ∈ Rn.
There is a Hitchenko characterization of dp(s, t) namely dp(s, t) is compa-
rable with (
∑p
i=1 |t∗i | +
√
p(
∑
i>p |t∗i |2)
1
2 ), where |t∗1| > |t∗2| > ... > |t∗n| is
non increasing rearrangement of t1, ..., tn. For our purposes we need that
for some absolute constant C0 > 1
dp(t, 0) = ‖
n∑
i=1
tiεi‖p > C−10 (
p∑
i=1
|t∗i |+ p
1
2 (
∑
i>p
|t∗i |2)
1
2 ). (4)
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Therefore dp(s, t) > A means that s − t 6∈ AC−1(Bn1 + p−
1
2Bn2 ), where
Bnq = {x ∈ Rn :
∑n
i=1 |xi|q 6 1} for any q > 1. Consequently either
E supt∈T Xt > K
−1A or E supt∈T Xt 6 K
−1A and then by Theorem 4.15
in [12]
E sup
t∈T
Xt > p
1
2 (C−1p−
1
2A) > C−1A.
It implies that E supt∈T Xt > min{C−1,K−1}p.
3. Independent Exponentials. Let Xi = ξi, where ξi are independent sym-
metric andsuch that P(|ξi| > t) = exp(−Cαtα), where α > 1. In this
setting the Sudakov type minoration was proved by Talagrand in [14].
4. Canonical processes. Let Xi = ξi, where ξi are independent symmetric
and such that − log(P(|ξi| > t)) is convex. Sudkov minoration for such
canonical processes is due Latala [7] and is based on a tricky induction
argument.
In this paper we show some progress concerning the dependent case. We do
assume that X is one unconditional. Note that this assumption helps to reduce
the question to a quite natural setting. There are results [10] that explores the
question of general log concave random variables but they are usually much
weaker than what can be proved for the one unconditional case.
The plan of the paper is the following. In the section 2 we collect basic properties
of log concave random variables we need to establish our results. We discuss
slightly more general properties than log concavity like α concentration. Section
3 concerns the main simplification argument which helps to reduce the general
question to sets T ⊂ Rn with certain structure of points. In the section 4 we
explore the case of independent random variables where we recall how the proof
of the Sudakov minoration works as well as a lot of notation we will need later
on. Section 5 concerns the case of disjoint supports where we assume a trivial
structure of the simplified set T . Finally in the section 6 we study our new
setting where the Sudakov type inequality can be proved which is called the
common witness existence.
Since there will be a lot of constants in the paper we describe our strategy to
name them. We use α, β, γ, c, C,D,K for main constants or constants in the
formulation of the results we prove. We use Ci, i = 0, 1, 2, ... for constants in the
assumptions or characterizations which are of meaning for the paper. Finally
we use the notation C¯i, i = 0, 1, 2, ... for constants inside the proofs we give.
Note that for different proofs these constant may vary.
2 Basic tools
We do assume that X is isotropic which mean that EXi = 0 for i ∈ {1, 2, ..., n}
and EXiXj = δi,j for i, j ∈ {1, 2, ..., n}. In particular it implies that E|Xt|2 =
‖t‖22 for any t ∈ T .
2.1 Bobkov-Nazarov domination
The first property of log concave X is the Bobkov-Nazarov inequality [1]. Let
E = (E1, ..., En) be a vector of independent symmetric exponentials, P(|Ei| >
3
u) = e−u, u > 0. Bobkov-Nazarov inequality states that tails of (|X1|, ..., |Xn|)
are dominated by tails of (|E1|, ..., |En|) namely
P(
n⋂
i=1
{|Xi| >
√
6ui}) 6 exp(−
n∑
i=1
ui) =
=
n∏
i=1
|P (|Ei| > ui) = P(
n⋂
i=1
{|Ei| > ui}), for ui > 0. (5)
The result (5) is crucial to establish main simplifications of the set T . We
can slightly relax the requirements to enable more general distributions than
log-concave which we need for the independent entries case.
We assume that for a given constants C1, C2 > 0 and any I ⊂ {1, 2, ..., n} the
following inequality holds
P(
⋂
i∈I
{|Xi| > C1ui}) 6 exp(−
∑
i∈I
ui) =
=
∏
i∈I
P(|Ei| > ui) = P(
n⋂
i=1
{|Ei| > ui}), for ui > C2. (6)
For log concave vectors (6) is satisfied with C1 =
√
6 and C2 = 0. Note that the
condition is slightly less restrictive than the log-concavity. It basically states
that X has sub-exponential distribution for each of its marginals starting from
large enough arguments. For our purposes we need the following consequence
of the property (6)
‖
n∑
i=1
tiXi1|Xi|>C1C2‖p 6 C1‖
n∑
i=1
tiEi‖p for all t ∈ T. (7)
To get (7) it suffices to show that for any I ⊂ {1, 2, ..., n} and integers ki, i ∈ I
E
∏
i∈I
|Xi|2ki
∏
i∈I
1|Xi|>C1C2 6 C
2
∑
i∈I ki
1 E
∏
i∈I
|Ei|2ki .
This is due to (6) and the integration by parts. Recall that the consequence
of Kwapien-Gluskin [3] characterization of moments of sums of independent
random variables applied to (E1, ..., En) is that
‖
n∑
i=1
tiEi‖p 6 C3(p‖t‖∞ +√p‖t‖2),
where C3 is an absolute constant. Therefore using (7) we obtain
‖
n∑
i=1
tiXi1|Xi|>C1C2‖p 6 C1C3(p‖t‖∞ +
√
p‖t‖2). (8)
The next property we need is the so called α concentration.
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2.2 alfa-Concentration
The concept is of independent interest and therefore we specify the property for
any random vector X . We say that X satisfies α-concentration, if there exists
a universal constant α > 1 such that for any norm ‖ · ‖ on Rn there holds
‖X‖p 6 αp
q
‖X‖q, 2 6 q 6 p, (9)
where ‖X‖p = (E‖X‖p) 1p . For the sake of simplicity we need comparison with
the first moment of ‖Y ‖. Let
‖X‖ϕ1 = inf{C > 0 : E exp(C−1‖X‖) 6 2}.
In particular the inequality (9) implies that ‖X‖ϕ1 6 αC‖X‖2, for some uni-
versal constant C, which is equivalent to
P(‖X‖ > αCu‖X‖2) 6 e−u, u > 0.
The consequence of the α concentration is the basic control of the distribution
of Xt, i.e. we have the upper and lower bound on the tail probability of ‖X‖:
1. Upper tail bound: for any r > 2 and u > 1
P(‖X‖ > eαu‖X‖r) 6 P(‖X‖ > e‖X‖ru) 6 e−ru. (10)
2. Lower tail bound: for r > 2 and u ∈ [0, 1] then for some constant C > 1
that depends on α only
CP(‖X‖ > C−1u‖X‖r) > CP(‖X‖ > αC−1‖X‖ru) > e−ru. (11)
All log-concave vectors X in Rn satisfies this type of concentration with some
absolute value of α. It implies that for a given α variables Xt = 〈t,X〉, t ∈ T
satisfies
‖Xt‖p 6 αp
q
‖Xt‖q, 2 6 q 6 p, (12)
where ‖Xt‖p = (E|Xt|p)
1
p . Therefore by (10) and (11) we have a control on the
tail probability of each |Xt|. The slightly more involved analysis leads to full
understanding of moments.
2.3 Characterization of moments
The simplifications we describe in the next section will enable us to consider sets
T that contains only points of thin and different supports. Towards this aim
let us introduce the following notation. For any t ∈ Rn we define its support
I(t) ⊂ {1, 2, ..., n} by
I(t) = {i ∈ {1, 2, ..., n} : |ti| > 0}.
Then for any set J ⊂ {1, 2, ..., n} let us define t1J = (ti1i∈J)ni=1 and Xt1J =∑
i∈J tiXi for t ∈ Rn. Moreover let
|X |t =
n∑
i=1
|ti||Xi| and |X |t1J =
∑
i∈J
|ti||Xi| for t ∈ Rn
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be a positive bound on Xt.
The thin support means that at least |I(t)| 6 p. Our basic basic simplification
will show that we can always require that points in T satisfy this requirement.
Therefore to characterize ‖Xt −Xs‖p = ‖Xt−s‖p it suffices to bother only the
case when |I(t−s)| 6 p. In this setting the following result of Latala [9] applies.
Theorem 1 Suppose that |supp(t)| 6 p then
‖
∑
i∈I(t)
tiXi‖p ∼ ‖
∑
i∈I(t)
ti|Xi|‖p ∼ sup{
∑
i∈I(t)
|ti|ai : P(
⋂
i∈I(t)
{|Xi| > ai}) > e−p}.
It means that there exists a ∈ Rn such that P(⋂i∈I(t){|Xi| > ai}) > e−p,
ai > C
−1 > 0 and
D−1
∑
i∈I(t)
|ti|ai 6 ‖
∑
i∈I(t)
tiXi‖p 6 D
∑
i∈I(t)
|ti|ai,
where C,D are absolute constants.
It means that to understand ‖∑i∈I(t) tiXi‖p it suffices to consider a witness a ∈
R
n supported on I(t) such that P(
⋂
i∈I(t){|Xi| > ai}) > e−p that certifies the
linear form to be large, i.e.
∑
i∈I(t) tiai ∼ ‖Xt‖p. We need a slight improvement
of the result.
Theorem 2 Let F : Rn → R+ be a Borel measurable that satisfies:
1. F (0) = 0 and F (x1, ..., xn) 6 F (|x1|, ..., |xn|);
2. F restricted to Rn+ is increasing on each coordinate, i.e. for x ∈ Rn+,
i ∈ {1, 2, ..., n} and ε > 0 there holds F (x+ εei) > F (x) where eij = δi,j;
3. in each direction of Rn+ function F satisfies △2 condition in 0, i.e. there
exists α¯ > 0 and C¯ > 0 such that for any t ∈ [0, 1] and x ∈ Rn+ there holds
F (tx) > C¯−1tα¯F (x).
Then for any p > n
‖F (X1, ..., Xn)‖p ∼ sup{F (a1, ..., an) : P(
n⋂
i=1
{|Xi| > ai}) > e−p}.
In particular it means that there exists a ∈ Rn such that
P(
n⋂
i=1
{|Xi| > ai}) > e−p, and ai > C−1 > 0
and
D−1F (a1, ..., an) 6 ‖F (X1, ..., Fn)‖p 6 DF (a1, ..., an),
where C,D are universal constants.
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Proof. The lower bound is easy. Suppose that there exists a ∈ Rn such that
P(
n⋂
i=1
{|Xi| > ai}) > e−p.
By the one unconditional of X
E|F (X1, ..., Xn)|p > 2−nE|F (|X1|, ..., |Xn|)|p > (F (a1, ..., an))p2−ne−p.
Since n 6 p it implies that
‖F (X1, ..., Xn)‖p > 2−1e−1F (a1, ..., an).
Therefore
‖F (X1, ..., Xn)‖p > 2−1e−1 sup{F (a1, ..., an) : P(
n⋂
i=1
{|Xi| > ai}) > e−p}.
To prove the upper bound we need the main tool of [9]. W.l.o.g. we may assume
that there exists a non-degenerate density e−U(x) of X . Let
Kp = {y ∈ Rn : U(y)− U(0) 6 p}, ‖F‖K◦p = sup{F (y1, ..., yn) : y ∈ Kp}
It is proved in [9] that there exists an absolute constant C¯0 such that
P(X ∈ C¯0Kp) > 1− e−p.
Clearly
P(F (X1, ..., Xn) > C¯0‖F‖K◦p ) 6 P(X 6∈ C¯0Kp) 6 e−p
Moreover by the log-concavity of X and t > 1
P(F (X1, ..., Xn) > C¯0t‖F‖K◦p ) 6 P(X 6∈ tC¯0Kp) 6 e−tp.
Integration by parts implies that
‖F (X1, ..., Xn)‖p > D−1‖F‖K◦p ,
where D is a universal constant. It suffices to choose y ∈ Rn such that U(y)−
U(0) 6 p and F (y) > D−1‖F‖K◦p . We finish the proof in the same way as
in Corollary 2 from [9]. First is is easy to notice that U(0) 6 32p and hence
U(y) 6 5p2 . Then the basic properties of log-concave vectors imply that for
a universal constant C¯1 U(C¯
−1
1 , ..., C¯
−1
1 ) 6
5
2p. Hence for zi =
1
2 (C¯
−1
1 + yi),
i ∈ {1, 2, ..., n} we have that U(z) 6 52p and consequently using that U is
coordiante increasing
P(
n⋂
i=1
{Xi > zi
2
}) > e−U(z)
n∏
i=1
zi
2
> e−
5p
2 (4C¯1)
−n.
Since p > n and s→ − lnP(X1 > s1, ..., Xn > sn) is convex we get
P(
n⋂
i=1
{|Xi| > C¯−12 zi}) = 2nP(
n⋂
i=1
{Xi > C¯−12 zi}) > e−p
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for sufficiently large C¯2. By the properties of F
F (C¯−12 z1, ...., C¯
−1
2 zn) > C¯
−1C¯−α¯2 F (y1, ..., yn) > D
−1C¯−1C¯−α¯2 p.
which ends the proof.

Corollary 1 Suppose that |I(t)| 6 p then for any class C of subsets of I(t) the
following holds
‖min
C∈C
|
∑
i∈C
tiXi|‖p ∼ sup{min
C∈C
∑
i∈I(t)
|ti|ai : P(
⋂
i∈I(t)
{|Xi| > ai}) > e−p}.
Consequently there exists a ∈ Rn supported in I(t) such that
P(
⋂
i∈I(t)
{|Xi| > ai}) > e−p
and
D−1‖min
C∈C
|
∑
i∈C
tiXi|‖p 6 min
C∈C
|
∑
i∈C
|ti|ai| 6 D‖min
C∈C
|
∑
i∈C
tiXi|‖p
Proof. First note that due to one unconditionality of X we may assume that
ti > 0 for i ∈ I(t). Then it suffices to define F (x) = minC∈C |
∑
i∈C tixi| and
use Theorem 2.

In this way we obtain the tool for the so called common witness existence. The
point is that if we have that for a class C we can show that ‖minC∈C |
∑
i∈C tiXi|‖p
is greater then A then we have a witness a ∈ Rn which is good for any subset
C ∈ C. We apply the result to C(t) = {I(t)\I(s) : ‖Xt1I(t)\I(s)‖p > A} for each
t ∈ T .
2.4 Exponential inequality
One of the most powerful tool for log-concave random variables are exponential
type inequalities. Let X = (X1, ..., Xn) be log-concave. We say that X satisfies
exponential concentration with constant β, i.e. whenever P(X ∈ B) > 12 for a
Borel set B then
P(X ∈ B + βuBn2 ) > 1− e−u, for u > 0, (13)
where Bn2 = {x ∈ Rn :
∑n
i=1 x
2
i 6 1}. For log concave vectors this inequality
holds at least with β 6 Cn
1
2
−ε for some ε > 0, e.g. ε = 18 . In the next section we
will need the optimal known estimate [6] for β under the one unconditionality
assumption, i.e. β 6 C logn. In general it is conjectured that (13) holds with
β which does not depend on n -KLS conjecture [5].
The exponential inequality gives some geometrical understanding of the distri-
bution of X . We use the idea to first give a new proof of the Sudakov minoration
for disjoint supports i.e. when I(t) ∩ I(s) = ∅ for all s, t ∈ T and s 6= t. Then
we show that the argument can be slightly generalized to the case when the
common witness exists for each t ∈ T . We conclude that the Sudakov minora-
tion for T holds at least when f(p) = p2 and sometimes this can be improved
to f(p) = p log(1 + p).
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3 How to simplify the problem
Assume thatX = (X1, ..., Xn) is isotropic and one-unconditional. In this section
we analyze a list of simplifications of the setting in which Sudakov minoration
has to be proved. Recall that although the best form of the Sudakov minoration
works for |T | > exp(p) we consider much more general requirement that |T | >
exp(f(p)), where f is increasing and f(0) = 0.
Our first observation is that one can always require that 0 ∈ T . This due to
isotropy, i.e. for any s ∈ T we have
E sup
t∈T
Xt = E sup
t∈T
Xt −Xs = E sup
t∈T
Xt−s = E sup
t∈T−s
Xt.
By the symmetry of Xt it implies that
E sup
t∈T
Xt = E sup
t∈T
(Xt)+ >
1
2
E sup
t∈T
|Xt|. (14)
Therefore to get E supt∈T Xt > A it suffices to prove E supt∈T |Xt| > A. Due
to the homogeneity of the problem we may require that A = p, which means
that (2) can be rewritten as
‖Xt −Xs‖p > p, for all s, t ∈ T, s 6= t
and (3) in the view of (14) as
E sup
t∈T
|Xt| > K−1p,
where K is a universal constant that depends on the function f only.
We are ready to present more involved simplifications of the set T . Towards this
aim we have to assume some regularity of the distribution of X . The fact that
X is one unconditional implies that we can benefit from the tools invented for
Bernoulli random variables (see chapter 4 in [12]). On the other hand we need
a control from above on tails of Xt −Xs, for s, t ∈ T . As we have mentioned in
the previous section tails of log-concave vectors are dominated by independent
symmetric exponentials. For our purposes we need a slightly weaker form of
this property i.e. we assume (6) which implies its useful consequences (7) and
(8).
We prove two results. The first one concerns the perfect case of f(p) = p. The
important feature of the proof is that it indeed requires the exponential number
of points in T .
Proposition 2 Suppose that X satisfies (6), then for any T such that 0 ∈ T ,
|T | = exp(p) and
‖Xt −Xs‖p > p, s, t ∈ T, s 6= t
to prove that for a universal K
E sup
t∈T
|Xt| > K−1p (15)
it suffices to show that for a suitably small δ and p suitably large there exists a
universal constant K such that for any set T that satisfies:
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1. |T | > exp(14p) and 0 ∈ T ;
2. for each i ∈ {1, 2, ..., n}
ti ∈ {0, ki}, where ki > ρ;
3. for each t ∈ T
n∑
i=1
ki1ti 6=0 6 2C0δp, (16)
where ρ 6 e−1 and ρ/ log 1
ρ
= 4C0δ and C0 is from (4);
4. for all s, t ∈ T , s 6= t
‖Xt −Xs‖p > p
2
;
the following inequality holds
E sup
t∈T
|Xt| > K−1p.
Proof. The proof is based on the number of straightforward simplifications.
Step 1 Recall that dp(t, s) = ‖
∑n
i=1(ti − si)εi‖p for s, t ∈ T . We may assume
that p > 1 is suitably large. Moreover we may consider T such that 0 ∈ T ,
|T | > exp(3p4 ) and dp(t, 0) 6 δp for all t ∈ T , where δ 6 1 can be suitably small.
Obviously it suffices to prove the result for p that are sufficiently large. Let
N(T, dp, u) is the entropy number for T i.e. the minimal cardinality of balls of ra-
dius u in dp distance that are required to cover T . As we have already mentioned
by the Talagrand’s [14] result (e.g. Theorem 4.15 in [12]) if N(T, dp, u) > exp(
p
4 )
then E sups,t∈T
∑n
i=1(ti − si)εi > K−1u, for a universal K. Thus we may as-
sume that N(T, dp,
1
2δp) 6 exp(
p
4 ). It implies that there exists t0 ∈ T such
that
{t ∈ T : dp(t, t0) 6 δp}| > |T | exp(−p
4
) > exp(−3p
4
).
Therefore we may consider set T ′ = {t− t0 : dp(t, t0) 6 δp}, which satisfies all
the requirements.
Step 2 Let ρ 6 4C0δ 6 e
−1. We may assume that 0 ∈ T , |T | > exp(p4 ) and
additionally
ti ∈ (ki − ρ, ki + ρ) ∪ (−ρ, ρ) for all t ∈ T and 1 6 i 6 n,
where ki are given numbers such that ki > ρ and ρ 6 e
−1 that satisfies
ρ/ log
1
ρ
= 4C0δ 6 e
−1,
and C0 is the constant in (13).
Indeed consider measure µ = ⊗ni=1µi, where µi(dx) = 12e−|x|dx for all 1 6 i 6 n.
For any x ∈ Rn and t ∈ T
Tx = {t ∈ T : ti ∈ (xi − ρ, xi + ρ) ∪ (−ρ, ρ), i = 1, 2, ..., n}
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and
At = {x ∈ Rn : ti ∈ (xi − ρ, xi + ρ) ∪ (−ρ, ρ), i = 1, ..., n}.
Now there are two possibilities either
µi({xi : ti ∈ (xi − ρ, xi + ρ) ∪ (−ρ, ρ)}) > ρe−|ti|−ρ
or
µi({xi : ti ∈ (xi − ρ, xi + ρ) ∪ (−ρ, ρ)}) = 1, if |ti| < ρ.
By (4) we get
dp(t, 0) = ‖
n∑
i=1
tiεi‖p > C−10 (
p∑
i=1
|t∗i |+
√
p(
∑
i>p
|t∗i |2))
1
2 .
Therefore since dp(t, 0) 6 δp and ρ/ log
1
ρ
= 4C0δ, ρ 6 e
−1 we get
|{i ∈ {1, ..., n} : |ti| > ρ}| 6 p
4 log 1
ρ
6
p
4
. (17)
It implies also
n∑
i=1
|ti|1|ti|>ρ 6 C0δp 6
p
4e
. (18)
Consequently
µ(At) > ρ
p
4 log 1
ρ exp(− p
4e
) exp(−ρp
4
) > exp(−p
2
).
However using that |T | > exp(3p4 ) we obtain∫ ∑
t∈T
1At(x)µ(dx) > |T | exp(−
p
2
) > exp(
p
4
).
Therefore we get that there exists at lest one point k ∈ Rn such that
|Tk| > exp(p
4
).
It is obvious that |ki| may be chosen in a way that |ki| > ρ. Using (18) together
with |ki| > ρ and ti ∈ (ki − ρ, ki + ρ) we obtain
n∑
i=1
(|ki| − ρ) ∨ ρ1|ti|>ρ 6 C0δp.
Clearly (|ki| − ρ) ∨ ρ > 12 |ki| and therefore
1
2
n∑
i=1
|ki|1|ti|>ρ 6 C0δp,
which implies (16). Clearly by the one unconditionality of X we may consider
only ki, i ∈ {1, 2, ..., n} positive.
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Step 3 It suffices to consider set T which additionally satisfies ti ∈ {0, ki} where
ki > ρ and still
‖Xt −Xs‖p > p
2
, for all s, t ∈ T, s 6= t.
Consider the following function
ϕi(ti) =
{
0 if |ti| < ρ
ki if |ti| > ρ
Let ϕ(t) = (ϕi(ti))
n
i=1. We show that ‖Xϕ(t) −Xϕ(s)‖p > p2 . It requires some
upper bound on ‖Xt−ϕ(t)‖p. Consider any s ∈ T then using (6) (or rather (8))
‖Xs‖p 6 C1C2dp(s, 0) + (E|
n∑
i=1
siXi|p
n∏
i=1
1|Xi|>C1C2)
1
p 6
6 C1C2dp(s, 0) + C1C3(p‖s‖∞ +√p‖s‖2).
Using the contraction principle (e.g. Theorem 4.12 [12]) for s = t− ϕ(t)
(p‖t− ϕ(t)‖∞ +√p‖t− ϕ(t)‖2) 6 2ρp+ dp(t, 0).
Consequently using (4)
‖Xt−ϕ(t)‖p2C1C3ρp+ (C0C1C3 + 2C1C2)dp(t, 0) 6
6 (2C1C3ρ+ (C0C1C3 + 2C1C2)δ)p 6
p
4
.
for suitably small δ. Therefore
‖Xϕ(t) −Xϕ(s)‖p > ‖Xt −Xs‖p − ‖Xt −Xϕ(t)‖p − ‖Xs −Xϕ(s)‖p > p
2
.
Suppose we can prove the main result for the constructed set T (of cardinality
exp(p4 )), namely suppose that
E sup
t∈T
|Xϕ(t)| > K−1p,
for some universal K. Recall that
‖Xt−ϕ(t)‖p 6 (2C1C3ρ+ (C0C1C3 + 2C1C2)δ)p
and therefore by Proposition 1 we get
E sup
t∈T
|Xt−ϕ(t)| 6 e
1
4 (2C1C3ρ+ (C0C1C3 + 2C1C2)δ)p.
Thus
E sup
t∈T
Xt = E sup
t∈T
Xϕ(t) +Xt−ϕ(t) > E sup
t∈T
Xϕ(t) −E sup
t∈T
Xt−ϕ(t) > K
−1 p
2
,
for suitably small δ, i.e. 2(2C1C3ρ+ (C0C1C3 + 2C1C2)δ) 6 K
−1.

Corollary 2 Note that in particular after the simplification points in T are of
thin and different support, i.e. |I(t)| 6 cp, where c is sufficiently small and
I(t) 6= I(s) if s 6= t, s, t ∈ T .
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Proof. To see the that supports are thin it suffices to use (17) and observe that
it implies
|I(t)| 6 p
4 log 1
ρ
= cp, where c =
1
4 log 1
ρ
.
The supports are different since ti ∈ {0, ki} for all i ∈ {1, 2, ..., n} and ‖Xt −
Xs‖ > p2 for all s 6= t, s, t ∈ T .

Unfortunately if we increase the number of points in T beyond exp(p) the above
simplification is no longer possible and what fails is the last step of the proof
where we have to bound the subtracted process. On the other hand without this
step still we can obtain a similar result with a little less control on the structure
of points in T .
Proposition 3 Suppose that X satisfies (6), then for any T such that 0 ∈ T ,
|T | > exp(f(p)) and
‖Xt −Xs‖p > p, s, t ∈ T, s 6= t
the following inequality holds
E sup
t∈T
|Xt| > K−1p
if for a suitably small δ and sufficiently large p there exists a universal constant
K such that for any set T of properties:
1. |T | > exp(− 34p+ f(p)), 0 ∈ T ;
2. for each i ∈ {1, 2, ..., n}
ti ∈ ((ki − 2ρ)+, ki) ∪ {0}, where ki > ρ;
3. for each t ∈ T
n∑
i=1
ki1ti 6=0 6 2C0δp, (19)
where ρ 6 e−1 and ρ/ log 1
ρ
= 4C0δ, for some C0 > 1;
4. for all s, t ∈ T , s 6= t
‖Xt −Xs‖p > p
2
;
the following inequality holds
E sup
t∈T
|Xt| > K−1p.
Proof. We follow the steps in the proof of Proposition 2.
Step 1 We may assume that T is of the form 0 ∈ T , |T | > exp(− p4 + f(p)) and
dp(t, 0) 6 δp for all t ∈ T , where δ 6 1 can be suitably small. The proof is the
same as in Proposition 2 and is based on the fact that if N(T, dp,
1
2δp) > exp(
p
4 )
then E supt∈T |Xt| > K−1p for some universal constant K.
13
Step 2 Let ρ = 4C0δ 6 e
−1. We may assume that 0 ∈ T , |T | > exp(− 3p4 +f(p))
and additionally
ti ∈ (ki − ρ, ki + ρ) ∪ (−ρ, ρ) for all t ∈ T and 1 6 i 6 n,
where ki are given numbers such that ki > ρ and ρ 6 e
−1 that satisfies
ρ log
1
ρ
= 4C0δ 6 e
−1, where C0 > 1
is a universal constant. In particular it means that if |ti| > ρ then ti > 0.
Moreover (19) holds, i.e.
n∑
i=1
ki1|ti|>ρ 6 2C0δp.
Again the proof is the same as in Proposition 2.
Step 3 It suffices to consider set T such that
ti ∈ ((ki − 2ρ)+, ki) ∪ {0}, where ki > ρ,
and at least
‖Xt −Xs‖p > p
2
, for all s, t ∈ T, s 6= t.
Instead of the function ϕ as in the proof of Proposition 2 we can use the following
ϕi(ti) = sign(ti)(|ti| − ρ)+.
Then the Bernoulli comparison (see Theorem 4.15 in [12]) follows that
E sup
t∈T
|Xt| > E sup
t∈T
|Xϕ(t)|.
Finally we show
‖Xϕ(t) −Xϕ(s)‖p > p
2
.
Following the proof of Proposition 2 we get for sufficiently small δ that
‖Xt−ϕ(t)‖p 6 (2C1C3ρ+ (C0C1C3 + 2C1C2)δ)p 6 p
4
,
and hence
‖Xϕ(t) −Xϕ(s)‖p > ‖Xt −Xs‖p − ‖Xt −Xϕ(t)‖p − ‖Xs −Xϕ(s)‖p >
p
2
.
It completes the proof of the result.

Corollary 3 After the simplification from Proposition 3 points t ∈ T are of
short and different supports. Namely I(t) 6= I(s) for all s 6= t, s, t ∈ T and
|I(t)| 6 cp, where c is sufficiently small and absolute constant.
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Proof. We use Proposition 3 and hence by (19)
ρ|I(t)| 6
n∑
i=1
ki1ti 6=0 6 2C0δp =
p
2 log 1
ρ
.
Therefore |I(t)| 6 cp, where c = 1/(2 log 1
ρ
).
Suppose that after the simplification of Proposition 3 we have two points s, t ∈
T , s 6= t of the same supports, i.e. I(s) = I(t). By the contraction principle
(e.g. Theorem 4.12 [12])
p
2
6 ‖Xs −Xt‖p 6 C1C2dp(s, t) + (E|
n∑
i=1
(si − ti)Xi1|Xi|>C1C2 |p)
1
p 6
6 (C1C2)dp(s, t) + (C1C3)(p‖s− t‖∞ +√p‖s− t‖2)
and dp(s, t) 6 2δp. By the construction I(t) = I(s) implies ‖t − s‖∞ 6 2ρ,
moreover as we have proved |I(t)|, |I(s)| 6 cp and hence
‖t− s‖2 6 2ρ√cp.
This leads to contradiction for suitably small ρ.

Corollary 4 Suppose that δ is suitably small. For each s, t ∈ T , s 6= t
1
2
‖
∑
I(t)△I(s)
ki1ki>4ρXi‖p 6 ‖Xt −Xs‖p 6 2‖
∑
I(t)△I(s)
ki1ki>4ρXi‖p. (20)
Moreover for each s, t ∈ T , t 6= s
2−1C−10 ‖
∑
I(t)△I(s)
ki1ki>4ρ|Xi|‖p 6 ‖Xt −Xs‖p 6 2‖
∑
I(t)△I(s)
ki1ki>4ρ|Xi|‖p.
(21)
Proof. To prove the first assertion we observe that by the same argument as
in Corollary 3
‖Xt −
∑
i∈I(t)
kiXi‖p + ‖Xs −
∑
i∈I(s)
kiXi‖p = ‖
∑
i∈I(t)
(ti − ki)Xi‖p +
+‖
∑
i∈I(s)
(si − ki)Xi‖p 6 C¯−10 p 6 2C¯−10 ‖Xt −Xs‖p (22)
where C¯0 is suitably small. In the same we get
‖
∑
i∈I(t)△I(s)
ki1ki64ρXi‖p 6 C¯1p,
where C¯1 can be sufficiently small. It implies (20) and also the upper bound in
(21).
We turn to prove the lower bound in (21). As we have shown
‖Xt −Xs‖p > 2−1‖
∑
i∈I(t)△I(s)
ki1ki>4ρXi‖p.
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By (4) we get
‖
∑
i∈I(t)△I(s)
ki1ki>4ρXi‖p > C¯−10 ‖
∑
I(t)△I(s)
ki|Xi|‖p.

The meaning of the above result is that the simplifications from Proposition 2
and 3 are are of the similar power. On the other hand only for f(p) = p we can
prove that only supports matters. In Proposition 2 it is obvious. In the general
setting of Proposition 3 we can get the similar result by the following fact.
Lemma 1 Suppose that f(p) = Cp for a given constant C > 1. Then
E sup
s,t∈T
|Xt −Xs|1I(t)∩I(s) 6 D−1p
for sufficiently large D.
Proof. To prove the result first note that by the same argument as in Corollary
3 i.e. (22) we get
‖(Xt −Xs)1I(t)∩I(s)‖p 6 C¯−10 p,
for C¯0 sufficiently large (depending on δ). Therefore by Proposition 1 (note that
T × T counts not more than exp(2Cp) elements)
E sup
s,t∈T
|Xt −Xs|1I(t)∩I(s) 6 2CC¯−10 p
and hence the result for D = (2C)−1C¯0.

Due to the triangle inequality it implies that whenever it is possible to prove
E sup
t∈T
sup
s∈T
|Xt|1I(t)\I(s) > K−1p
then also E supt∈T |Xt| > 2−1K−1p which is difficult to get without this tool.
4 Independent entries
Let X be isotropic and one unconditional in Rn. In this section we assume
independence of entries of X as well as α concentration of each of them. It
means we assume that X = (X1, ..., Xn) is such that X1, ..., Xn are independent
symmetric and satisfy
‖Xi‖p 6 αp
q
‖Xi‖q, p > q > 1, i ∈ {1, 2, ..., n}.
These assumptions enable us to sufficiently control the distribution of X by the
independence and (10) and (11) applied to each Xi for 1 6 i 6 n. Note that
the upper tail bound (10) applied for r = 2 together with the independence of
entries imply (6) with C1 = C2 = αe. It was the main purpose of formulating
the weaker form of the Bobkov-Nazarov tail domination. The consequence of
(6) is that we can apply Proposition 2.
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The meaning of Proposition 2 is that we can analyze T such that |T | > exp(p4 )
which contains only points of short and different supports, such that ti ∈ {0, ki}
for i ∈ {1, 2, ..., n} and
‖Xt −Xs‖p > p
2
for all s, t ∈ T.
For log concave vectors Theorem 1 helps to fully characterize ‖Xt − Xs‖p. It
basically states that for each s, t ∈ T there exists a witness a ∈ Rn such that
P(
⋂{|Xi| > ai}) > e−p and ∑
i∈I(t)△I(s)
xiai > D
−1 p
2
.
for a universal constantD. For the proof of the Sudakov minoration it suffices to
use a global upper bound r ∈ Rn for such class of a ∈ Rn obtained for all s, t ∈ T .
For log-concave vectors we could use the density the density U(x) =
∑n
i=1 Ui(xi)
of µX and define r = (ri)
n
i=1 as the solution of U
∗
i (ki) = kiri−Ui(ri), where U∗i is
the conjugate function to Ui. We can slightly generalize this idea using moments
of Xi, i ∈ {1, 2, ..., n} which better matches the setting of α concentration.
The point is that such a witness can be to some extent defined by the analyze
of single Xi, 1 6 i 6 n. Fix constant γ > 0. For each i ∈ {1, 2, ..., n} we define
ri ∈ [2, p] by
1. ri = 2 if ki‖Xi‖2 6 2γ;
2. otherwise ri = p if ki‖Xi‖r > rγ for all r ∈ [2, p] ;
3. otherwise ri = inf{r ∈ [1, p] : ki‖Xi‖r = rγ}.
Obviously one of the above three possibilities must hold. We state the crucial
consequence of the condition ‖Xt −Xs‖p > p2 for the independent case.
Lemma 2 Fix γ = (8αe)−1. Then for all s, t ∈ T after the simplification from
Proposition 2 the following inequality holds∑
i∈I(t)△I(s)
ri1ri>2 > γp. (23)
Proof. The easy case is when there exist at least one i ∈ I(t)△ I(s) such that
ri = p in which (23) trivially holds. Thus we can assume that ri < p for all
i ∈ I(t)△ I(s) which implies by the construction of ri
ki|Xi| = ki‖Xi‖ri
ri
ri|Xi|
‖Xi‖ri
6 αγe
ri|Xi|
eα‖Xi‖ri
, (24)
By (11) we have that at least for t > ri, random variable
ri|Xi|
αe‖Xi‖ri
has its tail
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dominated by |Ei|. Therefore
‖Xt −Xs‖p 6 (αe
∑
i∈I(t)△I(s)
ki‖Xi‖ri)+
+ (E(
∑
i∈I(t)△I(s)
ki|Xi|1|Xi|>αe‖Xi‖ri )p)
1
p 6
6 (αe
∑
i∈I(t)△I(s)
ki‖Xi‖ri) + αγe(E|
∑
i∈I(t)
|Ei|1|Ei|>ri |p)
1
p 6
6 (αe
∑
i∈I(t)△I(s)
ki‖Xi‖ri) + αγe‖Z‖p,
where Z is of gamma distribution Γ(|I(t)|, 1). Clearly ‖Z‖p 6 (p + |I(t)|) 6
(1 + c)p 6 2p, and hence for γ = (8αe)−1
αγe‖Z‖p 6 p
4
.
Consequently using that ‖Xt −Xs‖p > p2 it implies that
p
4
6 αe
∑
i∈I(t)△I(s)
ki‖Xi‖ri 6 αe
∑
i∈I(t)△I(s)
ri.
Finally for sufficiently small c we have 2αe|I(t)△ I(s)| 6 4cαep 6 p8 , so
p
8
6 αe
∑
i∈I(t)△I(s)
ri1ri>2
which ends the proof of the result.

We turn to prove the Sudakov minoration for independent X1, ..., Xn.
The first tool we apply is the reduction of the problem to just symmetric in-
dependent exponentials. This is due to the Bernoulli comparison in its most
powerful form. Note that here we need the lower tail bound (11) for each Xi,
i ∈ {1, 2, ..., n}.
Lemma 3 Let (Y1, ..., Yn) be independent symmetric and sub-exponential in the
following sense
P(|Yi| > u) = e−u, u ∈ [0, ri].
Then
E sup
t∈T
|Xt| > 1
C2
E sup
t∈T
|
∑
i∈I(t)
‖Xi‖ri
ri
kiYi|.
Proof. The so called Bernoulli comparison (see Lemma 4.6 in [12]) states that
for two sequences of independent symmetric variables ηi, ξi, i ∈ {1, 2, ..., n} the
comparability of tails
CP(|ξi| > u) > P(|ηi| > u), for all u > 0, and i ∈ {1, 2, ..., n} (25)
for two independent, symmetric families of variables ηi, ξi, i ∈ {1, 2, ..., n} then
CE sup
t∈T
|
n∑
i=1
tiξi| > E sup
t∈T
|
n∑
i=1
tiηi|. (26)
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We apply the result for ηi = Ei and ξi = riXiC‖Xi‖ri . Obviously (11) implies (25)
and hence (26) holds which is the acquired inequality.

The second tool is the basic minoration for exponentials [7]. Note that this is
result is the core of the proof and is based on a tricky induction which is difficult
to repeat for the dependent case.
Proposition 4 Suppose that for any s, t ∈ T∑
i∈I(t)\I(s)
rivi > q,
where ri, vi > 1 and T > e
q then
E sup
t∈T
|
n∑
i=1
viYi| > 1
8
q.
We have collected all the tools to complete the proof of the Sudakov minoration
for independent entries. The result was announced in [11] we give our proof for
the sake of completeness of this paper.
Theorem 3 There exists a universal constant K such that for any set T of the
form stated in Proposition 2 the following inequality holds
E sup
t∈T
|Xt| > K−1p.
Proof. By the Proposition 2 we have
‖Xt −Xs‖p > p
2
, for all s, t ∈ T, s 6= t.
Lemma 2 implies that for all s, t ∈ T , s 6= t∑
i∈I(t)△I(s)
ri1ri>2 > γp. (27)
Then by Lemma 3 and the definition of ri we obtain that
E sup
t∈T
|Xt| > C−2E sup
t∈T
|
∑
i∈I(t)
‖Xi‖ri
ri
kiYi| >
> C−2E| sup
t∈T
∑
i∈I(t)
1ri>2Yi|.
We aim to apply Proposition 4. Let q = min{4−1, γ}p. Let vi = 1ri>2. Then
by (27) ∑
i∈I(t)△I(s)
rivi > q.
Consequently by Proposition 4
E sup
t∈T
|
∑
i∈I
1ri>2Yi| >
q
8
and hence for a universal K
E sup
t∈T
|Xt| > K−1p,
which completes the proof.

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5 Disjoint supports
The next step is to generalize the Sudakov type minoration on the cases where
there is some dependence among the entries of X . From now on we assume
that X = (X1, ..., Xn) is one unconditional and log concave. The simplest
case in which one can try to prove Sudakov minoration concerns T where all
the points are of disjoint support i.e. I(t) ∩ I(s) = ∅ for all s, t ∈ T , s 6= t.
We give our proof that in this setting the Sudakov minoration indeed works
and then deduce from it that function f(p) = p2 is right upper bound on the
cardinality of T that implies Sudakov minoration. The proof is based on (13) -
the exponential inequality for log-concave distribution. Note that the result does
not hold without regularity assumptions on the one unconditional distribution.
Theorem 4 Suppose that |T | > exp(Cp), for C > 1, sufficiently large. Suppose
that 0 ∈ T and all points t ∈ T have disjoint supports and
‖Xt‖p > p, for all t ∈ T, t 6= 0 (28)
then there exists a universal constant K such that
E sup
t∈T
|Xt| > K−1p.
Proof. First observe that 〈t,X〉/‖t‖2, t ∈ T , t 6= 0 is still isotropic and log
concave vector. Enumerate points in T as t0, t1, ..., tN , where t0 = 0 and obvi-
ously N = |T | − 1. Denote ai = ‖ti‖2, Yi = 〈ti, X〉/‖ti‖2 for i ∈ {1, ..., N}. The
assumption (28) implies that
ai‖Yi‖p > p, for all 1 6 i 6 N. (29)
For all i ∈ {1, 2, ..., N} let
Si = {x ∈ RN : ai|xi| > C¯−10 p},
where C¯0 > 1 is a universal constant such that
P(Y ∈ Si) = P(ai|Yi| > C¯−10 p) > 2e−p.
The existenceof such C¯0 can be deduced from (29), (11) and the convexity of
u → − logP(|Yi| > u). We count how many variables ai|Yi|, i ∈ {1, 2, ..., N}
crosses the level C¯−10 p, i.e. we introduce the following variable
M =
N∑
i=1
1ai|Yi|>C¯−10 p
.
Clearly
N−1EM = N−1
N∑
i=1
P(ai|Yi| > C¯−10 p) > 2e−p.
Now we choose C¯1 > 2C¯0. We can assume that
P( max
16i6N
ai|Yi| 6 C¯−11 p) >
1
2
. (30)
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Indeed suppose that P(max16i6N ai|Yi| > C¯−11 p) > 12 , then
E max
16i6N
ai|Yi| > 1
2
C¯−11 p.
which is the acquired minoration. Observe that we can always assume ai >
C¯−12 p for a universal C¯2. Otherwise
E max
16i6N
ai|Yi| > C¯−12 pE|Yj |
for some j ∈ {1, 2, ..., N} and E|Yj | > C¯3 due to the isotropy nad log concavity
of Y . Thus again there would be nothing to prove. Let
S = {x ∈ RN : ai|xi| 6 C¯−11 p}.
Clearly (30) means P(X ∈ S) > 12 .
We choose n0 = e
−pN which guarantees that
2e−p 6 N−1EM 6 e−p +N−1EM1M>n0 6 e
−p +P(M > n0),
and therefore
P(M > n0) > e
−p. (31)
We have to understand the geometry of the set {M > k} for k > n0. It means
that there exists set K of large cardinality such that ai|Yi| > C¯−10 p for all i ∈ K,
namely
{M > k} = {∃K ⊂ {1, 2, ..., N} : |K| = k ai|Yi| > C¯−10 p, ∀ i ∈ K}.
Fix K ⊂ {1, 2, ..., N}, |K| = k. Consider set SK of the form
SK =
⋂
i∈K
Si = {x ∈ Rn : ai|xi| > C¯−10 p, ∀ i ∈ K}.
We show that SK is well separated from S in the sense of ℓ
2 distance, i.e.
S + βuB2N ∩ SK = ∅, where u = C¯−13 β−1k
1
2 (32)
for a universal constant C¯3. Consider point z = x−y, where x ∈ SK and y ∈ S.
If x ∈ SK then ai|xi| > C¯−10 p for all i ∈ K. On the other hand if y ∈ S then
ai|yi| 6 C¯−11 p, for all i ∈ {1, 2, ..., N}. Hence
ai|zi| > ai(|xi| − |yi|) > (C¯−10 − C¯−11 )p > C¯−10
p
2
, for all i ∈ K,
and therefore
‖z‖22 > 2−2(C¯0)−2p2
∑
i∈K
(ai)
−2.
As we have mentioned ai 6 C¯
−1
2 p and consequently for any K ⊂ {1, 2, ..., N}
such that |K| = k
‖z‖2 > C¯−13 k
1
2 ,
where C¯3 = 2C¯0C¯2. It proves (32).
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Since it works for any K, |K| > k > n0 we can apply our main tool i.e. the
exponential inequality (13) which gives
P(M > n0) = P(∃K, |K| > n0 : Y ∈ SK) 6 e−u, for u = C¯3β−1n
1
2
0 .
Obviously we need that u > p which means
C¯3n
1
2
0 = C¯3(e
−pN)
1
2 > β. (33)
This is the point where our main assumption on β matters. Indeed β 6 C¯4N
1
2
−ε
implies that for N = exp(Cp) − 1 with C large enough we can compensate
the value of ε and guarantee that (33) holds. In this way we end up with
contradiction
e−p 6 N−1EM 6
n0
N
+ P (M > n0) < e
−p.
Consequently what fails is the assumption that P(Y ∈ S) > 12 and hence the
proof is completed.

The basic consequence of the above result is that the Sudakov minoration works
for log concave one unconditionalX whenever |T | > exp(Cp2), (i.e. f(p) = Cp2)
and C is arbitrary small, with the constant K that depends on C only. We
improve slightly the result using the combinatorial dimension of the class I(t),
t ∈ T . Recall that class C of subsets of {1, 2, ..., n} is of dimension v if there is
no subset of {1, 2, ..., n} of cardinality v+1 that is shattered by the class C into
all its subsets. Since |I(t)| 6 cp where c can be sufficiently small we have that
at least v 6 cp.
Corollary 5 Suppose that I(t), t ∈ T has a VC dimension v 6 cp and |T | >
exp(f(p)) for f(p) = (c + C)vp, where the constant C is from Theorem 4 then
whenever T is of the form stated in Proposition 3 with q = p then following
inequality holds
E sup
t∈T
Xt > K
−1p,
where K is a universal constant.
Proof. We simply show that after the simplification from Proposition 3 and
f(p) = v(Cp+1) there must exist at least exp(Cp) points of disjoint supports.
First apply Proposition 3. Recall that by Corollary 3 all the supports I(t), t ∈ T
are thin |I(t)| 6 cp and different. We start the construction from t0 = 0 and
I0 = J0 = ∅ and then continue construction of Il, Jl and tl in the following way.
Suppose that the set
Sl+1 = {t ∈ T : ‖Xt −Xt1Jl‖ >
p
8
}
is not empty. We select tl+1 as any point in Sl+1 and Il+1 = I(t
l+1)\Jl and
Jl+1 = Jl ∪ I(tl+1). The construction stops after N steps, which means SN+1 is
empty whereas SN is not. Clearly points s
l = tl1Il are of disjoint supports and
‖Xsl‖p >
p
8
for all 1 6 l 6M.
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Therefore if N > exp(Cp) we deduce
E sup
06l6N
Xsl > K
−1p
and hence due to the Bernoulli comparison
E sup
t∈T
Xt > E sup
06l6M
Xsl > K
−1p.
Now if M < exp(Cp) then we can consider points t1JN and observe that
‖Xt1JN −Xs1JN‖p >
p
4
for all s, t ∈ T, s 6= t.
Indeed ‖Xt −Xs‖p > p2 implies that
‖Xt1JN −Xs1JN‖p > ‖Xt −Xs‖p − ‖Xt −Xt1JN‖p − ‖Xs −Xs1JN‖p >
>
p
2
− p
8
− p
8
=
p
4
.
It means that points t1JN for t ∈ T are well separated and due to the same
argument as in Corollary 3 also of different supports. The set JN counts no
more then cpN points which is small than exp((c+C)p). We use Sauer’s lemma
(e.g Proposition 14.10 in [12]). Let C¯ = 1 + c+ C there is less than(
eC¯p
v
)v
6 exp(C¯vp)
elements possible in JM of supports of cardinality not larger than v. Therefore
we have a contradiction if |T | > exp(C¯vp) which completes the proof.

6 Common witness
Now we turn to prove some extension of Theorem 4. Our aim is to slightly relax
the assumption that supports are disjoint and prove that |T | > exp(Cp log(1 +
p)) suffices if for each point t ∈ T there exists a common witness. Note that
f(p) = Cp log(1 + p) is much better than p2 we have proved to be universal
bound for log-concave unconditional vectors.
Recall that by Proposition 3 and consequently by Corollary 3 we have that
supports of t ∈ T are thin (|I(t)| 6 cp) and different (I(t) 6= I(s) for s, t ∈ T ,
s 6= t). By Corollary 4 the condition ‖Xt −Xs‖p > p2 implies that
‖
∑
i∈I(t)\I(s)
ki1ki>4ρXi‖p >
p
8
or ‖
∑
i∈I(s)\I(t)
ki1ki>4ρXi‖p >
p
8
. (34)
We need that ki > 4ρ since it guarantees that ti 6 ki 6 2ti. Fix t ∈ T . Define
set S(t) ⊂ T of significant neighbors of t by
S(t) = {s ∈ T : ‖
∑
i∈I(t)\I(s)
ki1ki>4ρXi‖p >
p
8
}.
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By (34) we get that either s ∈ S(t) or t ∈ S(s). Theorem 1 implies that
whenever s ∈ S(t) there exists point a(t, s) ∈ Rn such that
P(
⋂
i∈I(t)\I(s)
{|Xi| > ai(t, s)}) > e−p
and
∑
i∈I(t)\I(s) ki1ki>4ρai(t, s) > D
−1 p
8 . Our basic assumption in this section
is that for all t ∈ T there exist a common witness a(t), i.e. a(t) ∈ Rn such that
P(
⋂
i∈I(t)
{|Xi| > ai(t)}) > e−p (35)
and for all s ∈ S(t) there holds∑
i∈I(t)\I(s)
ki1ki>4ρai(t) > C
−1
4 p (36)
for a universal constant C4. Note that we may easily require that ai(t) >
C−15 , where C5 is an absolute constant. One can either deduce it straight from
Theorem 2 or use the following argument. Due to (19) we have
C−15
∑
i∈I(t)
ki 6 2C0C
−1
5 δp 6 C
−1
4
p
2
for small enough δ. Hence we can still have the lower bound (36) when ai(t) >
C−15 . By Theorem 2 the existence of a common witness for t ∈ T is equivalent
to
‖ min
s∈S(t)
|
∑
i∈I(t)\I(s)
ki1ki>4ρXi|‖p > C−16 p. (37)
There are many cases where the condition holds we list some of them.
1. Disjoint supports. Obviously S(t) = T \{t} and I(t)\I(s) = I(t), so the
existence of a common witness is the same as the existence of a witness
for t ∈ T .
2. Domination of supports. In this case we assume that ‖∑i∈I(t) ki1ki>4ρXi‖p
slightly dominates overlaps i.e. there exists ε > 0 such that for all s ∈ S(t)
‖
∑
i∈I(t)∩I(s)
ki1ki>4ρXi‖p 6 (1− ε)‖
∑
i∈I(t)
ki1ki>4ρXi‖p. (38)
We prove that if we choose c to be sufficiently small such that (1−ε)2c < 1
then (38) implies the existence of a common witness.
Lemma 4 Suppose that there exits ε > 0 such that (1− ε)2u < 1 and
‖
∑
i∈I(t)∩I(s)
ki1ki>4ρXi‖p 6 (1− ε)‖
∑
i∈I(t)
ki1ki>4ρXi‖p‖ for all s ∈ S(t).
Then
‖ min
s∈S(t)
|
∑
i∈I(t)∩I(s)
ki1ki>4ρXi‖p > (1− (1 − ε)2c)p.
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Proof. We aim to prove that (37). Clearly
‖ min
s∈S(t)
|
∑
i∈I(t)\I(s)
ki1ki>4ρXi|‖p >
> ‖
∑
i∈I(t)
ki1ki>4ρXi‖p − ‖ max
s∈S(t)
∑
i∈I(t)∩I(s)
ki1ki>4ρXi‖p >
> ‖
∑
i∈I(t)
ki1ki>4ρXi‖p − (
∑
s∈S(t)
E|
∑
i∈I(t)∩I(s)
ki1ki>4ρXi|p)
1
p >
> (1− (1− ε)2c)‖
∑
i∈I(t)
ki1ki>4ρXi‖p.

3. Independent entries. This case is of particular interest since there is a
need for a different proof of the Sudakov minoration than the induction
argument we have presented in section 4. Recall the definition of ri,
1 6 i 6 n and Lemma 2. It is clear that there exists the following distance
on T
d¯(s, t) =
∑
i∈I(t)△I(s)
ri1ri>2.
The best setting for our purposes is when d¯(s, t) is of finite distortion, i.e.
when
C¯−1q 6 d¯(s, t) 6 C¯q for q > p.
This requires a slight generalization of the common witness definition. We
say that q common witness exists for t ∈ T and q > p if there is a(t) ∈ Rn
supported in I(t) such that
P(
⋂
i∈I(t)
{|Xi| > ai(t)}) = e−q
and for all s ∈ Sq(t), where
Sq(t) = {s ∈ T :
∑
i∈I(t)\I(s)
ri1ri>2 > 2
−1C¯−1q}
the following holds ∑
i∈I(t)\I(s)
ki1ki>4ρai(t) > C¯
−1
0 q.
First observe that for each s, t ∈ T the condition d¯q(s, t) > C¯q implies
that either s ∈ Sq(t) or t ∈ Sq(s). By the definition of ri it implies that
for all s ∈ Sq(t)
C¯−10
q
2
6
∑
i∈I(t)\I(s)
ri1ri>2 6 γ
−1
∑
i∈I(t)\I(s)
ki‖Xi‖ri1ri>2.
Consequently for ai(t) = C¯
−1
1 ‖Xi‖ri1ri>2, i ∈ I(t) where C¯1 is an absolute
constant we have ∑
i∈I(t)\I(s)
kiai(t) > C¯
−1
0 C¯
−1
1 γ
q
2
.
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Suppose that ki 6 4ρ then ki‖Xi‖2 = ki 6 4ρ 6 2γ for sufficiently small
ρ. Hence ki 6 4ρ implies that ri = 2 and therefore∑
i∈I(t)\I(s)
kiai(t) =
∑
i∈I(t)\I(s)
ki1ki>4ρai(t).
On the other hand using log-concavity and suitably choosing C¯1
P(
⋂
i∈I(t)
{|Xi| > ai(t)}) =
∏
i∈I(t)
P(|Xi| > C¯−11 ‖Xi‖ri1ri>2) >
>
∏
i∈I(t)
exp(−C¯−10 ri1ri>2) = exp(−C¯−10
∑
i∈I(t)
ri1ri>2) > e
−q.
In this way having the distortion controlled we are in the setting of a
common witness existence. Since d¯ is a distance we can always find a
suitably large set of bounded distortion for some large enough q if we lose
slightly on the power of the function f . Namely the following holds.
Lemma 5 Suppose that |T | > exp(f¯(p)) where f¯(p) = log(1+p)f(p) then
there exists S ⊂ T such that |S| > exp(f(p)) such that C−1q 6 d¯(s, t) 6
Cq for all s 6= t, s, t ∈ S, where C is a universal constant.
Proof. We use the chaining type argument to get this result. The crucial
is to understand that d¯(s, t) 6 2cp2 since ri 6 p and |I(s)|, |I(t)| 6 cp.
Therefore M = sups,t d¯(s, t) 6 cp
2. On the other hand by Lemma 2 we
have that d¯(s, t) > C¯−10 p for some constant p.
Suppose that there exists S ⊂ T such that |S| > exp(f(p)) and d¯(s, t) >
C¯−11 M for all s, t ∈ S and s 6= t. Then simply we put q = M and finish the
construction. Otherwise there exists a partition of T into T1, ..., TN where
N 6 exp(f(p)) such that sups,t∈Ti d¯(s, t) 6 2C¯
−1
1 M . We continue the
construction in this way. Consequently since M 6 cp2 after C¯−12 log(1+p)
steps, where C¯2 can be sufficiently large we either find set S and p 6 q 6M
such that C¯−11 q 6 d¯(s, t) 6 q for all s, t ∈ S or we end up with less or equal
exp(C¯−12 log(1+p)f(p)) sets T1, ..., TN that covers T such that d¯(s, t) 6 p.
However since |T | > exp(log(1 + p)f(p)) it means that at least one set Ti
counts at least exp(f(p)) points since otherwise
N∑
i=1
|Ti| 6 exp(C¯−12 log(1 + p)f(p)) exp(f(p)) < exp(log(1 + p)f(p))
for suitably large. This contradiction completes the proof.

Before we state the main result we explain the meaning of a common witness.
We will be able to prove that whenever a common witness exists the following
holds
E sup
t∈T
sup
s∈S(t)
|Xt1I(t)\I(s)| > K−1p,
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where K is an absolute constant. As it was proved in Lemma 1 in the ideal
case it is equivalent to the Sudakov minoration. Sometimes it is obvious by the
conditions imposed on points in t ∈ T that guarantees
CE sup
t∈T
|Xt| > E sup
t∈T
sup
s∈S(t)
|Xt1I(t)\I(s)|
for a universal constant C. This for example the case of disjoint supports where
I(s) is empty for all s ∈ S(t). In general it is only true that
E sup
t∈T
|X |t > E sup
t∈T
sup
s∈S(t)
|Xt1I(t)\I(s)|.
The Sudakov minorationE supt∈T |X |t > K−1p is considered to be of the similar
difficult as the standard Sudakov minoration. Note that as we have mentioned
in Corollary 4 after the simplification from Proposition 3 the one unconditional
structure of X does not matter for the assumption on increments.
We are in the position to prove an extension of Theorem 4 which is the main
new result of the paper.
Theorem 5 Suppose that after simplification from Proposition 3 the class of
I(t), t ∈ T is of VC dimension v (v 6 cp). Suppose that |T | > exp(f(p)), where
f(p) = Cv log(1 + p) where C is sufficiently large. Suppose that for each t ∈ T
the common witness exists, i.e.
‖ min
s∈S(t)
|
∑
i∈I(t)\I(s)
ki1ki>4ρXi|‖p > C¯−1p.
Then the following Sudakov minoration holds
E sup
t∈T
sup
s∈S(t)
|Xt1I(t)\I(s)| > K−1p
for a universal K. In particular if v 6 plog(1+p) then f(p) = Cp.
Proof. First we assume that n 6 exp(C¯0p) since otherwise we may apply
Theorem 4 and there is nothing to prove. We need this condition to control the
constant β in the exponential inequality by C¯1p.
Let us enumerate points in T by t0, t1, ..., tN , where t0 = 0 and N = |T |− 1. As
in Theorem 4 we aim to contradict the assumption that
E sup
06i6N
|Xti1I(ti)\I(tj)| 6 C¯−12
p
2
for some absolute C¯2. Consequently
P( sup
16i6N
|Xti1I(ti)\I(tj)| 6 C¯−12 p) >
1
2
. (39)
Let S(i) = S(ti) and
S = {x ∈ Rn : |〈ti1I(ti)\I(tj), x〉| 6 C¯−12 p, for all i ∈ {1, 2, ..., N}, j ∈ S(i)}.
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Note that for all x ∈ S for all j ∈ S(i) and i ∈ {1, 2, ..., N}∑
l∈I(ti)\I(tj)
tilxl 6 C¯
−1
2 p. (40)
The meaning of (39) is that P(X ∈ S) > 12 and the set S will play the same
role in the proof as in Theorem 4. With each point i ∈ {1, 2, ..., N} we choose
a common witness ai = a(ti) and hence select the set
S(i) = {x ∈ Rn : xj > C¯−13 aij , j ∈ I(ti)},
where C¯3 > 1. By the definition of a common witness
P(X ∈ S(i)) > 2−cpP(
⋂
j∈I(ti)
{|Xj | > aij})C¯
−1
3 > exp(−(c+ C¯−13 )p).
Choosing c sufficiently small and C¯3 large enough (say C¯3 = 4) we can guarantee
that
P(X ∈ S(i)) > 2e−p.
As in Theorem 4 let us define M =
∑N
i=1 1X∈S(i), so
1
N
EM > 2e−p. (41)
Since N > exp(f(p)) − 1 = exp(C¯0v log(1 + p)) − 1 where we may require v to
be greater or equal plog(1+p) we deduce that defining n0 = e
−pN we have that
1
N
EM 6
n0
N
+P(M > n0) 6 e
−p +P(M > n0)
and hence P(M > n0) > e
−p by (41).
In the view of the idea of the proof of Theorem 4 we have to consider sets
SK =
⋂
i∈K Si, where |K| > e−pN . We aim to show that S + uBn2 does not
intersect SK for a sufficiently large c, namely that there exists sufficiently large
constant C¯4 such that
S + βuBn2 ∩ SK = ∅, for u 6 β−1pC¯4 . (42)
Consider point z = x− y, where x ∈ SK and y ∈ S. We prove that there exists
at least pC¯5 coordinates l ∈ {1, 2, ..., n} such that |zl| > C¯6 and C¯5 and C¯6 are
sufficiently large.
We start from L1 = {i} a single i ∈ K. There must exists a single l(i) ∈ I(t)
such that yl(i) 6 C¯
−1
7 a
i
l(i), where C¯7 is sufficiently small. Otherwise yl > C
−1
7 a
i
l
for all l ∈ I(ti) and hence by (19), (36) and til 6 kl 6 2til for kl > 4ρ∑
l∈I(ti)
tilyl > 2
−1C¯−17
∑
l∈I(ti)
kl1kl>4ρa
i
l > 2
−1C−14 C¯
−1
7 p.
Therefore if C¯2 > 2C4C¯7 we have a contradiction with (40). Suppose we have
selected set Lk ⊂ K such that |Lk| = k and for each i ∈ Lk there exists at
least one l(i) ∈ I(ti) such that yl(i) 6 C¯−17 ail(i). We require that coordinates
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l(i), i ∈ Lk are all different. Consider the set J =
⋃
i∈Lk
I(ti). By our basic
inequality |I(ti)| 6 cp we deduce that |J | counts no more than cpk elements.
Therefore by the Sauer’s lemma (e.g. [12] chapter 14) we can create at most
( ckpe
v
)v possible subsets of J . Consequently ifK has more elements that
(
ckpe
v
)v
there are two points ti, tj , i 6= j, i, j ∈ K such that I(ti) ∩ J = I(tj) ∩ J and
hence (I(ti)△ I(tj))∩ J = ∅. Therefore either for i or j there must exist l(i) or
l(j) such that
yl(i) 6 C¯
−1
7 a
i
l(i) or yl(j) 6 2
−1C¯−17 a
j
l(j)
since otherwise yl 6 C¯
−1
7 a
i
l for all l ∈ I(ti)\I(tj) and yl 6 C¯−17 ajl for all l ∈ l ∈
I(tj)\I(ti) which implies∑
l∈I(ti)\I(tj)
til1kl>4ρyl > 2
−1C¯−17
∑
l∈I(ti)\I(tj)
kl1kl>4ρa
i
l > 2
−1C−14 C¯
−1
7 p
and ∑
l∈I(tj)\I(ti)
tjl 1kl>4ρyl > 2
−1C¯−17
∑
l∈I(tj)\I(ti)
kl1kl>4ρa
i
l > 2
−1C−14 C¯
−1
7 p.
Hence if C¯2 > 2C4C¯7 we have contradiction with (40).
The above construction is valid till |K| >
(
ckpe
v
)v
. Since we know that |K| >
e−pN > exp(−p + C¯0p log(1 + p)) and N 1v > exp(−C¯0 log(1 + p)) = pC¯0 it
implies that we can choose
k = [e−1
v
cp
e−
p
vN
1
v ] > pC¯5
for a large enough C¯5. It proves that we can find a set Lk such that |Lk| = k >
pC¯5 where C¯5 is large enough and for each i ∈ Lk there exists l(i) for which
yl(i) 6 C¯
−1
7 a
i
l(i). Moreover l(i) 6= l(j) for i 6= j, i, j ∈ Lk. Consequently using
that ail > C
−1
5 we get
‖z‖22 >
∑
i∈Lk
(xi − yi)2 > (C¯−13 − C¯−17 )2(
∑
i∈Lk
ail(i))
2 > C¯−28 |k|,
where C¯8 = (C¯
−1
3 − C¯−17 )−1C5. Therefore
‖z‖2 = ‖x− y‖2 > C¯−18 k
1
2 > C¯−18 p
2−1C¯5 .
Hence by ‖z‖2 > pC¯4 with C¯4 sufficiently large. It proves (42).
As we have mentioned we can bound β in (13) by C¯1p. Therefore (13) implies
that
P(M > n0) = P(∃K, |K| > n0 : Y ∈ SK) 6 e−u, for u = β−1pC¯4 > pC¯4−C¯1 .
Since C¯4 can be sufficiently large we may require that C¯4 − C¯1 > 1 and hence
we have a contradiction
e−p 6 P(M > n0) < e
−p.
This proves the result.

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