Marginal maximum likelihood (MML) estimation of the logistic response model assumes a structure for the distribution of ability (8 
erally precise and stable. ML (Wingersky, 1983) have recently become available. BILOG (Mislevy & Bock, 1983) implements marginal maximum likelihood (MML) procedures (Bock & Aitkin, 1981) as well as a Bayesian marginal modal method described by Mislevy (1986) . MULTILOG (Thissen, 1986) typically N(0,1). Thus, the incidental parameter 0 is not estimated jointly with item parameters, and asymptotic properties (e.g., consistency) of maximum likelihood (ML) estimates for the item parameters apply even in small item sets (Mislevy & Stocking, 1989 (Mislevy & Sheehan, 1989) . Drasgow (1989) recently evaluated MML estimates using a Fletcher-Powell (1963) algorithm and the two-parameter logistic response model. Item responses were simulated for tests comprised of 5, 10, 15, and 25 items in conjunction with groups of 200, 300, 500, and 1,000 examinees sampled from a N(0,1) distribution. The item parameters for the study were selected from responses to the Job Descriptive Index (Drasgow & Hulin, 1988) , which represented a moderately easy test (i.e., item difficulties were centered below the mean of the 8 distribution). Ten (Baker, 1982) (Bock, 1991 LOG, the likelihood function is integrated over a specified prior distribution for 0 (typically unit normal). This isolates the estimation of item parameters from estimation of 8 parameters.
However, the integration is accomplished by approximating the normal density function with quadrature points and weights (Mislevy & Stocking, 1989) . Thus, the form of the estimated 0 distribution is defined by this quadrature distribution rather than the specified prior distribution, although in practice the two will differ only slightly. Consequently, the metric of the 8 and item parameter estimates in MULTILOG is determined by the mean (X) and SD (aX) of the final adjusted quadrature distribution (Baker, 1990 Figure 2 , it can be seen that the effects of the factors on bias depend on the particular item parameter. For the low discriminating item (Figure 2a) , bias was negligible irrespective of the number of test items, the true distribution for 0, and N. For the average discriminating item (Figure 2b) , bias was greater when the distribution of 0 deviated from N(0,1) for tests comprised (Figure 3d ; b = -.02) and the item with low discrimination (Figure 3a) . Greater RMSE values were observed for the highly discriminating item (Figure 3c ) and the item that was extremely easy (Figure 3f) (Hulin, Lissak, & Drasgow, 1982) that examining the item parameters separately may not be as important as examining the joint difference between the parameters for an item and its estimates. For example, it is possible to examine the area between the IRF given the item parameters and the IRF given the item parameter estimates. This is equivalent to examining the difference between the probability of correctly answering an item given true parameter values and the probability based on estimated item parameters and Os. Alternatively, the difference between true scores and estimated true scores based on the sum of these probabilities can also be examined (Yen, 1987 (Figure 4b ) decreased both as N increased and test length increased. There appears to be no systematic change in RMSE values when the distribution for 0 is varied.
Recovery of 0 Parameters
Bias and RMSE in recovering 0 parameters were calculated using Equations 4 and 6 after Seong (1990) Although estimates of item difficulty were precise, more bias was found for 10-and 20-item tests when the distribution was skewed, regardless of N. As found by Seong (1990) Seong's (1990) work, increasing the number of quadrature points to 20 should also help to minimize the effect of underlying non-normal 0 distributions.
Errors in estimating 0 were small, despite the rather large errors obtained in estimating item discriminations for small sample sizes and in tests comprised of 10 items. Although Seong (1990) reported that accuracy was improved when the specified prior distribution matched the true 0 distribution, the effect of varying distributional conditions for 0 in the present study was negligi- 
