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TWISTED VERTEX REPRESENTATIONS VIA SPIN
GROUPS AND THE MCKAY CORRESPONDENCE
IGOR B. FRENKEL, NAIHUAN JING, AND WEIQIANG WANG
Abstract. We establish a twisted analog of our recent work on
vertex representations and the McKay correspondence. For each
finite group Γ and a virtual character of Γ we construct twisted
vertex operators on the Fock space spanned by the super spin char-
acters of the spin wreath products Γ ≀ S˜n of Γ and a double cover
of the symmetric group Sn for all n. When Γ is a subgroup of
SL2(C) with the McKay virtual character, our construction gives
a group theoretic realization of the basic representations of the
twisted affine and twisted toroidal algebras. When Γ is an arbi-
trary finite group and the virtual character is trivial, our vertex
operator construction yields the spin character tables for Γ ≀ S˜n.
1. Introduction
The connection among the direct sum of Grothendieck groups of the
symmetric groups Sn for all n and the theory of symmetric functions
[M, Z] has a simple interpretation in terms of a Heisenberg algebra
and vertex operators ([F1], see part one of [J1]). In the recent works
[W, FJW1] we have realized a generalization of such a connection by
substituting the symmetric group Sn with the wreath product Γn =
Γ≀Sn associated to an arbitrary finite group Γ. Moreover, we introduced
a crucial modification of this connection that, in the case when Γ is a
finite subgroup of SL2(C), yields a group theoretic realization of the
affine Lie algebra ĝ [FK, Se] and of the toroidal Lie algebra ̂̂g [F2, MRY],
where g is a complex simple Lie algebra of ADE type whose Dynkin
diagram is related to Γ via the McKay correspondence [Mc].
The main goal of the present work is to extend the above results to
realize the twisted basic representation of an affine Lie algebra ĝ[−1]
and its toroidal counterpart by means of a spin cover Γ˜n of the wreath
product Γn associated to a subgroup Γ of SL2(C).
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The twisting of the basic representation of the affine Lie algebra
under consideration is determined by the multiplication by −1 on the
Cartan subalgebra h of g, and can be viewed as an odd counterpart
of the even (untwisted) case. This twisting was originally introduced
as the first step towards the construction of the Moonshine module for
the Monster group in [FLM1, FLM2]. As in the homogeneous case one
starts with a representation of the Heisenberg subalgebra ĥ[−1] and
reconstructs the rest of the twisted affine Lie algebra ĝ[−1] using the
twisted vertex operators.
The representation theory of the spin group S˜n which is a double
cover of the symmetric group Sn was initiated by I. Schur [S] (also
see [Jo] for an exposition). Its connection with vertex operators was
further studied in [J1]. These results will play an important role in our
present work. The representation theory of Γ˜n was also studied in [HH]
from a Hopf algebra viewpoint.
In order to work effectively only with the spin representations of Γ˜n,
i.e, those which do not factor through Γn, we adopt the approach of
[Jo] by introducing a superalgebra structure on the group algebra of Γ˜n
and consider its supermodules. It turns out that the superstructure is
preserved under the main operations such as induction and restriction.
The direct sum of the Grothendieck groups of spin supermodules of
Γ˜n carries a natural Hopf algebra and we remark that a Hopf algebra
was constructed in [HH] on a different space. This allows us to realize
the vertex operators acting in the twisted vertex representations con-
structed from the sum of the Grothendieck rings. Our group theoretic
method naturally recovers the basic representations of twisted affine
Lie algebras ĝ[−1] [LW, FLM1, FLM2]. As in [FJW1] we realize this
by introducing a modified bilinear form associated to the McKay vir-
tual character ξ which is twice the trivial character minus the character
of the two-dimensional natural representation of Γ in SL2(C).
Much of our construction is valid for an arbitrary finite group Γ
and we have introduced the modified bilinear form associated to an
arbitrary virtual character ξ of Γ as well. In the special case when ξ is
the trivial character the twisted vertex operators generate an infinite
dimensional generalized Clifford algebra, which recovers the twisted
boson-fermion correspondence. We further obtain the super character
tables of the spin group Γ˜n for all n, generalizing the results of [J1].
One may generalize the results of this paper to the quantum case as
it was done in [FJW2] for the homogeneous picture of quantum affine
algebras [FJ]. Our results also suggest that various previous construc-
tions associated to (quantum) vertex representations admit remarkable
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interpretation via Grothendieck rings of certain finite groups which are
variations of wreath products, though every new step in this direction
is unpredictable and brings new surprises. It is a very interesting and
challenging problem to find such a group theoretic realization.
The organization of the paper is as follows. In Sect. 2 we present the
representation theory and structures of the spin group Γ˜n. In Sect. 3
we review superalgebras and supermodules and define the Hopf algebra
of the super spin characters of Γ˜n. In Sect. 4 we introduce the weighted
bilinear forms in the Grothendieck rings of supermodules and construct
basic spin supermodules. In Sect. 5 we define the twisted Heisenberg
algebras and their Fock spaces. In Sect. 6 we establish the isometry
between the sum of Grothendieck rings of supermodules of Γ˜n and the
Fock space of a twisted Heisenberg algebra. In Sect. 7 we construct
twisted vertex operators via the induction and restriction functors on
the Grothendieck rings. In Sect. 8 we obtain the twisted basic repre-
sentation of the affine Lie algebras ĝ[−1] and the corresponding toroidal
algebras. In Sect. 9 we derive the super spin character tables of Γ˜n for
all n from the twisted boson-fermion correspondence.
2. A double cover of the wreath product
2.1. The spin group S˜n. In this subsection we discuss some of the
basic properties of the double covers of the symmetric group, which
were introduced by Schur in his seminal paper [S]. We will adopt the
modern account [Jo] of Schur’s theory.
Let Sn be the symmetric group of n letters, and we use the con-
vention of multiplying permutations from right to left (different from
[S, Jo]). The spin group S˜n is the finite group generated by z and
ti, i = 1, · · · , n− 1 subject to the relations:
z2 = 1, t2i = (titi+1)
3 = z,(2.1)
titj = ztjti, i > j + 1,(2.2)
zti = tiz.(2.3)
Let θn be the homomorphism from S˜n to Sn sending ti to the trans-
position (i, i + 1) and z to 1. We see that S˜n is a central extension of
Sn by the cyclic group Z2:
1 −→ Z2 ι−→ S˜n θn−→ Sn −→ 1,
where the embedding ι sends the order 2 element in Z2 to z. Schur [S]
determined that H2(Sn,C
∗) ≃ Z2 for n > 3. The group S˜n is one of
the two double covers of the symmetric group Sn (n > 3). Our results
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in this paper can be easily translated to the other double cover (cf.
[S, J1]).
The group S˜n has a parity given as follows. Let d be the homomor-
phism from the free group generated by {ti, z}(i = 1, · · · , n − 1) to
Z2 by d(ti) = 1, i = 1, · · · , n − 1 and d(z) = 0. It is easily seen that
d preserves the relations (2.1-2.3). Thus it defines a homomorphism
from S˜n to Z2, which we still denote by d. An element x ∈ S˜n is called
even (resp. odd) if d(x) = 0 (resp. d(x) = 1). The parity in S˜n given
by d lifts the standard notion of even and odd permutations in the
symmetric group Sn.
The spin group S˜n has a cycle presentation due to J. H. Conway
and others (see [Ws]). Embed S˜n into S˜n+1 by identifying their first
n − 1 generators ti, i = 1, · · · , n − 1. For i = 1, · · · , n we define
xi = titi+1 · · · tn · · · ti+1ti ∈ S˜n+1. For a sequence i1, · · · , im of distinct
integers from {1, 2, · · · , n} we can define cycles in S˜n as follows.
[i1i2 · · · im] =
{
z, m = 1,
xi1ximxim−1 · · ·xi1 , 1 < m ≤ n.
(2.4)
It is known that θn([i1i2 · · · im]) = (i1i2 · · · im) and θn+1(xi) = (i, n+1).
We list some useful identities for the cycles.
xj [i1i2 · · · im] = zm−1[i1i2 · · · im]xj , (j 6= is), x2j = z,(2.5)
[i1i2 · · · im]−1 = [im · · · i2i1],(2.6)
[i1i2 · · · im] = zm−1[i2i3 · · · imi1],(2.7)
[i1i2 · · · im][j1j2 · · · jk] = z(m−1)(k−1)[j1j2 · · · jk][i1i2 · · · im],(2.8)
[i, i+ 1, · · · , i+ j − 1] = zj−1titi+1 · · · ti+j−2,(2.9)
where the cycles [i1i2 · · · im] and [j1j2 · · · jk] are disjoint.
Proposition 2.1. [Jo] Each element of S˜n can be presented as
zp[i1i2 · · · im][j1j2 · · · jk] · · · ,
where {i1 · · · im}, {j1 · · · jk}, · · · is a partition of the set {1, 2, · · · , n}
and p = 0, 1. If zpc1c2 · · · cl = zp′c′1c′2 · · · c′l′ are two expressions of the
same element in terms of cycles ci and c
′
i, then l = l
′ and there is a
permutation σ ∈ Sl such that
c′i = cσ(i)z
mi , mi ≡ |ci| − 1(mod 2),
where |ci| denotes the length of the cycle ci. Moreover if [i1 · · · ik] =
zm[j1 · · · jk], then js = σ(is) for a cyclic permutation σ of {i1, · · · , ik}.
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Let λ be a partition and we identify λ with its Young diagram con-
sisting of l rows of λ1, · · · , λl squares respectively aligned to the left.
A tableau Tλ of shape λ is a numbering of the squares with integers
1, 2, · · · , |λ|, each appearing exactly once. For each tableau Tλ of shape
λ with a numbering a11, · · ·a1λ1 , a21, · · · , a2λ2 , · · · , al1, · · · , alλl we de-
fine the element tλ of S˜n to be
tλ = [a11 · · · a1λ1 ][a21 · · · a2λ2 ] · · · [al1 · · · alλl].(2.10)
The permutation
∏l
i=1(ai1 · · · aiλi) associated with tλ will be denoted
by s(λ). It follows from Proposition 2.1 that the general element in
S˜n is of the form z
ptλ. For a permutation s ∈ Sn we also define tsλ =∏l
i=1[s(ai1) · · · s(aiλi)].
The following can be checked by induction using (2.5) and (2.8).
Lemma 2.2. For any two elements tλ, tµ in S˜n associated to tableaux
Tλ and Tµ we have that
tµtλt
−1
µ = z
d(λ)d(µ)t
s(µ)
λ .
2.2. The spin wreath product Γ˜n. In this subsection we introduce
the main finite group Γ˜n in this work, and extend our discussion from
S˜n to Γ˜n.
Let Γ be a finite group with r + 1 conjugacy classes. We denote by
Γ∗ = {γi}ri=0 the set of complex irreducible characters, where γ0 stands
for the trivial character, and by Γ∗ the set of conjugacy classes. The
character value γ(c) of γ ∈ Γ∗ at a conjugacy class c ∈ Γ∗ yields the
character table {γ(c)} of Γ.
Let R(Γ) = ⊕ri=0Cγi be the space of complex valued class functions
on Γ. For c ∈ Γ∗ let ζc be the order of the centralizer of an element in
the class c, so the order of the class is then |Γ|/ζc. The usual bilinear
form on R(Γ) is defined as follows:
〈f, g〉Γ = 1|Γ|
∑
x∈Γ
f(x)g(x−1) =
∑
c∈Γ∗
ζ−1c f(c)g(c
−1),
where c−1 denotes the conjugacy class {x−1, x ∈ c}. Clearly ζc = ζc−1.
We will often write 〈 , 〉 for 〈 , 〉Γ when no ambiguity may arise. It is
well known that
〈γi, γj〉 = δij ,∑
γ∈Γ∗
γ(c′)γ(c−1) = δc,c′ζc, c, c′ ∈ Γ∗.(2.11)
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Thus RZ(Γ) = ⊕ri=0Zγi endowed with this bilinear form becomes an
integral lattice in R(Γ).
Given a positive integer n, let Γn = Γ × · · · × Γ be the n-th di-
rect product of Γ, and let Γ0 be the trivial group. The spin group
S˜n acts on Γ
n through the action of the group Sn by permuting the
indices: tλ(g1, · · · , gn) = (gs(λ)−1(1), · · · , gs(λ)−1(n)), and z(g1, · · · , gn) =
(g1, · · · , gn). The wreath product Γ˜n = Γ ≀ S˜n of Γ with S˜n is defined
to be the semi-direct product
Γ˜n = Γ
n ⋊ S˜n = {(g, t)|g = (g1, · · · , gn) ∈ Γn, t ∈ S˜n}
with the multiplication
(g, t) · (h, s) = (g t(h), ts).
Note that Γ˜n reduces to S˜n when Γ is trivial. Clearly Γ˜n is a central
extension of Γn by Z2 and |Γ˜n| = 2n!|Γ|n.
We define a a parity for Γ˜n by extending the parity of S˜n. Let
d : Γ˜n −→ Z2 = {0, 1} be the homomorphism from Γ˜n to Z2 given by
d(g, ti) = 1, d(g, z) = 0.(2.12)
Clearly the degree 0 subset Γ˜0n is the wreath product Γ ≀A˜n, where An is
the alternating group, and the degree one part Γ˜1n is the complementary
subset.
Let τ be a section from Γn to Γ˜n such that θτ = 1. An element
x ∈ Γn is called split if τ(x) is not conjugate to zτ(x). Otherwise x
is said to be non-split. Clearly this definition does not depend on the
choice of the section τ and two conjugate elements are simultaneously
split or non-split. A conjugacy class of Γn is called split if its elements
are split. We will also say that an element x ∈ Γ˜n is split (resp. non-
split) if θ(x) is split (resp. non-split). Clearly the class Cρ splits if and
only if the preimage θ−1n (Cρ) splits into two conjugacy classes in Γ˜n.
Any representation π of Γn can be viewed as a representation of Γ˜n.
Such a representation π of Γ˜n satisfies the property π(z) = Id. A
representation π of Γ˜n is called spin if π(z) = −Id. It follows that the
characters of spin representations vanish on non-split classes. In this
paper we only consider spin representations.
We remark that spin representations are sometimes referred as neg-
ative or projective representations in the literature.
2.3. Conjugacy classes of Γ˜n. Let λ = (λ1, λ2, · · · , λl) be a partition
of the integer |λ| = λ1+ · · ·+ λl, where λ1 ≥ · · · ≥ λl ≥ 1. The integer
l is called the length of the partition λ and is denoted by l(λ). We will
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identify the partition (λ1, λ2, · · · , λl) with (λ1, λ2, · · · , λl, 0, · · · , 0). We
will also make use of another notation for partitions:
λ = (1m12m2 · · · ),
where mi is the number of parts in λ equal to i. The number n(λ
′) is
defined to be
∑
i
(
λi
2
)
, where λ′ is the dual partition associated to λ.
We will use the dominance order on partitions. For two partitions λ
and µ we write λ > µ if λ1 ≥ µ1, λ1 + λ2 ≥ µ1 + µ2, etc.
A partition λ is called strict if its parts are distinct integers (exclud-
ing the trivial parts of zero), in which case all the multiplicities mi are
1.
We will use partitions indexed by Γ∗ and Γ∗. For a finite set X and
ρ = (ρ(x))x∈X a family of partitions indexed by X , we write
‖ρ‖ =
∑
x∈X
|ρ(x)|.
It is convenient to regard ρ = (ρ(x))x∈X as a partition-valued function
on X . We denote by P(X) the set of all partitions indexed by X and
by Pn(X) the set of all partitions in P(X) such that ‖ρ‖ = n. The
total number of parts, denoted by l(ρ) =
∑
x l(ρ(x)), in the partition-
valued function ρ = (ρ(x))x∈X is called the length of ρ. The dominance
order is extended to partition-valued functions as follows. We define
ρ > π if ρ(x) > π(x) for each x. We say that ρ ≫ π if ρ(x) > π(x)
and ρ(x) 6= π(x) for each x ∈ X . For a partition-valued function ρ we
define
n(ρ′) =
∑
c
n(ρ(c)′) =
∑
c,i
(
ρi(c)
2
)
.(2.13)
Let OP(X) be the set of partition-valued functions (ρ(x))x∈X in
P(X) such that all parts of the partitions ρ(x) are odd integers, and
let SP(X) be the set of partition-valued functions ρ : X −→ P such
that each partition ρ(x) is strict. When X consists of a single element,
we will omit X and simply write P for P(X), thus the notation OP
or SP will be used similarly.
Lemma 2.3. |OPn(X)| = |SPn(X)|.
Proof. The generating function of the cardinalities of strict partition-
valued functions is
∏
x∈X
∞∏
n=1
1
1− q2n−1x
=
∏
x∈X
∞∏
n=1
1− q2nx
(1− q2n−1x )(1− q2nx )
=
∏
x∈X
∞∏
n=1
(1 + qnx),
which is the generating function of SPn(X).
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We also define a parity on partitions. For each partition λ we define
d(λ) = |λ| − l(λ). For a partition-valued function ρ = (ρ(x))x∈X we
define d(ρ) =
∑
x |ρ(x)| = ‖ρ‖ − l(ρ). It is clear that the conjugacy
class of type λ in Sn is even if and only if d(λ) is even. We define the
parity of the partition-valued function ρ to be the parity of d(ρ). We
define
P0n(X) = {λ ∈ Pn(X)| d(ρ) ≡ 0(mod 2)},(2.14)
P1n(X) = {λ ∈ Pn(X)| d(ρ) ≡ 1(mod 2)},(2.15)
and define SP in(X) = P in(X) ∩ SPn(X) for i = 0, 1.
We now recall the description of conjugacy classes of Γn [M]. Let x =
(g, σ) be an element in a conjugacy class of Γn, where g = (g1, · · · , gn).
For each cycle y = (i1i2 · · · ik) in the permutation σ the element gy =
gikgik−1 · · · gi1 ∈ Γ is called the cycle-product of x corresponding to the
cycle y. For each c ∈ Γ∗ and i ≥ 0 letmi(c) be the number of i-cycles in
the permutation σ such that the cycle products gy lie in the conjugacy
class c. Then c → ρ(c) = (1m1(c)2m2(c) · · · ) defines a partition-valued
function on Γ∗. It is known that the partition-valued function (ρ(c))c∈Γ∗
is in one-to-one correspondence to the conjugacy class of x = (g, σ) in
Γn and is called the type of the conjugacy class. We will also say that
an element has conjugacy type ρ if this element is contained in the
conjugacy class.
Let (−1)d be the representation of Γ˜n given by x 7−→ (−1)d(x). A
representation π of Γ˜n is called a double spin representation if
(−1)dπ ≃ π.
If π′ = (−1)dπ 6= π, then π′ and π are called associate spin representa-
tions of Γ˜n.
The following result was proved in [J1] for a double cover of any
finite group.
Proposition 2.4. The number of split conjugacy classes of Γn is equal
to the number of irreducible spin representations of Γ˜n.
2.4. Split conjugacy classes of Γ˜n. We fix an order of conjugacy
classes of Γ: c0 = {1}, c1, · · · , cr. For each partition-valued function
ρ = (ρ(c)) ∈ Pn(Γ∗), we let tρ(ci) be the element of S˜n associated
to a tableau Tρ(ci) of shape ρ(c
i) using the numbers
∑
j≤i−1 |ρ(cj)| +
1, · · · ,∑j≤i |ρ(cj)| and we define the element tρ to be
tρ = tρ(c0)tρ(c1) · · · tρ(cr),(2.16)
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which depends on the sequence Tρ of the tableaux Tρ(c0), · · · , Tρ(cr). We
remark that the general element of Γ˜n is of the form (g, z
ptρ), where ρ
is the type of the conjugacy class of (g, zptρ).
The following theorem is well-known in the case of Γ = {1} (cf. [Jo]
and [St]).
Theorem 2.5. Let ρ = (ρ(c))c∈Γ∗ be the type of a conjugacy class Cρ
in Γn. Then the preimage θ
−1
n (Cρ) splits into two conjugacy classes in
Γ˜n if and only if
(1) when the class Cρ is even and all the ρ(c) (c ∈ Γ∗) are partitions
with odd integer parts, i.e., ρ ∈ OPn(Γ∗);
(2) when the class Cρ is odd and all the ρ(c) (c ∈ Γ∗) are strict
partitions, i.e., ρ ∈ SP1n(Γ∗).
Proof. (1) Let d(ρ) be even and let each partition ρ(c) have odd integer
parts. Assume on the contrary that (g, tρ) and z(g, tρ) are conjugate
in θ−1n (Cρ), where tρ is associated to a sequence of tableaux (see Eqn.
(2.16)). Then for some (h, tµ) ∈ Γ˜n
(h, tµ)(g, tρ)(h, tµ)
−1
=(h · s(µ)(g) · s(µ)s(ρ)s(µ)−1(h−1), tµtρt−1µ )
=(h · s(µ)(g) · s(ρ)(h−1), tµtρt−1µ ) = (g, ztρ),(2.17)
where we have used the fact that s(ρ)s(µ) = s(µ)s(ρ). It follows from
Lemma 2.2 that ztρ = z
d(ρ)d(µ)t
s(µ)
ρ = t
s(µ)
ρ , since d(ρ) = 0 (mod 2).
Let tρ = c1c2 · · · cl and ts(µ)ρ = c′1c′2 · · · c′l be their cycle representations.
Then ci = z
mic′ν(i) and mi = |ci| − 1(mod 2) for some ν ∈ Sl by Propo-
sition 2.1. Since each cycle length |ci| is odd, all the cycles mutually
commute with each other. Substituting ci = z
mic′ν(i) back and rear-
ranging the cycles, we have
1 = z1+
∑
i (|ci|−1) = z1+d(ρ) = z,
which is a contradiction.
Now suppose that for some c ∈ Γ∗ there is an even cycle in ρ(c) of
the class Cρ of type ρ. That is, there is an element (g, tρ) ∈ θ−1(Cρ)
such that tρ = · · · [i1i2 · · · i2k] · · · . Consider the element (h, tµ) ∈ Γ˜n,
where tµ = [i1i2 · · · i2k] and h = (h1, · · · , hn) with hj = 1 for j 6= is and
his = gis , s = 1, · · · , 2k. We claim that
(h, tµ)(g, tρ)(h, tµ)
−1 = (hs(µ)(g)s(ρ)(h−1), tµtρt−1µ ) = (g, ztρ),
which is shown by two steps. First we consider the jth component of
hs(µ)(g)s(ρ)(h−1) in Γn. It equals 1 · gj · 1 = gj when j 6= is, and it
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equals gisgis−1g
−1
is−1
= gis for j = is. Secondly we have
tµtρt
−1
µ = · · · [i2i3 · · · i2ki1] · · · = ztρ
by using Eqn. (2.7) and d(ρ) ≡ 0 (mod 2) again. Thus (g, tρ) is conju-
gate to z(g, tρ). Therefore all partitions ρ(c) must be from OP(Γ∗) if
θ−1(Cρ) splits.
(2) Let d(ρ) be odd. Assume all partitions ρ(c) are strict partitions.
If on the contrary (g, tρ) is conjugate to z(g, tρ), then using d(ρ) = 1
we have as in (2.17) that ztρ = z
d(µ)t
s(µ)
ρ for the permutation s(µ) ∈ Sn
associated to some µ ∈ Pn(Γ∗). Let tρ = c1c2 · · · cl and ts(µ)ρ = c′1c′2 · · · c′l
be their cycle representations. Then ci = z
|ci|−1c′ν(i) for some ν ∈ Sl.
Since s(µ) cyclically permutes the indices in each cycles of s(ρ) we have
d(µ) = d(ρ). On the other hand, note that each cycle ci corresponds
to one part in ρ(c) for some c ∈ Γ∗ and any conjugation of ci still
corresponds to a part in the same ρ(c). When we plug the equations
ci = z
|ci|−1c′ν(i) back to ztρ = z
d(µ)t
s(µ)
ρ we see that ν is actually the
identity since ρ(c) is strict. Therefore z1+
∑
i(|ci|−1) = zd(µ). Then d(ρ) =∑
i(|ci|−1) ≡ d(µ)+1 (mod 2), which is a contradiction. Hence θ−1n (Cρ)
splits.
Now suppose θ−1n (Cρ) splits. If there are two identical parts in ρ(c)
for some conjugacy class c ∈ Γ∗, say tρ = · · · [i1 · · · ik][j1 · · · jk] · · · for
(g, tρ) ∈ Γ˜n. Then the cycle-products of these two identical parts are
conjugate, i.e., there exists an element x ∈ Γ such that
xgjkgjk−1 · · · gj1x−1 = gikgik−1 · · · gi1 .(2.18)
Consider the element (h, tµ) such that tµ = [i1j1] · · · [ikjk] and ha = 1
for a 6= is, js, and
his = gis · · · gi1x(gjs · · · gj1)−1, s = 1, · · · , k,
hjs = gjs · · · gj1x−1(gis · · · gi1)−1, s = 1, · · · , k.
Clearly hik = x and hjk = x
−1 by Eqn. (2.18). Therefore we have the
following equations for s = 1, 2, · · · , k (mod k)
his = gishis−1g
−1
js
, hjs = gjshjs−1g
−1
is
,(2.19)
which imply that hs(µ)(g)s(ρ)(h−1) = g. Note also that s(ρ)s(µ) =
s(µ)s(σ) and d(µ) = k (mod 2). We see that the conjugation
(h, tµ)(g, tρ)(h, tµ)
−1 = (hs(µ)(g)s(ρ)(h−1), zkts(µ)ρ ) = (g, z
kts(µ)ρ ),
(2.20)
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where we used d(ρ) = 1. Observe that by Eqn. (2.8)
ts(µ)ρ = · · · [j1 · · · jk][i1 · · · ik] · · · = z(k−1)
2
tρ = z
k−1tρ.
Plugging this into Eqn. (2.20) we obtain that (h, tµ)(g, tρ)(h, tµ)
−1 =
z(g, tρ), and this contradiction says that each partition ρ(c) must be
strict.
Let Cρ be a conjugacy class in Γn of type ρ = (ρ(c))c∈Γ∗ ∈ Pn(Γ∗).
We fix an order of the conjugacy classes of Γ as before: c0, · · · , cr. Let
T ρ(c
i) be the special tableau such that the numbers (
∑i−1
j=0 |ρ(cj)|) + 1,
· · · ,∑ij=0 |ρ(cj)| appear in the natural order from the left to right and
up to bottom in the Young diagram of shape ρ(ci), and thus
tρ(c
i) = [1 + ai−1, · · · , ρ(ci)1 + ai−1] · · ·
[ρ(ci)1 + · · ·+ ρ(ci)l−1 + ai−1, · · · , |ρ(ci)|+ ai−1],(2.21)
where ai−1 =
∑i−1
j=0 |ρ(cj)| and ρ(ci) = (ρ(ci)1, · · · , ρ(ci)l). We define
the special element tρ by
tρ = tρ(c
0)tρ(c
1) · · · tρ(cr).(2.22)
For each split conjugacy class Cρ in Γn of type ρ, we define the
conjugacy class D+ρ in Γ˜n to be the conjugacy class containing the
element (g, tρ). We also define D−ρ = zD
+
ρ . Then θ
−1
n (Cρ) = D
+
ρ ∪D−ρ .
Let (D+ρ )
−1 = {x−1|x ∈ D+ρ }. We remark that (D+ρ )−1 = zn(ρ′)(Dρ)+,
where n(ρ′) is defined in (2.13) and ρ is the partition-valued function
given by ρ(c) = ρ(c−1).
Given a partition λ = (1m12m2 . . . ), we define
zλ =
∏
i≥1
imimi!.
We note that zλ is the order of the centralizer of an element of cycle-
type λ in S|λ|.
For each partition-valued function ρ = (ρ(c))c∈Γ∗ we define
Zρ =
∏
c∈Γ∗
zρ(c)ζ
l(ρ(c))
c ,
which is the order of the centralizer of an element of conjugacy type
ρ = (ρ(c))c∈Γ∗ (see [M]).
Proposition 2.6. The order of the centralizer of an element of con-
jugacy type ρ in Γ˜n is given by
Z˜ρ =
{
2Zρ, Cρ is split
Zρ, Cρ is non-split.
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Proof. Let Cρ be a conjugacy class in Γn. If θ
−1(Cρ) does not split,
then θ−1(Cρ) is a conjugacy class in Γ˜n, so its centralizer has the order
|Γ˜n|/|θ−1(Cρ)| = |Γn|/|Cρ| = Zρ. Otherwise θ−1(Cρ) = D+ρ ∪D−ρ , and
|Γ˜n|/|D±ρ | = 2Zρ.
Theorem 2.7. [HH] (1) The number of conjugacy classes of Γn and
Γ0n are given by the following formulas:
|split classes of the group Γn| = 2|SP1n(Γ∗)|+ |SP0n(Γ∗)|,
|split classes of the group Γ0n| = |SP1n(Γ∗)|+ 2|SP0n(Γ∗)|.
(2) The number of irreducible double spin representations is equal
to the number of even strict partition-valued functions on Γ∗, and the
number of pairs of irreducible associate spin representations is equal to
the number of odd strict partition-valued functions on Γ∗.
Proof. The first statement in Part (1) is a corollary of Theorem 2.5 and
Lemma 2.3. To see the second equation in (1), we observe that an ir-
reducible spin representation π decomposes as follows when restricting
to the subgroup Γ˜0n:
π|Γ˜0n =
{
π1 ⊕ π2, π is a double spin,
π, π is an associate spin.
Moreover a pair of the associated spin representations, when restricted
to Γ˜0n, become the same irreducible representation. Applying the count-
ing formulas in (1) we obtain Part (2).
We remark that the number of split conjugacy classes of Γn contained
in Γ0n is equal to |SP1n(Γ∗)|+ |SP0n(Γ∗)| = |OPn(Γ∗)| by Theorem 2.5.
3. The Hopf algebra R−Γ of super spin characters
3.1. Superalgebras and supermodules. We basically follow the ex-
position of [Jo] in this subsection. A complex superalgebra A = A0⊕A1
is a Z2-graded complex vector space with a binary product A×A −→ A
such that AiAj ⊂ Ai+j.
A vector space V = V0 ⊕ V1 is a supermodule for a superalgebra
A = A0 ⊕ A1 if AiVj ⊂ Vi+j . Elements of Vi are called homogeneous.
A linear map f : M → N between two A-supermodules is a super
homomorphism of degree i if f(Mj) ⊂ Mi+j and for any homogeneous
element a ∈ A and any homogeneous vector m ∈M we have
f(am) = (−1)d(a)d(f)af(m).
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Let
HomA(M,N) = HomA(M,N)0 ⊕HomA(M,N)1,
where HomA(M,N)i consists of A-super-homomorphisms of degree i
from M to N .
Let V = V0⊕V1 andW =W0⊕W1 be two supermodules. The tensor
product V ⊗W is also a supermodule with (V⊗W )i =
∑
k+l=i(mod2) Vk⊗
Wl. Submodules, irreducible or simple supermodules are defined simi-
larly as usual. Two examples of complex simple superalgebras are given
in order.
Let r, s ∈ N. We define M(r|s) to be the C-superalgebra of (r + s)-
square matrices with the grading
M(r|s)0 = {
[
A 0
0 D
]
|A ∈Mr,r(C), D ∈Ms,s(C)},
M(r|s)1 = {
[
0 B
C 0
]
|B ∈Mr,s(C), C ∈Ms,r(C)}
and the operations are the underlying usual matrix addition and mul-
tiplication. As in the ungraded case, M(r|s) can also be viewed as
the superalgebra of Z2-graded linear maps of C
r|s = Cr ⊕ Cs with the
usual superpositions of maps. It is easily seen that M(r|s) is a simple
C-superalgebra and Cr|s is a simple M(r|s)-supermodule.
Another example is the C-superalgebra Q(n). As a supervector space
it is defined by
Q(n)0 = {
[
A 0
0 A
]
|A ∈Mn,n(C)},
Q(n)1 = {
[
0 B
B 0
]
|B ∈Mn,n(C)}.
The superalgebra structure is given by the usual matrix multiplication.
The space Cn|n is also a Q(n)-supermodule under the usual matrix
multiplication.
Wall [Wl] showed that these two simple superalgebras are the only
two types of simple superalgebras over C. In the sequel we will call the
supermodule Cr|s of typeM if it is considered as aM(r|s)-supermodule
and Cn|n of type Q if it is considered as a Q(n)-supermodule.
For any finite group G and a subgroup H of index 2, we set the
parity of elements of H (resp. G\H) to be even (resp. odd). The
corresponding group superalgebra of G is semisimple (see [Jo]). In the
case of the spin wreath product Γ˜n and the subgroup Γ˜
0
n = Γ
n ≀ A˜n,
14 IGOR B. FRENKEL, NAIHUAN JING, AND WEIQIANG WANG
this parity agrees with the parity given by the homomorphism d (see
(2.12). As a superalgebra, C[Γ˜n] is given by
C[Γ˜n]0 = {
∑
g
agg|g ∈ Γ˜0n},(3.1)
C[Γ˜n]1 = {
∑
g
agg|g ∈ Γ˜1n},(3.2)
and the product is the usual multiplication.
Proposition 3.1. There exists an isomorphism of C-superalgebras
C[Γ˜n] ≃
⊕
i
M(ri|si)⊕
⊕
j
Q(nj).
Any finite dimensional C[Γ˜n]-supermodule is isomorphic to a direct sum
of simple supermodules of type M and Q.
By the definition of spin representations and Lemma 2.3 we know
the number of irreducible spin supermodules for Γ˜n.
Proposition 3.2. The number of irreducible spin supermodules of Γ˜n
is equal to |SPn(Γ∗)|, the number of strict partition-valued functions on
Γ∗. If V is an irreducible Γ˜n-supermodule of typeM , then its underlying
Γ˜n-module is irreducible. If V is an irreducible Γ˜n-supermodule of type
Q, then its underlying Γ˜n-module decomposes into two irreducible Γ˜n-
modules U and U ′, where U ′ = U as a vector space and its action is
given by a.u = (−1)d(a)au for any homogeneous element a ∈ Γ˜n.
3.2. Induced supermodules. Let G be a finite group with a central
involution z and a parity epimomorphism d : G −→ Z2 such that d(z) =
0. Let H be a subgroup of G containing z such that the restriction of
d on H is not identically zero. Such a pair (G,H) of finite groups will
be called an admissible pair of finite groups.
The group algebras C[G] and C[H ] become superalgebras with G0 =
ker(d), H0 = ker(d|H) and G1 = G\G0, H1 = G\H0.
Let W be a C[H ]-supermodule. We define the induced supermodule
IndGHW for C[G] by
IndGHW = C[G]⊗C[H] W(3.3)
with the action given by g(h⊗w) = gh⊗w. Clearly IndGHW is a spin
supermodule if W is a spin supermodule.
The following lemma can be checked similarly as the ordinary case
[Sr].
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Lemma 3.3. Let (G,H) be an admissible pair of finite groups. Let V
be a C[G]-supermodule and W a C[H ]-sub-supermodule of V |H . Then
V is equal to IndGHW if and only if
V =
⊕
s∈G/H
sW,(3.4)
where sW denotes the subspace x.W (x ∈ s) of the supermodule V .
Let (G,K) be another admissible pair of finite groups. Consider
the double cosets HsK of H and K in G. For s ∈ H\G/K the set
Hs := s
−1Hs∩K is a subgroup of K. The following analog of Mackey’s
theorem can be proved similarly as in the ordinary case using Lemma
3.3.
Proposition 3.4. Let (G,H) and (G,K) be admissible pairs of finite
groups as above. Then we have
ResKInd
G
H W ≃
⊕
s∈H\G/K
IndKHsResHsW(3.5)
as supermodules.
3.3. The space R−(Γ˜n). A spin class function on Γ˜n is a class function
map from Γ˜n to C such that
f(zx) = −f(x).
Thus spin class functions vanish on non-split conjugacy classes. A spin
super class function on Γ˜n is a spin class function f on Γ˜n such that
f vanishes further on odd strict conjugacy classes. In other words, f
corresponds to a complex functional on OPn(Γ∗) in view of Theorem
2.5.
Let R−(Γ˜n) be the C-span of spin super class functions on Γ˜n. Let
R(Γ˜n) be the C-span of class functions on Γ˜n. Let R
0(Γ˜n) be the
subspace of the class functions f(x) such that f(zx) = f(x), x ∈ Γ˜n,
and let R1(Γ˜n) be the space of spin class functions. Then we have
R(Γ˜n) = R
0(Γ˜n)⊕ R1(Γ˜n),
R−(Γ˜n) ⊂ R1(Γ˜n), R0(Γ˜n) ≃ R(Γn).
In this paper we will focus on the space R−(Γ˜n). We remark that
R1(Γ˜n) can be identified as a vector space with the Grothendieck ring
of spin representations of Γ˜n, and it is not difficult to recover R
1(Γ˜n)
from R−(Γ˜n) using Proposition 3.2.
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The standard inner product 〈 | 〉 on R(Γ˜n) induces an inner product
on R−(Γ˜n). For two spin super class functions f, g ∈ R−(Γ˜n) we define
〈f, g〉 = 〈f, g〉Γ˜n
=
1
|Γ˜n|
∑
x∈Γ˜0n
f(x)g(x−1) =
1
2
〈f, g〉Γ˜0n,(3.6)
where 〈f, g〉Γ˜0n is the inner product of f |Γ˜0n and g|Γ˜0n in the space of class
functions on the subgroup Γ˜0n. Since even split conjugacy classes of Γ˜n
have the form {D+ρ }∪{D−ρ } and f(D+ρ ) = −f(D−ρ ), we can rewrite the
inner product by using Proposition 2.6.
〈f, g〉 =
∑
ρ∈OPn(Γ∗)
1
Zρ
f(ρ)g(ρ),(3.7)
where f(ρ) = f(D+ρ ) and ρ is defined in Sect. 2.4. In the sequel we
will fix the value of a class function at ρ ∈ OPn(Γ∗) to be the value at
the conjugacy class D+ρ .
Let V = V0⊕V1 be a Γ˜n-supermodule. We define the character of V
as the function χV : x 7→ tr(x), x ∈ Γ˜n. Clearly χV (Γ˜1n) = 0.
Proposition 3.5. The characters of irreducible spin Γ˜n-supermodules
form a C-basis of R−(Γ˜n). Let φ and γ be two irreducible characters of
spin supermodules, then
〈φ, γ〉 =

1 if φ ≃ γ, type M
2 if φ ≃ γ, type Q
0 otherwise
.(3.8)
Conversely, if 〈f, f〉 = 1 for f ∈ R−(Γ˜n), then ±f affords an irreducible
spin Γ˜n-supermodule of type M . If 〈f, f〉 = 2, then either ±f is the
character of an irreducible spin supermodule of type Q or f is a sum
or difference of two irreducible characters of spin supermodules of type
M .
Proof. Let ξc be the characteristic function on the conjugacy class c.
Then R−(Γ˜n) is spanned by ξc, where c ranges over the set of split even
classes. Thus dim(R−(Γ˜n)) ≤ |OPn(Γ∗)|.
On the other hand we see that the characters of spin supermodules
are class functions in R−(Γ˜n) since the trace of any odd endomorphism
is zero. Let φ and γ be the characters of two irreducible spin super-
modules of Γ˜n. It follows from Proposition 3.2 that the underlying
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module of φ or γ is either irreducible module or the sum of two as-
sociated irreducible modules according to their types, which implies
immediately the orthogonality relation (3.8). Therefore the matrix of
the inner product is orthogonal on the set of super spin characters.
Then by Lemma 2.3 and Proposition 3.2
dim(R−(Γ˜n)) ≥ |SPn(Γ∗)| = |OPn(Γ∗)|.
Thus the two inequalities above become equality, and so the irreducible
characters of spin Γ˜n-supermodules form a Z-basis in R
−(Γ˜n).
The last characterization of irreducible supermodules follows from
the semi-simplicity of the superalgebra C[Γ˜n] and the usual orthogo-
nality of ordinary irreducible characters.
3.4. Hopf algebra structure on R−Γ . We now define one of our main
objects
R−Γ =
⊕
n≥0
R−(Γ˜n).
Let Γ˜n×˜Γ˜m be the direct product of Γ˜n and Γ˜m with a twisted mul-
tiplication
(t, t′) · (s, s′) = (tszd(t′)d(s), t′s′),
where s, t ∈ Γ˜n, s′, t′ ∈ Γ˜m are homogeneous. Note that |Γ˜n×˜Γ˜m| =
|Γ˜n||Γ˜m|. We define the spin product of Γ˜n and Γ˜m (see [HH]) by
Γ˜n×ˆΓ˜m = Γ˜n×˜Γ˜m/{(1, 1), (z, z)},(3.9)
which can be embedded into the spin group Γ˜n+m canonically by letting
((g, t′i), 1) 7→ (g, ti), (1, (g, t′′j )) 7→ (g, tn+j),(3.10)
where i = 1, . . . , n − 1, j = 1, . . . , m − 1. We will identify Γ˜n×ˆΓ˜m
with its image in Γ˜m+n and regard it as a subgroup of Γ˜m+n. Clearly
θn+m(Γ˜n×ˆΓ˜m) is the pull-back of Γn × Γm.
Remark 3.6. Partition {1, 2, · · · , n+m} into a disjoint union of subsets
I and J with |I| = n and |J | = m. Then Γ˜n×ˆΓ˜m can be embedded into
Γ˜n+m using a similar map as (3.10) by mapping the generators of S˜n
and S˜m to the generators of S˜n+m indexed by I and J respectively. One
can check that all such embeddings of Γ˜n×ˆΓ˜m are conjugate subgroups
in Γ˜n+m.
The subgroup Γ˜n×ˆΓ˜m has a distinguished subgroup of index 2 con-
sisting of even elements given by d. We define R−(Γ˜n×ˆΓ˜m) to be the
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space of spin class functions on Γ˜n×ˆΓ˜m that vanish on odd conjugacy
classes of Γ˜n×ˆΓ˜m.
For two spin supermodules U and V of Γ˜n and Γ˜m we define the
super (outer)-tensor product U ⊗ V by
(t, s) · (u⊗ v) = (−1)d(s)d(u)(tu⊗ sv),
where s and u are homogeneous elements. We see immediately that
(z′, z′′) · (u⊗ v) = (−u)⊗ (−v) = u⊗ v,
(z, 1) · (u⊗ v) = −(u⊗ v).
This says that U ⊗ V is a spin Γ˜n×ˆΓ˜m-supermodule.
The following is a direct generalization of a result in [Jo] for trivial
Γ.
Proposition 3.7. Let U and V be simple supermodules for Γ˜n and Γ˜m
respectively. Then
1) If both U and V are of type M, then U ⊗ V is a simple Γ˜n×ˆΓ˜m-
supermodule of type M.
2) If U and V are of different type, then U ⊗ V is a simple Γ˜n×ˆΓ˜m-
supermodule of type Q.
3) If both U and V are type Q, then U ⊗ V ≃ N ⊕N for some simple
Γ˜n×ˆΓ˜m-supermodule N of type M.
The super (outer)tensor product defines an isometric isomorphism
R−(Γ˜n)
⊗
R−(Γ˜m)
φn,m→ R−(Γ˜n×ˆΓ˜m),(3.11)
which is actually an isomorphism over Q by Proposition 3.7.
The space R−Γ carries a multiplication defined by the composition
m : R−(Γ˜n)
⊗
R−(Γ˜m)
φn,m−→ R−(Γ˜n×ˆΓ˜m) Ind−→ R−(Γ˜n+m),(3.12)
and a comultiplication defined by the composition
∆ : R−(Γ˜n)
Res−→
n⊕
m=0
R−(Γ˜n−m×ˆΓ˜m)
φ−1−→
n⊕
m=0
R−(Γ˜n−m)
⊗
R−(Γ˜m).
(3.13)
Here Ind and Res denote the induction (see (3.3) and restriction func-
tors respectively. The isomorphism φ−1 is equal to ⊕0≤m≤nφ−1n−m,m (see
(3.11)).
Theorem 3.8. The above operations define a Hopf algebra structure
for R−Γ .
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Proof. Using Remark 3.6 twice we observe that the following two em-
beddings give rise to two conjugate subgroups in Γ˜n+m+l (see Remark
3.6):
(Γ˜n×ˆΓ˜m)×ˆΓ˜l →֒ Γ˜n+m+l ←֓ Γ˜n×ˆ(Γ˜m×ˆΓ˜l).
Using this and Lemma 3.3 we can easily check the associativity of the
product.
For a simple supermodule V we define
c(V ) =
{
0 V is type M
1 V is type Q
.(3.14)
Let V1, V2, and V3 be simple supermodules for C[Γ˜n], C[Γ˜m], and C[Γ˜l]
respectively. It is easy to see that c(V1, V2) = c(V1)c(V2) satisfies the
cocycle condition
c(V1, V2) + c(V1 ⊗ V2, V3) = c(V2, V3) + c(V1, V2 ⊗ V3).(3.15)
Therefore we can define c(V1 ⊗ V2 ⊗ V3) to be either of the above ex-
pressions.
Using the cocycle c we prove the coassociativity as follows. Let U be
a C[Γ˜n]-supermodule and suppose that ResΓ˜m×ˆΓ˜l×ˆΓ˜kU = ⊕iUi(m, l, k)
as an irreducible decomposition. Then we have
(1⊗∆)∆(U) = (1⊗ φ−1)φ−1
⊕
m+l+k=n
ResΓ˜m×ˆΓ˜l×ˆΓ˜kU
=
⊕
m+l+k=n,i
2−c(Ui(m,l,k))Ui(m, l, k)
= (φ−1 ⊗ 1)φ−1
⊕
m+l+k=n
ResΓ˜m×ˆΓ˜l×ˆΓ˜kU
= (∆⊗ 1)∆(U),
where we used the cocycle condition in the third equation, and the
notation
∑
2c(Ui)Ui stands for the multiplicity-free summation of the
irreducible components (c.f. Proposition 3.7 and definition of φ).
Finally we look at the compatibility of multiplication and comulti-
plication. Fix m and n, it follows from Proposition 3.4 that
∆(U · V ) =
⊕
k+l=m+n
φ−1k,lResΓ˜k×ˆΓ˜lInd
Γ˜m+n
Γ˜m×ˆΓ˜nφm,n(U ⊗ V )
=
⊕
k+l=m+n
⊕
s
φ−1k,l Ind
Γ˜k×ˆΓ˜l
(Γ˜m×ˆΓ˜n)sRes(Γ˜m×ˆΓ˜n)sφm,n(U ⊗ V )s,
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where s runs through the double cosets Γ˜m×ˆΓ˜n\Γ˜m+n/Γ˜k×ˆΓ˜l. Notice
that the double cosets are in one-to-one correspondence with the double
cosets Γm×Γn\Γm+n/Γk×Γl. Again by the cocycle property of c and
counting the double cosets we can check that the last summation is
exactly ∆(U) ·∆(V ).
Remark 3.9. Our Hopf algebra is different from that of [HH] where a
bigger space than our R−Γ was used.
The standard bilinear form in R−Γ is defined in terms of those on
R−(Γ˜n) as follows:
〈u, v〉 =
∑
n≥0
〈un, vn〉Γ˜n,
where u =
∑
n un and v =
∑
n vn with un, vn ∈ Γ˜n.
4. Basic spin representations of Γ˜n
4.1. A weighted bilinear form on R(Γ) and R−(Γ˜n). In [FJW1]
we introduced the notion of weighted bilinear forms on R(Γ) and coher-
ently combined several examples in this concept. We will also similarly
define weighted bilinear forms on the space R−(Γ˜n).
Let ξ be a self-dual class function in R(Γ), i.e. ξ(c) = ξ(c−1). Let
∗ denote the product of two characters in R(Γ), which is afforded by
the tensor product. Let aij ∈ C be the (virtual) multiplicities of γj in
ξ ∗ γi:
ξ ∗ γi =
r∑
j=0
aijγj.(4.1)
We denote further by A the (r+ 1)× (r+ 1) matrix (aij)0≤i,j≤r. Then
the weighted bilinear form 〈f, g〉ξ is defined by
〈f, g〉ξ = 〈ξ ∗ f, g〉Γ, f, g ∈ R(Γ).
Alternatively it can be explicitly given by
〈f, g〉ξ = 1|Γ|
∑
x∈Γ
ξ(x)f(x)g(x−1)
=
∑
c∈Γ∗
ζ−1c ξ(c)f(c)g(c
−1)(4.2)
=
∑
c∈Γ∗
ζ−1c ξ(c)f(c
−1)g(c).(4.3)
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In particular, Eqn. (4.1) is equivalent to
〈γi, γj〉ξ = aij.(4.4)
The self-duality implies that A is a symmetric matrix. Note that the
weighted bilinear form becomes the standard bilinear form when ξ = γ0,
the trivial character of Γ.
Let V be a spin supermodule for Γ˜n and W a module for Γn. As a
Z2-graded vector space W ⊗ V = W ⊗ V0 ⊕W ⊗ V1 and the action of
Γ˜n is defined by
(g, zptρ)(w ⊗ v) = (g, s(ρ)) · w ⊗ (g, zptρ) · v, g ∈ Γn, σ ∈ Pn(Γ∗).
(4.5)
It is easy to check that the tensor product V ⊗ W is a spin Γ˜n-
supermodule. This construction defines a morphism:
R(Γn)⊗ R−(Γ˜n) ∗−→ R−(Γ˜n).(4.6)
Let us recall the construction of character ηn(ξ) in [W, FJW1]. Let γ
be an irreducible character of Γ afforded by the Γ-module V , the tensor
product V ⊗n is naturally a Γn-module by the direct product action of
Γn composed with permutation action of the symmetric group Sn. The
resulting character of Γn is denoted by ηn(γ). Furthermore we can
extend ηn from Γ
∗ to R(Γ). The character value of ηn(ξ) at the class
ρ = (ρ(c)) is given by
ηn(ξ)(ρ) =
∏
c∈Γ∗
ξ(c)l(ρ(c)).(4.7)
It is clear that the class function ηn(ξ) is self-dual as long as ξ is.
We now introduce a weighted bilinear form on R−(Γ˜n) by letting
〈f, g〉ξ,Γ˜n = 〈ηn(ξ) ∗ f, g〉Γ˜n, f, g ∈ R−(Γ˜n),
where we used the map (4.6). The self-duality of ηn(ξ) implies that the
bilinear form 〈 , 〉ξ is symmetric.
Remark 4.1. When n = 1, this weighted bilinear form obviously re-
duces to the weighted bilinear form on R(Γ) defined in (4.2-4.3).
The bilinear form on R−Γ =
⊕
nR
−(Γ˜n) is given by
〈u, v〉ξ =
∑
n≥0
〈un, vn〉ξ,Γ˜n,
where u =
∑
n un and v =
∑
n vn with un, vn ∈ R−(Γ˜n).
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4.2. Basic spin representations. Let the Pauli spin matrices be
σ0 =
[
1 0
0 1
]
, σ1 =
[
0 1
1 0
]
,
σ2 =
[
0 −√−1√−1 0
]
, σ3 =
[
1 0
0 −1
]
.
Let C2k be the Clifford algebra generated by e1, e2, · · · e2k with relations:
{ei, ej} = eiej + ejei = −2δij .(4.8)
Thus e2j = −1. The Clifford algebra C2k is endowed with a natural
superalgebra structure by letting the parity of ei to be odd for each i.
When k = 1, one has that C2 ≃M(1|1) = End(C1|1) and the action of
C2 on C
1|1 is given by the Pauli spin matrices:
e1 7→
√−1σ1, e2 7→
√−1σ2.
More generally we have C2k = End(⊗kC1|1) ≃ M(2k−1|2k−1). The
tensor product ⊗kC1|1 admits a canonical supermodule structure for
the Clifford algebra C2k under the action
e2j−1 −→
√−1σ⊗(j−1)3 ⊗ σ1 ⊗ σ⊗(k−j)0 , j = 1, . . . , k,(4.9)
e2j −→
√−1σ⊗(j−1)3 ⊗ σ2 ⊗ σ⊗(k−j)0 , j = 1, . . . , k.(4.10)
The above formulas define explicitly the structure of a simple C2k-
supermodule on ⊗kC1|1.
Let C2k+1 be the Clifford algebra generated by ei, i = 1, . . . , 2k + 1
with similar relations like (4.8). We embed C1 into End(C
1|1) by 1 7→
Id, e1 7→
√−1σ1. Then
C2k+1 ≃ C2k ⊗ C1 →֒ End(⊗k+1C1|1)
gives a C2k+1-supermodule structure on ⊗k+1C1|1. The explicit action
is given by the same formulae (4.9-4.10), except that j = 1, · · · , k + 1
in (4.9). Observe that C2k+1 ≃ Q(2k).
It is well-known (see e.g. [Jo]) that there exists an embedding of
S˜n into the multiplicative Clifford group of units in Cn−1. Therefore
⊗[n2 ]C1|1 can be regarded as a S˜n-supermodule, which is called the basic
spin supermodule for S˜n. More explicitly we have
Proposition 4.2. [S, Jo] The basic spin supermodule for S˜n is ⊗[n2 ]C1|1
with the action
tj 7→
√
j + 1
2j
ej −
√
j − 1
2j
ej−1, j = 1, · · · , n− 1.(4.11)
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Here we take e0 = 0. Its character χn is given by
χn(α) =

2l(α)/2 if α ∈ OPn, n even
2(l(α)−1)/2 if α ∈ OPn, n odd
0 otherwise.
(4.12)
In particular χn(1) = 2
⌈n
2
⌉. Here ⌈a⌉ denotes the largest integer ≤ a.
Proposition 4.3. [S, Mo] 1) Let n ≥ 1 be an odd integer. The basic
spin supermodule ⊗(n−1)/2C1|1 is an irreducible S˜n-module under the
action (4.11). Its character χn is given by the second equation of (4.12).
In particular χn(1) = 2
(n−1)/2.
2) Let n ≥ 1 be an even integer. The basic spin supermodule is a
reducible S˜n-module under the action (4.11) and decomposes into two
irreducible S˜n-modules whose characters χ
±
n are given by
χ±n (α) =

2(l(α)−2)/2 if α ∈ OPn,
±(√−1)n/2√n
2
if α = (n),
0 otherwise.
(4.13)
In particular, χ±n (1) = 2
(n−2)/2.
4.3. The spin character πn(γ) of Γ˜n . Let V be a Γ-module afforded
by the character γ ∈ R(Γ), and let U be a spin supermodule (resp.
module) of S˜n with the character π. The tensor product V
⊗n⊗U has a
canonical spin supermodule (resp. module) structure for Γ˜n as follows
(compare (4.5)). For any g = (g1, · · · , gn) ∈ Γn let (g, zptρ) be an
element in Γ˜n. The supermodule (resp. module) structure is defined
by
(g, zptρ).(vi ⊗ · · · ⊗ vn ⊗ u)
= g1vs(ρ)−1(1) ⊗ · · · gnvs(ρ)−1(n) ⊗ (zptρu).
We denote by πn(γ) the character of the constructed spin supermodule
(resp. module).
Recall that the conjugacy class D+ρ contains an element (g, t
ρ) (see
(2.3)).
Proposition 4.4. Let π be the character of a spin S˜n-supermodule.
Then the character values of πn(γ) at the conjugacy classes D
±
ρ (ρ ∈
OPn(Γ∗)) are given by
πn(γ)(D
±
ρ ) = ±π(tρ)
∏
c∈Γ∗
γ(c)l(ρ(c)).(4.14)
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Proof. Consider (g, zptρ) ∈ Γ˜n, where g = (g1, . . . , gn) ∈ Γn and tρ is
an n-cycle, say tρ = [12 . . . n]. Denote by e1, . . . , ek a basis of Vγ, and
we write gej =
∑
i aij(g)ei, aij(g) ∈ C. It follows that
(g, zptρ)(ej1 ⊗ . . .⊗ ejn ⊗ u)
= g1(ejn)⊗ g2(ej1) . . .⊗ gn(ejn−1)⊗ zptρ(u),
Thus we obtain
πn(γ)(z
ptρ) = trace a(gn)a(gn−1) . . . a(g1)π(zptρ)
= trace a(gngn−1 . . . g1)π(zptρ) = γ(c)π(zptρ),
where we notice that gngn−1 . . . g1 lies in c ∈ Γ∗.
Given x×ˆy ∈ Γ˜n, where x ∈ Γ˜r and y ∈ Γ˜n−r, we clearly have
πn(γ)(x×ˆy) = πn(γ)(x)πn(γ)(y). Thus it follows that for the conjugacy
class D+ρ ∈ Γ˜n of type ρ, we have
πn(γ)(D
±
ρ ) = ±π(tρ)
∏
c∈Γ∗
γ(c)l(ρ(c),
where ||ρ|| = n.
Since the sign character is trivial at even classes, we can extend
naturally πn to a map fromR(Γ) to R
−(Γ˜n) (compare with [W, FJW1]).
For two Γ-characters β and γ we define.
πn(β − γ) =
n∑
m=0
(−1)mIndΓ˜n
Γ˜n−m×ˆΓ˜m [πn−m(β)⊗ πm(γ)].(4.15)
When n is even, the character χn of the basic spin supermodule (see
Sect. 4.2) decomposes into the sum of irreducible characters χ±n of
Γ˜n-modules. For each c ∈ Γ∗, we define the special partition-valued
function c(n) ∈ P(Γ∗) such that
c(n)(c) = (n), c(n)(c′) = ∅, for c′ 6= c.(4.16)
The following corollary is an immediate consequence of Propositions
4.4 and 4.3.
Corollary 4.5. (1) The character value of χn(γ) at the conjugacy
class D+ρ of type ρ is
χn(γ)(ρ) =
{
2(l(ρ)−n)/2
∏
c∈Γ∗ γ(c)
l(ρ(c)) ρ ∈ OPn(Γ∗)
0 otherwise
,(4.17)
where n is 0 or 1 depending on whether n is even or odd.
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(2) Let n be an even positive integer. The character values of χ±n (γ)
at the conjugacy class D+ρ of type ρ are
χ±n (γ)(ρ) =

2(l(ρ)−2)/2
∏
c∈Γ∗ γ(c)
l(ρ(c)) ρ ∈ OPn(Γ∗)
±(√−1)n/2√n
2
γ(c) ρ = c(n)
0 otherwise
.(4.18)
4.4. Two specializations. Let di = γi(c
0) be the dimension of the
irreducible representation of Γ afforded by the character γi. Let A be
the matrix of the bilinear form 〈 | 〉 on R(Γ) with respect to the basis
γi. Observe that the vector
vi = (γ0(c
i), γ1(c
i), . . . , γr(c
i))t, (i = 0, . . . , r)
is an eigenvector of the matrix A with eigenvalue ξ(ci).
Two special choices of the weight function ξ will be our prototypical
examples. The first choice is that ξ = γ0, the trivial character.
Let π be the character of the 2-dimensional representation of Γ given
by the embedding of Γ in SL2(C). Let
ξ = 2γ0 − π.
Then the weighted bilinear form 〈 , 〉ξ on RΓ becomes positive semi-
definite. The radical of this bilinear form is one-dimensional and span-
ned by the character of the regular representation of Γ
δ =
r∑
i=0
diγi.
The following is the well-known list of finite subgroups of SL2(C): the
cyclic, binary dihedral, tetrahedral, octahedral and icosahedral groups.
McKay observed that they are in one-to-one correspondence to simply-
laced Dynkin diagrams of affine types [Mc]: aii = 2 for all i; if Γ 6= Z/2Z
and i 6= j then aij = 0 or −1. If Γ = Z/2Z then a01 = −2.
5. Twisted Heisenberg algebras and Γ˜n
5.1. Twisted Heisenberg algebra ĥΓ,ξ[−1]. Let ĥΓ,ξ[−1] be the in-
finite dimensional Heisenberg algebra over C, associated with a finite
group Γ and a self-dual class function ξ ∈ R(Γ), with generators
am(γ), m ∈ 2Z + 1, γ ∈ Γ∗ and a central element C subject to the
relations:
[am(γ), an(γ
′)] =
m
2
δm,−n〈γ, γ′〉ξC, m, n ∈ 2Z+ 1, γ, γ′ ∈ Γ∗.(5.1)
We extend am(γ) to all γ =
∑r
i=0 siγi ∈ R(Γ) (si ∈ C) by linearity:
am(γ) =
∑
i si am(γi).
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The Heisenberg algebra may contain a large center because the bilin-
ear form 〈·, ·〉ξ may be degenerate. The center of ĥΓ,ξ[−1] is spanned by
C together with am(γ), m ∈ 2Z+ 1, γ ∈ R0, the radical of the bilinear
form 〈·, ·〉ξ in R(Γ).
For m ∈ 2Z+ 1, c ∈ Γ∗ we introduce another basis for ĥΓ,ξ[−1]:
am(c) =
∑
γ∈Γ∗
γ(c−1)am(γ).(5.2)
The orthogonality of the irreducible characters of Γ (2.11) implies
that
am(γ) =
∑
c∈Γ∗
ζ−1c γ(c)am(c).
Proposition 5.1. The commutation relations among the new basis for
ĥΓ,ξ are given by
[am(c
′−1), an(c)] =
m
2
δm,−nδc′,cζcξ(c)C, c, c
′ ∈ Γ∗,
where m,n ∈ 2Z+ 1.
Proof. The proof is similar to the untwisted case [FJW1].
5.2. Action of ĥΓ,ξ[−1] on S−Γ and SΓ. Denote by S−Γ the symmetric
algebra generated by a−n(γ), n ∈ 2Z+ + 1, γ ∈ Γ∗. There is a natural
degree operator on S−Γ
deg(a−n(γ)) = n, n ∈ 2Z+ + 1,
which makes S−Γ into a Z+-graded space.
We define an action of ĥΓ,ξ[−1] on S−Γ as follows: a−n(γ), n > 0 acts
as a multiplication operator on S−Γ and C as the identity operator;
an(γ), n > 0 acts as a derivation of the symmetric algebra
an(γ).a−n1(α1)a−n2(α2) . . . a−nk(αk)
=
k∑
i=1
δn,ni〈γ, αi〉ξa−n1(α1)a−n2(α2) . . . aˇ−ni(αi) . . . a−nk(αk).
Here ni > 0, αi ∈ R(Γ) for i = 1, . . . , k, and aˇ−ni(αi) means the very
term is deleted. In other word, the operator an(γ), n > 0, γ ∈ R0
acts as 0, and an(γ), n > 0, γ ∈ R(Γ) − R0 acts as certain non-zero
differential operator. Note that S−Γ is not an irreducible representation
over ĥΓ,ξ in general since the bilinear form 〈 , 〉ξ may be degenerate.
Denote by S0Γ the ideal in the symmetric algebra S
−
Γ generated by
a−n(γ), n ∈ N, γ ∈ R0. Denote by SΓ the quotient S−Γ /S0Γ. It fol-
lows from the definition that S0Γ is a subrepresentation of S
−
Γ over the
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Heisenberg algebra ĥΓ,ξ[−1]. In particular, this induces a Heisenberg
algebra action on SΓ which is irreducible. The unit 1 in the symmetric
algebra S−Γ is the highest weight vector. We will also denote by 1 its
image in the quotient SΓ.
5.3. The bilinear form on S−Γ . The space S
−
Γ admits a bilinear form
〈 , 〉′ξ determined by
〈1, 1〉′ξ = 1, an(γ)∗ = a−n(γ), n ∈ 2Z+ 1.(5.3)
Here an(γ)
∗ denotes the adjoint of an(γ).
For any partition λ = (λ1, λ2, . . . ) ∈ OP and γ ∈ Γ∗, we define
a−λ(γ) = a−λ1(γ)a−λ2(γ) . . . .
For ρ = (ρ(γ))γ∈Γ∗ ∈ OP(Γ∗), we define
a−ρ =
∏
γ∈Γ∗
a−ρ(γ)(γ).
It is clear that a−ρ, ρ ∈ OP(Γ∗) form a basis for S−Γ .
Similarly we define
a−λ(c) = a−λ1(c)a−λ2(c) . . .
for any partition λ = (λ1, λ2, . . . ) ∈ OP and c ∈ Γ∗. For any ρ =
(ρ(c))c∈Γ∗ ∈ OP(Γ∗), we further define
a′−ρ =
∏
c∈Γ∗
a−ρ(c)(c).
The elements a′−ρ, ρ ∈ OP(Γ∗) provide a new C-basis for S−Γ .
Recall that ρ ∈ OP(Γ∗) is given by assigning to c ∈ Γ∗ the partition
ρ(c−1), which is the composition of ρ with the involution on Γ∗ given
by c 7→ c−1. It follows from Proposition 5.1 that
〈a′−ρ′, a′−ρ〉′ξ = δρ′,ρ
Zρ
2l(ρ)
∏
c∈Γ∗
ξ(c)l(ρ(c)), ρ′, ρ ∈ OP(Γ∗).(5.4)
Remark 5.2. S0Γ can be characterized as the radical of the bilinear form
〈 , 〉′ξ in S−Γ . Thus the bilinear form 〈 , 〉′ξ induces a bilinear form on
SΓ which will be denoted by the same notation.
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6. Isometry between R−Γ and S
−
Γ
6.1. The characteristic map ch. We define a C-linear map ch :
R−Γ −→ S−Γ by letting
ch(f) =
∑
ρ∈OP(Γ∗)
2l(ρ)/2
Zρ
f(ρ)a′−ρ,(6.1)
where f(ρ) = f(D+ρ ). The map ch is called the characteristic map
(compare with [S, Jo] for Γ trivial).
Fix n ∈ 2Z+ + 1 in this paragraph. Denote by Dn(c)+, (c ∈ Γ∗) the
conjugacy class in Γ˜n of elements (x, ts) ∈ Γn such that s is an n-cycle
and the cycle product of (x, ts) is c. Then set Dn(c)
− = zDn(c)+.
Thus Dn(c)
± are the associated split conjugacy classes of type c(n)
(see (4.16)). Denote by σn(c) the super class function on Γ˜n which
takes value ± n√
2
ζc on elements in the conjugacy classes Dn(c)
±, and 0
elsewhere. For ρ = {imi(c)} ∈ OPn(Γ∗), σρ =
∏
i∈2Z++1,c∈Γ∗ σi(c)
mi(c) is
the class function of Γ˜n which takes value ±2−l(ρ)/2Zρ on the conjugacy
classes D±ρ and 0 elsewhere. Given γ ∈ R(Γ), we denote by σn(γ) the
class function on Γ˜n which takes value ± n√2γ(c) on Dn(c)±, c ∈ Γ∗, and
0 elsewhere.
The following lemma is not difficult to verify.
Lemma 6.1. The map ch sends σρ to a
′
−ρ. In particular, it sends
σn(c) to a−n(c) in S−Γ and σn(γ) to a−n(γ) for n ∈ 2Z+ 1.
In Sect. 9.2, we will see that the space S−Γ has another distinguished
basis consisting of generalized Schur Q-functions, which give rise to
some integral basis in R−(Γ˜n).
6.2. The image of χn(γ) under ch. Recall that we have defined a
map from R(Γ) to R−(Γ˜n) (Subsection 4.3).
Proposition 6.2. For any γ ∈ R(Γ), we have
∑
n≥0
2n/2ch(χn(γ))z
n = exp
( ∑
n≥1,odd
2
n
a−n(γ)zn
)
,(6.2)
where n is 0 or 1 according to n is even or odd.
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Proof. The character value of χn(γ) is given in Corollary 4.5, and we
have∑
n≥0
2n/2ch(χn(γ))z
n =
∑
ρ
2l(ρ)Z−1ρ
∏
c∈Γ∗
γ(c)l(ρ(c))a′−ρ(c)z
||ρ||
=
∏
c∈Γ∗
(∑
λ
(2ζ−1c γ(c))
l(λ)z−1λ a−λ(c)z
|λ|
)
= exp
(∑
n≥1
2
n
∑
c∈Γ∗
ζ−1c γ(c)a−n(c)z
n
)
= exp
(∑
n≥1
2
n
a−n(γ)zn
)
.
Let β, γ be the characters of two representations of Γ. It follows from
(4.15) that
∑
n≥0
2n/2ch(χn(β − γ))zn
=
(∑
n≥0
2n/2ch(χn(β))z
n
)
·
(∑
n≥0
2n/2ch(χn(γ))(−z)n
)
= exp
( ∑
n≥1,odd
2
n
a−n(β − γ)zn
)
.
Therefore the proposition holds for β − γ, and so for any element γ ∈
RZ(Γ).
Corollary 6.3. The formula (4.17) holds for any γ ∈ R(Γ). In par-
ticular χn(ξ) is self-dual if ξ is self-dual.
Component-wise, we obtain
ch(χn(γ)) = 2
−n/2∑
ρ
2l(ρ)
zρ
a−ρ(γ),
where the sum runs through all the partitions ρ of n into odd integers.
6.3. Isometry between R−Γ and S
−
Γ . It is well known that there
exists a natural Hopf algebra structure on the symmetric algebra S−Γ
with the usual multiplication and the comultiplication ∆ characterized
by
∆(a−n(γ)) = a−n(γ)⊗ 1 + 1⊗ a−n(γ), n ∈ 2Z+ + 1.(6.3)
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Recalling the Hopf algebra structure on R−Γ defined in Sect. 3.4, we can
easily verify the following proposition as in the untwisted case.
Proposition 6.4. The characteristic map ch : R−Γ −→ S−Γ is an iso-
morphism of Hopf algebras.
Proof. By counting dimensions of homogeneous degree subspaces it is
easy to see that ch is an isomorphism of vector spaces. The algebra
isomorphism follows simply from the Frobenius reciprocity. To check
the coalgebra isomorphism we use Proposition 6.2 to pass from the
generators an(γ) to the character χn(γ). It is then a simple calculation
to verify that χn(γ) is group-like under the comultiplication (3.13), and
this shows that ch is a Hopf algebra isomorphism by using (6.3).
Recall that we have defined a bilinear form 〈 , 〉ξ on R−Γ and a bilinear
form on S−Γ denoted by 〈 , 〉′ξ. The lemma below follows from our
definition of 〈 , 〉′ξ and the comultiplication ∆.
Lemma 6.5. The bilinear form 〈 , 〉′ξ on S−Γ can be characterized by
the following two properties:
1). 〈a−n(β), a−m(γ)〉′ξ = n2 δn,m〈β, γ〉′ξ, β, γ ∈ Γ∗, m, n ∈ 2Z+ + 1.
2). 〈fg, h〉′ξ = 〈f⊗g,∆h〉′ξ, where f, g, h ∈ S−Γ , and the bilinear form
on the r.h.s of 2), which is defined on S−Γ ⊗ S−Γ , is induced from 〈 , 〉′ξ
on S−Γ .
Theorem 6.6. The characteristic map ch is an isometry from the
space (R−Γ , 〈 , 〉ξ) to (S−Γ , 〈 , 〉′ξ).
Proof. Let f and g be any two super class functions in R−(Γ˜n). By
definition of ch (6.1) it follows that
〈ch(f), ch(g)〉′ξ
=
∑
ρ,ρ′∈OPn(Γ∗)
2(l(ρ)+l(ρ
′))/2
ZρZρ′
f(ρ)g(ρ′)〈a′−ρ, a′−ρ′〉′ξ
=
∑
ρ,ρ′∈OPn(Γ∗)
2(l(ρ)+l(ρ
′))/2
ZρZρ′
f(ρ)g(ρ′)
Zρ′
2l(ρ′)
∏
c∈Γ∗
ξ(c)l(ρ(c))δρ,ρ′
=
∑
ρ∈OPn(Γ∗)
1
Zρ
f(ρ)g(ρ)
∏
c∈Γ∗
ξ(c)l(ρ(c))
= 〈f, g〉ξ,
where we have used the inner product identity (5.4).
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Remark 6.7. We can also prove it by showing that the characteristic
map preserves the inner product of basis elements σρ ∈ R−Γ and that
of a−ρ = ch(σρ) ∈ S−Γ as in [FJW1].
From now on we will identify the inner product 〈 , 〉ξ on R−Γ with the
inner product 〈 , 〉′ξ on S−Γ . As a special case, the standard Hermitian
form on R−(Γn) and therefore on R
−
Γ is compatible via the character-
istic map ch with the Hermitian form characterized by (5.3) on S−Γ .
7. Vertex operators and R−Γ
7.1. A central extension of RZ(Γ)/2RZ(Γ). From now on we assume
that ξ is a self-adjoint virtual character of Γ, and thus RZ(Γ) is an
integral lattice under the symmetric bilinear form 〈 , 〉ξ.
Let 2RZ(Γ) be the sublattice of RZ(Γ) consisting of elements 2α, α ∈
RZ(Γ). The quotient RF2(Γ) = RZ(Γ)/2RZ(Γ) has an induced abelian
group structure and it can also be viewed as an (r + 1)-dimensional
vector space over F2 = Z/2Z. We will denote by α the natural image
of α in RF2(Γ). Define c1 to be the alternating form: RF2(Γ)×RF2(Γ)→
F2 given by c1(α, β) = 〈α, β〉ξ+ 〈α, α〉ξ〈β, β〉ξ (mod 2), and let r0 be its
rank over F2.
The alternating form c1 gives rise to a central extension Rˆ
−
F2
(Γ) of
the abelian group RF2(Γ) by the two-element group 〈±1〉 (see [FLM1]):
1→< ±1 >→֒ Rˆ−
F2
(Γ)
˘→ RF2(Γ)→ 1,(7.1)
such that aba−1b−1 = (−1)c1(a˘,b˘), a, b ∈ Rˆ−
F2
(Γ).
The elements of Rˆ−
F2
(Γ) can be presented as ±eα, where α ∈ RZ(Γ),
which implies that dim(Rˆ−
F2
(Γ)) = 2r+2. We note that eα ∈ Rˆ−F2(Γ)
satisfies (eα)
2 = 1.
Let Φ be a subgroup of RZ(Γ) which is maximal such that the al-
ternating form c1 vanishes on Φ/2RZ(Γ). A variant of the following
lemma was given in [FLM2].
Lemma 7.1. There are 2(r+1−r0) irreducible Rˆ−
F2
(Γ)-module structures
on the space C[RZ(Γ)/Φ] such that −1 ∈ Rˆ−F2(Γ) acts faithfully and
eαeβ = eβeα(−1)c1(α,β)(7.2)
as operators on C[RZ(Γ)/Φ]. The dimension of C[RZ(Γ)/Φ] is equal to
2
1
2
r0.
We will denote the elements of C[RZ(Γ)/Φ] by e
[α], where [α] =
α+ Φ ∈ RZ(Γ)/Φ. Clearly
e2[α] = 1, e[α+β] = e[α]e[β].
32 IGOR B. FRENKEL, NAIHUAN JING, AND WEIQIANG WANG
For α, β ∈ RZ(Γ) we write the action of Rˆ−F2(Γ) on C[RZ(Γ)/Φ] as
eα.e
[β] = ǫ(α, β)e[α+β].(7.3)
Then one can check that ǫ is a well-defined cocycle map from RZ(Γ)×
RZ(Γ)→ 〈±1〉. One also has ǫ(α, β) = ǫ(α,−β).
7.2. Twisted Vertex Operators X(γ, z). Fix an irreducible Rˆ−
F2
(Γ)-
module structure on C[RZ(Γ)/Φ] described in Eqn. (7.3).
We extend the actions of eα to the space of tensor product
F−Γ = R−Γ
⊗
C[RZ(Γ)/Φ],
by letting them act on the R−Γ part trivially.
Introduce the operators H±n(γ), γ ∈ R(Γ), n > 0 as the following
compositions of maps:
H−n(γ) : R−(Γ˜m)
2n/2χn(γ)⊗−→ R−(Γ˜n×ˆΓ˜m) Ind−→ R−(Γ˜n+m)
Hn(γ) : R
−(Γ˜m)
Res−→ R−(Γ˜n×ˆΓ˜m−n) 〈2
n/2χn(γ),·〉ξ−→ R−(Γ˜m−n).
Define
H+(γ, z) =
∑
n>0
H−n(γ)zn, H−(γ, z) =
∑
n>0
Hn(γ)z
−n.
We now define the twisted vertex operators Xn(γ), n ∈ Z, γ ∈ RΓ by
the following generating functions:
X+(γ, z) ≡ X(γ, z)(7.4)
=
∑
n∈Z
Xn(γ)z
−n
= H+(γ, z)H−(γ,−z)eγ .
We also denote
X−(γ, z) ≡ X(−γ, z) = X(γ,−z)
=
∑
n∈Z
X−n (γ)z
−n.
The operators Xn(γ) are well-defined operators acting on the space
F−Γ . We extend the bilinear form 〈 , 〉ξ on R−Γ to F−Γ by letting
〈fe[α], ge[β]〉ξ = 〈f, g〉ξδ[α],[β], f, g ∈ R−Γ , α, β ∈ RZ(Γ).
We extend the Z+-gradation from R
−
Γ to F−Γ by letting
deg a−n(γ) = n, deg eγ = 0.
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Similarly we extend the bilinear form 〈 , 〉ξ to the space
V −Γ = S
−
Γ
⊗
C[RZ(Γ)/Φ]
and extend the Z+-gradation on SΓ to a Z+-gradation on V
−
Γ .
The characteristic map ch will be extended to an isometry from F−Γ
to V −Γ by fixing the subspace C[RZ(Γ)/Φ]. We will denote this map
again by ch.
7.3. Twisted Heisenberg algebra and R−Γ . We define a˜−n(γ), n ∈
2Z+ + 1 to be a map from R
−
Γ to itself by the following composition
R−(Γ˜m)
σn(γ)⊗−→ R−(Γ˜n)
⊗
R−(Γ˜m)
Ind−→ R−(Γ˜n+m).
We also define a˜n(γ), n ∈ 2Z++1 to be a map from R−Γ to itself as the
composition
R−(Γ˜m)
Res−→ R−(Γ˜n)
⊗
R−(Γ˜m−n)
〈σn(γ),·〉ξ−→ R−(Γ˜m−n).
We denote by R0Γ the radical of the bilinear form 〈 , 〉ξ in R−Γ and
denote by RΓ the quotient R
−
Γ /R
0
Γ, which inherits the bilinear form
〈 , 〉ξ from R−Γ .
Theorem 7.2. R−Γ is a representation of the twisted Heisenberg alge-
bra ĥΓ,ξ[−1] by letting an(γ) (n ∈ 2Z + 1) act as a˜n(γ) and C as 1.
R0Γ is a subrepresentation of R
−
Γ over ĥΓ,ξ[−1] and the quotient RΓ is
irreducible. The characteristic map ch is an isomorphism of R−Γ (resp.
R0Γ, RΓ) and S
−
Γ (resp. S
0
Γ, SΓ) as representations over ĥΓ,ξ[−1].
7.4. The characteristic map of twisted vertex operators. We
extend the characteristic map ch to a linear map ch: End(R−Γ ) →
End(S−Γ ) by
ch(f).ch(v) = ch(f.v), f ∈ End(R−Γ ), v ∈ R−Γ .(7.5)
The relation between the vertex operators defined in (7.4) and the
Heisenberg algebra ĥΓ,ξ is revealed in the following theorem.
Theorem 7.3. For any γ ∈ R(Γ), we have
ch
(
H+(γ, z)
)
= exp
( ∑
n≥1, odd
2
n
a−n(γ)zn
)
,
ch
(
H−(γ, z)
)
= exp
( ∑
n≥1, odd
2
n
an(γ)z
−n
)
.
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Proof. Observe that the operator H+(γ, z) is the adjoint operator of
H−(γ, z−1) with respect to the bilinear form 〈 , 〉ξ. Then the theorem
follows from Lemma 6.1 and Proposition 6.2 by invoking the charac-
teristic map.
As a consequence we have
ch
(
X(γ, z)
)
= exp
( ∑
n≥1, odd
2
n
a−n(γ)z
n
)
exp
(
−
∑
n≥1, odd
2
n
an(γ)z
−n
)
eγ .
Thus the characteristic map identifies the twisted vertex operators
X(γ, z) defined via finite groups Γ˜n with the usual twisted vertex op-
erators of [FLM1, FLM2].
8. Vertex representations and the McKay
correspondence
8.1. Product of two vertex operators. The normal ordered prod-
uct : X(α, z)X(β, w) :, α, β ∈ R(Γ) of two vertex operators is defined
as follows:
: X(α, z)X(β, w) := H+(α, z)H+(β, w)H−(α,−z)H−(β,−w)eα+β.
In the following theorem and later the expression
(
z−w
z+w
)〈α,β〉ξ repre-
sents the power series expansion in the variable w
z
.
Theorem 8.1. For α, β ∈ R(Γ) one has the following operator product
expansion identity for twisted vertex operators.
X(α, z)X(β, w) = ǫ(α, β) : X(α, z)X(β, w) :
(
z − w
z + w
)〈α,β〉ξ
.
Proof. It suffices to compute that
ch(H−(α,−z)H+(β, w))
= exp
(
−
∑
n≥1, odd
2
n
an(α)z
−n
)
exp
( ∑
n≥1, odd
2
n
a−n(β)wn
)
= ch(H+(β, w)H−(α,−z)) exp
(
−〈α, β〉ξ
∑
n≥1, odd
2
n
z−nwn
)
= ch(H+(β, w)H−(α,−z))
(
z − w
z + w
)〈α,β〉ξ
.
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The following proposition is easy to check.
Proposition 8.2. Given α ∈ R(Γ), β ∈ RZ(Γ) and n ∈ 2Z + 1, we
have
[an(α), X(β, z)] = 〈α, β〉ξX(β, z)zn.
8.2. Twisted affine Lie algebra ĝ[−1] and twisted toroidal Lie
algebra ̂̂g[−1]. Let g be a rank r complex simple Lie algebra of ADE
type, and let ∆ be the root system generated by a set of simple roots
α1. . . . , αr. Let αmax be the highest root. The Lie algebra is gener-
ated by the Chevalley generators eαi , e−αi , hi = hαi . We normalize the
invariant bilinear form on g by (αmax, αmax) = 2.
Let θ be an automorphism of g of order k and let ω = exp(2πi/k).
The automorphism θ induces a Z/kZ-gradation for g:
g =
⊕
i∈Z/kZ
gi, gi = {g ∈ g|θ(g) = ωig},
and
[gi, gj ] ⊂ gi+j.
The twisted affine Lie algebra ĝ[θ] is the graded vector space
ĝ[θ] =
k−1⊕
i=0
gi ⊗ tiC[tk, t−k]
⊕
CC(8.1)
with the commutating relations
[a(n), b(m)] = [a, b](n +m) +
n
k
δn,−m(a|b)C,(8.2)
[C, a(n)] = 0, a, b ∈ g, n,m ∈ Z,(8.3)
where we used the notation
a(n) = a⊗ tn, a ∈ g, n ∈ Z.
When θ is the identity, ĝ[1] becomes the (untwisted) affine Lie algebra
ĝ. Let A = (aij)0≤i,j≤r be the affine Cartan matrix associated to ĝ.
The submatrix (aij)1≤i,j≤r is the Cartan matrix of g.
The linear map
eαi −→ e−αi
hαi −→ −hαi
defines an involution of the Lie algebra g. We will denote the associated
twisted affine Lie algebra by ĝ[−1]. Let kα = 12(eα + e−α) and pα =
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1
2
(eα − e−α), where α ∈ ∆. It is easily seen that
g0 =
⊕
Ckα,
g1 =
⊕
Cpα ⊕
⊕
Chα
The basic twisted representation V of ĝ[−1] is the irreducible highest
weight representation generated by a highest weight vector which is
annihilated by a(n), n ∈ Z+, a ∈ g and C acts on V as the identity
operator.
We now introduce the complex twisted toroidal Lie algebra ̂̂g[−1]
(associated to g) with the following presentation: the generators are
C, hi(m), xn(±αi), m ∈ 2Z+ 1, n ∈ Z, i = 0, . . . , r;
and the relations are given by: C is central, and
xn(αi) = (−1)nxn(−αi),
[hi(m), hj(m
′)] =
m
2
aijδm,−m′C,
[hi(n), xm(αj)] = aijxn+m(αj),
[xn(αi), xn′(−αi)] = 8{hi(n+ n′) + nδn,−n′C},(8.4)
aij∑
s=0
(
aij
s
)
[xn+s(αi), xn′−aij−s(αj)] = 0, if aij ≥ 0
−aij∑
s=0
(−1)s
(−aij
s
)
[xn+s(αi), xn′−aij−s(αj)] = 0, if aij < 0
where n, n′ ∈ Z, m,m′ ∈ 2Z + 1, i, j = 0, 1, . . . , r, and hi(2n) = 0 for
n ∈ Z. The twisted toroidal algebra is the q → 1 limit of the twisted
quantum current algebra [J2] (see a slightly different form in [DI]).
Set ki(2n) =
1
4
x2n(αi) and pi(2n + 1) =
1
4
x2n+1(αi). One can check
that the relations given in (8.4) are consequences of the twisted algebra
ĝ[−1] for the case of θ = −1 defined in (8.2) (cf. the proof of Theorem
8.3 later) .
8.3. Realization of twisted vertex representations. Let Γ be a
finite subgroup of SL2(C) and the virtual character ξ to be twice the
trivial character minus the character of the two-dimensional defining
representation of Γ →֒ SL2(C). It is known [Mc] that the matrix
A = (aij)0≤i,j≤r in Sect. 4.4 is the Cartan matrix for the corresponding
affine Lie algebra ĝ.
The following theorem provides a finite group realization of the ver-
tex representation of the twisted toroidal Lie algebra ̂̂g[−1] on F−Γ .
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Theorem 8.3. A vertex representation of the twisted toroidal Lie al-
gebra ̂̂g[−1] is defined on the space F−Γ by letting
xn(αi) 7→ Xn(γi), xn(−αi) 7→ ǫ(γi, γi)Xn(−γi),
hi(m) 7→ am(γi), C 7→ 1,
where n ∈ Z, m ∈ 2Z+ 1, 0 ≤ i ≤ r.
Proof. All the commutation relations without binomial coefficients are
easy consequences of Proposition 8.2 and Theorem 8.1 by the usual
vertex operator calculus in the twisted picture (see [FLM2, J1]). The
corresponding relations with binomial coefficients in V −Γ are equivalent
to
(z + w)aij [X(γi, z), X(γj, w)] = 0, aij ≥ 0,
(z − w)−aij [X(γi, z), X(γj, w)] = 0, aij < 0.
This is again proved by using Theorem 8.1 with the same method as
in the quantum vertex operators [J2].
Recall that δ =
∑r
i=0 diγi generates the one-dimensional radical R
0
Z
of the bilinear form 〈 , 〉ξ in RZ(Γ), where di is the degree of the
irreducible character γi of Γ. The lattice RZ(Γ) in this case can be
identified with the root lattice for the corresponding affine Lie algebra.
The quotient lattice RZ(Γ)/R
0
Z
inherits a positive definite integral bi-
linear form. Denote by Γ
∗
the set of non-trivial irreducible characters
of Γ:
Γ
∗
= {γ1, γ2, . . . , γr}.
Let RZ(Γ
∗
) be the sublattice of RZ(Γ) generated by Γ
∗
. Denote by
Sym(Γ
∗
) the symmetric algebra generated by a−n(γi), n ∈ 2Z++1, i =
1, . . . , r. Equipped with the bilinear form 〈 , 〉ξ, Sym(Γ∗) is isometric
to SΓ which is in turn isometric to RΓ as well. The irreducible Rˆ
−
F2
(Γ)-
module C[RZ(Γ)/Φ] induces an irreducible Rˆ
−
F2
(Γ
∗
)-module structure
on C[RZ(Γ
∗
)/Φ] given by the restriction of the alternating form c1. We
let r0 denote the rank of the restriction of c1, then the statement of
Lemma 7.1 also holds for the sublattice RF2(Γ
∗
) and Rˆ−
F2
(Γ
∗
). In this
case if the determinant of the Cartan matrix is an odd integer, then
r0 = 0 and the space C[RZ(Γ
∗
)/Φ] is trivial.
We define
V Γ = SΓ
⊗
C[RZ(Γ
∗
)/Φ] ∼= Sym(Γ∗)
⊗
C[RZ(Γ
∗
)/Φ],
FΓ = RΓ
⊗
C[RZ(Γ
∗
)/Φ].
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Obviously ch, when restricted to FΓ, is an isometric isomorphism onto
V Γ.
The space F−Γ associated to the lattice RZ(Γ) is isomorphic to the
tensor product of the space FΓ associated to RZ(Γ) and the space
associated to the rank 1 lattice Zδ equipped with the zero bilinear
form.
The identity for a product of vertex operators X(γ, z) associated
to γ ∈ ∆ (cf. Theorem 8.3) implies that V Γ provides a realization of
the vertex representation of ĝ[−1] on V Γ (cf. [FLM1]). The following
theorem establishes a direct link from the finite group Γ ∈ SL2(C) to
the affine Lie algebra ĝ[−1]. This gives a twisted version of the new
form of the McKay correspondence given in [FJW1].
Theorem 8.4. The operators Xn(γ), γ ∈ ∆, an(γi), i = 1, 2, . . . , r, n ∈
Z define an irreducible representation of the affine Lie algebra ĝ[−1] on
FΓ isomorphic to the twisted basic representation.
9. Vertex operators and irreducible characters of Γ˜n
In this section we specialize ξ to be the trivial character γ0 of Γ. We
will describe how to obtain the character table for the spin supermod-
ules of Γ˜n from our vertex operator approach, generalizing [J1].
9.1. Algebra of vertex operators for ξ = γ0. In this case the
weighted bilinear form reduces to the standard one 〈 , 〉 and RZ(Γ)
is isomorphic to the lattice Zr+1 with the standard integral bilinear
form. Recall that 〈γi, γj〉 = δij. For simplicity we will only consider
the vertex representations on the space RΓ. In the following result the
bracket { , } denotes the anti-commutator.
Theorem 9.1. The operators X+n (γi), X
−
n (γi) (n ∈ Z, 0 ≤ i ≤ r) gen-
erate a generalized Clifford algebra:
[X+n (γi), X
+
n′(γj)] = 0, i 6= j
[X−n (γi), X
−
n′(γj)] = 0, i 6= j
{X+n (γi), X+n′(γi)} = 2(−1)nδn,−n′,
{X−n (γi), X−n′(γi)} = 2(−1)nδn,−n′,(9.1)
[X+n (γi), X
−
n′(γj)] = 0, i 6= j
{X+n (γi), X−n′(γi)} = 2δn,−n′.
Proof. It follows from the standard vertex operator calculus (cf. [J1])
by using Theorem 8.1.
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Therefore we see that R−Γ is isomorphic to the tensor product of r +
1 copies of the space R−, the sum of Grothendieck groups of spin
characters of S˜n-supermodules.
Remark 9.2. Let A = (1− δij)(r+1)×(r+1), the matrix of the alternating
form c1 over F2, then A
2 = rI. Here r = 0 if r is even and 1 if r is
odd. Consequently it follows from Lemma 7.1 there are exactly 2r+1
irreducible Rˆ−
F2
(Γ)-module structures on the 2⌈
r+1
2
⌉-dimensional space
C[RZ(Γ)/Φ]. One of the (at most) two irreducible module structures
is given by the cocycle ǫ(γi, γj) = 1, for i ≤ j, and ǫ(γi, γj) = −1, for
i > j. Then the vertex operators X±n (γi) generate the twisted Clifford
algebra on the space F−Γ defined by {X±n (γi), X±n′(γi)} = 2(−1)nδijδn,−n′
and {X+n (γi), X−n′(γi)} = 2δijδn,−n′.
9.2. Super spin character tables of Γ˜n and vertex operators.
We now use the twisted vertex operators to construct all irreducible
characters of spin supermodules of Γ˜n for all n.
Let R−
Z
(Γ˜n) be the lattice generated by the characters of spin irre-
ducible Γ˜n-supermodules. Then R
−
Z
(Γ˜n)⊗ C ≃ R−(Γ˜n).
First we construct a special orthonormal basis in R−Γ and then use
them to give irreducible characters of spin Γ˜n-supermodules. The ver-
tex operator Xn(γ) is defined as in (7.4) except that we drop eγ . The
following is easily seen (cf. [J1]).
Lemma 9.3. For n ∈ Z, α ∈ R(Γ) and γ ∈ Γ∗, we have
X−n(±γ).1 = δn,0, n ≥ 0.
For a m-tuple index φ = (φ1, · · · , φm) ∈ Zm we denote
Xφ(γ) = Xφ1(γ) · · ·Xφm(γ).1,
xφ(γ) = (Xφ1(γ).1) · · · (Xφm(γ).1).
We also define the raising operator Rij by
Rij(φ1, · · · , φm) = (φ1, · · · , φi + 1, · · · , φj − 1, · · · , φm).
Then we define the action of the raising operator Rij on Xφ(γ) or xφ(γ)
by XRijφ(γ) or xRijφ(γ).
Given λ ∈ OP(Γ∗), we define
Xλ =
∏
γ∈Γ∗
X−λ(γ)(γ).
Similarly we define xλ =
∏
γ∈Γ∗ xλ(γ)(γ).
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Theorem 9.4. The vectors Xλ for λ = (λ(γ))γ∈Γ∗ ∈ SP(Γ∗) form
an orthogonal basis in the vector space R−Γ with 〈Xλ, Xµ〉 = 2l(λ)δλ,µ.
Moreover, we have that
Xλ =
∏
γ∈Γ∗
∏
i<j
1−Rij
1 +Rij
Xλ(γ)(9.2)
= xλ +
∑
λ≫µ
cλ,µxµ,(9.3)
where cλ,µ ∈ Z, and Rij is the raising operator.
Proof. The generalized Clifford algebra structure (9.1) implies that the
nonzero elements ∏
γ∈Γ∗
X−n1(γ) · · ·X−nl(γ).1
of distinct indices generate a spanning set in the space R−Γ . To see that
they satisfy the raising operator expansion we compute that
X(γ, z1) · · ·X(γ, zl).1
=: X(γ, z1) · · ·X(γ, zl) :
∏
i<j
zi − zj
zi + zj
.
Using the result in [J1] it follows that this is exactly the generating
function of the raising operator expansion at the case Γ is trivial under
the isomorphism ch. In other words, equation (9.2) is true when λ is a
characteristic partition-valued function.
Next the orthogonality follows from the generalized Clifford algebra
commutation relations in Theorem 9.1. The orthogonality relations
show that the raising operator is not affected by the character γ, hence
the general case follows by multiplying the raising operator formula for
each γ.
The corresponding basis in S−Γ are the classical symmetric functions
called Schur’s Q-function [J1]. For any strict partition λ = (λ1, . . . , λl),
the Schur’s Q-function Qλ is determined by [S, M]
Qλ(y1, . . . , yn) = 2
l
∑
σ∈Sn/Sn−l
yλ1σ(1) · · · yλlσ(l)
∏
λi>λj
yσ(i) + yσ(j)
yσ(i) − yσ(j) ,(9.4)
where Sn−l acts on yl+1, · · · , yn and we allow λj = 0 for j = l+1, · · · , n.
It is known (see for example [M, J1]) that Qλ, λ ∈ SPn form a basis
in the subring of symmetric functions generated by the power sums
p1, p3, p5, . . . .
We can think of a−n(γ), n > 0, γ ∈ Γ∗ as the n-th power sum in a
sequence of variables yγ = (yiγ)i≥1. In this way we identify the space
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S−Γ with a distinguished subspace of symmetric functions generated by
odd degree power sums indexed by Γ∗. In particular given a strict
partition λ we denote by Qλ(γ) the Schur’s Q-function associated to
yγ. We also denote by Qλ(γ) the corresponding element in S
−
Γ by the
identification of S−Γ and R
−
Γ . For λ ∈ P(Γ∗), we denote
Qλ =
∏
γ∈Γ∗
Qλ(γ)(γ) ∈ S−Γ .(9.5)
For λ ∈ SP(Γ∗) we define
Qλ = 2
−(l(λ)−d(λ))/2Qλ,(9.6)
where d(λ) is the parity of λ (see (2.14). Similarly we define qλ =
2−(l(λ)−d(λ))/2
∏
γ∈Γ∗,i qλi(γ)(γ), where qm(γ) = Q(m)(γ). In particular
we have
ch(χn(γ)) = qn = 2
−n/2qn(γ) = 2−n/2Q(n)(γ).
The following result immediately follows from Theorem 9.4 combined
with the characteristic map ch and (9.6).
Proposition 9.5. For strict partition-valued function λ ∈ SP(Γ∗) we
have
〈Qλ, Qµ〉 = 0 if λ 6= µ,
〈Qλ, Qλ〉 =
{
1 if λ is even,
2 if λ is odd.
(9.7)
The following result generalizes a similar result of [Jo] for trivial Γ.
Lemma 9.6. Under the characteristic map ch the symmetric functions
qλ corresponds to a character in R
−
Z
(Γ˜n) and Qλ correspond to a virtual
character in R−
Z
(Γ˜n).
Proof. Observe that the tensor product of two irreducible supermod-
ules of type Q is a sum of two irreducible supermodule of type M
(see Proposition 3.7). Computing its inner product we know that for
positive odd integers m and n the character χn(γ)χm(γ) is twice of
some irreducible character. Then by induction we see that ch−1(qλ)
is a character in R−
Z
(Γ˜n). From Theorem 9.4 we see that Qλ is a Z-
linear combination of qµ with λ ≫ µ, hence Qλ is a virtual character
of Γ˜n.
For λ ∈ SPn(Γ∗), we define Γ˜λ = Γ˜λ(γ0)×ˆ · · · ×ˆΓ˜λ(γr). For a partition
µ and an irreducible character γ of Γ, we define the spin character
χµ(γ) of Γ˜µ to be χµ1(γ)⊗ · · · ⊗ χµl(γ) (see Corollary 4.5).
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Theorem 9.7. For each strict partition-valued function λ ∈ SPn(Γ∗),
the vector Qλ corresponds, under the characteristic map ch, to the ir-
reducible character χλ of the spin Γ˜n-supermodule given by a Z-linear
combination of
IndΓ˜n
Γ˜ρ
χρ(γ0)(γ0)⊗ · · · ⊗ χρ(γr)(γr),(9.8)
where ρ 6 λ and the first summand is ρ = λ with multiplicity one. The
parity of χλ is equal to d(λ) = n − l(λ) (mod 2). Its character at the
conjugacy class of type µ ∈ OPn(Γ∗) is equal to the matrix coefficient
2(l(µ)−l(λ)+d(λ))/2〈Xλ, a−µ〉.(9.9)
Moreover the degree of the character is equal to
2⌊(n−l(λ))/2⌋n!
∏
γ∈Γ∗
( deg(γ)|λ(γ)|∏
1≤i≤l(λ(γ)) λi(γ)!
∏
i<j
λi(γ)− λj(γ)
λi(γ) + λj(γ)
)
,(9.10)
where ⌊a⌋ denotes the smallest integer ≥ a.
Proof. Suppose we know that Qλ corresponds to the character of an ir-
reducible Γ˜n-supermodule. By (5.4) and definition of the characteristic
map we see immediately that the linear combination (9.8) is given by
the vertex operator structure and the matrix coefficient (9.9) give the
character table of all irreducible supermodules.
First we observe that the number of irreducible spin supermodules of
typeM is equal to the number of even strict partition-valued functions,
which are realized by the vectors 2−(l(λ)−d(λ))/2Xλ(γ) (λ ∈ SP0(Γ∗)) up
to signs. As for the vectors 2−(l(λ)−d(λ))/2Xλ(γ) with (λ ∈ SP1(Γ∗)), it
follows from Theorem 9.4 and Proposition 3.5 that each of such vectors
corresponds to a virtual irreducible character in R−
Z
(Γ˜n) of typeQ, since
the case of sum or difference of two irreducible characters of type M
is ruled out by the orthogonality. To show that they correspond to
actually irreducible characters it is sufficient to show that the value of
ch−1(2−(l(λ)−d(λ))/2Xλ(γ))
at the conjugacy class of the identity element of Γ˜n is positive.
Let c0 ∈ Γ∗ be the class consisting of the identity in Γ. The type of
the identity element in Γ˜n is the partition-valued function ρ such that
ρ(c0) = (1n) and ρ(c) = 0 for c 6= c0. Recall from (5.2) that am(c0) =∑
γ∈Γ∗ deg(γ)am(γ). By comparing weights and using orthogonality
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(Theorem 9.4) we have
〈Xλ, a′−ρ〉 = 〈Xλ(γ), an−1(c0)〉
= 〈
∏
γ∈Γ∗
Xλ(γ)(γ),
(∑
γ∈Γ∗
(degγ)a−1(γ)
)n〉
= n!
∏
γ∈Γ∗
(degγ)|λ(γ)|
|λ(γ)|!
∏
γ∈Γ∗
〈Xλ(γ)(γ), a|λ(γ)|−1 (γ)〉.
By the result of (6.51) in [J1] we have
〈Xλ(γ)(γ), a|λ(γ)|−1 (γ)〉 =
|λ(γ)|!
λ1(γ)! · · ·λl(λ(γ))(γ)!
∏
i<j
λi(γ)− λj(γ)
λi(γ) + λj(γ)
,
which implies the formula (9.10), thus the theorem is proved.
The irreducible spin Γ˜n-supermodules can be described easily as fol-
lows. For each irreducible character γ ∈ Γ∗ let Uγ be the irreducible
Γ-module affording γ. For each strict partition ν let Vν be the corre-
sponding irreducible spin supermodule of S˜n. Using the construction
of Sect. 4.3, we see that U⊗nγ ⊗ Vν is a spin Γ˜n-supermodule.
Proposition 9.8. For each strict partition-valued function λ = (λ(γ))
∈ SPn(Γ∗), with m of the partitions λ(γ) being odd, the super tensor
product ∏
γ∈Γ∗
(
U⊗l(λ(γ))γ ⊗ Vλ(γ)
)
decomposes completely into 2⌈m/2⌉ copies of an irreducible spin Γ˜λ-
supermodule. Denote this irreducible module by Wλ. Then the in-
duced supermodule IndΓ˜n
Γ˜λ
Wλ is the irreducible spin Γ˜n-supermodule cor-
responding to λ, and it is of type M or Q according to d(λ) = n− l(λ)
is even or odd.
Proof. Let Vλ be the irreducible spin Γ˜n-supermodule corresponding to
λ. It follows from Theorem 9.7 that Vλ is an irreducible component of
IndΓ˜n
Γ˜λ
Wλ.
Note that the supermodule U
⊗l(λ(γ))
γ ⊗ Vλ(γ) is irreducible and is of
type M (or type Q) according to d(λ(γ)) = |λ(γ)| − l(λ(γ)) even (or
odd). Let λ(γi0), · · · , λ(γim−1) be odd partitions, and let λ(γim), · · · ,
λ(γir) be even partitions. Then the parity of λ equals the parity of m,
i.e., d(λ) = n− l(λ) ≡ m (mod 2).
It follows from Proposition 3.7 that
∏
γ∈Γ∗ U
⊗l(λ(γ))
γ ⊗ Vλ(γ) decom-
poses completely into 2⌈m/2⌉ copies of the irreducible supermodule Wλ
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of Γ˜λ, and Wλ is of type M if m is even and of type Q otherwise. The
degree of IndΓ˜n
Γ˜λ
Wλ equals to
|Γ˜n|
|Γ˜λ|
deg(Wλ), and we have
deg(Wλ) = 2
−⌈m/2⌉ ∏
γ∈Γ∗
deg(γ)l(λ(γ))deg(Vλ(γ))
= 2−⌈m/2⌉
∏
γ∈Γ∗
(
2⌊
d(λ(γ))
2
⌋deg(γ)
l(λ(γ))|λ(γ))|!∏
1≤i≤l(λ(γ)) λi(γ)!
∏
i<j
λi(γ)− λj(γ)
λi(γ) + λj(γ)
)
,
where we have used the degree formula (9.10) for the special case of
S˜n. The exponents of 2 in the first factor and the product sum up to∑
γ∈Γ∗
⌊d(λ(γ))⌋ − ⌈m/2⌉
=
m−1∑
s=0
d(λ(γis)) + 1
2
+
r∑
s=m
d(λ(γis))
2
− m−m
2
=
n− l(λ)
2
+
m
2
= ⌊n− l(λ)
2
⌋,
where m = 0 or 1 according to m is even or odd. Thus the degree of
IndΓ˜n
Γ˜λ
Wλ is exactly the one given by Eqn. (9.10). Hence Ind
Γ˜n
Γ˜λ
Wλ is
the irreducible spin Γ˜n-supermodule Vλ corresponding to λ.
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