The so-called Trust-Region Subproblem gets its name in the trust-region method in optimization and also plays a vital role in various other applications. Several numerical algorithms have been proposed in the literature for solving small-to-medium size dense problems as well as for large scale sparse problems. The Generalized Lanczos Trust-Region (GLTR) method proposed by [Gould, Lucidi, Roma and Toint, SIAM J. Optim., 9:504-525 (1999)] is a natural extension of the classical Lanczos method for the linear system to the trust-region subproblem. In this paper, we first analyze the convergence of GLTR to reveal its convergence behavior in theory and then propose new stopping criteria that can be integrated into GLTR for better numerical performance. Specifically, we develop a priori upper bounds for the convergence to both the optimal objective value as well as the optimal solution, and argue that these bounds can be efficiently estimated numerically and serve as stopping criteria for iterative methods such as GLTR. Two sets of numerical tests are presented. In the first set, we demonstrate the sharpness of the upper bounds, and for the second set, we integrate the upper bound estimate into the Fortran routine GLTR in the library GALAHAD as new stopping criteria, and test the trust-region solver TRU on the problem collection CUTEr. The numerical results show that, with the new stopping criteria in GLTR, the overall performance of TRU can be improved considerably.
is widely known as the trust-region subproblem (TRS) [20, 21] , where H = H ⊤ ∈ R n×n , g g g ∈ R n and ∆ > 0 is the trust-region radius. It also shows up in other important applications such as the Tikhonov regularization [24, 25, 26, 32, 33] for ill-posed problems, graph partitioning problems [13] as well as in the Levenberg-Marquardt approach in optimization [21] . Because of its vital role in numerous applications, several algorithms have been proposed for (1.1). Basically, these algorithms can be classified into two categories: algorithms based on matrix factorizations for small-to-medium size dense problems (see, e.g., [20, 21] ) and factorization-free algorithms for large-scale sparse problems (see, e.g., [8, 12, 21, 23, 24, 25, 26, 30, 31, 32, 34] ). The method proposed in [11] is based on matrix factorization but can often be just as successful as factorization-free methods for large problems when the sparsity structure is favorable.
The Moré-Sorensen method [20] available as subroutine GQTPAR in MINPACK-2 is probably the most well-known one for small size dense problems, and it and its modifications are frequently embedded into programs as building blocks for solving relevant subproblems within large-scale computational problems. This is also the case for the method proposed in [9] (see also [4, Chapter 5] ). In particular, the authors of [9] presented a generalized Lanczos trust-region method (GLTR) [9, Algorithm 5.1] which is an improved Steihaug-Toint [31, 34] truncated Conjugate Gradient (tCG) iteration for the weighted-norm trust-region subproblem: min s s s M ≤∆ f (s s s), (1.2) where the weighting matrix M ∈ R n×n is a given symmetric positive definite matrix, and s s s M := √ s s s ⊤ Ms s s is the M -vector norm of s s s. GLTR generally consists of two main phases, namely the first pass and the second pass. In the first pass, it starts with the (preconditioned) CG iteration [9, Algorithm 4.1] for minimizing f (s s s). During the (preconditioned) CG iterations, the objective function decreases while the M -norm of the iterative solution increases. Thus, the iteration in the first pass stops either when the solution s s s opt to (1.2) is achieved within the trust region s s s M ≤ ∆, or one CG step exceeds ∆ in M -norm or directions with negative curvature (a vector p p p is a direction of negative curvature if p p p ⊤ Hp p p < 0) are detected. The former means that the problem (1.2) is equivalent to a linear system Hs s s = −g g g, while the latter implies either H is indefinite and s s s opt M = ∆, or H is positive semi-definite but there is a p p p ∈ R n such that Hp p p = 0 and p p p ⊤ g g g < 0; the second pass will be triggered thereafter to obtain (together with a third pass) an approximation s s s k on the boundary. By making use of the close relationship between CG and the Lanczos process (see [9, Section 4] ), in the second pass, GLTR needs to solve smaller size trust-region subproblems successively, which are resulted from projecting the original TRS (1.2) onto the Krylov subspace generated by the Lanczos process, or equivalently, by CG (see [9] in detail). Extensive numerical testing suggests that by integrating the first pass and the second pass carefully [9, Section 5.1], GLTR is able to achieve efficiently a boundary solution on the one hand, and also maintains the efficiencies of CG so long as the iterates lie in the interior, on the other hand.
GLTR can be understood as a generalization and indeed an efficient implementation of a kind of Lanczos method for TRS as detailed in [9, Section 5] under the name of truncated Lanczos approach (abbreviated as TLTRS in this paper). In particular, TLTRS mimics the classical Rayleigh-Ritz procedure (see [22, Section 11.3] and [5, Definition 7 .1]) for the eigenvalue problem and proceeds iteratively the following three steps: for k = 0, 1, . . . (more detail will be given in section 3):
1. generate the kth Krylov subspace by the preconditioned Lanczos process [22 3. solve the resulting smaller size TRS to get an approximate solution to TRS (1.2).
TLTRS can be viewed as a natural extension of the classical Lanczos method (see e.g., [5, 28] ) for the linear system and eigenvalue problem to TRS. There has been a wealth of developments, in both theory and implementation, on the Lanczos-based methods, e.g., in [5, 22, 28] for a complete development up to 1998 and more recently in [15, 16, 17] . However, to the authors' best knowledge, convergence analysis for the Lanczos type method for TRS has not yet been fully developed. Our goals in this paper are two-fold. First, on the theoretic aspect, we analyze the convergence of TLTRS. In contrast to a posteriori error bounds in [36] , we will develop a priori upper bounds for both the convergence to the optimal objective value as well as the optimal solution during TLTRS iterations. Second, on the numerical aspect, we will offer practical and effective estimates of the upper bounds. These estimates can be computed at roughly O(k 2 ) extra flops, which turns out to be practical as k ≪ n in general, and therefore can be used as stopping criteria for the second pass in GLTR, an efficient implementation of TLTRS.
We conduct two sets of numerical tests to support both our theoretical bounds and their practical estimates used as effective stopping criteria. In the first set of testing, we present several numerical tests to show the sharpness of these upper bounds, and in the second set, we integrated our upper bound estimates into the Fortran package GLTR in the library GALAHAD 1 (version 2.6), and tested the trust-region method implemented in the solver TRU on unconstrained minimization problems with n ≥ 100 from CUTEr collection (86 test problems in all). The numerical results show that, with the new stopping criteria integrated into GLTR, the overall performance of the trust-region solver TRU improves considerably.
The rest of this paper is organized as follows. In section 2, we first present some preliminary results on TRS, where the so-called the nondegenerate case (or easy case) and the degenerate case (or the hard case) are explicitly stated. In section 3, we then briefly describe the framework of TLTRS/GLTR as well as some basic properties. Section 4 contains the main convergence results of this paper: in subsections 4.1 and 4.2, we discuss the convergence of TLTRS for the case λ opt = 0 and λ opt = 0, respectively, where λ opt denotes the Lagrangian multiplier of (1.1) associated with the solution s s s opt ; subsection 4.3 shows how to extend the main convergence results to the weighted-norm TRS (1.2). Our numerical verification of the sharpness of the established upper bounds is carried out in section 5. In section 6, we suggest a new stopping criteria for GLTR in GALAHAD and its numerical performance in comparison with the original GLTR is presented in section 7. Final conclusions are drawn in section 8.
Notation. Throughout this paper, all vectors are column vectors and are typeset in bold lower case letters. For x x x ∈ R n (the set of all real n-vectors), x i stands for its ith entry. For A ∈ R m×n (the set of all m × n real matrices), A † stands for the Moore-Penrose inverse of A, and A ⊤ and R(A) denote its transpose and range, respectively. The n × n identity matrix is I n or simply I if its size is clear from the context, and e e e j is the jth column of an identity matrix whose size is determined by the context. To simplify our presentation, we shall also adopt MATLAB-like convention to access the entries of vectors and matrices. For example, A (i,j) is (i, j)th entry of A. With i : j for the set of integers from i to j inclusive, A (k:ℓ,i:j) is the sub-matrix of A that consists of intersections of row k to row ℓ and column i to column j.
Optimality Conditions
The following well-known optimality conditions are due to Gay [7] and Moré and Sorensen [20] (see also [29] and [21, Theorem 4.1]). It has been serving as the fundamental guideline for most existing methods for TRS.
Theorem 2.1 ([29]
). The vector s s s opt is a global optimal solution of the trust-region problem (1.1) if and only if s s s opt is feasible, i.e., s s s opt 2 ≤ ∆, and there is a scalar λ opt ≥ 0 such that the following conditions are satisfied:
(H + λ opt I n )s s s opt = −g g g, λ opt (∆ − s s s opt 2 ) = 0, and H + λ opt I n is positive semidefinite.
Let the eigen-decomposition of H be
where the eigenvector matrix U = [u u u 1 , u u u 2 , . . . , u u u n ] is orthogonal, and
are the eigenvalues. In (2.1), we assume θ 1 has multiplicity p. Let E 1 be the invariant subspace associated with the smallest eigenvalue θ 1 . Then
, where U 2 = [u u u p+1 , . . . , u u u n ], and set E 2 = R(U 2 ) = E ⊥ 1 , the orthogonal complement of E 1 . For TRS (1.1), there are two situations (see, e.g., [12, 20, 21] Compactly, the process can be expressed by the relation
(3.2) with γ 0 = M −1 g g g 2 , Q k e e e 1 =0 := γ
. This leads to the following reduced trust-region subproblem
3)
Let h h h k be the minimizer of (3.3). It can be verified that the vector
is the minimizer of min 4) and thus naturally serves as an approximation to the global optimal solution s s s opt of (1.2).
strictly increases by 1 as k increases by 1 and
may stop increasing at certain k. When that happens, the Lanczos process breaks down and an invariant subspace of M −1 H is found. Let k max be the smallest nonnegative integer such that
This is reflected by γ kmax+1 = 0 while γ k = 0 for all 0 ≤ k ≤ k max . In such a case,
Remark 3.1. GLTR can be thought of as an efficient implementation of TLTRS. In GLTR, the (preconditioned) CG is used instead of the (preconditioned) Lanczos process, and in the first pass, the constraint s s s M ≤ ∆ in (3.4) is skipped implicitly and s s s k is updated by CG until s s s k M exceeds ∆ or T k is detected to be indefinite. GLTR then enters into the second pass, and thereafter
is continuously expanded by (preconditioned) CG and
Therefore, the second pass of GLTR is mathematically equivalent to TLTRS.
Two special cases for M = I n are worth mentioning:
1. the case g g g = 0. TLTRS reduces to the classical Lanczos method for finding the smallest eigenpair of H; 2. the case when H is positive definite and ∆ ≥ H −1 g g g 2 . TLTRS is equivalent to CG for solving the linear system Hs s s = −g g g (see subsection 4.2 for detail).
In view of these two special cases, we may say that TLTRS or its efficient implementation GLTR lies between the Lanczos-based method for the linear system and that for the symmetric eigenvalue problem.
Remark 3.2. In order to simplify our presentation, in what follows, we assume the weighting matrix M = I n , except in subsection 4.3, and thereby discuss the relations of the optimal values and optimal solutions between the classical problem (1.1) and the projected one (3.3). Mathematically, we will see in subsection 4.3 that doing so does not lose any generality because any convergence result for M = I n can be translated into one for M = I n through the following substitutions
Making M = I n simplifies Q k to having orthonormal columns, i.e., Q ⊤ k Q k = I k+1 and (3.2) to
As we previously assumed, let k max be the smallest nonnegative integer such that (3.5) holds, i.e., the Lanczos process breaks down at iteration k max and let k ≤ k max ≤ n. Let Q ⊥ ∈ R n×(n−kmax−1) be any orthogonal complementarity of Q kmax such that Q := [Q kmax , Q ⊥ ] ∈ R n×n is orthogonal. We have
e e e k+1 e e e ⊤ 1 γ k+1 e e e 1 e e e ⊤ k+1
Denote the eigenvalues of T k by σ σ
k+1 . Associated with every Lanczos step k before a breakdown is the corresponding TRS (3.3). Let h h h k and λ k be the solution of (3.3) and the Lagrangian multiplier for it, respectively, and set s s s k = Q k h h h k . With these settings, the following lemma follows.
Lemma 3.1. We have
(iii) in the nondegenerate case, s s s kmax = s s s opt and λ kmax = λ opt .
Proof. The inequalities in items (i) and (ii) are straightforward consequences of the Cauchy interlacing inequalities [22] .
Item (iii) for the case g g g ⊥ E 1 has been proved in [9, Theorem 5.7] . We consider the special scenario:
Use the eigen-decomposition of H to obtain a secular function ρ(λ), from which we know that the condition g g g ⊥ E 1 implies that ρ(λ) is a continuous and nonincreasing function of λ ∈ (−θ p+1 , +∞). Also note from Q ⊤ g g g = γ 0 e e e 1 and (3.7) with γ kmax+1 = 0 that for λ > −θ p+1
implying that γ 0 (T kmax + λI kmax+1 ) † e e e 1 2 is also a continuous and nonincreasing function of λ > −θ p+1 . Thus, it follows from
that λ kmax > −θ 1 , i.e., H + λ kmax I n is positive definite. Moreover, by [9, Theorem 5.1], (H + λ kmax I n )s s s kmax = −g g g, which according to Lemma 2.1 and the uniqueness in the nondegenerate case leads to item (iii).
Lemma 3.1(iii) says that when a breakdown occurs, TLTRS solves the original problem (1.1) exactly for the nondegenerate case. However, in the degenerate case, the solution s s s opt is of the form (2.3) with τ > 0. As the Lanczos process starting from g g g cannot extract any information out of the eigenspace E 1 , the approximate solution s s s k = Q k h h h k does not contain the component of τu u u for any u u u ∈ E 1 , even for k = k max . In the other word, the projected problem (3.3) can never deliver a sufficiently close approximate model to the original problem (1.1) for the degenerate case. This is fully discussed in [9, Theorem 5.8] with a restarting strategy to cure this problem. Therefore, in our convergence analysis presented in section 4, we are mainly concerned with the nondegenerate case.
We conclude this section with an important result in [18] , which claims that the Lagrangian multipliers λ k monotonically increases with k. Combining Lemma 3.1 and Lemma 3.2, we have the following Proposition 3.1. This is the first step for the convergence analysis of TLTRS/GLTR.
Convergence analysis for TLTRS
Throughout this section, we assume that (1.1) is nondegenerate, unless otherwise explicitly stated differently. Also, since GLTR is an efficient implementation of TLTRS and is essentially equivalent to TLTRS (cf. Remark 3.1), our convergence analysis will focus on TLTRS only.
We will analyze the convergence for the two cases λ opt = 0 and λ opt > 0, separately. Let P k denote all polynomials with degree no higher than k. The Chebyshev polynomials will show up in our convergence analysis. The kth Chebyshev polynomial of the first kind T k (t) ∈ P k is T k (t) = cos(k arccos t)
for |t| ≤ 1,
It frequently shows up in numerical analysis and computations because of its numerous nice properties, for example |T k (t)| ≤ 1 for |t| ≤ 1 and |T k (t)| grows extremely fast 4 for |t| > 1. We have the following classical result (see e.g., [28, Theorem 6.25] ).
There is an elegant expression for T k (· · · ) in (4.1), namely [15] ,
where
4.1 Convergence when λ opt = 0
In this case, H is positive definite, and moreover H −1 g g g 2 ≤ ∆, implying that (1.1) is equivalent to the linear system: Hs s s opt = −g g g, and
Furthermore, by Lemma 3.1(iii) and Proposition 3.1, we know that λ k = 0 for all k = 0, 1, . . . , k max , which implies that each TRS (3.3) is equivalent to the linear system: T k h h h k = −γ 0 e e e 1 , and TLTRS turns out to be the full orthogonalization method (FOM) [28, Algorithm 6.4 ]. Indeed,
the same as the one obtained from CG [28, Section 6.7] on the linear system Hs s s opt = −g g g.
In the other word, in this case, GLTR will never go over the boundary of s s s 2 ≤ ∆ (i.e., the second pass of GLTR will never be called), and thereby, the approximation s s s k from GLTR is the same as that from the CG iteration for Hs s s opt = −g g g. Consequently, the standard convergence theory [28, Section 6.11.3] for CG applies for this situation. In particular, we have
where Γ κ is defined by (4.2), and
is the spectral condition number of H. In terms of the spectral norm, (4.3) implies
and by f (s s s opt ) = − 1 2 s s s ⊤ opt Hs s s opt in this case, it holds that
Convergence when λ opt > 0
If λ opt > 0, then s s s opt 2 = ∆. This is the case when H is indefinite or positive definite but
But we point out that λ opt > 0 does not imply all λ k > 0, as the following simple example demonstrates, where
k e e e 1 is the solution to the projected TRS (3.3). Even though λ k = 0 may happen in the early stage of TLTRS, eventually λ k > 0 as k increases, and thereby s s s k 2 = ∆. This also means that GLTR will eventually encounter the boundary of s s s 2 ≤ ∆, and proceeds to the second pass and the third pass. 
which is positive definite since it is assumed in the nondegenerate case.
Before proceeding further, we mention a related analysis given in [35] of the truncated Conjugate-Gradient (tCG) method for the strictly convex TRS (i.e., H is positive definite).
When CG encounters the boundary, GLTR and tCG invoke different procedures. In particular, tCG stops at the next step by choosing the intersection point of the CG path [35] on the boundary s s s 2 = ∆, while GLTR continues from the last CG step by expanding the Krylov subspace and finding a boundary approximation s s s k in the Krylov subspace. The main result in [35] shows that the reduction in the objective function by tCG is at least half of the reduction by s s s opt . This result was generalized to the convex case in [4, Section 7.5.2]. There is a major difference in goals between GLTR and tCG: GLTR seeks accurate approximations to s s s opt , as accurate as dictated by chosen tolerance, whereas tCG attempts to find approximations that hopefully reduce the objective function by significant fractions as s s s opt does. Our analysis in this paper is concerned with GLTR for the general TRS, and will provide upper bounds for the absolute reductions |f (s s s k ) − f (s s s opt )| and s s s opt − s s s k 2 .
The optimal polynomial
Note that the approximate solution s s
where a a a = U ⊤ g g g and the optimal polynomial ψ k ∈ P k is given by
where D a a a = diag(a 1 , a 2 , · · · , a n ) and p p p ∈ R k+1 is the coefficient vector of ψ, we can express the coefficient vector p p p corresponding to the optimal ψ k as p p p = arg min
By the Lagrangian multiplier theory, there is ϑ k ∈ R such that
Due to the emergence of the Lagrangian multiplier ϑ k , however, this characterization for the optimal ψ k doesn't lead to a simple convergence analysis, as opposed to the ones in [14, 15] for analyzing CG and the minimal residual method. In what follows, we adopt an approach of using sub-optimal polynomial approximations to establish bounds on the errors in the approximation solutions.
Solutions resulted from sub-optimal polynomials
Recall that we will be focusing on the situation where s s s opt 2 = ∆ and on approximations s s s with s s s 2 = ∆. We first present a general framework to bound the errors of
in terms of any nonzero s s s ∈ K k (H, g g g). Later, this framework will be realized for
constructed from certain sub-optimal polynomial ℘ k ∈ P k as opposed to the optimal one given by (4.5) for the purpose of establishing error bounds for TLTRS solutions (i.e., for the second pass of GLTR).
, and (4.7)
where H opt is given by (4.4) and
is the spectral condition number of H opt .
Proof. 
where the last inequality is obtained by using (4.10). Moreover, since for any 0
we have where for obtaining (4.13) we have used to get r r r ⊤ s s s opt = − r r r 2 2 /2 = −r r r ⊤ r r r/2, and used (4.11) for getting (4.14) . This completes the proof of (4.7).
For (4.8), we define
Then by noting that ∇f opt (s s s opt ) = H opt s s s opt + g g g = 0, we have for any s s s,
and thus,
since s s s opt 2 = ∆ also. Consequently, for s s s k , by (4.7) and (4.15), we have
yielding (4.8).
Next, we will discuss two sub-optimal polynomials ℘ k ∈ P k to realize s s s by (4.6). 
, and therefore,
where (t) := 1 + t℘ k (t) ∈ P k+1 satisfying (0) = 1. Hence, noting s s s opt 2 ≤ ∆, we have 16) where the second equality in (4.16) follows from Lemma 4.1 and (4.2), and
with κ = κ(H opt ) defined by (4.9). Substituting (4.16) into (4.7) and (4.8) gives
Best polynomials for approximating 1 x−η . We next discuss yet another sub-optimal polynomial. Note that g g g = Ua a a = n i=1 u u u i a i , and we have for any s s s ∈ K k (H, g g g)
ψ(θ i )a i u u u i for some ψ ∈ P k , and (4.19)
By comparing (4.19) and (4.20), we define a sub-optimal polynomial ℘ ra k ∈ P k as the solution to the following minimax approximation problem:
In the other word, ℘ ra k is the best polynomial of approximation to the rational function
Note that the linear transformation
maps x ∈ [−1, 1] one-to-one and onto θ ∈ [θ 1 , θ n ]; moreover, by (4.17), η > 1, and we have
which implies that
where ǫ ra k (η) is the error of approximation by the best polynomial in P k to
For the behavior of ǫ ra k (η) with respect to k and η, we fortunately have the explicit formulation by the pioneering works of Chebyshev and Bernstein. Indeed, Chebyshev found an explicit expression for the best approximating polynomial of 
where α and β are such that x = cos α and ηx−1
x−η = cos β, and moreover,
Remark 4.1. It is noted that η + η 2 − 1 > η > 1 since η > 1, and for η given by (4.17),
where Γ κ is defined by (4.2b). Therefore, ǫ ra k (η) converges linearly to zero with the linear factor Γ −1 κ as k increases.
Now we can establish error bounds for TLTRS solutions in terms of ǫ ra k (η). The corresponding estimates for s s s k − s s s opt 2 and f (s s s k ) − f (s s s opt ) also reflect the behavior of TLTRS characterized by the number of Lanczos step k and the parameter η as we will see from the numerical examples in section 5.
Let ℘ ra k be defined by (4.21), and set s s s
Now with s s s = s s s ra k , by Theorem 4.1, we have
Summarizing the results in (4.18) and (4.24) for the two sub-optimal solutions yields the item (ii) of the following theorem.
for the degenerate case, where
where H opt = H + λ opt I n , κ = κ(H opt ) by (4.9), and 27) ǫ ra k (η) is defined by (4.23), and T k+1 (η) is the (k + 1)st Chebyshev polynomial of the first kind evaluated at η given in (4.17).
Proof. Based on our previous discussions, only the inequality (4. 
where the last inequality holds because y y y 2 = ∆ 2 − z z z 2 2 ≤ ∆ and 1 2 y y y ⊤ T kmax y y y + γ 0 y y y ⊤ e e e 1 ≥ min
We next establish a lower bound for
since the condition g g g ⊥ E 1 for the degenerate case and the breakdown in the Lanczos process imply λ min (T ⊥ ) = θ 1 .
In what follows, we show z z z 2 = τ . To this end, we first note that in the degenerate case
By (3.6), we have (
Since Q ⊤ kmax Q ⊥ = 0 and Q ⊤ kmax U 1 = 0 by (4.28), we know that
which, together with (4.29), lead to
Note T kmax −θ 1 I kmax+1 is positive definite. Post-multiplying both sides of (4.30) by (T kmax − θ 1 I kmax+1 ) −1 e e e 1 and using Q kmax e e e 1 = g g g/γ 0 , we get Q ⊤ ⊥ (H − θ 1 I n ) † g g g = 0, from which and (2.3) it follows that
as expected, where u u u ∈ E 1 is a unit vector.
It is noted that in the two sub-optimal solutions, the factor η by (4.17) plays a vital role and, therefore it can serve as some kind of condition number for TRS (1.1). In particular, from Theorem 4.2, Lemma 4.2 and Remark 4.1, we observe that both 1 T k+1 (η) and ǫ k (η) ra decay fast for big η. Theoretically, we have the following lower bound for η: 
where ∠(g g g, E 1 ) and ∠(g g g, E 2 ) stand for the angles from R(g g g) to E 1 = R(U 1 ) and E 2 = R(U 2 ), respectively, defined by cos ∠(g g g, E i ) =
Putting all together, we have
Also, it follows from s s s opt 2 = ∆ and (4.20) that
Multiply both sides by (
where we have used λ opt > −θ 1 for obtaining the last inequality. Therefore,
, and, by (4.17), we have
.
The quantity within the square root sign in the above can be expressed differently to show that it is always positive:
and thus (4.31) follows. Remark 4.3. The quantities θ 1 , θ n , λ opt , κ and η involved in the upper bounds in (4.26a), (4.27), and (4.26b) are usually unknown. Fortunately, TLTRS is able to produce approximations to all these quantities: σ
and for modest k (usually a couple of tens suffices), these approximations are usually very good, where σ 1 are the largest and smallest eigenvalues of T k ∈ R (k+1)×(k+1) in (3.1). Note that all the extra computation effort for these approximations is to compute σ (k) k+1 and σ (k) 1 . As k ≪ n in general, obtaining these approximations can be economical (with O(k 2 ) flops). Thus, practical estimates for f (s s s k ) − f (s s s opt ) and s s s k − s s s opt 2 , instead of (4.26), are
We will see in our numerical examples in section 5 that these approximations can provide good enough upper bound estimates for f (s s s k ) − f (s s s opt ) and s s s k − s s s opt 2 .
The accuracy of the estimates (4.35) for the upper bounds in (4.26) depends on the key quantity η k . In the following, we provide lower and upper bounds for η − η k . For this purpose, we let w w w ∈ R k+1 and v v v ∈ R k+1 be the unit eigenvector of T k associated with σ where γ k+1 is given in (3.2). Then we have the following result.
Proposition 4.1. Under the assumptions in Theorem 4.2(ii) and in exact arithmetic, the estimate η k of η given in (4.34) satisfies
Proof. For (4.37), by Lemma 3.1, it holds that σ
≥ θ 1 , which using (4.17) and (3.1), gives
For the left inequality of (4.39), according to [37] , in exact arithmetic, the condition (4.38) implies that
which, using λ opt ≥ λ k , ω k ≥ 0 and ν k ≥ 0, leads to the left inequality of (4.39).
We notice from (4.39) that when η k ≤ η, then the accuracy of η k is dependent on the accuracy of the Lagrange multiplier λ k , but when η k ≥ η, ω k and ν k play a role. For the latter case, the following known results (see, e.g., [5 
, Theorem 7.2])
HQ k w w w − σ 
Convergence for the weighted-norm TRS
We next briefly show that our convergence results for M = I n can be straightforwardly extended to TLTRS (with the preconditioned Lanczos process) for solving the weightednorm TRS (1.2). Indeed, by defining 
and therefore, with s s s = M −1/2 c c c, it holds that
Recalling that the iterate s s s k from TLTRS for (1. In the other word, c c c k is the iterate from TLTRS applying to (4.41) for which our main results in Theorem 4.2 are applicable.
Theorem 4.4. Let θ 1 ≤ θ 2 ≤ · · · ≤ θ n be the ordered eigenvalues of H = M −1/2 HM −1/2 , and λ opt be the optimal Lagrange multiplier of the weighted-norm TRS (1.2) with a symmetric and positive definite matrix M ∈ R n×n . Let the sequence {s s s k } kmax k=0 be generated by TLTRS (with the preconditioned Lanczos process) for (1.2).
(i) The sequence {f (s s s k )} kmax k=0 is nonincreasing, and f (s s s kmax ) = f (s s s opt ) for the nondegenerate case, and
where H opt = H + λ opt I n , g g g = M −1/2 g g g, and
ǫ ra k ( η) is as defined in (4.23), and T k+1 ( η) is the (k + 1)st Chebyshev polynomial of the first kind evaluated at η.
Finally, it is worth mentioning that in order to obtain similar estimates for the bounds in (4.42) to the bounds in (4.35) for M = I n , there are no additional costs needed except for computing the extreme Ritz values, i.e., the extreme eigenvalues of the tridiagonal matrix T k resulting from the preconditioned Lanczos process [9, Algorithm 4.2] (or the preconditioned CG [9, Algorithm 4.1]). In fact, the preconditioned Lanczos process generates an M -orthonormal basis Q k for K k (M −1 H, M −1 g g g) and a tridiagonal T k , satisfying (3.2). The Ritz values (i.e., the eigenvalues of T k ) serve as approximate eigenvalues for H, and the counterpart of (4.35) can be established. We omit the detail.
Numerical tests: sharpness of the upper bounds
In this first set of our numerical tests, we will test the sharpness of our established upper bounds in Theorem 4.2 and their estimates in Remark 4.3. This set consists of several numerical examples carried out in MATLAB (R2011b), and we choose medium size n and employ the built-in MATLAB routine, namely trust 5 , for the original (1.1) as well as for the projected one (3.3) . In fact, we will use s s s opt by trust as the "exact" solution to compare against. Moreover, in order to control the numerical effects arising from the loss of orthogonality in Q k from the Lanczos process, we use the Lanczos algorithm with full reorthogonalization [5 In constructing the testing matrices H, without loss of generality we simply take H to be diagonal with translated Chebyshev nodes (to be defined) on the diagonal. We note that the n zero nodes and the n + 1 extreme nodes of the nth Chebyshev polynomial T n in [−1, 1] are given, respectively, by
Given an interval [a, b], the linear transformation 
The reason behind choosing such matrices H is that the resulting linear systems H opt s s s = −g g g are the hardest for CG, MINRES, and GMRES for a fixed κ = κ(H opt ) as confirmed by the theoretical analysis in [14, 15] . In summary, we take
In the TRS examples that follow, we will set various trust-region radii ∆ and specify different intervals [a, b] to construct the testing matrices H. They are indefinite, except the ones in Example 5.3. We will examine the observed f (s s s k ) − f (s s s opt ) and s s s k − s s s opt 2 together with their upper bounds by Theorem 4.2 and also the upper bound estimates given by (4.35). Additionally, we observed that the trust-region constraint is active when k ≥ 1, i.e., dim K k (H, g g g) ≥ 2. In the left and right subfigures in Figure 5 . 1, 3 , . . . , 25) of the two types of sub-optimal polynomials. Also, we observed that f (s s s k ) − f (s s s opt ) and s s s k − s s s opt 2 and their upper bounds go to zero faster as ∆ gets smaller. This can be explained by Remark 4.2 and (4.33). In fact, the lower bound of η given by (4.31) implies that η decreases as ∆ increases, which means that the smaller the radius ∆ is, the faster the convergence. We point out that in this example, for both b = 50 and 100, we have
for each computed Lanczos step k; in the other word, (4.18) via the polynomials resulting from min s s s opt − s s s 2 deliver the smaller values for f (s s s k ) − f (s s s opt ) and s s s k − s s s opt 2 of the two types of sub-optimal polynomials.
Also, a similar pattern as in Figure 5 .2 is observed: f (s s s k ) − f (s s s opt ) and s s s k − s s s opt 2 and their upper bounds go to zero faster as b get smaller. To explain it using Remark 4.2 and (4.33), we first note that λ opt changes slightly for b = 50 and 100; moreover, ̟ = b 2 and
Thus, η ≈ 1 + 2 λopt b and since λ opt changes slightly in the table above, η decreases when b increases from 50 to 100.
New stopping criteria
Gould, Orban and Toint [10] developed GALAHAD (version 2.6), a Fortran 2003 package for large scale nonlinear programming (available at www.galahad.rl.ac.uk). The solver TRU in GALAHAD uses the trust-region method (see [9, Algorithm 6 .1]) to find a (local) unconstrained minimizer of a differentiable objective function. It offers direct and iterative solvers for the related trust-region subproblem which is solved by the subroutine GLTR. TRU is most suitable for large scale problems.
GLTR uses the stopping criterion [9, Theorem 5.1]
where tol s is a given tolerance. We propose to combine it with the upper bound for f (s s s k ) − f (s s s opt ) given in (4.35) ; that is, we terminate the iteration in the second pass of
is satisfied, where tol f is another given tolerance, λ k is the corresponding Lagrangian multiplier, and σ 4.15) ), and on the other hand, monitoring the accuracy of the objective function is the most critical issue in the framework of the trust-region method TRU (cf. [9, (6. 2)]). In a way, the first inequality in (6.2) already takes s s s k − s s s opt M −1 into consideration because
Note γ k+1 |e e e ⊤ k+1 h h h k | ≤ tol s can numerically detect the breakdown in the Lanczos process. The second inequality in (6.2) controls how close f (s s s k ) is to the optimal values of the objective function in the worst-case scenario. Similarly to the classical convergence for the Krylov subspace method for the linear system (see e.g., [5, 28] ), this upper bound cannot tell the occurrence of breakdown. This is another reason we choose to combine these two types of error bounds together as the new stopping criteria in GLTR.
Note from Remark 4.3 that only the smallest and largest eigenvalues of the tridiagonal matrix T k are required to obtain σ (k) k+1 and χ k used in (6.2). In our implementation, when k ≤ 200, we call the LAPACK [1] subroutine DSTERF to compute all eigenvalues of T k + λ k I k+1 , but for k > 200, we call the subroutine GLTR_leftmost_eigenvalue built in gltr.f90 to compute the smallest eigenvalue σ
, and employ a combination of the power iteration (as the first phase) and Rayleigh quotient iteration (as the second phase) to compute the largest eigenvalue σ (k) k+1 + λ k . In particular, suppose (µ j , z z z j ) is the approximate eigenpair after j power iterations. We are satisfied when the residual T k z z z j + λ k z z z j − µ j z z z j 2 ≤ 10 −6 ; otherwise, as long as j > 100, we then call at most 10 Rayleigh quotient iterations to refine the pair (µ j , z z z j ). To save the computational complexity in solving the smallest and largest eigenvalues of T k + λ k I k+1 , we choose to test the stopping criteria (6.2) only for odd k, i.e., every two iterations. Note that the reduced TRS (3.3) is solved for each k as in the original GLTR.
7 Numerical tests: effectiveness of new stopping criteria GALAHAD [10] consists of a number of solvers for unconstrained and bound-constrained optimization, quadratic programming, nonlinear programming, systems of nonlinear equations and inequalities, and nonlinear least squares problems. We installed and compiled (under gcc) GALAHAD and conducted our numerical testing on an iMac with 2.7GHz Intel Core i5, 8GB memory and OS X 10.9.5 system (64bit). The double precision arithmetic is used.
To test the trust-region method in TRU with the new stopping criteria (6.2) for GLTR, we integrate our upper bounds in Theorem 4.2 and Remark 4.3 into the subroutine gltr.f90 in GLTR.
Our test problems in this subsection are from the problem collection CUTEr 6 . Specifically, by specifying detailed options in the CUTEr collection, we systematically pick up and test all the unconstrained minimization problems from CUTEr. This yields a set of 86 test problems and the detailed options for extracting them are listed in the following where Q = quadratic type, S = sum of square type, O = other type (nonlinear, non-constant, etc.), U =unconstrained, * = everything goes, "Degree of available derivatives =2" means the explicit second-order Hessian is used, and "Number of variables =[100, 99999999]" means that the number of variables ranges from 100 to 99999999. Important testing parameters are as follows.
(1) For the preconditioned matrix M , we noticed from the numerical testing in [9] that the unpreconditioned trust-region method (i.e., with M = I n ) often performs best overall. Therefore, in our numerical testing, we set M = I n .
(2) The default options for the stopping criteria used in the package GLTR are tol s = 10 −8 , itmax = n and the maximum CPU time maxcpu = 1800 secs. We remark that itmax is the maximum of the dimension k and the option itmax = n implies that the Lanczos process is allowed to expand to the entire space R n which could lead to severe loss of orthogonality in Q k , and also increase remarkably computational burden in solving the reduced TRS problem (3.3) . From this point of view, for GLTR, we choose and test two values itmax = n and itmax = min{n, 500}; also we increase the default maxcpu = 1800 secs to maxcpu = 3600 secs. For the modified GLTR with our new stopping criteria, we have evaluated the performance with various choices of tol s , tol f , itmax and maxcpu. The numerical results of TRU are presented in Tables  A.1 and A.2 in the appendix, where we compare the original version of GLTR with the modified GLTR with tol s = 10 −8 , tol f = 0.005 (Note itmax = min{n, 500} or itmax = n and maxcpu = 3600 secs for both the original and modified GLTR).
(3) The labels '#it', '#g' and '#cg' in Tables A.1 and A.2 represent the total number of iterations in the trust-region method (TRU), the number of gradient evaluations for the objective function, and the total number of CG iterations required (which is equal to the total Lanczos steps used in solving all involved trust-region subproblems), respectively. We remark that the total number of iterations #it is identical to the number of evaluations of the objective function.
According to our numerical experiences and the results in Tables A.1 and A.2, we make the following remarks:
(a) There are totally 76 problems in these tables; the other 10 problems out of the 86 problems are not listed because no method solves them successfully (in the sense that the default tolerance used in TRU is fulfilled), due to either reaching the maximum number of iterations (default is 10000) in TRU or reaching the maximum CPU time 3600 secs.
(b) With the new stopping criteria (6.2), GLTR (itmax = min{n, 500}) solves all 76 problems successively, while GLTR (itmax = n) fails for the problem EIGENBLS; by contrast, the original GLTR fails for EIGENBLS and EIGENCLS.
(c) By excluding the problems EIGENBLS and EIGENCLS, we observed that in terms of CPU time, out of the 74 problems, the modified GLTR with the new stopping criteria (6.2) outperformed (in the sense of saving more than 5% CPU time) the original GLTR on 38 problems for itmax = n, and 34 problems for itmax = min{n, 500}, respectively, while on only 6 problems for both itmax = n and itmax = min{n, 500} the original GLTR won. Also, the CPU times for computing the Ritz values in the modified GLTR are relatively very small and negligible for most cases.
(d) For the 74 problems, the total CPU time savings from using the new stopping criteria (6.2) are 1044 secs for itmax = n and 552 secs for itmax = min{n, 500}. Though TRU with (6.2) totally requires 2944 (resp., 2167) more outer-loop iterations and 2406 (resp., 1901) more gradient evaluations for itmax = n (resp., itmax = min{n, 500}) than the default, the remarkable declines in CPU time primarily come from the reduction in the number of CG steps: totally, TRU with the new stopping criteria saves 873787 and 545744 CG steps for the cases itmax = n and itmax = min{n, 500}, respectively.
(e) It seems that itmax = min{n, 500} generally can give a better performance than itmax = n, but exceptions can happen, for example, in the problems CURLY10, CURLY20, CURLY30, DIXON3DQ, and SPARSINE.
To have a more detailed comparison on the results in Tables A.1 and A.2, we provide the performance profiles proposed by Dolan and Moré [6] . Let ς denote either the default GLTR or the one with the new stopping criteria (6.2), and P be the set consisting of 74 problems solved successfully. In terms of #it, for a particular solver ς and a test problem ̺ ∈ P, we can compute
where "#it(ς, ̺)" stands for the number of iterations that the solver ς takes on the problem ̺ and "best #it(̺)" means the smallest number of iterations between the two solvers. With the value υ, we can roughly claim that, for the test problem ̺, the solver ς is at worse 2 υ times slower than the best in terms of the number of iterations. In Figure 7 .1, we plot the curve
with respect to x for both solvers ς. This provides a way to graphically compare the numbers of iterations from the default GLTR and the modified one. Similarly, we plot the performance profiles for #g, #cg, CPU time and grad in Figures 7.2, 7 .3 , 7.4 and 7.5, respectively, where grad represents the norm of the gradient at the terminated point. Overall, these performance profiles indicate that, with the new stopping criteria in GLTR, the performance of TRU can be improved considerably on P. As our final remark in this section, we explain why we chose a low accuracy tol f = 0.005. We point out first that our newly-designed stopping criteria in the second inequality in (6.2) is to improve the overall performance of the trust-region method TRU. As observed and claimed in [9] that 'a more accurate approximation does not appear to significantly reduce the number of function evaluations within a standard trust-region method', a suitable low accuracy approximation (in terms of the objective function) is probably more appropriate for the overall performance of TRU. Indeed, our numerical experiments confirm the statement in [9] , and a much smaller tol f could lead to the increase of the CPU time and #cg for most problems. One may then argue that the accuracy γ k+1 |e e e ⊤ k+1 h h h k | ≤ tol s in the original stopping criteria can also be lowered down for a better performance of TRU. For this point, we have tested TRU with tol s = 10 −6 and 10 −4 , and the numerical results show that the overall performance of TRU can still be improved considerably by using the new stopping criteria (6.2) . From this point of view, our upper bound developed in this paper is practically useful: it offers an estimate for the optimal objective function value, in contrast to the first inequality in (6.2) for the related KKT system alone, and provides a way to improve the performance of the trust-region solver TRU.
Concluding remarks
In this paper, we have performed convergence analysis for the generalized Lanczos TrustRegion (GLTR) method [9] which is an efficient implementation of the truncated Lanczos approach (TLTRS). Mimicking the classical Rayleigh-Ritz procedure in the eigenvalue computations, TLTRS first projects a large-scale TRS (1.2) into a much smaller TRS (3.3) using the (preconditioned) Lanczos process, and then solves the smaller TRS (3.3) by the Moré-Sorensen algorithm or some modifications of it. It is interesting to point out that, when M = I n and g g g = 0, TRS reduces to the standard symmetric eigenvalue problem which can be solved by the Lanczos method (e.g., [5, 22] ). In that special case, the global optimal value f (s s s opt ) is the smallest eigenvalue θ 1 of H while the global optimal value f (s s s k ) of the projected problem (3.3) is the smallest Ritz value σ 1 . Elegant theoretical a priori error bounds concerning the eigenvalues and eigenvectors approximated by the Ritz values and Ritz vectors by the Lanczos method have been established (e.g., [17, 22, 27] ). The Chebyshev polynomials of the first kind have been playing a critical role in these elegant theoretical results.
By making use of the special structure and optimality conditions of TRS, this paper addresses the theoretical question: how good is the projected TRS in approximating the original problem? We have established a priori error bounds on the differences between the approximate objective value f (s s s k ) (cf. Ritz value) as well as the approximate solution (cf. Ritz vector) s s s k and the corresponding optimal ones. It is interesting to point out that, besides the Chebyshev polynomials of the first kind, the best polynomial approximations of the rational function 1 x−η in the interval [−1, 1] also play a role in characterizing the convergence behavior of TLTRS. Our error bounds turn out to be rather sharp in general and can be numerically estimated at roughly O(k 2 ) flops. Most importantly, the estimates can be used to devise stopping criteria for TLTRS/GLTR, and indeed we have proposed new stopping criteria which has been integrated into GLTR in the library GALAHAD. Numerical examples are presented to support our theoretical analysis and test the trust-region solver TRU and a modification of it to include our new stopping criteria on problems from CUTEr. Although we don't have a rigorous mathematical proof, our numerical results show that, with the new stopping criteria, the overall performance of the trust-region solver TRU is considerably improved. 
