Quantum computers may be the next revolution in the computer industry. Primitive quantum computers have already been constructed using laser, ion trap, or nuclear magnetic resonance technology. Grover's quantum search algorithm is quadratically faster than any possible search algorithm for a classical computer, and Shor's quantum factorization algorithm is exponentially faster than any known classical counterpart. These experimental and theoretical results indicate that quantum computers are feasible and will be incredibly faster than conventional computers. Moreover, since they operate at the atomic or nuclear scale, they will have immensely larger memory. The hardware and software of a quantum computer are based on the principles of quantum mechanics. For this reason, entirely new phenomena such as superpositions of states, entangled states, and quantum uncertainty come into play. As we shall see, these phenomena are important for the great power of quantum computers.
. . , z n ) we do so to economize on printed space, but are actually thinking of v as an n × 1 column vector with entries (or coordinates) z 1 , . . . , z n . The zero vector is denoted by θ = (0, . . . , 0). A subspace of V is a subset W of V that is also a vector space; that is, W is closed under addition and scalar multiplication.
We define the inner product v | w of two vectors v = (z 1 , . . . , z n ) and w = (y 1 
and the Hadamard matrix
If A is an operator on V , then there exists a unique operator A † on V such that v | Aw = A † v | w for all v and w in V . We call A † the adjoint of A. In terms of matrix representation, we have (A
we see that unitary operators preserve both the inner product and the norm. An eigenvector of an operator A on V is a nonzero vector v such that Av = λv where λ is the complex number (the eigenvalue of A corresponding to v). It is easy to check that the eigenvalues of a unitary operator have modulus 1. A projection operator P on V satisfies P = P † = P 2 . We say that P is the projection onto its range, i.e., onto the subspace W = {v ∈ V : Pv = v}.
If W = C m and V = C n , there is a natural mapping T : W × V → C mn defined by We use the notation w ⊗ v to symbolize T (w, v) and call w ⊗ v the tensor product of w and v. The reader should check the following elementary properties of the tensor product:
(1) a(w ⊗ v) = (aw) ⊗ v = w ⊗ (av) for all a in C;
We denote the pair (C mn , ⊗) by W ⊗ V and call W ⊗ V the tensor product of W and V . We can think of W ⊗ V as the vector space consisting of all finite formal sums a i j w i ⊗ v j , where w i and v j are in W and V , respectively, and the operation ⊗ satisfies (1)-(4). It follows from (4) that if w i , i = 1, . . . , m, and v j , j = 1, . . . , n, are bases for W and V , respectively, then the set of vectors w i ⊗ v j forms a basis for W ⊗ V . If A and B are operators on W and V , respectively, we define the operator
We extend this definition to higher order tensor products V 1 ⊗ · · · ⊗ V n in the natural way. In case
We also use the notation v ⊗n = v ⊗ · · · ⊗ v and A ⊗n = A ⊗ · · · ⊗ A. We now introduce the physics Dirac notation for two reasons. First, this is the notation that is almost always employed in the quantum computation literature, and a reader who wants to study the subject further must be familiar with this notation. Second, Dirac notation provides a convenient and compact way of writing outer products and tensor products. In this notation, we denote a column vector in V by |v . Notice that the entire symbol |v denotes the vector and that now the letter v serves as a label. Any convenient label is permissible in |· . For example, |x , |y , |1 , and |2 denote vectors, where x, y, 1, and 2 are not vectors but are labels for designating vectors. The dual row vector |v † is then denoted by v|. The relationship between our two notations is specified by v| |w = v | w . The left side of the previous equation is the matrix product of the row vector v| with the column vector |w , and the right side is shorthand for the inner product of the two vectors |v and |w . If A is an operator on V , the Dirac notation for v | Aw is v|A|w . The outer product of |v and |w is the operator |v w| on V defined by
More generally, we define the operator a i |v i w i | on V by
and this gives the completeness equation |i i| = I . Moreover, if A is an operator on V , then applying the completeness equation twice gives A = i|A| j |i j|. This shows that any operator has an outer product representation and that the entries of the associated matrix for the basis |i are A i j = i|A| j . It is not difficult to show that the projection onto a subspace W has the form P = k j =1 | j j|, where the vectors | j furnish a basis for W .
On the tensor product space V 1 ⊗ · · · ⊗ V n , instead of writing |v 1 ⊗ · · · ⊗ |v n we frequently use the notation |v 1 |v 2 · · · |v n or |v 1 , v 2 , . . . , v n or simply |v 1 v 2 · · · v n . Notice that
An important case for quantum computation occurs when
) and |1 (= (0, 1)) are Dirac notations for the standard basic vectors for C 2 , the computational basis for V ⊗n is
where each vector contains n bits and each bit is 0 or 1. We have written these vectors in binary order. If x is an integer satisfying 0 ≤ x ≤ 2 n − 1 and if x is given in its binary representation, then |x becomes an element of this basis. We can thus write the computational basis as |x for 0 ≤ x ≤ 2 n − 1. An important operator on V ⊗n is the Hadamard transform H ⊗n . The Hadamard operator on V = C 2 has outer product representation
where x and y belong to {0, 1} and x · y signifies ordinary multiplication. (In other words, it is the operator on C 2 corresponding to the Hadamard matrix.) We then have
where now x and y lie in the binary set {00, 01, 10, 11} and x · y indicates the bitwise inner product modulo 2. For example,
Alternatively, we can express H ⊗2 in the manner
where x, y = 0, 1, 2, or 3, |0 , |1 , |2 , |3 lists the standard basis of C 4 in the "usual" order, and x · y is the bitwise inner product modulo 2 of the binary expansions of x and y. Continuing this process we have
where x, y = 0, 1, 2, . . . , 2 n − 1. Although Dirac notation is useful and compact, in certain situations it becomes awkward. In such situations, we revert to standard mathematical notation.
QUANTUM MECHANICS.
Quantum mechanics is a theory that describes atomic and subatomic particles (quantum particles) and their interactions. Examples of quantum particles are electrons, protons, neutrons, and photons (particles of light). A physical system consisting of one or more quantum particles is called a quantum system. To completely describe a quantum particle requires an infinite-dimensional Hilbert space. For quantum computation purposes we shall need only a partial description given by a finite-dimensional inner product space. For example, if the spin of an electron is measured in a specific direction in ordinary three-dimensional space R 3 , one obtains just two possible outcomes called "spin up" and "spin down." If we are concerned only with the spin of a single electron, then the state (or condition) of the electron is represented by a unit vector in C 2 . For example, if the spin is measured in the z-direction, then the "spin up" state is given by (1, 0) and the "spin down" state is given by (0, 1). In this restricted partial description we say that the electron has a two-dimensional state space. A quantum system is called finite-dimensional if we are considering only a partial description in a finite-dimensional state space. The dimension of the state space depends on the quantum system being described. For example, a single electron has a two-dimensional state space and, as we shall see, a pair of electrons has a four-dimensional state space. In the sequel, when we speak of a quantum system we shall always mean a finite-dimensional quantum system. A quantum system is isolated if it does not interact with other physical systems.
Postulate 1.
Associated with an isolated quantum system is an inner product space V = C n called the "state space" of the system. The system at any given time is described by a "state," which is a unit vector in V .
The simplest quantum system has state space V = C 2 and is called a qubit. If |0 and |1 form a basis for V , then an arbitrary qubit state has the form |x = a|0 + b|1 , where a and b in C have |a| 2 + |b| 2 = 1. Notice that we do not write x = a|0 + b|1 because this would be inconsistent with Dirac notation. The states |0 and |1 are analogous to the bits 0 and 1. A qubit state differs from a bit because "superpositions" |x = a|0 + b|1 are possible, and we cannot say that the system is definitely in the state |0 or definitely in the state |1 . As we shall later show, all we can say is that the system is in state |0 with probability |a| 2 The main reason that unitary operators are employed is that they preserve the norm and hence map states into states. Moreover, the superposition principle, which says that evolutions preserve superpositions, requires that U be linear. Of course, no physical system is really isolated except the universe as a whole. However, isolation can be achieved to good approximation. We may want to observe or make a measurement on a system to find out what is happening inside it. In this case the measurement apparatus interacts with the system, so the system is no longer isolated. We shall only consider measurements that have a finite number of possible outcomes, which we usually label by m = 1, 2, . . . , n. One of the basic tenants of quantum mechanics states that the outcome of a measurement can only be predicted probabilistically. 
The completeness equation ensures that probabilities sum to one:
As an example, consider a qubit with basis states |0 and |1 . Let {P 0 , P 1 } be the measurement in which P 0 = |0 0| and P 1 = |1 1|. Suppose the state being measured is |ψ = a|0 + b|1 . Then the probability of obtaining outcome 0 (or the probability of state |0 ) is
and similarly p(1) = |b| 2 . The states after measurement in the two cases become |a| −1 P 0 |ψ = a |a| −1 |0 and |b| −1 P 1 |ψ = b |b| −1 |1 , respectively. As we shall see, multipliers like a/ |a| that have modulus 1 can effectively be ignored, so the two postmeasurement states are |0 and |1 . We call {P 0 , P 1 } a measurement in the computational basis.
If φ is a real number, we say that state e iφ |ψ is equal to state |ψ up to a phase factor e iφ . Two such states give the same measurement statistics, so we consider them to be physically identical. Indeed, if {P m } is a measurement, then the probability that outcome m occurs is
If we combine several quantum systems, the total system is called a composite quantum system and the individual quantum systems that are combined are called components. Suppose a composite system consists of n qubits, each with computational basis |0 and |1 . The composite system is called an n-qubit and has computational basis |i 1 · · · i n with i j in {0, 1}, or written another way, |x for x = 0, 1, . . . , 2 n − 1. When we speak of making a measurement in the computational basis for an n-qubit, we mean the measurement given by the set of projections {P x : x = 0, 1, . . . , 2 n − 1}, where P x = |x x|.
A state |ψ in the state space V ⊗n is called a product state if it has the form |ψ = |ψ 1 ⊗ · · · ⊗ |ψ n . If a state cannot be written as a product state, it is said to be entangled. For example, the 2-qubit state |ψ = (|00 + |11 ) / √ 2 is entangled. Indeed, suppose |00 + |11 = |a ⊗ |b for some |a and |b . Taking inner products with |00 , |11 , and |01 and applying property (4) Suppose that a 2-qubit is in the state
where |a i | 2 = 1. What does it mean to measure the first qubit in the computational basis? Remember that a qubit is a 2-dimensional quantum system (say a photon) and a 2-qubit is a composite of two qubits (say two photons). When we measure the first qubit in the composite system, the measuring apparatus interacts with the first qubit and leaves the second qubit undisturbed. Thus, we apply the measurement {P 0 , P 1 }, in which P 0 = |0 0| ⊗ I and P 1 = |1 1| ⊗ I . We obtain the result 0 with probability
leading to the post-measurement state
Similarly, we obtain the result 1 with probability
resulting in the post-measurement state
In the same way, if we measure the second qubit we obtain
In particular, if the 2-qubit is in the entangled state |ψ = (|00 + |11 ) / √ 2, then
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Thus, a measurement of the second qubit always gives the same result as a measurement of the first qubit even if the two qubits are far apart and cannot communicate in the time between the two measurements. We then say that the two measurements are perfectly correlated.
QUANTUM CIRCUITS.
Classical computer circuits consist of wires and logic gates. The wires are used to carry information in the form of current around the circuit, while the logic gates convert the information from one form into another. The computer has an internal clock that marks time at equal time steps. At each time step, the state (or internal configuration) of the computer is transformed by a logic gate into another state according to a program prescription. The operation of a classical computer can be described by a set of logic gates that act sequentially on the state, together with input and output data. At the end of the program, the output data is observed and the computation is completed. A quantum computer acts in a similar way, except now the wires represent the state evolution of a quantum system and the logic gates are replaced by quantum gates that, in accordance with Postulate 2, are described by unitary operators on the state space. A finite sequence of unitary operators called quantum gates acting on the state space of an n-qubit is said to be a quantum circuit. In order to observe output data we also allow a quantum circuit to contain measurements that are usually placed at the end of the sequence. We define a quantum computer to be a quantum circuit that can be used to perform a computation. Quantum gates for single qubits are easily constructed in the laboratory, and more complex quantum gates are usually implemented by tensor products of these simple gates. All the quantum gates that we shall present can be efficiently constructed. The efficient construction of more complex quantum gates has been studied (for example, in [1] ) but will not be considered here.
Can a quantum computer perform any computation that a classical computer can perform? It can be shown that the answer is yes. The main problem in answering this question is that a logic gate may be irreversible (not one-to-one), whereas quantum gates are reversible because they are given by unitary operators. For example, the classical AND-gate transforms the 2-bits 00, 01, 10, and 11 to the 1-bits 0, 0, 0, and 1, respectively. Denoting the Cartesian product {0, 1} × {0, 1} by {0, 1} 2 , the AND-gate is described by the function f : {0, 1} 2 → {0, 1} given by f (x, y) = x y, which is not one-to-one. The reason the AND-gate is described by the function f is that the truth table for the AND-gate is identical to the table of values for f . However, there are universal logic gates such as the Toffoli gate that are reversible. That is, any logic gate can be simulated by a finite number of Toffoli gates. The Toffoli gate is described by the function g: {0, 1} 3 → {0, 1} 3 given by g(x, y, z) = (x, y, z ⊕ x y), where ⊕ signifies addition modulo 2. Notice that g • g is the identity mapping. Hence, g is its own inverse, so g is one-to-one. It turns out that there is a quantum gate that simulates a classical Toffoli gate, thus ensuring that quantum computers are at least as powerful as classical computers.
As an indication that quantum computers are actually more powerful than classical computers, we point out that no classical computer can generate bits that are truly random. For a quantum computer, on the other hand, just start by preparing a qubit in the state |0 , send it through a Hadamard gate H to produce (|0 + |1 ) / √ 2, and then measure the state in the computational basis. The result will be |0 or |1 , each with probability exactly 1/2. As another indication, there is only one nontrivial logic gate for a 1-bit system. This is the NOT-gate that transforms 0 to 1 and 1 to 0, which is called a bit flip. By contrast, there are infinitely many unitary operators and hence infinitely many quantum gates for a 1-qubit system.
We now briefly discuss some quantum gates. Since the Pauli matrix X satisfies X |0 = |1 and X |1 = |0 , we call X the quantum NOT-gate. An important 2-qubit gate is the controlled-NOT or CNOT-gate. This gate has two input qubits, known as the control qubit and the target qubit. If the control qubit is |0 , the target qubit is left alone. If the control qubit is |1 , the target qubit is flipped. This can be summarized as |x |y → |x |x ⊕ y , where x and y belong to {0, 1}. The unitary matrix for the CNOT-gate is
When a quantum gate has multiple wires entering it (and leaving it), each wire represents a qubit state and the combined wires represent the tensor product of the individual wires. The CNOT-gate is illustrated in Figure 1 . If U is a unitary operator acting on an n-qubit state space, the controlled-U -gate acts on an (n + 1)-qubit state space and is a natural extension of a CNOT-gate. Such a gate has a single control qubit and n target qubits. If the control qubit state is |0 , then nothing happens to the target qubits. If the control qubit state is |1 , then U is applied to the target qubit states. If we let U = X , then the controlled-U -gate is just a CNOT-gate. The controlled-U -gate is illustrated in Figure 2 , where n indicates that there are n wires. Figure 3 . This device performs the operation of converting a qubit state |ψ = a|0 + b|1 into a probabilistic classical bit x (written as a double-line wire) that is 0 with probability |a| 2 and 1 with probability |b| 2 . In general, a measurement with n possible outcomes has n wires leaving it.
|ψ M x Figure 3 . Measurement. Figure 4 depicts a useful quantum circuit. This circuit diagram tells us that H ⊗ I is applied to |x |y and then the CNOT-gate is applied to the result. Letting x and y belong to {0, 1}, we have
The entangled states β x y are called Bell states. We can write
where y is the negation 1 − y of y. This simple quantum circuit shows that Bell states can easily be prepared in the laboratory. We now illustrate the difficulty in copying an unknown quantum state. To be precise, given an unknown quantum state |ψ we would like to reproduce |ψ together with an exact copy of |ψ . A classical CNOT-logic-gate, which is the same as in Figure 1 with the vector brackets deleted, can be used to copy an unknown bit x. Just let x be the control bit, and let 0 be the target bit to obtain x0 → x x. That is, the input to the gate is the pair of bits x, 0 and the output is the pair of bits x, x. We have thus reproduced x and a copy of x. Let us try to copy a qubit in the unknown state |ψ = a|0 + b|1 in the same way using a quantum CNOT-gate. The input state is (a|0 + b|1 ) |0 = a|00 + b|10 , and the output state becomes a|00 + b|11 . If we had copied |ψ , we would have the output state |ψ |ψ . But
These two output states are not the same unless ab = 0. Thus, we can copy an unknown state by this method only if it is |0 or |1 . We now show that no method will work, a state of affairs described as the "no-cloning theorem." Suppose we have a quantum copying machine (quantum circuit) that copies unknown states |ψ and starts out in some standard state |s . The initial state is |ψ |s and some unitary evolution implements the copy procedure: U (|ψ |s ) = |ψ |ψ . Suppose this machine works for two particular states |ψ and |φ . Then U (|ψ |s ) = |ψ |ψ and U (|φ |s ) = |φ |φ . Taking inner products of both sides gives ψ | φ = ψ | φ 2 . Hence ψ | φ = 0 or 1, so either |ψ = |φ or |ψ ⊥ |φ . Thus, if the machine copies |ψ , then it cannot copy a state that is not orthogonal to |ψ . We conclude that it is highly unlikely that the machine will copy an arbitrary unknown state |φ .
SUPERDENSE CODING AND TELEPORTATION.
We begin with the problem of distinguishing quantum states. Like many ideas in this subject, distinguishability is most easily understood using the metaphor of a game involving two parties, say Alice and Bob. Alice chooses a state ψ j from some fixed set of states |ψ i , 1 ≤ i ≤ n, known to both parties. She gives ψ j to Bob, whose task is to identify the index j. If the states are mutually orthogonal, Bob can distinguish the states with the measurement {P i : i = 0, 1, . . . , n}, where P i = |ψ i ψ i | for i = 1, . . . , n, and P 0 = I − n i=1 P i . In this case, p( j) = ψ j P j ψ j = 1 and p(i) = ψ j P i ψ j = 0 for i = j, so the outcome j occurs with certainty and he identifies the state as ψ j reliably. Bob is thus able to distinguish the orthogonal states |ψ i . The next result shows that this cannot be done for nonorthogonal states. Thus if you have one of the two nonorthogonal states |ψ 1 and |ψ 2 , then no measurement will allow you to tell with certainty which state you have. Proof. Suppose that a measurement {P i : i = 1, 2, . . . , n} can reliably distinguish |ψ 1 and |ψ 2 . If the measurement has outcome j, then it must be possible to decide whether the state is |ψ 1 or |ψ 2 . Thus, there exists a function f : {1, . . . , n} → {1, 2} such that f ( j) = 1 if the state is |ψ 1 and f ( j) = 2 if the state is |ψ 2 . Define
Because of reliability, we have ψ 1 |Q 1 |ψ 1 = ψ 2 |Q 2 |ψ 2 = 1. Since Q 1 + Q 2 = I , we also have
we find that
This is a contradiction.
In superdense coding, Alice and Bob are a long way from one another, and Alice wants to transmit some classical information in the form of a 2-bit to Bob. We shall show that this can be achieved with Alice sending a single qubit to Bob. (This can be generalized to sending a 2 n -bit using an n-qubit.) Superdense coding provides a means for communicating classical information in terms of a "smaller amount" of quantum information.
Alice and Bob initially share a 2-qubit in the entangled state
(Remember that a 2-qubit is just a pair of quantum particles.) Alice keeps the first qubit (particle), while Bob keeps the second qubit (particle) and then moves far away. Note that |ψ is a fixed state and it is not necessary for Alice to send any qubits to Bob to prepare this state. For example, a third party may prepare the entangled state ahead of time, sending one of the qubits to Alice and the other to Bob. In either case this state |ψ = |β 00 can be prepared by employing the Bell state generator of Figure 4 . If Alice wishes to send the 2-bit 00 to Bob, she just transmits her qubit. If she wishes to send 01, she applies the quantum gate X (recall the Pauli matrices (1) in section 2) to her qubit and transmits it to Bob. If she wants to send 10, she applies the Pauli matrix Z to her qubit and transmits it. Finally, if she wants to send 11, she applies iY to her qubit and transmits it. The four resulting states are: In science fiction shows like Star Trek, people are teleported (transported) from one location to another. We now know that this is theoretically possible. Although single qubits have been teleported in practice, it would be prohibitively expensive to teleport the immense n-qubit describing a person, at least with present technology. We have seen that an unknown qubit state |ψ cannot be copied. However, as we shall see, |ψ can be teleported through a classical channel, destroying the original state in the process. Alice wants to transmit |ψ to Bob by sending him classical information (bits). This looks impossible: even if she knew |ψ , describing it precisely would take an infinite amount of classical information because |ψ takes values in the continuous space C 2 . The teleportation procedure begins as in superdense coding. Beforehand, Alice and Bob generate a 2-qubit Bell state |β 00 = (|00 + |11 ) / √ 2. Alice takes the first qubit (particle), and Bob moves with the other to a different location. At a later time, when Alice wants to teleport |ψ to Bob, she combines the qubit in the state |ψ with her qubit and measures the resulting 2-qubit in her possession, thereby obtaining one of the four classical results 00, 01, 10, or 11. She sends this information to Bob. Depending on Alice's classical information, Bob performs one of four operations on his qubit and amazingly can recover the original state |ψ .
Quantum teleportation employs the quantum circuit in Figure 5 . The top two wires represent Alice's system, the bottom wire Bob's. The state to be teleported is |ψ = a|0 + b|1 , where a and b are unknown complex amplitudes. The input state to the circuit is the 3-qubit state
in which the first two qubits (particles) belong to Alice and the third qubit (particle) to Bob. Alice applies a CNOT-gate, given by Figure 1 , to her two qubits to obtain
She then applies a Hadamard gate to the first qubit, resulting in
In each of these four terms the 2-qubit state on the left is Alice's and the qubit state on the right is Bob's. Notice that information about |ψ that was originally the first qubit state has miraculously moved to Bob's third qubit state, which is represented by the third (bottom) wire of Figure 5 . Alice now measures her 2-qubit in the computational
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That is, if Alice's measurement results in the outcome 00, then Bob's qubit state |ψ 3 must be a|0 + b|1 , etc. Alice sends her classical 2-bit result to Bob. Once Bob has learned the result he can fix up his state |ψ 3 to recover |ψ by applying the appropriate quantum gate as follows:
It might appear that quantum teleportation allows the transfer of information faster than the speed of light, which would contradict relativity theory. It is true that the CNOT and Hadamard gates change the state of Bob's qubit instantaneously. However, Alice must transmit her measurement result over a classical communications channel, which limits the speed to that of light. In fact, it can be shown that without this classical communication, teleportation conveys no information whatsoever [7] .
DEUTSCH-JOZSA AND GROVER ALGORITHMS.
Quantum parallelism is a feature of quantum mechanics that allows quantum computers to evaluate a function f (x) for many values of x simultaneously. Let f : {0, 1} n → {0, 1} be a function that takes an n-bit into a bit. Letting V = C 2 , we define the transformation U f :
n and y in {0, 1}, and extend by linearity. Since U f |x, 0 = |x, f (x) and U f |x, 1 = |x, f (x) , we see that U f is unitary and is thus a quantum gate. A quantum parallelism circuit is depicted in Figure 6 , in which the second gate is a U f -gate. If |0 ⊗n is input into the upper multiple wire and |0 into the lower single wire of Figure 6 , then we produce the state
The final state on the right contains information about all the values of f (x) simultaneously. Figure 6 . Quantum parallelism circuit.
The Deutsch-Jozsa algorithm shows that a quantum computer is definitely more powerful (faster) than a classical computer. We call a function f : {0, 1} n → {0, 1} balanced if f (x) = 1 for exactly half of all possible x and f (x) = 0 for the other half. Suppose that Bob has a function f : {0, 1} n → {0, 1} that is either constant or balanced, and Alice wants to find out which it is with certainty. Alice selects an integer x from 0 to 2 n − 1 and sends x to Bob. Bob calculates f (x) and replies with the result, which is either 0 or 1. What is the fewest number of queries that Alice can make to determine whether or not f is constant?
In the classical case, Alice can send Bob one value of the n-bit x in each query. If Alice ever gets two different replies, she knows that f is balanced and can stop. At worst, she will need to query Bob 2 n−1 + 1 times, because she may first receive 2 n−1 zeros and will need one more query to decide. We say that this problem has exponential time complexity classically. On the other hand, if Alice and Bob were able to exchange qubits instead of just classical bits, then Alice could achieve her goal in just one query using the Deutsch-Jozsa algorithm, which we now discuss.
Alice has an n-qubit register in which to store her query and a 1-qubit register that she gives Bob in which to store the answer. She begins by preparing both her query and answer registers in a superposition state, as explained in detail later. Bob evaluates f (x) using a quantum parallelism circuit and leaves the result in the answer register. Alice then applies a Hadamard transformation H ⊗n to the query register and finishes by a suitable measurement to determine whether f is constant or balanced. The quantum circuit is depicted in Figure 7 . The input state for the circuit in Figure 7 is |ψ 0 = |0 ⊗n |1 . The state |ψ 1 becomes
where x belongs to {0, 1} n . To obtain the state |ψ 2 we compute
Hence,
Alice now makes a measurement on the query register. Note that the amplitude for the state
If f is constant, this amplitude is ±1. Since |ψ 3 = 1, all the other amplitudes must be 0. Thus, the measurement outcome is 0 with certainty. If f is balanced, then the amplitude for the state |0 ⊗n is 0. Hence, the measurement outcome must be different from 0. We have two possibilities: Alice obtains the outcome zero or the outcome nonzero. In the first case, f is certainly constant and in the second case f must be balanced.
Suppose you find a telephone number on a scrap of paper but have forgotten whose number it is. In your little black book you have listed your friends with their telephone numbers. If there are N people in your list, you might have to check about N numbers (technically, the number of steps involved is denoted by O(N ) ). This is the best that can be done for a classical search algorithm on an unstructured data base. We shall see that Grover's quantum search algorithm requires only O( √ N ) searches. This again shows that a quantum computer is more powerful than a classical computer. Moreover, unlike the Deutsch-Jozsa algorithm, Grover's algorithm solves a practical problem with many applications. Of course, for structured data bases (for example, alphabetical or numerical order) there are much faster algorithms.
When we search through a set of N elements we can assume that the elements are indexed from 0 to N − 1 and look for the index of the element we want to find. We assume that N = 2 n , so the index can be stored in n bits, and for simplicity we shall assume that there is exactly one solution y. At the end we shall discuss what to do when there are M solutions. Let f : {0, 1, . . . , 2 n − 1} → {0, 1} be defined by f (x) = δ x y . An oracle is a black box that can recognize the solution to the search problem. The oracle does not know the solution beforehand, it can just verify the solution if it sees it. We define the oracle as the unitary operator O on
f (x) |x for each member |x of the computational basis. We say that the oracle marks the solution by shifting its phase.
The crucial quantum gate in the algorithm is the Grover operator defined by performing the following operations in sequence:
(1) apply the oracle O; (2) apply the Hadamard transformation H ⊗n ; (3) perform the conditional phase shift F c |0 = |0 and F c |x = −|x for x > 0; (4) apply H ⊗n again.
Notice that
so F c = 2|0 0| − I . Thus the Grover operator G is the product of four unitary operators
To simplify the expression for G, let
Since H 2 = I , we have
The reason we did not just define G in this simple way is that we wanted to show how G can be efficiently implemented using standard quantum gates that can be constructed in practice. We can visualize G geometrically as a two-dimensional rotation. Recalling that y is the unique solution to our search problem, we let |α be the unit vector given by
The uniform superposition |ψ can then be written as follows:
The oracle O performs a reflection across |α in the plane P spanned by |α and |y . That is,
Similarly, 2|ψ ψ| − I performs a reflection in P across |ψ . Indeed, if |ψ is a unit vector orthogonal to |ψ in P, then
But the product of two reflections is a rotation. This tells us that G k |ψ remains in P for all k. We can obtain the rotation angle as follows. Let cos(θ/2) = √ 1 − 1/N , so that |ψ = cos θ 2 |α + sin θ 2 |y . Figure 8 then shows that G|ψ = cos(3θ/2)|ψ + sin(3θ/2)|y , making the rotation angle θ.
-|α θ/2 6 |y 1 |ψ P P P P P P P P P q A repeated application of G takes |ψ to
and can rotate |ψ close to |y . When this occurs, a measurement in the computational basis gives outcome y with high probability and thus solves the search problem. How many times must G be repeated to rotate |ψ close to |y ? To get an exact rotation to |y would require k applications of G, with k satisfying
Hence tan(k θ) = √ N − 1 , which gives cos(k θ) = √ 1/N and
Of course, k is an integer, so we take k = k , where denotes the ceiling function (i.e., x is the smallest integer that is greater than or equal to x). Therefore, we must repeat the Grover operator
we have 4 √ 1/N ≤ 2θ, whence R ≤ π √ N /4 . Thus, fewer than √ N oracle calls must be performed to solve the search problem with high probability. To estimate this probability, we see from Figure 8 that G R rotates |ψ to within θ/2 of |y . Since N is fairly large in practice, we have
which yields a probability of at most 1/N that an error occurs.
If there is a known number 1 ≤ M ≤ N of solutions to the search problem, then a slightly more delicate argument gives the same results with N replaced by N /M. In this case, R ≤ π √ N /M /4 , which is reasonable because fewer searches should be required to find a solution. If the number of solutions M is unknown, then the situation gets more complicated. In that event, a separate algorithm based on the phase estimation algorithm discussed in the next section can be applied to approximate M to any degree of accuracy (this also works if M = 0). Moreover, this separate algorithm still requires O √ N /M operations. Once M is determined, we can proceed as before.
QUANTUM FOURIER TRANSFORM.
Probably the most impressive quantum algorithm to date is Shor's factorization algorithm. This algorithm enables a quantum computer to factor integers exponentially faster than any known algorithm for a classical computer. It turns out that Shor's algorithm can be reduced to the phase estimation algorithm discussed in this section, and both of these algorithms rely on the quantum Fourier transform. The reduction requires a considerable knowledge of number theory and will not be considered here. Let V = C N with computational basis |0 , . . . , |N − 1 . The quantum Fourier transform on V is the operator F: V → V defined by
where in this context i = √ −1. We first show that F is unitary.
j F
If j = j , the sum is 1; if j = j , the sum is
1 − e 2πi( j − j )/N = 0.
Hence j |F † F| j = δ j j = j | j for j , j = 0, 1, . . . , N − 1. It follows that F † F = I , confirming that F is unitary.
In the sequel we take N = 2 n , so the basis |0 , . . . , |2 n − 1 is the computational basis for an n-qubit. As earlier, we frequently write | j in terms of its binary representation j = j 1 · · · j n , i.e., The product representation in the next lemma makes it easy to derive an efficient quantum circuit for F using simple 1-qubit quantum gates.
Lemma 2. For | j = | j 1 · · · j n it is the case that F| j = 1 2 n/2 |0 + e 2πi0. j n |1 |0 + e 2πi0. j n−1 j n |1 · · · |0 + e 2πi0. j 1 ··· j n |1 .
Proof. This follows from the calculation This last term gives the required expression.
Suppose that a unitary operator U has a known eigenvector |u with eigenvalue e 2πiφ , where φ is unknown. The phase estimation algorithm is employed to estimate φ. This algorithm uses two registers. The first register contains t qubits initially in the state |0 . The choice of t depends on the number of digits of accuracy we wish for our estimate of φ and the probability with which we want the estimation to be successful. The second register begins in the state |u and contains as many qubits as is necessary to store |u to a desired accuracy. Phase estimation has three stages, the first of which is depicted in Figure 9 . Recall that the controlled-U j -gate with matrix A satisfies We omit the second register from the rest of the description because it stays in the state |u throughout the computation. The second stage of phase estimation is to apply the inverse quantum Fourier transform To get an idea as to why phase estimation works, suppose φ can be exactly expressed by t bits as φ = 0.φ 1 Taking the inverse quantum Fourier transform F † in the second stage leads to |φ 1 φ 2 . . . φ t . A measurement in the computational basis then gives φ exactly with probability 1.
Thus, we can solve the problem exactly whenever φ is rational. If φ is irrational, this algorithm (with t sufficiently large) provides an estimate for φ to any desired degree of accuracy with probability arbitrarily close to 1. To demonstrate this requires a fairly long analysis [7] , [8] that we shall omit. The end result is the following: to obtain φ accurate to n bits with probability of success at least 1 − ε, choose t = n + log 2 2 + 1 2ε
.
