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Abstract
For α > 1, an α-approximate (bi-)kernel for a problem Q is a polynomial-time algorithm that
takes as input an instance (I, k) of Q and outputs an instance (I ′, k′) (of a problem Q′) of size
bounded by a function of k such that, for every c ≥ 1, a c-approximate solution for the new
instance can be turned into a (c · α)-approximate solution of the original instance in polynomial
time. This framework of lossy kernelization was recently introduced by Lokshtanov et al. We
study Connected Dominating Set (and its distance-r variant) parameterized by solution size
on sparse graph classes like biclique-free graphs, classes of bounded expansion, and nowhere dense
classes. We prove that for every α > 1, Connected Dominating Set admits a polynomial-size
α-approximate (bi-)kernel on all the aforementioned classes. Our results are in sharp contrast to
the kernelization complexity of Connected Dominating Set, which is known to not admit a
polynomial kernel even on 2-degenerate graphs and graphs of bounded expansion, unless NP ⊆
coNP/poly. We complement our results by the following conditional lower bound. We show that
if a class C is somewhere dense and closed under taking subgraphs, then for some value of r ∈ N
there cannot exist an α-approximate bi-kernel for the (Connected) Distance-r Dominating
Set problem on C for any α > 1 (assuming the Gap Exponential Time Hypothesis).
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1 Introduction
Lossy kernelization. A powerful method in parameterized complexity theory is to compute
on input (I, k) a problem kernel in a polynomial-time pre-processing step, that is, to reduce
the input instance in polynomial time to an equivalent instance (I ′, k′) of size g(k) for some
function g bounded in the parameter only. If the reduced instance (I ′, k′) belongs to a
different problem than (I, k), we speak of a bi-kernel. It is well known that a problem is
fixed-parameter tractable if and only if it admits a kernel, however, in general the function g
can grow arbitrarily fast. For practical applications we are mainly interested in linear or at
worst polynomial kernels. We refer to the textbooks [6, 11, 12] for extensive background on
parameterized complexity and kernelization.
One shortcoming of the above notion of kernelization is that it does not combine well with
approximation algorithms or heuristics. An approximate solution on the reduced instance
provides no insight whatsoever about the original instance, the only statement we can derive
from the definition of a kernel is that the reduced instance (I ′, k′) is a positive instance if and
only if the original instance (I, k) is a positive instance. This issue was recently addressed by
Lokstanov et al. [23], who introduced the framework of lossy kernelization. Intuitively, the
framework combines notions from approximation and kernelization algorithms to allow for
approximation preserving kernels.
Formally, a parameterized optimization (minimization or maximization) problem Π over
finite vocabulary Σ is a computable function Π: Σ? × N × Σ? → R ∪ {±∞}. A solution
for an instance (I, k) ∈ Σ? × N is a string s ∈ Σ?, such that |s| ≤ |I| + k. The value
of the solution s is Π(I, k, s). For a minimization problem, the optimum value of an
instance (I, k) is OPTΠ(I, k) = mins∈Σ∗,|s|≤|I|+k Π(I, k, s), for a maximization problem
it is OPTΠ(I, k) = maxs∈Σ∗,|s|≤|I|+k Π(I, k, s). An optimal solution is a solution s with
Π(I, k, s) = OPTΠ(I, k). If Π is clear from the context, we simply write OPT(I, k).
A vertex-subset graph problem Q defines which subsets of the vertices of an input
graph are feasible solutions. We consider the following parameterized minimization problem
associated with Q:
Q(G, k, S) =
{
∞ if S is not a valid solution for G as determined by Q
min{|S|, k + 1} otherwise.
Note that this bounding of the objective function at k+ 1 does not make sense for approxim-
ation algorithms if one insists on k being the unknown optimum solution of the instance I.
The parameterization above is by the value of the solution that we want our algorithms to
output.
I Definition 1.1. Let α > 1 and let Π be a parameterized minimization problem. An
α-approximate polynomial time pre-processing algorithm A for Π is a pair of polynomial
time algorithms. The first algorithm is called the reduction algorithm, and computes
a map RA : Σ? × N → Σ? × N. Given as input an instance (I, k) of Π, the reduction
algorithm outputs another instance (I ′, k′) = RA(I, k). The second algorithm is called the
solution lifting algorithm. It takes as input an instance (I, k) ∈ Σ? × N, the output instance
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(I ′, k′) = RA(I, k), and a solution s′ to the instance (I ′, k′). The solution lifting algorithm
works in time polynomial in |I|, k, |I ′|, k′ and s′, and outputs a solution s to (I, k) such that
Π(I, k, s)
OPT(I, k) ≤ α ·
Π(I ′, k′, s′)
OPT(I ′, k′) .
I Definition 1.2. An α-approximate kernelization algorithm is an α-approximate polynomial
time pre-processing algorithm for which we can prove an upper bound on the size of the
output instances in terms of the parameter of the instance to be pre-processed. We speak of a
linear or polynomial kernel, if the size bound is linear or polynomial, respectively. If we allow
the reduced instance to be an instance of another problem, we speak of an α-approximate
bi-kernel.
We refer to the work of Lokshtanov et al. [23] for an extensive discussion of related work
and examples of problems that admit lossy kernels.
Sparse graphs and domination. We consider finite, undirected and simple graphs and refer
to the textbook [10] for all undefined notation. We write Ki,j for the complete bipartite
graph with partitions of size i and j, respectively. We call a class C of graphs biclique-free if
there are i, j ∈ N such that Ki,j is not a subgraph of G for all G ∈ C.
The notion of nowhere denseness was introduced by Nešetřil and Ossona de Mendez [28, 29]
as a general model of uniform sparseness of graphs. Many familiar classes of sparse graphs,
like planar graphs, graphs of bounded tree-width, graphs of bounded degree, and all classes
that exclude a fixed (topological) minor, are nowhere dense. An important and related
concept is the notion of a graph class of bounded expansion, which was also introduced by
Nešetřil and Ossona de Mendez [25, 26, 27].
I Definition 1.3. Let H be a graph and let r ∈ N. An r-subdivision of H is obtained by
replacing all edges of H by internally vertex disjoint paths of length at most r.
I Definition 1.4. A class C of graphs is nowhere dense if there exists a function t : N→ N
such that for all r ∈ N and for all G ∈ C we do not find an r-subdivision of the complete
graph Kt(r) as a subgraph of G. Otherwise, C is called somewhere dense.
I Definition 1.5. A class C of graphs has bounded expansion if there exists a function
d : N → N such that for all r ∈ N and all graphs H, such that an r-subdivision of H is a
subgraph of G for some G ∈ C, satisfy |E(H)|/|V (H)| ≤ d(r).
Every class of bounded expansion is nowhere dense, which in turn excludes some biclique
as a subgraph and hence is biclique-free. For extensive background on bounded expansion
and nowhere dense graphs we refer to the textbook of Nešetřil and Ossona de Mendez [30].
I Definition 1.6. In the parameterized Dominating Set (DS) problem we are given a
graph G and k ∈ N, and the objective is to determine the existence of a subset D ⊆ V (G) of
size at most k such that every vertex u of G is dominated by D, that is, either u belongs to D
or has a neighbor in D. More generally, for fixed r ∈ N, in the Distance-r Dominating
Set (r-DS) problem we are asked to determine the existence of a subset D ⊆ V (G) of size at
most k such that every vertex u ∈ V (G) is within distance at most r from a vertex of D. In
the Connected (Distance-r) Dominating Set (CDS/r-CDS) problem we additionally
demand that the (distance-r) dominating set shall be connected.
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Dominating Set plays a central role in the theory of parameterized complexity, as it is
a prime example of a W[2]-complete problem with the size of the optimal solution as the
parameter, thus considered intractable in full generality. For this reason, the (Connected)
Dominating Set problem and (Connected) Distance-r Dominating Set problem have
been extensively studied on restricted graph classes. A particularly fruitful line of research
in this area concerns kernelization algorithms for the aforementioned problems [1, 3, 15, 16,
17, 31]. Philip et al. [31] obtained a kernel of size O(k(d+1)2) on d-degenerate graphs, for
constant d, and more generally a kernel of size O(kmax(i2,j2)) on graphs excluding the biclique
Ki,j as a subgraph. On the lower bounds side, Cygan et al. [7] have shown that the existence
of a size O(k(d−1)(d−3)−) kernel,  > 0, for Dominating Set on d-degenerate graphs would
imply NP ⊆ coNP/poly. For the Connected Dominating Set problem linear kernels are
only known for planar [22] and H-topological-minor-free graphs [17]. Polynomial kernels are
excluded already for graphs of bounded degeneracy [8], assuming NP 6⊆ coNP/poly.
For the more general Distance-r Dominating Set problem we know the following
results. Dawar and Kreutzer [9] showed that for every r ∈ N and every nowhere dense class C,
the Distance-r Dominating Set problem is fixed-parameter tractable on C. Drange et
al. [13] gave a linear bi-kernel for Distance-r Dominating Set on any graph class of
bounded expansion for every r ∈ N, and a pseudo-linear kernel for Dominating Set on any
nowhere dense graph class; that is, a kernel of size f() · k1+, for some function f and any
 > 0. Precisely, the kernelization algorithm of Drange et al. [13] outputs an instance of an
annotated problem where some vertices are not required to be dominated; this will be the
case in the present paper as well (except for the case of biclique-free graphs). Kreutzer et
al. [21] provided a polynomial bi-kernel for the Distance-r Dominating Set problem on
every nowhere dense class for every fixed r ∈ N and finally, Eickmeyer et al. [14] could prove
the existence of pseudo-linear bi-kernels of size f(r, ) · k1+, for some function f .
It is known that bounded expansion classes of graphs are the limit for the existence
of polynomial kernels for the Connected Dominating Set problem. Drange et al. [13]
gave an example of a subgraph-closed class of bounded expansion which does not admit a
polynomial kernel for Connected Dominating Set unless NP ⊆ coNP/Poly. They also
showed that nowhere dense classes are the limit for the fixed-parameter tractability of the
Distance-r Dominating Set problem if we assume closure under taking subgraphs (classes
which are closed under taking subgraphs will be called monotone classes).
Our results. In this paper we prove the following results.
For any α > 1, CDS admits an α-approximate kernel on Kd,d-free graphs of size kO(
d2
α−1 ).
For any α > 1, CDS admits an α-approximate bi-kernel on graphs of bounded expansion
of size O(f(α) · k) (i.e, linear in k), where f(α) is a function depending only on α.
For every α > 1 and every r ∈ N, Connected Distance-r Dominating Set admits
an α-approximate kernel of size polynomial in the parameter on classes of nowhere dense
graphs, where the degree of the polynomial depends only on r and not on α.
Observe that our results are in sharp contrast with the above mentioned lower bounds
on kernel size of traditional kernels on these classes. We complement our results by the
following conditional lower bound. We show that if a class C is somewhere dense and closed
under taking subgraphs, then for some value of r ∈ N there cannot exist an α-approximate
bi-kernel for the (Connected) Distance-r Dominating Set problem on C for any α > 1
(assuming the Gap Exponential Time Hypothesis).
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Organization. We explain our methods and provide a general framework for computing
lossy kernels for Connected Dominating Set in Section 2. Using this framework we
can directly derive the claimed bounds for α-approximate kernels on biclique-free graphs,
while for bounded expansion and nowhere dense classes we obtain α-approximate bi-kernels
for Connected Distance-r Dominating Set of polynomial size with the degree of the
polynomial depending both on r and on α. The rest of the paper is devoted to the far more
technical part of improving the bounds for bounded expansion and nowhere dense classes of
graphs. Due to space constraints, the conference version of this latter part contains only a
proof outline.
2 A general framework
Although the technical details for dealing with biclique-free graphs and with bounded
expansion and nowhere dense classes are quite different, the high-level approach is identical.
The kernelization algorithms follow the same two-step strategy. First, our goal is to compute
a “small” set of vertices whose domination is sufficient, i.e. the set of dominatees or the
so-called domination core.
I Definition 2.1 (k-domination core). Let G be a graph and Z ⊆ V (G). We say that Z is a
k-domination core if every set D of size at most k that dominates Z also dominates V (G).
Having found a domination core Z of appropriate size, the next step is to reduce the
number of dominators, i.e. vertices whose role is to dominate other vertices, and the number
of connectors, i.e. vertices whose role is to connect the solution.
I Definition 2.2. Let G be a graph and let D,Z ⊆ V (G). We say that D is a Z-dominator
if D dominates Z in G, i.e. every vertex z ∈ Z \D is at distance at most one from some vertex
in D. We denote by ds(G,Z) (cds(G,Z)) the size of a smallest (connected) Z-dominator
in G. By ds(G) (cds(G)) we mean ds(G,V (G)) (cds(G,V (G))).
We classify all vertices outside the core according to their domination properties.
I Definition 2.3. Let G be a graph and Z ⊆ V (G). We define an equivalence relation ∼Z
on V (G) \ Z by u ∼Z v ⇔ N(u) ∩ Z = N(v) ∩ Z.
Clearly, to find a kernel for Dominating Set it is now sufficient to construct the graph G′
which contains the k-domination core Z and one representative of each equivalence class of ∼Z .
Then G admits a dominating set of size at most k if and only if G′ contains a Z-dominator
of size at most k. This simple two-step approach of computing a small domination core Z
and then bounding the number of equivalence classes of the relation ∼Z forms the basis of
the kernelization algorithms for Dominating Set in [13, 14, 21]. To control the number of
classes of ∼Z , we give the following definition. The index of an equivalence relation is the
number of equivalence classes.
I Definition 2.4. Let G be a graph. We define the neighborhood complexity function of G
as the function µ : N→ N with µ(z) = maxZ⊆V (G),|Z|=z index (∼Z).
For example all classes of bounded VC-dimension have polynomially bounded neighbor-
hood complexity functions [33, 34], while bounded expansion classes have linear and nowhere
dense classes have almost linear neighborhood complexity [18].
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I Proposition 2.5. Let C be a class of graphs such that the neighborhood complexity function
for all G ∈ C is bounded by a fixed polynomial and such that on input (G, k), for G ∈ C, we
can decide in polynomial time whether ds(G) > k or otherwise compute a k-domination core
Z ⊆ V (G) of size polynomial in k. Then Dominating Set parameterized by k admits a
polynomial-size kernel on C.
The above proposition can be applied, e.g., to obtain a polynomial kernel on biclique-free
graphs (we will prove the existence of a polynomial k-domination core below). However,
as the hardness results even for degenerate graphs show, this approach does not extend to
connected dominating sets. We may have to include more vertices in the kernel to ensure
connectivity of the dominating sets. This turns out to be a major problem for the construction
of polynomial size kernels for Connected Dominating Set.
When reducing the number of vertices outside the domination core, we borrow approxim-
ation techniques that are closely related to the Steiner Tree problem.
I Definition 2.6. Let G be a graph and let Y ⊆ V (G) be a set of terminals. A Steiner
tree for Y is a subtree of G spanning Y . We write stG(Y ) for the order of (i.e. the
number of vertices of) the smallest Steiner tree for Y in G (including the vertices of Y ). If
Y = {V1, . . . , Vt} is a family of vertex disjoint subsets of G, a group Steiner tree for Y is a
subtree of G that contains (at least) one vertex of each group Vi. We write stG(Y) for the
order of the smallest group Steiner tree for Y.
The Group Steiner Tree problem on t groups can be solved in O(2t · nO(1))-time [24].
The following definition and proposition form the key to our approach to handle con-
nectivity in the lossy kernelization framework.
I Definition 2.7. Let D be a connected graph and t ∈ N. A (D, t)-covering family is a
family F(D, t) of connected subgraphs of D such that (i) for each T ∈ F(D, t), |V (T )| ≤ 2t
and (ii)
⋃
T∈F(D,t) V (T ) = V (D).
I Proposition 2.8. Let D be a connected graph and t ∈ N. Then there is a (D, t)-covering
family F(D, t) such that |F(D, t)| ≤ |V (D)|t + 1, and
∑
T∈F(D,t) |V (T )| ≤ (1 + 1t )|V (D)|+ 1.
Proof Sketch. Let TD be a spanning tree of D. We create a (D, t)-covering family F(D, t) =
{T1, T2, . . . , T`}, which is a set of subtrees of TD constructed as follows. We root TD at
an arbitrary vertex r ∈ V (TD). For any pair of vertices u, v ∈ V (TD), u is called a child
of v if uv ∈ E(TD) and v lies on the path from u to r. For each vertex v ∈ V (TD), we let
weight(v) = 1 +
∑
u∈child(v) weight(u), where child(v) denotes the set of children of v in TD.
In other words, weight(v) is the number of vertices in the subtree rooted at v. Leaves have
weight one. We use Tv to denote the subtree rooted at v. We construct F(D, t) = {T1, T2, . . .}
from TD as follows:
1. If TD is empty, terminate. Otherwise, compute the weights of all vertices in TD, then
sort the vertices in increasing order of weight.
2. If there exists a vertex whose weight is between t and 2t (inclusive), pick the vertex with
the smallest such weight, add Tv to F(D, t), delete Tv from TD, then go back to step (1).
3. If there exists a vertex whose weight is strictly greater than 2t, pick the vertex with
the smallest such weight, greedily compute a subset S ⊆ child(v) such that t <∑
u∈S weight(u) < 2t, let R = child(v) \ S, add Tv −
⋃
w∈R V (Tw) to F(D, t), delete Tu
from TD, for every u ∈ S, then go back to step (1). Note that by our choice of v, all
children of v must have weight at most t− 1 as otherwise case (2) would apply.
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4. Otherwise, every vertex in TD has weight strictly less than t and hence TD has at most t
vertices (by the definition of the weight function). In this case, simply add TD to F(D, t)
and terminate.
The correctness proof is deferred to the full version of the paper due to the paucity of
space. J
While the previous proposition allows us to “take apart” connected dominating sets, the
next proposition explains how to “put them back together”.
I Proposition 2.9. Let G be a graph, X ⊆ V (G), such that G[X] is connected, and let D be
an X-dominator such that G[D] has at most p connected components. Then a set Q ⊆ X of
size at most 2p such that G[D ∪Q] is connected, can be computed in polynomial time.
We have now collected all the tools required to control the number of vertices which have
to be added to ensure connectivity.
I Theorem 2.10. Let C be a class of graphs such that the neighborhood complexity function
for all G ∈ C is bounded by a fixed polynomial of degree d and such that on input (G, k),
for G ∈ C, we can decide in polynomial time whether cds(G) > k or otherwise compute
a k-domination core Z ⊆ V (G). Then for every  > 0, Connected Dominating Set
parameterized by k admits a (1 + )-approximate kernel with |Z|O(d/) vertices on C.
The reduction algorithm. Let (G, k) be the input instance, where G ∈ C is connected
and k is a positive integer. We first describe the reduction algorithm RA. As a first step we
run the polynomial time algorithm (which exists by assumption of the theorem) to decide
whether cds(G) > k and otherwise compute a k-domination core Z ⊆ V (G). In the first
case, we output a trivial negative instance (({v}, ∅), 0). In the second case, we proceed as
follows.
We partition the graph into two sets Z and R = V (G) \ Z. We compute the equivalence
relation ∼Z on R (see Definition 2.3), that is, we partition vertices in R according to their
neighborhoods in Z. This is clearly possible in polynomial time. Let R be the set of
equivalence classes defined by ∼Z . As a direct implication of our assumption, we can bound
the size of R by O(|Z|d).
I Proposition 2.11. The equivalence relation ∼Z has O(|Z|d) classes, i.e. |R| ∈ O(|Z|d).
As Z is a k-domination core, to find a dominating set of size at most k it is enough to
find a set which dominates Z. Hence for the purpose of domination, it is redundant to pick
more than one vertex from an equivalence class in R. The following construction finds a
small set of relevant vertices which “approximately” preserves the connectivity requirements.
Let t ≥ 1 be a constant, which we fix later. Let Z be the family of groups {{z} | z ∈ Z}
and let R be the set of equivalence classes defined by ∼Z . The set R∪Z forms a family of
groups of vertices in V (G). For every subset Q = {Q1, . . . , Q`} ⊆ R∪Z of size at most 2t of
groups in R∪Z, construct a Group Steiner Tree instance on the graph G with groups
Q1, . . . , Q`. Note that since t is a constant each instance can be solved in polynomial time
using the algorithm of Misra et al. [24]. For each subset Q denote by TQ the corresponding
solution. For every instance that we solve, if the size of TQ is at most 2t then we mark the
vertices of TQ in G. We denote the set of all marked vertices by
⋃
TQ. If
⋃
TQ is not a
dominating set in G, then we may declare that cds(G) > k. Otherwise, since G is assumed to
be connected, we can run the polynomial-time algorithm of Proposition 2.9 (with parameter
X = V (G)) to obtain a set W ⊆ V (G) such that ⋃TQ ∪W is a connected dominating set
in G and |⋃TQ ∪W | ≤ 3|⋃TQ|. Let Y = ⋃TQ ∪W . We output the instance (G[Y ], k).
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Approximation guarantee. Now we prove that OPT(G[Y ], k) ≤ (1 + )OPT(G, k). Let D∗
be a connected dominating set ofG of minimum cardinality. If |D∗| > k, then OPT(G[Y ], k) ≤
(1 + )OPT(G, k) holds trivially. So we assume that |D∗| ≤ k. We let F(D∗, t) =
{T1, T2, · · · , Tm} denote a (D∗, t)-covering family. Proposition 2.8 implies that there exists
such a family for which |F(D∗, t)| ≤ |V (D∗)|t +1 and
∑
T∈F(D∗,t) |V (T )| ≤ (1+ 1t )|V (D∗)|+1.
Moreover, the size of each connected subgraph T (in this case also subtree) is at most 2t. We
construct a new family F ′ from F(D∗, t) as follows. For each T ∈ F(D∗, t), we replace T
by TQ, where Q is the set of groups from R∪Z such that Q ∈ Q if and only if V (T )∩Q 6= ∅
and TQ is the set of marked vertices in an optimal Steiner tree connecting vertices from the
groups in Q. Note that the fact that T is of size at most 2t guarantees the existence of TQ
(by construction). Moreover, the size of TQ is at most the size of T , since T is also a solution
for Group Steiner Tree for Q. Let DF ′ denote the union of all vertices in F ′.
Let D′ be a subset of DF ′ , of cardinality at most |D∗|, such that for any w ∈ D∗, there is
a vertex w′ ∈ D′ with the property that {w,w′} ⊆ Q ∈ R ∪ Z and w′ ∈ DF ′ . That is, if D∗
has a vertex from a group Q in R∪Z, then D′ also has a vertex from group Q. We claim
that D′ is a dominating set in G. Notice that Z ∩ V (D) = Z ∩D′ and if any vertex in Z is
adjacent to a vertex in a group Q, then it is adjacent to all vertices in group Q. This implies
that D′ also dominates Z and since |D′| ≤ |D| ≤ k, by the definition of a k-domination
core, D′ is a dominating set in G.
This implies that DF ′ ⊇ D′ is also a dominating set in G. Applying Proposition 2.9
in G[Y ] (with DF ′ as dominator and since G[Y ] is connected), we obtain a connected
dominating set of size at most 2|F(D∗, t)|+ |DF ′ | ≤ 2|V (D
∗)|
t + 2 + (1 +
1
t )|V (D∗)|+ 1 =
(1 + 3t )|V (D∗)|+ 3. Now we can fix the constant t appropriately (as roughly 3 ) and we get
that OPT(G[Y ], k) ≤ (1 + )OPT(G, k).
Size of the kernel. Now we show that |Y | ∈ |Z|O(d)/. By Proposition 2.11, we have that
|R ∪ Z| = O(Zd). From the construction, it follows that |⋃TQ| = O(2t|R ∪ Z|O(t)) =
|Z|O(d/). Notice that Y = ⋃TQ ∪W , where W is obtained by applying Proposition 2.9 and
hence we have that Y = |⋃TQ ∪W | ≤ 3|⋃TQ| = |Z|O(d/).
The solution lifting algorithm. The solution lifting algorithm works as follows. Given a
solution D′ to the reduced instance (G′, k′), if D′ is not a connected dominating set of G′,
then the solution lifting algorithm will output ∅. If D′ is a connected dominating set, then
the algorithm returns D′ if |D′| ≤ k and V (G) otherwise. Let D be the output of the solution
lifting algorithm.
The final step. We prove that the above reduction algorithm together with the solution
lifting algorithm constitute a (1 + )-approximate kernel. Note that if D′ is not a valid
solution of G′, then ∅ is not a valid solution for G and CDS(G′, k′, D′) = CDS(G, k,D) =∞.
Hence we can restrict ourselves to the case when D′ is a connected dominating set of G′. First,
consider the case where the reduction algorithm outputs Y ⊆ V (G) and the reduced instance
is hence (G′, k′) = (G[Y ], k). From our above observation, we have that OPT(G[Y ], k) ≤
(1 + )OPT(G, k). We show that in this case CDS(G, k,D) = CDS(G′, k′, D′). If |D′| > k,
then CDS(G, k,D) = CDS(G, k, V (G)) = k + 1 = CDS(G′, k′, D′). So assume that |D′| ≤ k,
which implies D = D′. Since D′ is a connected dominating set of G[Y ] and Y contains a
k-domination core of G, it follows that D′ dominates G and CDS(G, k,D) = CDS(G′, k′, D′).
Combining CDS(G, k,D) = CDS(G′, k′, D′) and OPT(G[Y ], k) ≤ (1 + )OPT(G, k) we get
CDS(G,k,D)
OPT(G,k) ≤ (1 + )CDS(G
′,k′,D′)
OPT(G′,k′) .
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When (G′, k′) = (({v}, ∅), 0), we can easily verify that the above mentioned approximation
guarantee holds. 
The remainder of the paper is concerned with proving the existence of small domination
cores for concrete sparse classes of graphs. For example, to prove the following theorem for
biclique-free graphs we prove the existence of a polynomial k-domination core and simply
use the fact that such classes have polynomially bounded neighborhood complexity.
I Theorem 2.12. For every  > 0, Connected Dominating Set, parameterized by
solution size, admits a (1 + )-approximate kernel with kO(d2/) vertices on Kd,d-free graphs.
The most technical part will be to prove the existence of a linear domination core for
bounded expansion classes (the definition of a domination core is slightly changed to obtain
such good bounds, see Section 3). Most surprisingly, the general framework summarized
in Theorem 2.10 does not produce a bi-kernel of size O(|Z|1/) but rather of size f() · |Z|
for some function f on bounded expansion classes and of polynomial size on nowhere dense
classes.
3 Graphs of bounded expansion
In this section we show that Connected Dominating Set, parameterized by solution
size k, admits a (1 + )-approximate bi-kernel on at most O(f() · k) vertices on graphs
of bounded expansion. The reduced instance will be an instance of Subset Connected
Dominating Set (SCDS), defined as follows:
SCDS((G,Z), k,D) =
{ ∞ if D is not a connected Z-dominator in G
min{|D|, k + 1} otherwise
We first formally define the class of graphs of bounded expansion. Towards that we need
the definition of shallow minors.
I Definition 3.1. A graph M is an r-shallow minor of G, for some r ∈ N, if there is a family
of disjoint subsets V1, . . . , V|M | of V (G) such that (i) each graph G[Vi] is connected and has
radius at most r, and (ii) there is a bijection ω : V (M)→ {V1, . . . , V|M |} such that for any
uv ∈ E(M) there is an edge in G with one endpoint in ω(u) and another in ω(v).
The set of all r-shallow minors of a graph G is denoted by GOr. The set of all r-shallow
minors of all members of a graph class G is denoted by GOr = ⋃G∈G(GOr). It will be
convenient to work with the following equivalent definition of bounded expansion classes.
I Definition 3.2 (Grad and bounded expansion [25]). For a graph G and an integer r ≥ 0,
the greatest reduced average density (grad) at depth r is, ∇r(G) = maxM∈GOrdensity(M) =
maxM∈GOr|E(M)|/|V (M)|. For a graph class G, ∇r(G) = supG∈G∇r(G). A graph class G has
bounded expansion if there is a function f : N→ R such that for all r we have ∇r(G) ≤ f(r).
The first phase of our algorithm, i.e. finding a domination core, closely follows the work
of Drange et al. [13] but requires subtle changes.
3.1 Finding the domination core
In the following we fix a graph class G that has bounded expansion and let (G, k) be the
input instance of Connected Dominating Set, where G ∈ G and G is connected.
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To obtain a linear domination core for classes of bounded expansion we have to invest a
considerable amount of work. The following construction shows that we cannot work with
k-domination cores.
I Lemma 3.3. There exists a class C of bounded expansion such that for all k ∈ N there is
G ∈ C such that every k-domination core for G has Ω(k2) vertices.
Instead, we introduce the notion of a c-exchange domination core, which is different from
the definition used in the previous section and from the one considered in [13]. Here, c is a
fixed constant which we set later.
I Definition 3.4 (c-exchange domination core). Let G be a graph and Z ⊆ V (G). We say that
Z is a c-exchange domination core if for every set X that dominates Z one of the following
conditions holds: (1.) X dominates G, or (2.) there exist A ⊆ X and B ⊆ V (G) such that
|B| < |A| ≤ c and (X \A)∪B dominates Z. Moreover the number of connected components
of (X \A)∪B is at most the number of connected components of X. In particular, if X is a
connected set then (X \A) ∪B is also connected.
Clearly, V (G) is a c-exchange domination core, for any c, but we look for a c-exchange
domination core that is linear in k. Hence, we start with Z = V (G) and gradually reduce
|Z| by removing one vertex at a time, while maintaining the invariant that Z is a c-exchange
domination core. To this end, we need to prove Lemma 3.5. Note that we only remove
vertices from Z at this stage (no vertex deletions), and hence the graph remains intact.
I Lemma 3.5. There exists a constant Ccore > 0 depending only on a fixed (finite) number
of grads of G and a polynomial-time algorithm that, given a graph G ∈ G and a c-exchange
domination core Z ⊆ V (G) with |Z| > Ccore · k, either correctly concludes that cds(G) > k
or finds a vertex z ∈ Z such that Z \ {z} is still a c-exchange domination core. Here c is a
non-zero positive constant.
We remark that we do not know how to prove the existence of a small c-exchange
distance-r domination core (a generalization needed for r-CDS) on graphs of bounded
expansion. In fact the generalization of our proof will not guarantee that the number of
connected components after exchange is at most the number of connected component before
exchange. This obstacle prevents us from finding a linear or almost linear bi-kernel for the
case of r-CDS.
3.2 Reducing connectors and dominators
Armed with a c-exchange domination core Z whose size is linear in k, our next goal is to
reduce the number of connectors and dominators (the number of vertices in V (G) \ Z). To
that end, we need the following lemma which is a generalized version of Lemma 2.11 in [13].
I Lemma 3.6 (Trees closure lemma). Let G be a class of bounded expansion and let q and r
be positive integers. Let G ∈ G be a graph and X ⊆ V (G). Then a superset of vertices
X ′ ⊇ X can be computed in polynomial time, with the following properties: (1) For every
Y ⊆ X of size at most q, if stG(Y ) ≤ rq then stG[X′](Y ) = stG(Y ). (2) |X ′| ≤ Ctc · |X|,
where Ctc is a constant depending only on r, q, and the class G.
Lemma 3.6 ensures that the reduction algorithm of Theorem 2.10 produces a set
⋃
TQ
of linear size. We addionally use the linear neighborhood complexity of classes of bounded
expansion to conclude as in the proof of Theorem 2.10.
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The rest of section is devoted to prove Lemma 3.6. Towards that we need some more
definitions and known results which we state first. Given two graphs G and H, the lexico-
graphic product GH is defined as the graph on the vertex set V (G)× V (H) where vertices
(u, a) and (v, b) are adjacent if uv ∈ E(G) or if u = v and ab ∈ E(H).
I Lemma 3.7 ([19, 20]). For a graph G and non-negative integers t ≥ 1 and r we have
∇r(GKt) ≤ 5t2(r + 1)2 · ∇r(G).
Let G be a graph and X be a subset of its vertices. For u ∈ V (G) \ X, we define the
r-projection of u onto X as follows: MGr (u,X) is the set of all vertices w ∈ X for which
there exists a path in G that starts in u, ends in w, has length at most r, and whose internal
vertices do not belong to X. Note that MG1 (u,X) = NX(u).
I Lemma 3.8 ([13]). Let G be a class of graphs of bounded expansion. There exists a
polynomial-time algorithm that, given a graph G ∈ G, X ⊆ V (G), and an integer r ≥ 1,
computes the r-closure of X, denoted by clr(X), with the following properties:
(i) X ⊆ clr(X) ⊆ V (G),
(ii) |clr(X)| ≤ Ccl1 · |X|, and
(iii) |MGr (u, clr(X))| ≤ Ccl2 for each u ∈ V (G)\clr(X), where Ccl1 and Ccl2 are constants
depending only on r and a fixed (finite) number of grads of G.
Proof of Lemma 3.6. First, using Lemma 3.8 we compute X0 = clrq(X). Then, |X0| ≤
Ccl1 · |X| and for each vertex u /∈ X0 we have |MGrq(u,X0)| ≤ Ccl2. Now, for each set Y ⊆ X0
of at most q vertices, compute an optimal Steiner tree TY whose edges do not belong to
G[X0]; in case there is no such tree, set TY = ∅. Note that TY can be computed in polynomial
time for any fixed q [2]. Define X ′ to be X0 plus the vertex sets of all trees TY that have
size at most rq.
I Claim 3.9. |X ′| ≤ Ctc · |X0|, where Ctc is a constant depending only on r, q, and a finite
number of grads of G.
Proof of the Claim. Let H be a graph on vertex set X0, where uv ∈ E(H) if and only if
there exists Y such that {u, v} ⊆ Y , TY 6= ∅ and has size at most rq, and hence its vertex set
was added to X. Note that we do not add multiedges. For every such set Y , H[Y ] induces a
clique in H. Let ω(H) denote the number of cliques in H. Clearly |X ′| ≤ |X0|+ rq · ω(H),
so it suffices to prove an upper bound on ω(H).
Consider an edge uv ∈ E(H). The existence of this edge implies that u and v appear
together in some tree TY of size at most rq. Since TY does not contain any edges from G[X0]
(by construction), there must exist a path Pu,v of length at most rq connecting u and v.
The internal vertices of Pu,v do not belong to X0. Take any w ∈ X ′ \X0, and consider for
how many pairs {u, v} ⊆ X0 it can hold that w ∈ Pu,v. If {u, v} is such a pair, then in
particular u, v ∈MGrq(w,X0). But we know that |MGrq(w,X0)| ≤ Ccl2, so the number of such
pairs is at most τ ≤ (Ccl2)2. Consequently, we observe that graph H is an (rq − 1)-shallow
minor of G  Kτ : when each vertex w ∈ X ′ \ X0 is replaced with τ copies, then we can
realize all the paths between u and v, in GKτ , so that they are internally vertex-disjoint.
From Lemma 3.7, we know that ∇rq−1(GKτ ) is bounded polynomially in ∇rq−1(G) and τ ,
which in turn is also bounded polynomially in ∇rq−1(G). Hence ∇rq−1(GKτ ) is bounded
polynomially in ∇rq−1(G). The number of cliques in graph of bounded expansion is linear
in the number of vertices [4]. Combining the fact that H has bounded expansion with
|X ′| ≤ |X0|+ rq · ω(H), the claim follows. J
I Claim 3.10. If Y ⊆ X0 has size at most q and stG(Y ) ≤ rq then stG[X′](Y ) = stG(Y ).
STACS 2018
29:12 Lossy Kernels for Connected Dominating Set
Proof of the Claim. Let TY be an optimal Steiner tree for Y in G, and let T1, T2, . . . , Tp be
the subtrees of size greater than one obtained after deleting all edges of TY for which both
endpoints are in X0. Note that deleting such edges can only create either singleton vertices
or subtrees of size greater than one. Moreover, let Yi, 1 ≤ i ≤ p, denote the set Y ∩ V (Ti).
The existence of Ti certifies that some tree of size at most |Ti| was added when constructing
X ′ from X0, and hence stG[X′](Yi) ≤ |Ti|. Consequently, we infer that
stG[X′](Y ) ≤
p∑
i=1
stG[X′](Yi) + |Y \
p⋃
i=1
Yi| ≤
p∑
i=1
|Ti|+ |Y \
p⋃
i=1
Yi| ≤ |TY | = stG(Y ).
The opposite inequality stG[X′](Y ) ≥ stG(Y ) follows directly from the fact that G[X ′] is an
induced subgraph of G. J
Claim 3.9 and the fact that |X0| ≤ Ccl1|X| prove property (2). Claim 3.10 and the fact that
X ⊆ X0 prove property (1). J
4 Nowhere dense graphs
As we solve the more general Connected Distance-r Dominating Set on nowhere dense
classes, we work with the following definition of a domination core.
I Definition 4.1. Let G be a graph. A set Z ⊆ V (G) is a (k, r)-domination core for G if
every set D of size at most k that r-dominates Z also r-dominates G
Domination cores of polynomial size exist for nowhere dense classes, as the following
lemma shows.
I Lemma 4.2 (Kreutzer et al. [21]). There exists a polynomial q (of degree depending
only on r) and a polynomial-time algorithm that, given a graph G ∈ C and k ∈ N either
correctly concludes that G cannot be r-dominated by a set of at most k vertices, or finds a
(k, r)-domination core Z ⊆ V (G) of G of size at most q(k).
We remark that the non-constructive polynomial bounds that follow from [21] can be
replaced by the much improved constructive bounds from [32].
It now remains to prove a lemma analogous to Lemma 3.6 for nowhere dense classes to
conclude again similarly as in the proof of Theorem 2.10.
5 Lower bounds
Our lower bound is based on Proposition 3.2 of [23] which establishes equivalence between
FPT-approximation algorithms and approximate kernelization. More precisely, the Proposi-
tion states that for every function α and decidable parameterized optimization problem Π,
Π admits a fixed parameter tractable α-approximation algorithm if and only if Π has an
α-approximate kernel.
We use a reduction from Set Cover to the Distance-r Dominating Set problem,
which under the assumption that the Gap Exponential Time Hypothesis (gap-ETH) holds
does not admit a fixed-parameter tractable α-approximation algorithm for any function α [5].
For every monotone somewhere dense graph class C, there exists r ∈ N such that the
exact r-subdivision of every graph can be found as a member of C [29]. Now it is straight
forward to adapt the W[2]-hardness proof for Distance-r Dominating Set for monotone
somewhere dense graph classes [13] to our setting.
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I Theorem 5.1. If the Gap Exponential Time Hypothesis holds, then for every monotone
somewhere dense class of graphs C there is no α(k)-approximate kernel for the distance-r
dominating set problem on C for any function α : N→ N.
6 Conclusion
The study of computationally hard problems on restricted classes of inputs is a very fruitful
line of research in algorithmic graph structure theory and in particular in parameterized
complexity theory. This research is based on the observation that many problems such as
Dominating Set, which are considered intractable in general, can be solved efficiently on
restricted graph classes. In this work we were able to provide lossy kernels for graphs of
bounded expansion whose size matches the size of the best known kernel for Dominating
Set. We were furthermore able to identify the exact limit for the existence of lossy kernels
for r-CDS. One interesting open question is whether our polynomial bounds on the size of
the lossy kernel on nowhere dense classes can be improved to pseudo-linear bounds. For
Kd,d-free graphs we have an additional 1α−1 multiplicative factor in the exponent. This leads
to the question whether it is possible to reduce the size of our kernel on Kd,d-free graphs
to f(α)kO(d2) for some function f . And, in light of the O(k(d−1)(d−3)−) lower bound for
Dominating Set, is it possible to obtain a lossy kernel for Dominating Set on biclique-
free graphs that beats this bound? Our hope is that such a “fine-grained” analysis of the
kernelization complexity of domination problems will lead to a better understanding of the
boundary between “hard” and “easy” instances.
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