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ABSTRACT 
 
 
 Current work utilizes cohesive zone modeling to study the fracture properties of 
metals. This study proposes a hybrid technique experimental/numerical to extract 
cohesive fracture properties of elasto-plastic material using inverse analysis and digital 
image correlation. Two approaches are suggested - a shape optimization technique and a 
parameter optimization for the PPR potential-based cohesive zone model. In shape 
optimization approach, CZM is obtained by piecewise interpolation of the optimized 
interpolation points whereas in parameter optimization for the PPR potential-based CZM, 
the CZM is obtained by using the PPR model which utilized the parameters coming from 
an optimization scheme. Unconstrained, derivative free Nelder-Mead scheme is used for 
optimization purpose. The bulk material is modeled as plane-stress J2 plastic material. 
The proposed schemes are verified for various plausible cases, such as different 
displacement field data, various initial guess and noisy displacement field data. As a 
proof of concept, both schemes are applied to Polymethyl Methacrylate (PMMA) quasi-
static crack growth experiment, which is modeled as elastic material, to substantiate its 
utility. Near tip displacement field is obtained experimentally using DIC and used as 
input to the optimization schemes. Computationally predicted global responses of the 
PMMA specimen, using the CZMs extracted from the inverse analysis, shows good 
agreement with the experimental global response.       
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CHAPTER 1: INTRODUCTION 
 
 Modeling fracture has been of interest for decades for researchers. Over the years 
fracture modeling approaches have evolved from a simplified linear elastic approach to 
more complicated nonlinear approaches. Current chapter starts off with a brief review of 
fracture mechanics history followed by description of cohesive zone modeling 
techniques. Various cohesive zone models (CZMs) proposed in the past will be 
discussed. Subsequent section introduces unified potential-based cohesive model for 
fracture (PPR) proposed by Park et al. [40]. The PPR is a landmark model in the field of 
CZM because of its ability to represent mixed mode fracture with different fracture 
energy and cohesive strength for each fracture mode and also PPR's ability  to represent 
both intrinsic and extrinsic CZMs. Next section motivates the concept of plasticity which 
is of great significance when dealing with materials such as metals, metal composites. 
Penultimate section discusses the available nonlinear solution schemes in literature. 
Nonlinear solvers are integral part of the current work. Chapter concludes with the 
outline of thesis organization.    
 
1.1 BACKGROUND: FRACTURE MECHANICS 
        
 Earliest work on fracture is often attributed to Leonardo da Vinci. He conducted 
some experiments such as measuring the strength of iron wire, which gave a qualitative 
idea of the root cause of fracture. Griffith's work [20], in 1920, provided with quantitative 
relation between fracture stress and flaw size. Griffith performed stress analysis for an 
elliptical hole. Irwin [23] extended Griffith's approach to metals by including energy 
dissipated by local plastic flow. Westergaard [67] developed a semi-inverse technique for 
analyzing stress and displacement ahead of a sharp crack which was later used by Irwin 
[24] to propose the existence of a characteristic parameter "Stress Intensity Factor", 
which is related to energy release rate, to calculate stress and displacement near the crack 
tip. The new field of fracture mechanics found applications in many engineering fields. 
The fracture mechanics concept was used by Wells [64] to show that the fuselage failures 
in Comet jet aircraft resulted from fatigue cracks reaching a critical size. Working for 
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General Electric, Winne and Wundt [68] used Irwin's energy release rate approach to 
study the  failure of large rotors from the steam turbines. 
 The developments so far, belong to the class of Linear Elastic Fracture Mechanics 
(LEFM), cease to be valid when there is a large nonlinear zone in front of the crack tip 
due to significant plastic deformation. Many researchers came up with corrections for the 
LEFM to accommodate crack tip yielding. Irwin [25] proposed zone correction which 
was a simple extension to LEFM. Well [65] introduced the concept of using  
displacements of crack faces as an alternate fracture criterion when significant plasticity 
is encountered before failure. Rice [45] introduced another parameter, later called J-
integral, to characterize nonlinear material behavior ahead of crack. He idealized plastic 
deformation as nonlinear elastic and thus was able to generalize the energy release rate, 
expressed as line integral, to nonlinear materials. Later Barenblatt [5] and Dugdale [16] 
proposed the strip yield model which was the genesis of cohesive zone model. Cohesive 
zone model will be talked about in detail in the next section. 
 
1.2 COHESIVE ZONE MODELING 
  
1.2.1 BASIC CONCEPT 
 
Cohesive Zone Models (CZMs) are one of the popular techniques to simulate 
fracture in materials such as metals, concrete etc. For a review of the literature in the 
topic, see [29]. In this approach, material failure is assumed to pass through four stages as 
shown in the Figure 1.1. 
 
 
Figure 1.1 Different stages in cohesive zone approach 
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In order to simulate the material behavior, constitutive relationship governing the 
response of the material for each stage needs to be determined. In the stage 1, the material 
is considered to be free of any cracks. The behavior is governed by the constitutive 
relation of the bulk material (e.g. elastic, elasto-plastic, visco-elastic,  etc). The stage 2 is 
the crack initiation stage. Initiation criterion is predefined and can be for example, strain 
energy density, stress reaching cohesive strength.  
When a crack propagates, the stresses in front of the crack tip reaches infinite 
proportions. As a result this region softens due to the formation of micro-cracks and 
voids. The behavior of material in this stage (stage 3) needs to be treated in a special way. 
Stage 3, which is the evolution of the failure, is governed by traction-separation relation 
(nonlinear is nature), also known as the cohesive relation. Cohesive relation is nothing 
but a relation between the cohesive stress (࣌ሻ and the crack opening (∆ሻ over the failure 
surfaces. Because the cohesive relation is the integral part of stage 3, it is important that it 
is chosen carefully. There are many ways in which they are determined which will be 
explained in detail in subsequent sections. The final stage of material failure (stage 4) is 
when crack separation exceeds predefined final crack opening widths ൫∆௡௙, ∆௧௙൯. New 
surfaces are assumed to be generated with no cohesive tractions on them.    
 
1.2.2 HISTORICAL BACKGROUND 
 
 Cohesive zone modeling has been used extensively in the past in problems 
dealing with debonding, delamination, crack propagation/initiation, etc. Barenblatt [5] 
first proposed the concept of CZM wherein fracture in perfectly brittle materials can be 
modeled as material separation across a surface. Later, Dugdale [16] extended the 
concept to perfectly plastic materials by suggesting the existence of process zone at the 
crack tip. Hillerborg [22], based on the ideas of Dugdale and Barenblatt, proposed the 
fictitious crack model (FCM) for analyzing crack growth in concrete. The FCM has been 
popular ever since in the field of civil engineering. Other researchers such as Needleman 
[37] came up with exponential and polynomial type CZMs which were used to simulate 
particle debonding in metal matrices. Xu and Needleman [69] later used the above 
models to study dynamic crack growth at the interface of bi-materials and void nucleation 
at interface between particle and matrix. Trapezoidal shaped CZM was proposed by 
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Tvergaard and Hutchinson [60] to calculate the crack growth resistance. Tvergaard [59] 
proposed the quadratic CZM. Camacho and Ortiz [8] made use of linear traction 
separation relation to propagate multiple cracks along arbitrary paths in brittle materials 
during impact damage. Geubelle and Baylor [21] utilized the bilinear traction separation 
relation to simulate the spontaneous initiation and propagation of transverse matrix 
cracks in thin composites plates subjected to low velocity impact.  
 Although early Dugdale-Barenblatt type models involved a surface with a 
constant traction-separation relation, as has been seen through the efforts of many 
researchers since, the shape of the specified traction-separation relation plays a crucial 
role in its behavior in a simulation framework. Song et al. [53] analyzed the influence of 
the shape of CZMs on asphalt concrete fracture. Volokh [63] compared bilinear, 
parabolic, sinusoidal and exponential CZMs using block-peel test. A similar study was 
performed by Alfano [3]. He utilized mode I and mode II simulations to pinpoint the 
differences arising because of the use of different traction-separation relations such as 
bilinear, linear-parabolic, exponential, and trapezoidal. Chandra et al. [10] performed a 
detailed investigation of fracture processes in number of material systems utilizing many 
well known CZMs.  
 It is clear, therefore, that the shape, and of course values, of the traction-
separation laws employed are instrumental in the model's usefulness. Thus as with many 
such failure theories that are externally imposed from a simulation framework, how one 
goes about extracting or developing a traction-separation relation is a  critical link in this 
methodology. There are several ways in which one can obtain the cohesive zone model, 
chief among them being some calibration with, or prediction from, experiments. Direct 
tension tests have been utilized in the past by some researchers [62] for this purpose, 
although a direct connection from a macroscale experiment to a local characteristic such 
as the CZM is not straightforward. Another approach is to directly measure traction-
separation laws from some type of local or multiscale experimentation (see [2], and 
others). There are also some other indirect approached that have been proposed in the 
recent past that generally involve less difficult experimentation procedures. Kandula et al. 
[28] performed an indirect approach of calibrating static CZM based fracture simulations 
with locally measured failure quantities from independent uniaxial tension experiments.     
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Results of macroscale force-displacement measurements in fracture experiments were 
then used as a basis for successful calibration of the CZM and separate experiments were 
used to validate the model. Elices et al. [17] have documented a number of such indirect 
methods. A common characteristic in all these indirect methods is that they all use global 
responses, such as load versus crack mouth opening displacement, as an input to some 
sort of inverse analysis which then provides the traction versus separation relation 
characteristic of the fracture of specimen material. 
There are essentially two types of CZMs – Intrinsic and Extrinsic (Figure 1.2). 
The distinguishing feature between the two is the presence of the initial elastic curve. In 
intrinsic models traction (܂) first increases with increase in crack opening (∆௡/∆௧) till it 
reaches a maximum value (cohesive strength ܂ୡ) and then decreases to zero at final crack 
opening width (∆௡௙/∆௧௙). In a numerical simulations with intrinsic model, cohesive 
elements are inserted before the simulation. Thus the mesh connectivity remains 
unchanged throughout the simulation. There is a downfall though in using this model. 
They introduce artificial compliance which depends on the number of cohesive elements 
and cohesive relation parameter relative to bulk element property such as cohesive 
strength to the bulk elastic modulus [29]. But the artificial compliance can be reduced 
significantly if the crack path is predefined.  
 
 
 
Figure 1.2 Basic types of CZMs : Intrinsic and Extrinsic 
 
The counterpart of intrinsic model is the extrinsic model. In extrinsic model, the 
crack is assumed to start opening, for example, when the traction reaches cohesive 
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strength. Traction then decreases with increasing crack opening (∆௡/∆௧) and finally 
vanishes at final crack opening width ൫∆௡௙/∆௧௙൯. In this scheme cohesive elements are 
adaptively inserted during the numerical simulation as needed. Insertion of cohesive 
elements requires creation of new nodes, thus mesh information changes continuously in 
both space and time. One of the ways of handling dynamic simulations, with evolving 
meshes, is the used of topology based data structures. Celes et al. [9] have developed 
topological data structure TopS which has proven to be highly successful in dynamic 
simulations.  
 
1.2.3 FINITE ELEMENT FORMULATION 
 
 Consider the schematic representation of material domain with cohesive element 
(Figure 1.3). Based on the principle of virtual work for a material with surface 
discontinuities can be written as 
 න ߜࢿ் · ࣌݀Ω
Ω
൅ න ߜࢊ் · ܂ୡ݀Γୡ
Γౙ
ൌ න ߜ்࢛ · ܂ୣ୶୲dΓ
Γ
 (1.1)
 ߜ ௕ܹ௨௟௞ ൅ ߜ ௖ܹ௢௛௘௦௜௩௘ ൌ ߜ ௘ܹ௫௧௘௥௡௔௟ (1.2)
 
 
 
Figure 1.3 Schematic representation of material domain with cohesive element 
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 The first term represents the work done by the bulk elements for the entire domain 
Ω. ࣌ is the Cauchy stress tensor, and ߜࢿ is the virtual strain tensor. The second term 
signifies the work done by the cohesive traction along the surface Γ௖. The parameter ܂ୡ is 
the cohesive traction generated on the surface of the crack due to applied virtual 
displacement ߜ࢛. ߜࢊ  is the virtual crack opening across the cohesive element. Final term 
represents the work done by external traction ܂ୣ୶୲ along the surface Γ.  
 We would be using finite element methods to solve the above equation. In two 
dimensions, the work done by bulk elements in finite element form can be written as 
 
ߜ ௕ܹ௨௟௞ ൌ න ߜࢿ் · ࣌݀Ω
Ω
ൌ නሺ࡮ ߜ࢛ሻ் · ۳ ࡮ ࢛ ݐ݀A
Ω
 
                             ൌ ߜ்࢛ ቌන ࡮்۳ ࡮ ݐ݀ܣ
ఆ
ቍ ࢛ 
(1.3)
where ࡮, ࡱ, ݐ, are matrix of derivatives of the shape functions, stiffness matrix, and 
thickness of the material respectively. The cohesive traction work in finite elements is  
 
ߜ ௖ܹ௢௛௘௦௜௩௘ ൌ න ߜࢊ் · ܂ୡ݀Γୡ
Γౙ
ൌ නሺࡺ ߜ࢛ሻ் · ܂ୡ݀Γୡ
Γౙ
 
   ൌ ߜ்࢛ ቌ න ࡺ் ∂܂ୡ߲ࢊ ࡺ
Γౙ
݀Γୡቍ ࢛ 
(1.4)
ࡺ is the shape function matrix. Similarly the external work can be written in finite 
elements as  
 
ߜ ௘ܹ௫௧௘௥௡௔௟ ൌ න ߜ்࢛ · ܂ୣ୶୲dΓ
Γ
 
                                                  ൌ ߜ்࢛ ቌන ܂ୣ୶୲dΓ
Γ
ቍ 
(1.5)
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Using equations (1.1) to (1.5) following equation can be obtained,  
 ቌන ࡮்۳ ࡮ ݐ݀A ൅ න ࡺ்
∂܂ୡ
߲ࢊ ࡺ
୻ౙ
݀Γୡ
Ω
ቍ ࢛ ൌ න ܂ୣ୶୲dΓ
୻
 (1.6)
 
1.3 UNIFIED POTENTIAL-BASED COHESIVE ZONE MODEL: PPR 
 
 Numerous CZMs are have been used by researchers in the past for fracture 
simulations but none as generalized as the PPR (Park-Paulino-Roesler) model proposed 
by Park et al. [40]. The PPR is generalized in the sense that it can represent wide variety 
of models available in the literature by just one closed form equation. Both intrinsic and 
extrinsic constitutive models can be derived from the unified model PPR. In fact, the PPR 
is a potential-based model which can model mixed mode fracture. Many models are 
available in literature which have been used to simulate mixed mode fracture but what's 
so special about PPR is that it can handle different fracture energies for mode I and mode 
II, which other highly successful models like Xu-Needleman [69] model cannot. Having 
different fracture energies may lead to counter-intuitive traction versus separation 
relations such as negative traction (repulsion) for positive separation. Also, CZMs like 
Xu-Needleman are unable to adjust the initial stiffness slope, which decides the artificial 
compliance being introduced, but PPR easily can.  
 The PPR is a potential-based model. The potential can be expressed as 
 
ΨሺΔ௡, Δ௧ሻ ൌ minሺ߶௡, ߶௧ሻ ൅ ቈΓ௡ ൬1 െ Δ௡ߜ௡ ൰
ఈ
൬݉ߙ ൅
Δ௡
ߜ௡ ൰
௠
൅ ۃ߶௡ െ ߶௧ۄ቉ · 
൥Γ௧ ቆ1 െ
|Δ௧|
ߜ௧ ቇ
ఉ
ቆ݊ߚ ൅
|Δ௧|
ߜ௧ ቇ
௡
൅ ۃ߶௧ െ ߶௡ۄ൩ 
(1.7)
Traction vectors (T௡, T௧ሻ can be obtained by taking the gradients of the potential 
ΨሺΔ௡, Δ௧ሻ given by equations, i.e.,  
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T௡ሺΔ௡, Δ௧ሻ ൌ Γ௡ߜ௡ ቈ݉ ൬1 െ
Δ௡
ߜ௡ ൰
ఈ
൬݉ߙ ൅
Δ௡
ߜ௡ ൰
௠ିଵ
െ ߙ ൬1 െ Δ௡ߜ௡ ൰
ఈିଵ
൬݉ߙ ൅
Δ௡
ߜ௡ ൰
௠
቉ · 
൥Γ௧ ቆ1 െ
|Δ௧|
ߜ௧ ቇ
ఉ
ቆ݊ߚ ൅
|Δ௧|
ߜ௧ ቇ
௡
൅ ۃ߶௧ െ ߶௡ۄ൩ 
(1.8)
         T௧ሺΔ௡, Δ௧ሻ ൌ Γ௧ߜ௧ ൥݊ ቆ1 െ
|Δ௧|
ߜ௧ ቇ
ఉ
ቆ݊ߚ ൅
|Δ௧|
ߜ௧ ቇ
௡ିଵ
െ ߚ ቆ1 െ |Δ௧|ߜ௧ ቇ
ఉିଵ
ቆ݊ߚ ൅
|Δ௧|
ߜ௧ ቇ
௡
൩ · 
        ቈΓ௡ ൬1 െ Δ௡ߜ௡ ൰
ఈ
൬݉ߙ ൅
Δ௡
ߜ௡ ൰
௠
൅ ۃ߶௡ െ ߶௧ۄ቉ · Δ௧|Δ௧| 
(1.9)
where Ψ is the PPR potential; ߶௡, ߶௧ are mode I and mode II fracture energies which can 
be either same or different; T௡, T௧ are the normal and tangential tractions, respectively; 
Δ௡,  Δ௧ are normal and tangential separations along the cracked face, respectively; ߜ௡, ߜ௧ 
are characteristic length scale parameters; ݉, ݊ are non-dimensional exponents; ߙ, ߚ are 
shape parameters; and Γ௡, Γ௧ are energy constants. Initial slope of the CZMs is controlled 
by the parameters ߣ௡,  ߣ௧ called the initial slope indicators given by 
 ߣ௡ ൌ
ߜ௡௖
ߜ௡ , ߣ௧ ൌ
ߜ௧௖
ߜ௡  (1.10)
where ߜ௡௖, ߜ௧௖ are normal and tangential critical crack opening displacements. The 
extrinsic model can be obtained by setting the initial slope indicators to zero.  
 It can be seen from Figures 1.4 and 1.5 that the PPR can have different fracture 
energies ሺ߶௡, ߶௧ሻ and different cohesive strengths ሺߪ௡, ߪ௧ሻ. It can model ductile, brittle 
and quasi-brittle responses; normal and tangential tractions satisfy symmetric and anti-
symmetric requirements with respect to Δ௧ ൌ 0. The PPR is a polynomial function which 
avoids infinite final crack opening width of the exponential potential. The PPR also 
demonstrates that the work of separation depends on the separation path and which 
monotonically changes from mode I to mode II fracture energy with respect to path of 
separation. For complete details about PPR model, refer [40]. 
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(a) PPR potential 
   
(b) Normal traction variation              (c) Tangential traction variation     
 
(d) Normal traction at Δ௧ ൌ 0 
 
(e) Tangential traction at Δ௡ ൌ 0 
Figure 1.4 The PPR potential and its gradients for intrinsic CZM ሺ߶௡ ൌ 100 N/m, ߶௧ ൌ
200 N/m, ߪ௖ ൌ 40 MPa, ߬௖ ൌ 30 MPa, ߙ ൌ 5, ߚ ൌ  1.3, ߣ௡ ൌ 0.1, ߣ௧ ൌ 0.2ሻ 
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(a) Normal traction at Δ௧ ൌ 0  (b) Tangential traction at Δ௡ ൌ 0 
  Figure 1.5 The PPR potential and its gradients for extrinsic CZM ሺ ߶௡ ൌ 100 N/m,
߶௧ ൌ 200 N/m, ߪ௖ ൌ 40 MPa, ߬௖ ൌ 30 MPa, ߙ ൌ 5, ߚ ൌ  1.3, ߣ௡ ൌ 0.1, ߣ௧ ൌ 0.2ሻ 
              
1.4 BASIC PLASTICITY THEORY 
              
  When load is applied to a material, it deforms. Deformation consists of two parts 
- elastic component (recoverable) and plastic component (unrecoverable). Plasticity refers 
to the unrecoverable deformation after the applied load is removed. Suppose a tensile 
load is applied to a metal sample. The response will be elastic, i.e. the material will come 
back to its initial configuration when the load is removed, but when the load exceeds 
certain threshold, known as yield strength/yield point (Y.P.), the material will start 
accumulating  plastic strains. The rate of loading plays an important role in plasticity 
calculations. In the current work, plasticity is considered rate independent. 
 
 
Figure 1.6 Behavior of elasto-plastic material 
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 Plasticity can be of many types - perfect plasticity, hardening plasticity and 
softening plasticity. Perfect plasticity refers to the case when material undergoes 
irreversible deformation without increase in load after reaching the yield point. 
Hardening plasticity requires that stresses/loads in the material to increase after the yield 
point, resulting in further plastic deformation. Softening plasticity on the other causes 
reduction in stresses after the yield point. Also, plastic deformations are generally 
dependent on the deformation speed e.g. visco-plastic material.  At the crystal level, 
plasticity in metals can be attributed to the crystal dislocations. More the defects more 
easy it is for the material to deform plastically.  
 Many theories have been proposed in the past to mathematically formulate 
plasticity. One of them being the Deformation Theory (D.T.) where stress is defined as a 
function of strain e.g. Hooke's law. The other popular theory is the Flow Plasticity 
Theory (F.P.T.) which explains plastic deformations of ductile materials based on the 
theory of dislocations. The F.P.T describes the variations in stresses and strains of a  
material based on its previous state and small increase in deformation. The D.T will be 
used for the present work. 
 As mentioned earlier, material undergoes plasticity when stresses exceed certain 
value called the yield strength / yield point / yield stress. The two main criteria that are 
used to assess if the material has yielded are von Mises criteria and Tresca criteria 
(Figure 1.7). Tresca criterion assumes that material yields when the maximum shear 
stress reaches critical value. Using Mohr's circle, maximum shear experienced by the 
material can be estimated. According to Tresca's criterion material fails if it satisfies, 
 ߪଵ െ ߪଷ ൒ ߪ଴ (1.11)
where ߪଵ, ߪଷ, ߪ଴ are the maximum principal stress, minimum principal stress and yield 
stress obtained under uniaxial tensile test respectively. Von-Mises criterion assumes that 
failure occurs because of the deviatoric component of the stresses. So when the effective 
stresses exceeds the stress (obtained under uniaxial tensile test), material will yield and 
plastic deformation will occur. For plasticity implementation, von Mises yield criterion 
will be used in this work. Implementation details can be found in the coming chapters. 
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ඨቆ12 ሾሺߪଵଵ െ ߪଶଶሻଶ ൅ ሺߪଶଶ െ ߪଷଷሻଶ ൅ ሺߪଵଵ െ ߪଷଷሻଶሿ ൅ 3ሺߪଵଶ
ଶ ൅ ߪଵଷଶ ൅ ߪଶଷଶ ሻቇ ൒ ߪ଴ (1.12)
 
 
 
Figure 1.7 Yield surface as per von-Mises and Tresca criteria in ࣌૚, ࣌૛ plane 
 
 Elasto-plastic analysis requires the following three ingredients: Yield condition 
(which has been explained above), Flow rule (relates the state of stress ࣌ with the 
corresponding plastic strain increments ݀ࣕ௣), and Hardening rule (describes the 
modification in yield criterion beyond the initial yield). Classical J2 flow theory will be 
used in this work. Hardening rule can be of two types: Isotropic hardening and Kinematic 
hardening. Isotropic hardening refers to the situation when the hardening causes the yield 
surface to expand with fixed origin. On the other hand kinematic hardening refer to the 
translation of the yield surface in the direction of plastic flow without any change in the 
shape. Figure 1.8 illustrates the two hardening rules. 
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Figure 1.8 Types of hardening rules 
 
1.5 NONLINEAR SOLUTION SCHEMES 
             
 Nonlinearity is present everywhere in nature. Nonlinearity can be weak at times 
and approximation as linear system is justified. But in order to predict the response of a 
system accurately nonlinearities must be taken into account. In structural analysis 
nonlinearity comes from four sources. These are material nonlinearity, geometric 
nonlinearity, force and displacement boundary condition nonlinearity. 
 Geometric nonlinearity comes into picture when structure's deformation is taken 
into account while formulating the equilibrium and compatibility equations. It is most 
commonly seen in the field of aerospace, civil engineering field. Large strain for 
problems are an example of geometric nonlinearity. Material nonlinearity occurs when 
the material response depends on the current state of deformation and its history. It has 
applications in the field of nonlinear elasticity, visco-elasticity, plasticity, visco-plasticity 
etc. Force boundary condition nonlinearity is seen when applied force depends on the 
deformation of the material. It is most commonly encountered in submerged structures. 
The hydrodynamic loads depends on the state of deformation. Displacement boundary 
condition nonlinearity also occurs when displacement boundary conditions depend on the 
deformation state. Most well known application is in the field of contact problems. 
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 Many solution schemes are available to solve nonlinear problems. Most 
commonly used one is the Newton-Raphson (N-R) method. N-R scheme will be 
explained here. Suppose we need to solve the following nonlinear equation, 
 ܭሺݑሻ ݑ ൌ ܨ (1.13)
 We also need to obtain the equilibrium path. N-R scheme will solve the above 
problem in an incremental fashion. Either loads or displacements are applied in 
increments and the system response is captured at each increment. Let the initial solution 
state be ݑ ൌ 0 and a load increment of ܨଵ is applied. So current displacement increment 
and updated solution are given by 
 Δݑ ൌ ܭ௧௢ିଵܨଵ ݑ௣ ൌ 0 ൅ Δݑ  (1.14)
where ܭ௧௢ is the slope of the tangent at origin o, ݑ௣ is the current estimate of the desired 
solution ݑଵ and is not accurate. Next, current load imbalance ݁ଵ௣ is calculated as below, 
 ݁ଵ௣ ൌ ܨଵ െ ܭ௧௣ ݑ௣ (1.15)
Goal is to reduce the load imbalance to zero. Thus to obtain a more accurate estimate of 
ݑଵ we proceed as follows. We next evaluate the slope ܭ௧௣ at p and then proceed as before 
 
Δݑ ൌ ܭ௧௣ିଵ݁ଵ௣ ݑ௤ ൌ ݑ௣ ൅ Δݑ  
݁ଵ௤ ൌ ܨଵ െ ܭ௧௤ ݑ௤  (1.16)
Subsequent iterations reduce the force imbalance, and Δݑ also goes to zero. Next we 
apply another load increment ܨଶ and follow the same procedure as before till we achieve 
the desired equilibrium path.  
 Many variants of Newton-Raphson method are also popular such as the modified 
Newton-Raphson method. Here the tangent stiffness ܭ௧ is updated just once at the 
beginning of each loading step and kept constant during all the iterative cycles for that 
loading step. This saves a lot of computational cost but it comes at the price of slow rate 
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of convergence. Figures 1.9 and 1.10 illustrate the Newton-Raphson scheme and 
modified Newton-Raphson scheme respectively. 
 
 
 
Figure 1.9  Newton-Raphson's nonlinear solution scheme 
 
   
 
 
Figure 1.10  Modified Newton-Raphson scheme 
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 Other methods, known as quasi-Newton methods, are also at our disposal such as 
Davidon-Fletcher-Powell formula (DFP), Broyden–Fletcher–Goldfarb–Shanno (BFGS) 
method, Broyden's method and the Symmetric Rank 1 (SR1) method. In all these quasi-
Newton methods, the hessian matrix (second derivatives of function) does not need to be 
computed. Rather the hessian is updated by analyzing successive gradient vectors instead. 
Quasi-Newton methods are the generalized form of secant method [19]. 
 Newton-Raphson and other similar methods have their set of limitations. When a 
limit point, snap-back or snap-through behavior is encountered, they fail. One way to 
overcome this difficulty is to adopt a technique where one switches from displacement 
and load controls. Riks [46] and Wempner [66] worked on a different technique called 
the arc-length method. In the arc-length method, the load factor is modified at each 
iteration so that the solution follows the desired equilibrium path, unlike the load control 
method in which the load is kept constant during a loading step or the displacement 
control method where the displacement is kept constant during the increment. For the 
current work the Newton-Raphson scheme is used to solve the nonlinear fracture 
problem.  
 
1.6 THESIS ORGANIZATION 
 
 The thesis consists of six chapters. Chapter 1 provides introduction to various 
topics relevant to the present work. First, cohesive zone model is discussed consisting of 
its basic concept, historical background and finite element formulation. A significant 
portion of this work deals with PPR model. The PPR model is discussed briefly 
highlighting its various advantages. The concept of plasticity is introduced next, touching 
on topics such as yield criteria, flow rule, and types of hardening etc. Nonlinear solution 
schemes such as Newton-Raphson and arc-length are also discussed. Chapter 2 
discourses the digital image correlation (DIC) which is an important tool in the hybrid 
technique developed in this work. Chapter starts off with the historical background of 
DIC followed by the discussion on correlation algorithm. Chapter 3 encompasses the 
main contribution of this work. A hybrid technique is introduced which uses inverse 
analysis and DIC to obtain the cohesive fracture properties of materials. Two approaches 
are proposed - shape optimization approach and parameter optimization for the PPR 
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potential-based cohesive zone model. In Chapter 4 some numerical examples are shown 
to verify the proposed model using synthetic data. Proposed techniques of inverse 
analysis are verified for different CZMs. Chapter 5 validates the hybrid technique for 
PMMA. Cohesive properties are extracted using the displacement field obtained from 
DIC experiments and inverse analysis. Chapter 6 summarizes the work. Some 
conclusions are drawn and future work is proposed.      
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CHAPTER 2: DIGITAL IMAGE CORRELATION 
 
 Digital Image Correlation (DIC) has gained popularity in recent times. It is a non-
contact optical technique used for obtaining full-field displacement fields. DIC is capable 
of measuring various length scales and has applications in many diverse fields such as 
biomechanics, engineering etc. Speckled images recorded before and after the 
deformation are correlated to obtain the displacement and strain fields. Current chapter 
will begin with the background of DIC, followed by the correlation algorithm. Detailed 
mathematical formulation for the correlation algorithm is provided along with other 
requirements for the analysis such as intensity smoothing.  
 
2.1 HISTORICAL BACKGROUND 
 
 Before the advent of Digital Image Correlation, many optical experimentation 
techniques were used to measure the in-plane, out-of-plane deformation fields. Electronic 
Speckle Pattern Interferometry (EPSI), developed by Butters and Leendertz [7], was the 
predecessor of Digital Image Correlation (DIC). Speckle methods were combined with 
digital recording setup to obtain fringe patterns in digital form. This technique observed 
fringe formation electronically without the need to process the photographic film which 
can then be used to calculate full-field displacement field. It was used most extensively in 
vibrational analysis. Moire interferometry is another accurate method that uses laser 
beam interference to produce in-plane displacement contours. 
 The strides computer vision technology took over the past decades has opened 
new avenues for research and resulted in improvement of some old techniques. One such 
method was Digital Image Correlation. DIC is computer based optical technique which is 
used to obtain the full-field displacements by monitoring the motion of the speckle 
pattern over the surface of the specimen before and after the deformation. The DIC was 
born around 1980's at the University of South Carolina ([43],[57],[44],[11]). It was 
developed with the goal to measure full-field in-plane displacements and displacement 
gradients of strained specimen. All the old techniques had many drawbacks which DIC 
overcame. DIC is less demanding optically. DIC works with ordinary incoherent light (no 
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need for collimated light source), vibration isolation table is not required, and optical 
devices such as prism, beam splitters, and diffraction grating are also not required.  
 The DIC procedure is described as follows. First a surface pattern needs to be 
developed over the specimen which will allow tracking of the sample deformation. The 
technique used to generate the surface pattern depends on the material of the specimen 
and the scale at which testing is done. Next a digital camera is employed to photograph 
the surface before and after the deformation. Sharpness of the image affects the 
displacements obtained through DIC. The digital images will contain intensity 
measurements at each pixel location. Basic idea of DIC is matching of subset (set of 
pixels) intensities between undeformed and deformed images (assuming that the light 
intensity does not change throughout the experiment). Figure 2.1 shows a typical setup of 
DIC technique. DIC has undergone numerous improvements over the past decades. It has 
been used in wide range of experimental mechanics applications. It has been used to 
measure stress intensity factors [36], micro and nano scale deformations [30], plastic 
deformation patterns [58] etc.  
 
 
 
 
Figure 2.1 Experimental setup of Digital Image Correlation 
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2.2 CORRELATION ALGORITHM 
 
 As mentioned before, the basic idea behind DIC is to utilize the intensity pattern 
reflected from the surface of the specimen before and after the deformation to measure 
the displacement fields. Let ݂ሺݔ, ݕሻ and ݃ሺݔכ, ݕכሻ be the corresponding intensity patterns. 
Where ݔ, ݕ, ݖ and ݔכ, ݕכ, ݖכ refer to coordinate system before and after deformation. Here 
both are assumed to be identical. Figure 2.2 shows a representative diagram. The basic 
underlying principle in DIC is that there is one-to-one mapping between the two intensity 
patterns provided the subset over which they are measured is small enough. Thus one can 
monitor the movement of the subset by monitoring its intensity thereby being able to 
measure its deformation.  
 
 
 
Figure 2.2 Intensity pattern over the surface of the specimen 
 
 Consider an object as shown in Figure 2.3. Let ܣܤ ሺ݀ݔ, ݀ݕ, ݀ݕሻ be a differentially 
small line segment. From the principle of continuum mechanics, after deformation ܣܤ 
will remain differentially small line segment  ܣכܤכ ሺ݀ݔכ, ݀ݕכ݀ݖכሻ. If ሺݑ, ݒ, ݓሻ represent 
22 
 
components the displacement of arbitrary point in the space and ܣ and ܤ are located at 
ሺݔ, ݕ, ݖሻ and ሺݔ ൅ ݀ݔ, ݕ ൅ ݀ݕ, ݖ ൅ ݀ݖሻ respectively, then after deformation the points ܣ 
and ܤ move to ܣכ and ܤכ with positions, 
 ܣכ ؠ ሺݔכ, ݕכ, ݖכሻ ൌ ሺݔ ൅ ݑሺܣሻ, ݕ ൅ ݒሺܣሻ, ݖ ൅ ݓሺܣሻሻ (2.1)
 
ܤכ ؠ ሺݔכ ൅ ݀ݔכ, ݕכ ൅ ݀ݕכ, ݖכ ൅ ݀ݖכሻ  
            ൌ ൫ݔ ൅ ݀ݔ ൅ ݑሺܤሻ, ݕ ൅ ݀ݒ ൅ ݒሺܤሻ, ݖ ൅ ݀ݖ ൅ ݓሺܤሻ൯  (2.2)
                       
 
 
Figure 2.3 Body undergoing deformation 
 
The lengths of the vectors ܣܤ and ܣכܤכ are 
 |ܣܤ| ൌ ඥ݀ݔଶ ൅ ݀ݕଶ ൅ ݀ݖଶ (2.3)
 
|ܣכܤכ| ൌ ඥ݀ݔכଶ ൅ ݀ݕכଶ ൅ ݀ݖכଶ            
ൌ ඥሺݑሺܤሻ െ ݑሺܣሻ ൅ ݀ݔሻଶ ൅ ሺݑሺܤሻ െ ݑሺܣሻ ൅ ݀ݕሻଶ ൅ ሺݑሺܤሻ െ ݑሺܣሻ ൅ ݀ݖሻଶ (2.4)
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A Taylor series expansion of the displacement function about point ܣ results in 
 
ݑሺܤሻ ؆ ݑሺܣሻ ൅ ߲ݑሺܣሻ߲ݔ · ∆ݔ ൅
߲ݑሺܣሻ
߲ݕ · ∆ݕ ൅
߲ݑሺܣሻ
߲ݖ · ∆ݖ 
ݒሺܤሻ ؆ ݒሺܣሻ ൅ ߲ݒሺܣሻ߲ݔ · ∆ݔ ൅
߲ݒሺܣሻ
߲ݕ · ∆ݕ ൅
߲ݒሺܣሻ
߲ݖ · ∆ݖ 
ݓሺܤሻ ؆ ݓሺܣሻ ൅ ߲ݓሺܣሻ߲ݔ · ∆ݔ ൅
߲ݓሺܣሻ
߲ݕ · ∆ݕ ൅
߲ݓሺܣሻ
߲ݖ · ∆ݖ 
(2.5)
From above equations, the deformed lengths ݀ݔכ, ݀ݕכ, ݀ݖכ can be expressed as 
 
݀ݔכ ؆ ൬1 ൅ ߲ݑሺܣሻ߲ݔ ൰ · ∆ݔ ൅
߲ݑሺܣሻ
߲ݕ · ∆ݕ ൅
߲ݑሺܣሻ
߲ݖ · ∆ݖ 
݀ݕכ ؆ ߲ݑሺܣሻ߲ݔ · ∆ݔ ൅ ൬1 ൅
߲ݑሺܣሻ
߲ݕ ൰ · ∆ݕ ൅
߲ݑሺܣሻ
߲ݖ · ∆ݖ 
݀ݖכ ؆ ߲ݑሺܣሻ߲ݔ · ∆ݔ ൅
߲ݑሺܣሻ
߲ݕ · ∆ݕ ൅ ൬1 ൅
߲ݑሺܣሻ
߲ݖ ൰ · ∆ݖ 
(2.6)
It can thus be shown that the deformed position of point ܤ which is ܤכ is given by 
 
                     ࢞஻כ ൌ ࢞ ൅ ࢊ࢞ ൅ ࢛ሺܤሻ 
ൌ ࢞஻ ൅ ࢛ሺܣሻ ൅ ߲࢛ሺܣሻ߲࢞ · ∆࢞ 
(2.7)
where ࢞஻כ ൌ ሺݔ஻כ, ݕ஻כ, ݖ஻כሻ,  ࢞ ൌ ሺݔ, ݕ, ݖሻ, ࢛ሺܣሻ ൌ ሺݑ, ݒ, ݓሻ, ∆࢞ ൌ ሺ࢞஻ െ ࢞஺ሻ. For 
simplicity, analysis in two dimensions will be considered from here on. Presuming that 
the position of every point in the undeformed configuration ሺݔ, ݕሻ and deformed 
configuration ሺݔכ, ݕכሻ can be uniquely defined by correlating the intensity functions 
݂ሺݔ, ݕሻ and ݃ሺݔכ, ݕכሻ then the desired mapping parameters R, 
 ܀ ൌ ൬ݑ, ݒ,
߲ݑ
߲ݔ ,
߲ݑ
߲ݕ ,
߲ݒ
߲ݔ ,
߲ݒ
߲ݕ൰ (2.8)
can be easily determined using equations 2.7. 
 In order to determine the functions ݂ሺݔ, ݕሻ, ݃ሺݔכ, ݕכሻ, speckle patterns are 
generated on the surface of the specimen and grayscale digital images are taken before 
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and after the deformation. The resulting image (represented in terms of pixels) contains 
the intensity information reflected from the surface for each pixel. The information is an 
integer value, varying from 0 (black) to 255 (white) for 8 bit computer. So the functions 
݂ሺݔ, ݕሻ, ݃ሺݔכ, ݕכሻ can thus be obtained in a discrete form. Greater the resolution of the 
camera greater is the size of intensity information generated from the image. 
 The intensity functions ݂ሺݔ, ݕሻ, ݃ሺݔכ, ݕכሻ are in discrete form so an abrupt 
change in the intensity values can be seen from one pixel to the next as shown in Figure 
2.4. This abrupt change in grayscale value may cause mathematical difficulties in 
determining the mapping parameters. To overcome the aforementioned difficulties, the 
intensity data is smoothed over the entire region for both deformed and undeformed 
specimen surface images.  
 
 
 
Figure 2.4 Smoothing of image intensities 
 
 There is one more reason for the need to smooth the intensity values of the 
deformed image. Suppose we know the intensity of a pixel in undeformed image and we 
need to find out the intensity of the same pixel in the deformed image. This may sound 
straight forward but the problem which usually arises is that pixels in undeformed and 
deformed images will not overlap, as a result interpolation is needed for sub-pixel 
intensities. For example, suppose intensities are known at pixel locations P, Q, R, S and 
intensity ݃ሺݔכ, ݕכሻ needs to be evaluated at pixel location T (Figure 2.5) 
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Figure 2.5 Intensity interpolation scheme 
 
 Several intensity interpolation techniques have been utilized in the past. Most 
popular ones being bicubic interpolation [6], bilinear interpolation [57],[11]. The bilinear 
scheme approximates the intensity based on the function, 
 ݃ሺݔכ, ݕכሻ ൌ  ෍ ෍ ܽ௣௤ ݄௣݇௤ ൌ ܽ଴଴ ൅ ܽଵ଴ ݄ ൅ ܽ଴ଵ ݇ ൅ ܽଵଵ ݄݇
ଵ
௤ୀ଴
ଵ
௣ୀ଴
 (2.9)
where ܽ௣௤ are constants that  needs to be determined using the discrete intensity values of 
four pixels and ሺݔכ, ݕכሻ is the sub-pixel location where intensity is desired.   
 The bicubic scheme uses the following function, 
 ݃ሺݔכ, ݕכሻ ൌ ෍ ෍ ܽ௣௤ ݄௣݇௤
ଷ
௤ୀ଴
ଷ
௣ୀ଴
 (2.10)
Here sixteen constants need to be determined which can be done using the intensity 
values of four pixel and their derivatives.  
 It is obvious that each and every pixel's deformation cannot be monitored 
accurately, so as next best alternative displacements are determined by minimizing the 
least square correlation coefficient [44], 
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 ܥሺ܀ሻ ൌ
∑ ൛݂൫ܵ௣൯ െ ݃ሺܵ௉, ܀ሻൟଶௌ೛ఢௌ
∑ ݂ଶ൫ܵ௣൯ௌ೛ఢௌ
 (2.11)
An alternate way is to maximize the cross-correlation coefficient [6] is shown below, 
 
ܥሺ܀ሻ ൌ 1 െ ∑ ݂൫ܵ௣൯ · ݃ሺܵ௉, ܀ሻௌ೛ఢௌ
ቂ∑ ݂ଶ൫ܵ௣൯ௌ೛ఢௌ ∑ ݃ଶ൫ܵ௣, ܀൯ௌ೛ఢௌ ቃ
଴.ହ (2.12)
where ܵ represents set of points in the subset surrounding the point ܵ௣, ݂൫ܵ௣൯, ݃ሺܵ௣, ܀ሻ 
are the gray scale light intensity level of the point ܵ௣ before and after deformation. 
݃ሺܵ௣, ܀ሻ depends on the original location of point ܵ௣ and the mapping parameters ܀.  
 An important aspect observed by Schreier H. W. et al. [48] and others is that a 
pattern can be seen if the number of pixels at a certain grayscale intensity value (ranging 
from 0 - 255) is plotted against pixel intensity values. An accurate correlation is generally 
associated with either a Gaussian or bell-shaped distribution pattern where as bimodal 
distribution with peaks at either ends of the grayscale spectrum is associated with 
inaccurate results [48].   
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CHAPTER 3: HYBRID EXPERIMENTAL/NUMERICAL 
TECHNIQUE 
 
 Current chapter explains in detail the proposed hybrid technique to extract the 
cohesive fracture properties of elasto-plastic material. The basic idea of the hybrid 
technique is to use inverse analysis technique along with digital image correlation to 
extract fracture energy, cohesive strength and the shape of the traction-separation 
relation. Although fracture energy has been obtained in the past, but cohesive strength 
has been a puzzling quantity to obtain. As far as the shape of the traction-separation 
relation goes, many approaches have been adopted to deal with it. The details are 
discussed in Chapter 1. The proposed technique is an attempt to mitigate all these 
difficulties. The scheme is illustrated using four point bend test on a single edge notch 
beam specimen (SENB). The bulk material is elasto-plastic in nature. Classic J2 plasticity 
is used to model the bulk properties. Inverse analysis uses unconstrained, derivative free, 
nonlinear Nelder-Mead optimization scheme to obtain the optimal CZM. Crack is 
assumed to propagate along the line of symmetry (mode I crack). Two schemes have 
been proposed for the hybrid technique - (a) Shape optimization: the shape of the 
traction-separation scheme is obtained by optimizing the location of the points 
(interpolation points) on the desired curve (b) Parameter optimization for the PPR 
potential-based cohesive zone model: fracture energy, cohesive strength and shape 
parameter are optimized which can later be substituted in the closed form PPR equation 
to get the material specific CZM.  
     
3.1 INTRODUCTION 
  
 The idea to develop a hybrid technique is motivated by the fact that there has been 
tremendous development in the field of optical experimentation techniques such as 
photo-elasticity and digital image correlation (DIC). The rich experimental data has made 
the field of inverse analysis popular. DIC technique provides whole displacement fields 
which can later be used to obtain strain, stress fields etc. For a fracture problem, DIC thus 
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can provide displacements along the cracked surface, which can be correlated to the 
stress levels to obtain the CZM associated with the material fracture [49],[50].  
 The bulk material which is elasto-plastic in nature has been modeled using 
classical J2 plasticity. The chapter will commence with description of the  plane stress J2 
plasticity theory, which is most essential part of the current work. The Nelder-Mead (N-
M) optimization scheme is next in queue. The N-M scheme is motivated in a lucid 
manner with the help of an example containing three unknowns. Next elasto-plastic direct 
and the inverse problem for the shape optimization technique is explained. After that the 
technique which uses the PPR model would be talked about in detail. The chapter 
concludes with exposition of second component of the hybrid scheme: DIC. It would be 
expounded as to how the two techniques of inverse analysis and DIC merge to bring forth 
the hybrid technique. 
   
3.2 PLANE STRESS J2 PLASTICITY 
   
 The bulk material in the two schemes proposed in sections 3.4 and 3.5 has been 
modeled as an elasto-plastic material. Classical J2 plasticity model is chosen for this 
purpose. As in experiments the thickness of the samples being tested is lesser than its 
length and width, so plane stress ൫࣌௫௭ ൌ ࣌௬௭ ൌ  ࣌௭௭ ൌ 0൯ plasticity formulation is 
considered. The governing equations for plane stress J2 flow theory are shown below, 
 
Elasto-plastic strain split ՜ ࢿ ൌ ࢿ௘ ൅ ࢿ௣, 
ࣈ ׷ൌ ࣌ െ ࢼ,෩  
Elastic law ՜      ࣌ ൌ ۳ ࢿ௘, 
ࢿሶ ௣ ൌ ߛ۾ࣈ, 
ࢼ෩ሶ ൌ ߛ 23 Hࣈ, 
Yield function ՜      ݂ ؔ  ඥࣈ்۾ࣈ െ ටଶଷ Kሺαሻ 
Hardening variable evolution ՜ ߙሶ ൌ ߛටଶଷ ࣈ்۾ࣈ 
(3.1)
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The strain ࢿ is split into elastic component ࢿ௘ and plastic component ࢿ௣. Effective stress 
ࣈ is defined as the difference of total stress ࣌ and back stress ࢼ ෩ .  Total stress and elastic 
strain follow the elastic law. Here, E is the elastic constitutive matrix for plane stress. 
Rate of change of back stress ࢼ ෩ is proportional to slip rate ߛ and effective stress ࣈ. H is 
the kinematic hardening modulus. The yield condition is defined as show above. K is the 
plastic modulus; ߙ is nonnegative function of plastic flow/slip ሺߛሻ known as internal 
hardening variable. Internal hardening variable is also a function of slip rate ߛ and 
effective stress ࣈ. Where, P is a matrix which helps express strain deviators in terms of 
stress deviators given by 
 ۾ ׷ൌ  
1
3 ൥
2 െ1 0
െ1 2 0
0 0 6
൩ , ۳ ൌ Eሺ1 െ ߥଶሻ ൥
1 ߥ 0
ߥ 1 0
0 0 ሺ1 െ ߥሻ/2
൩ (3.2)
 
3.2.1 ALGORITHM 
 
 Let's next consider the procedure to obtain bulk stiffness matrix ۹௕ for the elasto-
plastic direct and inverse problem. Assuming total strain ሺࢿ௡ሻ and plastic strain ൫ࢿ௡௣൯  at 
certain iteration n  are known along with other quantities such as back stress ࢼ෩௡, and 
internal hardening variable ߙ௡.  
Step 1: An incremental strain ׏௦ሺ∆࢛ሻ is applied to the system resulting in a total strain of 
 ࢿ௡ାଵ ൌ ࢿ௡ ൅ ׏௦ሺ∆࢛ሻ.  
Step 2: Trial value of the stresses is evaluated using ࢿ௡ାଵ, ࣌௧௥௜௔௟ ൌ ۳൫ࢿ௡ାଵ െ ࢿ௡௣൯.  
Step 3: Trial value of effective stresses are then calculated as,  ࣈ௧௥௜௔௟ ൌ ࣌௧௥௜௔௟ െ ࢼ෩௡. 
Step 4: Yield function is evaluated to check if plasticity has been induced due to the 
 strain increment, ௡݂ାଵ௧௥௜௔௟ ൌ ඥሺࣈ௧௥௜௔௟ሻT۾ࣈ௧௥௜௔௟ െ ඥ2/3 ൫ߪ௬௜௘௟ௗ ൅ Kα௡൯ 
 Step 5: If  ௡݂ାଵ௧௥௜௔௟ ൏ 0, Go to Step 6; Else go to Step 7. 
 Step 6: Material is still elastic. Set the quantities at ݊ ൅ 1 iteration ሺ·ሻ௡ାଵ equal to trial 
 quantities ሺ·ሻ௡ାଵ௧௥௜௔௟. EXIT 
 Step 7: Material has yielded.  ݂ሺ∆ߛሻ ൌ 0 is solved for ∆ߛ. 
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݂ሺ∆ߛሻ ׷ൌ  ඨ12 ݂ҧଶሺ∆ߛሻ െ ܴଶሺ∆ߛሻ ൌ 0, 
݂ҧଶሺ∆ߛሻ ׷ൌ 12
1
3 ൫ߦଵଵ௧௥௜௔௟ ൅ ߦଶଶ௧௥௜௔௟൯
ଶ
൜1 ൅ ൬ E3ሺ1 െ νሻ ൅
2
3 H൰ ∆ߛൠ
ଶ ൅
1
2 ൫ߦଵଵ௧௥௜௔௟ െ ߦଶଶ௧௥௜௔௟൯
ଶ ൅ ൫ߦଵଶ௧௥௜௔௟൯ଶ
ቄ1 ൅ ቀ2µ ൅ 23 Hቁ ∆ߛቅ
ଶ  
ܴଶሺ∆ߛሻ ׷ൌ  13
ۉ
ۈ
ۇߪ௬ ൅ K · ൮α௡ ൅ ඨ23 ∆ߛ݂ҧሺ∆ߛሻ൲
ی
ۋ
ۊ
ଶ
 
(3.3)
where  ߤ is the bulk modulus of the material. In order to solve for ∆ߛ Newton-Raphson's 
scheme is used. Initial guess is taken as ∆ߛ ൌ 0 and to get the trial solution following 
equation is solved which comes from Newton-Raphson's scheme, 
 ∆ߛ ؔ ∆ߛ െ
݂ሺ∆ߛሻ
݂ᇱሺ∆ߛሻ (3.4)
where ݂ᇱሺ∆ߛሻ is the derivative of ݂ሺ∆ߛሻ. The step is continued till the variation in ∆ߛ 
between two consecutive iterations is within predefined tolerance limit. 
Step 8: Next modified elastic tangent moduli is calculated. 
 ષ ׷ൌ  ቎۳ିଵ ൅
∆ߛ
1 ൅ 23 ∆ߛH
۾቏
ିଵ
 (3.5)
Step 9: All the quantities are updated. 
 
ࣈ௡ାଵ ൌ 11 ൅ 23 ∆ߛH
ષሺ∆ߛሻ۳ିଵ૆୲୰୧ୟ୪ 
ࢼ෩௡ାଵ ൌ ࢼ෩௡ ൅ ∆ߛ 23 Hࣈ௡ାଵ 
࣌௡ାଵ ൌ ࣈ௡ାଵ ൅ ࢼ෩௡ାଵ 
(3.6)
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ߙ௡ାଵ ൌ ߙ௡ ൅ ඨ23 ∆ߛ݂ҧሺ∆ߛሻ 
ࢿ௡ାଵ௣ ൌ ࢿ௡௣ ൅ ∆ߛ۾ࣈ௡ାଵ 
(3.7)
Step 10: Consistent elasto-plastic tangent modulus is calculated next. 
 
۳௘௣ ൌ ݀࣌݀ࢿฬ௡ାଵ ൌ ષ െ
ሾષ۾ࣈ௡ାଵሿሾષ۾ࣈ௡ାଵሿT
ࣈ௡ାଵ் ۾ષ۾ࣈ௡ାଵ ൅ ߚҧ௡ାଵ 
ߠଵ ؔ 1 ൅ 23 H∆ߛ,                ߠଶ ؔ 1 െ
2
3 K∆ߛ  
ߚҧ௡ାଵ ؔ 23
ߠଵ
ߠଶ ሺKߠଵ ൅ Hߠଶሻࣈ௡ାଵ
் ۾ࣈ௡ାଵ 
(3.8)
Step 11: Finally ۹௕ can be calculated as, 
 ۹௕ሺ࢛ሻ ൌ  න ࡮்۳ୣ୮࡮ ݐ݀A
Ω
 (3.9)
The plane stress J2 plasticity is implemented in Matlab. 
 
3.2.2 NUMERICAL EXAMPLES 
 
 In order to verify the plane stress J2 plasticity implementation, two numerical 
simulation are performed. In the first example, the plastic collapse of a end-loaded 
cantilever beam with a rectangular cross section is studied. The geometry, boundary 
conditions and finite element model is shown in the Figure 3.1 below. 
 
 
Figure 3.1 Finite element model of end-loaded cantilever beam 
F
50
100
L = 1000
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 A perfectly plastic von Mises model in plane stress condition is assumed with the 
material properties E ൌ 210 MPa, ߥ ൌ 0.3, D௔௣௣ ൌ െ160 mm, ߪ௬௜௘௟ௗ ൌ 0.24 GPa. The 
finite element model has 153 nodes, 100 Q4 elements, and loading is displacement 
controlled with 1000 loading steps. Analytical limit load for this problem is  
 F୪୧୫ ൌ
σ୷୧ୣ୪ୢbh
4L  (3.10)
where b, h are the breadth and width of the cross-section and L is the length of the 
cantilever. For the current geometry and material properties, the analytical limit load is 
F୪୧୫ ൌ 30 kN. Figure 3.2 shows the load-deflection plot for the end-loaded cantilever 
beam. Results from the Matlab implementation is compared with the ABAQUS results. 
Both results are almost identical. 
 
 
 
Figure 3.2 Load - deflection diagram of end-loaded cantilever 
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The Matlab implementation produces F୪୧୫ ൌ 32.706 kN and ABAQUS gives F୪୧୫ ൌ
32.738 kN which is close to the analytical solution of F୪୧୫ ൌ 30 kN with an error of  
9.0%,  9.1%. The mismatch can be attributed to the fact that the Q4 elements are not the 
best when it comes to simulating bending. They undergo locking in bending, more so 
when the material is elasto-plastic in nature. For more accurate results higher order 
elements such as Q8, Q9 can be considered but in the current work only Q4 elements 
have be considered. Finally to accentuate quadratic rate of convergence of the Newton-
Raphson (N-R) solution scheme, the evolution of residuals at various loading steps in the 
problem is shown in Table 3.1.  
 
Iteration 
number 
Residual Norm 
Loading step 
10 
Loading step 
100 
Loading step 
500 
Loading step 
1000 
1 2.037 e+05 2.037 e+05 2.037 e+05 2.0369 e+05 
2 1.989 e-09 1.636 e-08 7.896 e+02 8.967 e+02 
3   4.491 e+00 9.154 e+01 
4   4.369 e-05 1.824 e+00 
5   8.040 e-08 4.111 e-05 
6    2.131 e-08 
 
Table 3.1 Convergence for end-loaded cantilever beam simulation 
 
 Next example is the famous benchmark problem of perforated rectangular plate. 
In this simulation a thin perforated plate under plane stress is subjected to stretching 
along its longitudinal axis. A linear hardening von Mises law is adopted given by 
ߪ௬ ൌ 0.243 ൅ 0.2ߙ. The plate is 36 mm in length, 20 mm in width, 1 mm in thickness 
and the circular hole is 10 mm in diameter. The material has an elasticity modulus 
E ൌ 70 MPa, and Poisson's ration ν ൌ 0.2. The geometry, boundary conditions and finite 
element model is shown in Figure 3.6. In order to take advantage of symmetry, a quarter 
of the plate is simulated. 
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Figure 3.3 Finite element model of perforated rectangular plate 
 
 Figure 3.4 shows the load-deflection plot at points A and B on the edge of the 
plate. The load-deflection diagram from Matlab implementation produce results almost 
identical to the ABAQUS results.  
 
 
(a) Point A 
 
(b) Point B  
Figure 3.4 Load-deflection diagram for perforated rectangular plate 
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 In Table 3.2, the evolution of residual at various loading steps in the problem is 
shown. As expected, the results show a quadratic rate of convergence. 
 
Iteration 
number 
Residual Norm 
Loading step 
1 
Loading step 
10 
Loading step 
50 
Loading step 
100 
1 3.049 e+02 3.049 e+02 3.049 e+02 3.049 e+02 
2 4.788 e-13 1.418 e-12 1.248 e+01 6.042 e+00 
3   3.059 e+00 3.641 e+00 
4   2.026 e-01 3.645 e-01 
5   6.091 e-04 5.694 e-04 
6   7.971 e-09 4.928 e-09 
 
Table 3.2 Convergence for perforated rectangular plate simulation 
  
3.3 NELDER-MEAD OPTIMIZATION SCHEME 
 
 J.A. Nelder and R. Mead [38]  started working on Nelder-Mead (N-M) algorithm 
in 1965. Since then it has been one of the highly used techniques for optimization of 
nonlinear systems especially in medicine and chemical engineering. N-M algorithm 
belongs to the class of direct search algorithms. It uses a series of simplexes (entities 
which depend on the dimension in which one is working e.g. line in 1D, triangle in 2D, 
tetrahedron in 3D etc) to minimize a scalar function of ݊ variables using the function 
value only. The distinguishing feature of N-M scheme is that it is an unconstrained 
optimization (i.e. the variable being optimized ݔ א ሺെ∞, ∞ሻ) and also derivative free, so  
no need to calculate the Jacobian or Hessian thus avoiding lot of numerical errors. 
 The basic idea of N-M scheme is as follows. For each iteration a simplex of  
݊ ൅ 1 vertices is created corresponding to ݊ unknown variables and the function values 
are evaluated at all the vertices. Certain characteristic points such as Inside Contraction 
point, Outside Contraction point, Reflection point, and Expansion point are computed and 
function values are evaluated corresponding to them. The iteration terminates with the 
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replacement of the vertex with worst function value by one of the characteristic points 
listed above. The iteration continues with the formation of a new simplex.  
 
 
 
Figure 3.5 Nelder-Mead algorithm for three unknowns 
 
 Figure 3.5 explains in detail the N-M scheme for three unknowns. Similar 
procedure is adopted for more unknowns. When the algorithm starts, an initial guess is 
needed represented by  ࣅଵ ؠ ሺݔଵ, ݔଶ, ݔଷሻ, where, ݔଵ, ݔଶ, ݔଷ are the unknowns. Other three 
vertices are obtained by making small variations to each of the three unknowns, 
ࣅଶ ؠ ሺݔଵ ൅ ߜݔଵ,  ݔଶ,  ݔଷሻ,        ࣅଷ ؠ ሺݔଵ,  ݔଶ ൅ ߜݔଶ, ݔଷሻ,        ࣅସ ؠ ሺݔଵ,  ݔଶ,  ݔଷ ൅ ߜݔଷሻ 
Objective function values are evaluated at the four vertices ݂ሺࣅଵሻ, ݂ሺࣅଶሻ, ݂ሺࣅଷሻ, ݂ሺࣅସሻ. 
Assuming the function values are in the order ݂ሺࣅଵሻ ൏ ݂ሺࣅଶሻ ൏  ݂ሺࣅଷሻ ൏  ݂ሺࣅସሻ. 
Thus, ࣅସ is the worst point in this simplex and needs to be replaced. Next in the algorithm 
the centroid of the best three vertices ࣅത ൌ ሺࣅଵ ൅ ࣅଶ ൅ ࣅଷሻ/3 is calculated.  Reflection 
point given by ࣅ௥ ൌ ࣅത ൅ ߩ൫ࣅത െ ࣅସ൯ is evaluated (where ߩ ൐ 0, in this work ߩ ൌ 1 ). The 
function value at ࣅ௥is calculated ݂ሺࣅ௥ሻ. If  ݂ሺࣅଵሻ ൑ ݂ሺࣅ௥ሻ ൏ ݂ሺࣅଷሻ, ࣅସ is replaced by ࣅ௥. 
On the other hand if ݂ሺࣅ௥ሻ ൏ ݂ሺࣅଵሻ, there is scope of getting a better point than ࣅ௥. This 
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point is referred to as Expansion point ࣅ௘ given by  ࣅ௘ ൌ ࣅത ൅ ߯൫ࣅത െ ࣅସ൯, where χ ൐ 1, 
here its assumed  χ ൌ 2. If  ݂ሺࣅ௘ሻ ൏ ݂ሺࣅ௥ሻ, then ࣅସ is replaced by ࣅ௘ else  ࣅସ is replaced 
by ࣅ௥. Another case arises when ݂ሺࣅଷሻ ൑ ݂ሺࣅ௥ሻ. There are two cases that come out of 
this situation. First one being ݂ሺࣅଷሻ ൑ ݂ሺࣅ௥ሻ ൏ ݂ሺࣅସሻ. In this case a new point known as 
Outside Contraction point is computed by  ࣅ௖ ൌ ࣅത ൅ ܿ൫ࣅത െ ࣅସ൯; where 0 ൏ ܿ ൏ 1, its 
chosen as 0.5 here. The function value at ࣅ௖, ݂ሺࣅ௖ሻ is evaluated and compared with 
݂ሺࣅ௥ሻ. If  ݂ሺࣅ௖ሻ ൑ ݂ሺࣅ௥ሻ, then we chose ࣅ௖ to take the position of ࣅସ, if not then 
algorithm moves on to the final step of shrinking which will be explained in a while. The  
second case which is seen is  ݂ሺࣅସሻ ൑ ݂ሺࣅ௥ሻ. This calls for Inside Contraction point ࣅ௖௖ 
which can be calculated from the equation ࣅ௖௖ ൌ ࣅത െ ܿ൫ࣅത െ ࣅସ൯. If ݂ሺࣅ௖௖ሻ ൏ ݂ሺࣅସሻ, then 
ࣅ௖௖ is better point then ࣅସ and thus picked in place of ࣅସ. If the condition is not satisfied, 
algorithm reaches the final step. 
 
 
 
 
Figure 3.6 Flowchart of Nelder-Mead optimization scheme 
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 In the final step, when all the possible cases have been exhausted and none of 
them yield better point than ࣅସ, then the simplex is shrunk keeping the location of 
ࣅଵ fixed and moving all other points towards ࣅଵ. This is the end of one iteration. Further 
iterations are performed until  ݂ሺࣅଵሻ ൎ ݂ሺࣅଶሻ ൎ  ݂ሺࣅଷሻ ൎ  ݂ሺࣅସሻ at certain predefined 
tolerance level. For this work Matlab function fminsearch is made use of which is based 
on Nelder-Mead algorithm. 
   
3.4 SHAPE OPTIMIZATION TECHNIQUE 
 
 The underlying concept in shape optimization technique is that the material 
specific CZM is obtained from interpolation of points in a traction-separation relation. 
The location of interpolation points are optimized using Nelder-Mead optimization 
technique. 
 
3.4.1 ELASTO-PLASTIC DIRECT PROBLEM 
 
 The direct problem is formulated using principle of virtual work (Equation 
(3.11)). Material properties, geometry, boundary conditions, bulk constitutive property, 
associated CZM are assumed to be known in advance. The output is in the form of global 
response such as load versus crack mouth opening displacement (CMOD) etc.   
 න ߜࢿ் · ࣌݀Ω
Ω
൅ න ߜࢊ் · ࢀ௖݀Γୡ
୻ౙ
ൌ න ߜ்࢛ · ࢀ௘௫௧dΓ
୻
 (3.11)
 ߜ ௕ܹ௨௟௞ ൅ ߜ ௖ܹ௢௛௘௦௜௩௘ ൌ ߜ ௘ܹ௫௧௘௥௡௔௟ (3.12)
Equation (3.11) can be written as (for detail refer section 1.2.3) 
 ൫۹௕ሺ࢛ሻ ൅ ۹௖௢௛ሺ࢛, ࣅ௖௢௛ሻ൯ · ࢛ ൌ ۴௘௫௧ (3.13)
 ۹ୠሺ࢛ሻ ൌ න ࡮்۳௘௣ሺ࢛ሻ ࡮ ݐ݀A
Ω
 (3.14)
where ۹௕ሺ࢛ሻ is the bulk stiffness matrix, which is a function of displacement field ࢛ 
because of elasto-plastic nature of bulk material (derivation will follow in the subsequent 
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section), ۹௖௢௛ሺ࢛, ࣅሻ is the cohesive stiffness matrix which is derived as follows. Let's 
consider the two dimensional specimen as shown in top half of Figure 3.7.  
 
Figure 3.7 Specimen geometry for the numerical examples and cohesive element 
implementation scheme 
 
 To take advantage of symmetry half of the beam is considered. The cohesive line 
elements are inserted along the central line represented by red line. The cohesive force is 
calculated as, 
 
۴௖௢௛௘௟௠ ൌ න ߪ௡൫Δ௡ሺݏሻ൯ݐۼ ݀ݏ
௟
଴
ൌ න ݇௖
௟
଴
൫Δ௡ሺݏሻ൯ · Δ௡ሺݏሻݐۼ ݀ݏ 
                    ൌ ۹௖௢௛௘௟௠ · ࢊ௫  
(3.15)
 In the above equation, ݈ ൌ ൫ݕଷ௘௟௠ െ ݕଶ௘௟௠൯  is the length of the cohesive element, 
ݏ ൌ ݈ሺߟ ൅ 1ሻ/2 is the local coordinate system for the cohesive element, ߟ ߳ ሾെ1,1ሿ,  
ࢊ௫ ൌ ሾࢊଵ௫, ࢊଶ௫ሿ் is the displacements along the direction perpendicular to crack at the 
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nodes of the cohesive element, Δ௡ሺݏሻ is the crack opening displacement, ۴௖௢௛௘௟௠ is the 
element cohesive force, ݇௖ ൌ ߪ௡/Δ௡ as shown in the Figure 3.7, ۼ ൌ ሼሺ1 െ ݏ/݈ሻ, ݏ/݈ሽ் is 
the shape function in local coordinates. 
 Δ௡ሺݏሻ ൌ 2ݑሺݏሻ ൌ 2ࢊ௫்ۼ (3.16)
After simplification, the stiffness matrix of a cohesive element is given by 
 ۹௖௢௛௘௟௠ ൌ න ݇௖ሺࢊ௫ሻ
ଵ
ିଵ
ۼכሺۼכሻ்ݐ݀ߟ (3.17)
where ۼכ ൌ ሼሺ1 െ ߟሻ/2, ሺ1 ൅ ߟሻ/2 ሽ. As it can be seen that Equation (3.3) is nonlinear in 
nature so in order to solve for  ࢛, Newton-Raphson nonlinear solution scheme is utilized. 
Following sequence is adopted, 
 ߜ࢛௜௝ାଵ ൌ ቀ۹௕൫࢛௜௝൯ ൅ ۹௖௢௛൫࢛௜௝, ࣅ௖௢௛൯ቁ
ିଵ ൫۴௜௘௫௧ െ ۴௜௜௡௧൯ (3.18)
 ࢛௜௝ାଵ ൌ ࢛௜௝ ൅ ߜ࢛௜௝ାଵ (3.19)
where displacement controlled loading is applied in the present study, so ۴௜௘௫௧ ൌ ૙; ݅, ݆ 
are loading step, iteration number respectively. 
 
۴௜௜௡௧ ൌ ቌන ࡮்۳ୣ୮൫࢛௜௝൯ ࡮࢛௜௝ ݐ݀A
Ω
ቍ
௜
൅ ۴௖௢௛,௜ (3.20)
The above steps are repeated until the desired loading level is achieved. The output of the 
direct problem is presented in the form of load versus CMOD plots.   
 
3.4.2 ELASTO-PLASTIC INVERSE PROBLEM 
 
 The governing equation for the inverse problem is same as the direct problem 
(Equation 3.3) with the only difference that now the displacement field ࢛ would be 
considered known (either, for example, from a  direct problem simulation or from 
independent experimentation) and the unknowns are the cohesive parameters ࣅ௖௢௛. ࣅ௖௢௛ 
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represents the coordinates of a number of points on the CZM as shown in Figure 3.8, 
ࣅ௖௢௛ ൌ ሼ ଵܺ, ܺଶ, … , ܺ௡, ଵܻ, ଶܻ, … , ௡ܻሽ 
 
 
   
Figure 3.8 Illustration of cohesive parameters 
 
 The cohesive parameters are estimated using optimization scheme whose 
objective is to minimizes the norm of the residual. The inherent CZM is obtained by 
interpolation of the cohesive parameters. Piecewise Cubic Hermit (PCH) interpolation 
has been used in this study.  This technique is capable of producing CZMs of any shape 
regardless of the how complicated it might be because the shape is not assumed 
beforehand but rather comes out of an optimization which is very rarely seen in literature. 
The inverse problem takes the displacement field coming from the direct problem as 
input. Displacement field from any loading point in the direct problem can be chosen for 
the inverse analysis provided that the complete cohesive zone have been formed.    
 As mentioned earlier the optimization is done using Nelder-Mead (N-M) 
optimization scheme. N-M scheme has been expounded in detail in section 3.3. N-M 
scheme like any other optimization scheme requires an objective function which is 
defined as, 
minࣅ೎೚೓ Φሺࣅ௖௢௛ሻ ൌ ݓଵฮ۴
௘௫௧ െ ۴௜௡௧ฮ ൅ ݓ௙ଵ ଵ݂ሺ܇ሻ ൅ ݓ௙ଶ ଶ݂ሺ܆ሻ,  
Φ: Թ୫ ՜ Թ (3.21)
Yn c
n
Xn nc n

i
X i - 1 Xi X i + 1
Yi  X , Yi i
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where ۴௜௡௧ ൌ ൫۹௕ሺ࢛ሻ ൅ ۹௖௢௛ሺ࢛, ࣅ௖௢௛ሻ൯ · ࢛; m represents the number of cohesive 
parameters being optimized; ݓଵ, ݓ௙ଵ, ݓ௙ଶ are the weighting factors; ܆ ൌ ሼXଵ, Xଶ, … , X୬ሽ; 
܇ ൌ ሼYଵ, Yଶ, … , Y୬ሽ. 
 N-M is an unconstrained optimization scheme so the cohesive parameters are 
allowed to take any value ߳ ሺെ∞, ∞ሻ but physically it makes no sense for the cohesive 
parameters to take any value e.g. the tractions for mode I fracture can only be tensile in 
nature i.e. ࣌ ൐ 0 for mode I fracture and also Xଵ ൏ Xଶ ൏ ڮ ൏ X୧ିଵ ൏ X௜ ൏ ௜ܺାଵ ൏ ڮ ൏
ܺ௡ for no snap back behavior. These constraints are incorporated into the N-M 
optimization through the use of barrier functions ଵ݂, ଶ݂ given by,   
 ଵ݂
ሺ܇ሻ ൌ ෍ 10అభሺఊభିY౟ሻ
௜
, ଶ݂ሺ܆ሻ ൌ ෍ 10అమሺ఍೔ିஓమሻ
௜
  
(3.22)
where ߛ௜ ا 1, ߖ௜ ب 1, also 
 ߞ௜ ൌ ቤ
X୧ െ ሺX୧ାଵ ൅ X୧ିଵሻ/2
ሺX୧ାଵ ൅ X୧ିଵሻ/2 ቤ (3.23)
 The barrier functions are useful functions to take care of the constraints. The 
barrier function assumes a negligible value when in the feasible region but reaches a very 
high value when infeasible region is approached. In literature various barrier functions 
are mentioned such as inverse barrier functions, logarithmic functions and exponential 
barrier functions. As seen in Equation (3.22), exponential type barrier functions have 
been chosen for the current analysis. 
 Inverse analysis is known to be ill-posed with no unique solution. In order to 
make sure that the algorithm does not get stuck in one of the local minima some 
regularization needs to done. Regularization makes sure that certain non physical CZMs 
are removed as and when they arise during optimization. The regularization schemes 
similar to one used by Shen [49] have been used here. For details refer to [49].      
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3.5 PARAMETER  OPTIMIZATION  FOR THE PPR POTENTIAL-BASED  
      COHESIVE ZONE MODEL 
 
 Another unique way to extract the cohesive fracture properties of a material is to 
use the unified potential model PPR. PPR has a closed form equation and thus can be 
uniquely defined if certain parameters such as fracture energy ߶௡, cohesive strength  ߪ௖ 
and shape parameter ߙ are known. The idea is to optimize the cohesive parameters using 
Nelder-Mead optimization technique rather than optimizing the interpolation points as is 
done in the shape optimization technique.  
 
3.5.1 ELASTO-PLASTIC DIRECT PROBLEM 
 
 The formulation of the elasto-plastic problem for the current scheme is similar to 
the previous scheme (equations (3.13) to (3.20)) with the only difference that now the 
CZM is defined in a different way. The CZM (normal cohesive traction versus normal 
separation relation) comes from the derivative of the PPR potential (Equation 1.7) with 
respect to normal crack opening. For the mode I extrinsic model, the normal traction 
versus normal separation relation (Equation 1.8) reduces to  
 ܂௡ሺΔ௡ሻ ൌ െߙ
Γ௡
ߜ௡ ൬1 െ
Δ௡
ߜ௡ ൰
ఈିଵ
 (3.24)
 The assumptions that have been made in Equation (1.8) to get (3.24) are Δ௧ ൌ 0, 
as only mode I is considered; ߣ௡ ൌ ߣ௧ ൌ 0, as extrinsic model is the choice of CZM; 
߶௡ ൌ ߶௧, simplifying assumption. In the Equation (3.24), parameters ߜ௡, Γ௡ are given by 
 ߜ௡ ൌ
ߙ߶௡
ߪ௖ , Γ௡ ൌ െ߶௡ (3.25)
For more details on PPR model refer to [40]. Thus by knowing the parameters ߶௡, ߪ௖, ߙ, 
the CZM can be uniquely defined.  
  
3.5.2 ELASTO-PLASTIC INVERSE PROBLEM 
 
 The basic equation for inverse analysis using PPR model is the same as before,  
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Equation (3.21). The objective of optimization is to obtain the optimal of cohesive 
parameters ࣅ௖௢௛ ൌ ሼ߶௡,  ߪ௖, ߙሽ. The reason PPR is suitable for inverse analysis is that it 
is a unified model. It can represent a wide range of models that have been proposed in the 
past (plateau, linear, exponential type, etc) (Figure 3.9) Just by changing the shape 
parameter ߙ, various CZMs ranging from plateau type, linear, power relation type CZM, 
can be obtained. 
 
  
Figure 3.9 Illustration of some of the plausible shaped of Mode I extrinsic PPR model 
 
 N-M optimization scheme is invoked for the inverse analysis. The objective 
function is defined as follows, 
minࣅ೎೚೓ Φሺࣅ௖௢௛ሻ ൌ ݓଵฮ۴
௘௫௧ െ ۴௜௡௧ฮ ൅ ݓ௙ଵ ଵ݂ሺαሻ, Φ: Թଷ ՜ Թ (3.26)
where ۴௜௡௧ ൌ ൫۹௕ሺ࢛ሻ ൅ ۹௖௢௛ሺ࢛, ࣅ௖௢௛ሻ൯ · ࢛; ݓଵ,  ݓ௙ଵ are the weighting factors. As 
before, in order to take care of the constraints barrier functions need to be used. ଵ݂ is the 
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barrier function that takes care of the constraint ߙ ൐ 1 (this is not a physical constraint 
but rather a limitation of the PPR model) 
 ଵ݂ሺߙሻ ൌ ෍ 10ஏሺଵି஑ሻ  (3.27)
where Ψ ب 1. 
 
3. 6 BULK PLASTICITY AND CZM: INTERPLAY 
   
 When it comes to simulating cracks using CZM for elasto-plastic material, there 
is a give and take relationship between the bulk material plasticity (global plasticity) and 
CZM model (local plasticity model). Plasticity model chosen is generally one of the 
following: Perfectly plastic; Hardening. The plasticity model plays a vital role in the 
hybrid scheme proposed in this work. When working with synthetic data (displacement 
field data obtained from direct problem for inverse analysis) and using perfectly plasticity 
model, it should be made sure that the cohesive strength ሺߪ௖ሻ of the CZM assumed in the 
direct problem is less than the yield strength of the material ሺߪ௬ሻ. The reason being, 
without strain hardening the stresses in the bulk material will not exceed ߪ௬. Thus if 
ߪ௖ ൐ ߪ௬, it would result in continuous blunting of the crack tip and so the crack will not 
propagate. It is obvious that if such a displacement field data is used for inverse problem, 
where crack has not propagated, the inverse scheme will produce redundant results.  
 In order to verify the above argument, a three point bending simulation of simply 
supported single edge notch beam is carried out in ABAQUS. The geometry and 
boundary conditions are shown in Figure 3.10. The bulk material is assumed to be elastic-
perfectly plastic with the properties E ൌ 1000 MPa, ߥ ൌ 0.25, initial notch length 
a ൌ 1.6 mm. The finite element mesh has finer elements along the axis of symmetry and 
element size gradually increases towards the supports. The finite element mesh contains 
1072 nodes, 2079 Q4 bulk elements and 80 cohesive elements. The cohesive elements 
inserted along the line of symmetry are 0.1 mm in length which is fine enough to capture 
the nonlinearity due to fracture. The assumed CZM is linear softening as shown in Figure 
3.11. As it can be seen from Figure 3.11, the cohesive strength chosen is 10 MPa. 
46 
 
 
Figure 3.10 Geometry of the single edge notch beam 
 
Figure 3.11 CZMs used for analysis 
 
 The effect of various yield strengths with respect to cohesive strength on the crack 
propagation is studied when the material is modeled as elastic-perfectly plastic. Figure 
3.12 shows the variation of total crack lengths with various ratios of yield strength to 
cohesive strength. It can be seen that for a perfectly plastic material, when ߪ௖ ൐ ߪ௬ as 
expected the crack does not propagate but it does when ߪ௖ ൑ ߪ௬. 
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Figure 3.12 Variation of total propagated crack with various ratios of yield strengths to 
cohesive strengths 
   
 Next, an investigation is conducted to verify if the material stiffness (E) plays any 
role in the crack propagation when the material is elastic-perfectly plastic. Material 
stiffnesses of 100 MPA, 1000 MPa and 10000 MPa are tried. ߪ௬ is kept fixed at 10 MPa. 
The specimen geometry, finite element mesh and CZM model are same as before. Figure 
3.13 shows the results. 
 It is evident from Figure 3.13 that the material stiffness does not play a significant 
role in crack propagation. Total propagated crack lengths are more or less of the same 
order for various stiffnesses. It is the ratio ߪ௬/ߪ௖ which is more important. When the bulk 
material is modeled to undergo strain hardening, it does not matter if ߪ௖ ൐ ߪ௬ because 
strain hardening will cause the stresses in the material to exceed beyond ߪ௬. Thus at some 
point ߪ௖ will be reached and so crack will propagate. When working with a new material 
and using DIC experiments to obtain the displacement fields, above discussion become 
redundant because the associated CZM is unknown and not assumed beforehand but 
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rather comes out of the optimization process. Only thing that should be ensured is that 
while conducting the DIC experiments, the crack should propagate by a significant 
amount which essentially depends on the material being tested.  
 
 
 
Figure 3.13 Variation of total propagated crack with various material stiffnesses 
  
 The length of the fracture process zone is also vital for the proposed hybrid 
scheme. Longer the fracture process zone better is the accuracy of the CZM extracted. 
One would argue that length of fracture process zone should not decide the accuracy but 
rather it's the finite element mesh with dictates. The argument is true but there is a limit 
up to which a mesh can be made finer. Finer the mesh greater is the associated 
computational cost.  
 Another important factor in the hybrid scheme is the crack mouth opening 
displacement (CMOD). The CMOD is an indicator of the displacements that the 
specimen is undergoing. Greater CMOD implies greater displacements. When the 
displacements are larger, accuracy of the inverse technique increases. Best possible way 
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to ensure larger displacement fields is to ensure that the bulk material follows elastic-
perfectly plastic behavior because the material will deform excessively after the stress 
reach ߪ௬. But as discussed earlier we ought to take care that ߪ௖ ൏ ߪ௬.  Similar studies can 
be found in references [60],[61] and [32]. 
 
3.7 UTILITY OF DIC IN HYBRID TECHNIQUE 
    
 Till now the first component of the hybrid technique - inverse analysis has been 
discussed. The other essential ingredient of this technique is digital image correlation 
(DIC). The concept of DIC has been explained in detail in Chapter 2. This section 
explains how DIC is useful in inverse analysis. 
 Inverse analysis utilizes the displacement field of the specimen at different 
loading steps. This displacement field may come from variety of sources (synthetic 
displacement field has been used so far). DIC is another source. DIC is a non contact 
optical technique where the images of the specimen taken before and after deformation 
provides complete displacement field of the specimen. All that is need is a high 
resolution CCD camera, light source and a computer to store the images. Before the 
images are taken, a speckle pattern is formed over the surface of the specimen. Once the 
images are taken, any commercially available correlation algorithms such as Vic-2D can 
be used to obtain the displacement field, strains, etc associated with the specimen 
deformation. Only the displacement field is needed for the hybrid technique. The 
accuracy of the extracted cohesive fracture properties depends on the accuracy of DIC 
experiments which in turn depends on the resolution of CCD camera and the accuracy of 
correlation algorithm.      
 
3.8 CONCLUDING REMARKS   
 
 The chapter proposed a hybrid technique to extract cohesive fracture properties of 
elasto-plastic material using inverse analysis and DIC experiments. Two approaches are 
followed 1. shape optimization technique, 2. parameter optimization for the PPR 
potential-based cohesive zone model. In the shape optimization approach, location of 
interpolation points is optimized and later these interpolation points are interpolated to 
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obtain the associated material CZM. In the parameter optimization for the PPR potential-
based cohesive zone model, cohesive parameters ࣅ௖௢௛ ൌ ሼ߶௡,  ߪ௖, ߙሽ are optimized. The 
optimized parameters are given as input to the PPR model to obtain the material CZM. 
The bulk material is modeled as plane-stress J2 plastic material. Nelder-Mead 
optimization scheme, which is a derivative free, unconstrained optimization scheme, is 
used to carry out the optimization process.  
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CHAPTER 4: NUMERICAL EXAMPLES 
 
 In this chapter, the results from the implementation of the two proposed schemes: 
shape optimization scheme and parameter optimization for the PPR potential-based 
cohesive zone model are shown. Both the schemes are verified for different cohesive 
zone models.  
  
4.1 SHAPE OPTIMIZATION TECHNIQUE 
  
 The problem that will be dealt with in this section is a four point bending of a 
simply supported single edge notch beam (SENB). The geometry and boundary 
conditions are shown in Figure 4.1. 
 
 
Figure 4.1 Geometry of the single edge notch beam (Not drawn to scale) 
 
 Plane stress conditions are assumed for the simulations. The bulk material is 
assumed to be elasto-plastic in nature with the properties E ൌ 70 GPa, ߥ ൌ 0.25, ߪ௬௜௘௟ௗ ൌ
2.0 MPa, initial notch length a ൌ 8 mm, K ൌ 100 MPa. The finite element mesh has 
finer elements along the axis of symmetry and the elements gradually increase in size 
towards the supports. The finer elements ensure that the nonlinearity due to the cohesive 
zone is captured accurately. In order to take advantage of symmetry half the beam is 
modeled. The finite element model is shown in Figure 4.2. 
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(a) Complete mesh 
 
 
 
 
 
 
 
 
(b) Zoom of the mesh at the corner 
 
Figure 4.2 Finite element mesh for SENB 
 
 The finite element mesh contains 2891 nodes, 2673 Q4 bulk elements and 304 
cohesive line elements. The size of cohesive elements inserted along the line of symmetry 
is 0.1 mm which is fine enough to capture the nonlinearity due to fracture.  
 In order to demonstrate the robustness of the proposed scheme different CZMs  
such as bilinear softening, linear softening and power relation type CZMs have been 
verified. These CZMs are shown in Figure 4.3.   
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Figure 4.3 CZMs used in the direct problem 
  
4.1.1 POWER RELATION CZM 
 
 The direct problem is solved using 100 displacement controlled loading steps with 
maximum displacement of  0.13 mm applied in the downwards direction. The global 
response in the form of load versus crack mouth opening displacement (CMOD) for 
elasto-plastic bulk material is shown in Figure 4.4. For comparison purpose response of 
elastic bulk material is also plotted. ABAQUS software is used to verify the results from 
the our implementation. There is a good agreement between the our implementation and 
ABAQUS results.  
 In the inverse problem, N-M optimization scheme is used to recover the CZM 
associated with the material fracture. Piecewise cubic hermite (PCH) interpolation 
scheme is used to get the CZM from the optimized interpolation points. Various plausible 
cases have been used to verify the Matlab implementation such as different number of 
interpolation points, displacement fields from different loading steps of the direct 
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problem, different initial guesses and finally the displacement fields with various levels 
of noise has been tested to simulate the actual experimental conditions.  
 
 
 
Figure 4.4 Load versus CMOD plot for SENB using power relation 
 
 Inverse problem inputs the displacement field data coming from the direct 
problem. It needs to be verified that the implementation produces accurate results when 
displacement fields come from different loading step in the post peak region. To this end, 
displacement fields are taken from the loading points with load values 170 N, 123 N, 92 
N, 74 N, and 56 N on the descending branch of the load-CMOD curve. As can be seen in 
Figure 4.5, the extracted CZMs are almost the same for the different displacement fields. 
Six interpolation points are used in the CZM. Interpolation points are the points on the 
CZM who's coordinates are being optimized using N-M optimization scheme. Initial 
guess is taken as linear softening curve between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and 
ሺ0, 0.05ሻ. 
 Let's next look at the evolution of power relation CZM with different iterations of  
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(a) Load level = 170 N 
 
(b) Load level = 123 N 
 
(c) Load level= 92 N 
 
(d) Load level = 74 N 
 
(e) Load level = 56 N 
Figure 4.5 Extracted CZMs using displacement fields from different loading points in 
direct problem 
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N-M optimization scheme (Figure 4.6). Objective function evolution is also plotted 
alongside. Displacement fields are taken from load level of 92 N and 6 interpolation 
points are chosen. 
     
 Figure 4.6 Evolution of CZM with different iterations of N-M scheme. In subplot (f), 
dotted line represents the CZM used for the direct problem 
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 Next the implementation is verified for different number of interpolation points to 
obtain the CZM. 4, 5, 6, and 7 interpolation points are tried. Fairly identical results are 
obtained in all the cases, as can be seen in Figure 4.7. Displacement field is taken from 
load level of 92 N. Initial guess is taken as linear softening curve between the points 
ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and ሺ0, 0.05ሻ. Seven interpolation points are more than enough to 
capture fairly complicated CZMs. If the problem demands, more interpolation points can 
be easily accommodated into the our implementation. 
 
 
(a) 4 interpolation points 
 
(b) 5 interpolation points 
 
(c) 6 interpolation points 
 
(d) 7 interpolation points 
Figure 4.7 Extracted CZMs using different number of interpolation points 
  
  Initial guess plays an important role in solving nonlinear problems. It is important 
that the algorithm is robust and converges for any initial guess within reasonable limits. 
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The our implementation is verified for many different initial guesses (approximately 50). 
Results for two of them are shown in Figure 4.8. Six interpolation points are used for the 
CZM. Displacement fields are taken from load level of 92 N. 
 
  
Figure 4.8 Extracted CZMs for different initial guesses 
  
 The goal of the current work is to develop a hybrid technique which uses 
displacement fields obtained from actual experimentation using a technique sensitive to 
in-plane displacements, such as digital image correlation (DIC). The DIC, as any other 
experimental technique, will have noise embedded in its results. So it is vital that the 
code is able to robustly handle noise in the input displacement field  up to certain levels. 
The primary source of noise in displacement can be related to (1)  the resolution of the 
digital camera being used for DIC, (2) the details of the DIC correlation algorithm 
employed. Modern camera's can achieve resolutions up to the order of 1 െ 100 µm/
pixel. Correlation algorithms are known to obtain a sub-pixel accuracy of 0.005 pixels or 
higher [49]. Overall, this technique can  resolve quantities of the order 0.005 െ 0.5 µm or 
better. The levels of noise that have been analyzed in this work are shown in Table 4.1. 
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Noise added to displacement field data from the direct problem solution is randomly 
generated from standard uniform distribution on the open interval (0,1). Six points are 
used in the CZM. Displacement fields are taken from load level of 92 N. Results using 
the noisy data are close to the case with no noise in data (Figure 4.9) 
 
Maximum noise ሺߤ݉ሻ Standard deviation in noise ሺߤ݉ሻ Percentage noise 
0.0 0 0 
0.1 0.05 - 0.07 0.02 
1.0 0.35 - 0.55 0.20 
10.0 3.47 - 4.92 2.00 
 
Table 4.1 Levels of noise added to synthetic displacement field data obtained from the 
direct problem 
 
  
  
 
Figure 4.9  Extracted CZMs using displacement field with various levels of noise  
 
0 0.05 0.1 0.15 0.2
0
1
2
3
4
5
6
n (mm)
 n
 (M
Pa
)
 
 
CZM used for direct problem
Max noise = 0.00%
Max noise = 0.02%
Max noise = 0.20%
Max noise = 2.00%
Initial guess
60 
 
4.1.2 LINEAR SOFTENING CZM 
 
 The linear softening is now used to simulate the direct problem with an applied 
displacement loading of 0.15 in the downwards direction in 100 loading steps. Global 
response of load versus CMOD is plotted for elasto-plastic bulk material along with 
elastic bulk material (Figure 4.10). Results from ABAQUS are also plotted for 
verification purpose.  
 
 
 
Figure 4.10 Load versus CMOD plot for SENB using linear softening CZM 
 
   For the inverse analysis linear interpolation scheme is used to get the CZM from 
the optimized interpolation points. First the case of displacement field from various 
loading steps will be considered. Displacement fields are taken from the loading points 
with load values 366 N, 171 N, 143 N, 122 N, 106 N, and 93 N on the descending branch 
of the load-CMOD curve. Extracted CZMs for the data from various load levels are 
shown in Figure 4.11. Six interpolation points are used in the CZM. Initial guess is taken 
as linear softening curve between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and  ሺ0, 0.05ሻ. 
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(a) Load level = 366 N 
 
(b) Load level = 171 N 
 
(c) Load level = 143 N 
 
(d) Load level = 122 N 
 
(e) Load level= 106 N 
 
(f) Load level = 93 N 
 
Figure 4. 11 Extracted CZMs using displacement fields from different loading points in 
direct problem 
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 Next the effect of number of interpolation points on the CZM extraction is 
studied. 3,4,5, and 6 interpolation points are tried with initial guess as linear softening 
curve between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and ሺ0, 0.05ሻ. Displacement fields are taken 
from load level of 122 N (Figure 4.12)    
 
 
(a) 3 interpolation points 
 
(b) 4 interpolation points 
 
(c) 5 interpolation points 
 
(d) 6 interpolation points 
 
Figure 4.12 Extracted CZMs using different number of interpolation points 
 
 In the results shown so far, the initial guess was fixed at ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and 
ሺ0, 0.05ሻ. The implementation is verified for many initial guesses (approximately 50) and 
results for two of them are shown here in Figure 4.13. Six interpolation points are used in 
the CZM. Displacement fields are taken from load level of 122 N. 
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Figure 4.13 Extracted CZMs for different initial guesses 
  
  
Figure 4.14 Extracted CZMs using displacement field with various levels of noise 
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 In order to simulate experimental conditions noise is added to the synthetic data. 
The levels of noise being added is shown in Table 4.1. Noise is added in a similar fashion 
as before. Results are shown in Figure 4.14. 
 
4.1.3 BILINEAR SOFTENING CZM 
 
 Finally the shape optimization technique is verified for bilinear softening. 
Simulation results of direct problem is shown below. Figure 4.15 shows load versus 
CMOD plots for both elastic bulk material and elasto-plastic bulk material. ABAQUS 
result are also plotted for comparison. 
 
 
Figure 4.15 Load versus CMOD plot for SENB using bilinear softening CZM 
 
 Let's first look into inverse analysis using displacement field data taken from 
different loading points in the direct problem. The data is taken from load levels 171 N, 
146 N, 122 N, 99 N, and 81 N on the descending branch of the load-CMOD curve. Six 
interpolation points are used in the CZM. Initial guess is taken as linear softening curve 
between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and ሺ0, 0.05ሻ. Extracted CZMs for the data from  
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various load levels are shown in Figure 4.16. 
 
 
(a) Load level = 171 N 
 
(b) Load level = 146 N 
 
(c) Load level = 122 N 
 
(d) Load level = 99 N 
 
(e) Load level = 81 N 
Figure 4.16 Extracted CZMs using displacement fields from different loading points in 
direct problem 
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 Similar to earlier, the effect of number of interpolation points on the CZM is 
studied. 3,4,5, and 6 interpolation points are tried with initial guess as linear softening 
curve between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and ሺ0, 0.05ሻ. Displacement fields are taken 
from load level of 122 N (Figure 4.17) 
 
(a) 3 interpolation points 
 
(b) 4 interpolation points 
 
(c) 5 interpolation points 
 
(d) 6 interpolation points 
 
Figure 4.17 Extracted CZMs using different number of interpolation points 
 
 Variation in initial guess will be considered next. Extracted CZM using two 
different initial guesses are shown in the Figure 4.18. Six interpolation points are used in 
the CZM. Displacement fields are taken from load level of 122 N. To simulate the 
experimental conditions noise is added to the synthetic data. The levels of noise being 
added is shown in Table 4.1. Results are shown in Figure 4.19. 
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Figure 4.18 Extracted CZMs for different initial guesses 
  
  
Figure 4.19 Extracted CZMs using displacement field with various levels of noise 
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4. 2 PARAMETER OPTIMIZATION FOR THE PPR POTENTIAL-BASED  
       COHESIVE ZONE MODEL 
 
 In this section numerical examples using the parameter optimization for the PPR 
potential-based cohesive zone model will be demonstrated. The problem which will be 
solved is same as previous section. It's a four point bending of a simply supported single 
edge notch beam (SENB). The geometry, boundary conditions and finite element model 
are the same as shown in Figure 4.1 and Figure 4.2.  Two CZMs coming from the PPR 
model , with shape parameters ߙ ൌ 1.3, 3.0, will utilized to demonstrate the proposed 
scheme (Figure 4.20) 
 
 
 
Figure 4.20 CZMs from PPR model used in the direct problem 
 
4.2.1 PLATEAU TYPE CZM (ߙ ൌ 1.3) 
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CMOD for the elasto-plastic problem is plotted in Figure 4.21. For comparison purpose 
response of elastic bulk material is also plotted. 
 
 
 
Figure 4.21 Load versus CMOD plot for SENB using extrinsic PPR with ߙ ൌ 1.3 
 
 In the parameter optimization for the PPR potential-based cohesive zone model, 
the cohesive parameters that are being optimized are ࣅ௖௢௛ ൌ ሼ߶௡,  ߪ௡, ߙሽ contrary to the 
previous scheme where the cohesive parameters were the coordinates of the interpolation 
points. The idea here is to optimize the cohesive parameters and substitute back into 
closed form equation of PPR to get the CZM associated with material fracture. Our 
implementation is first verified for displacements field data from various loading points 
in the direct problem. Displacement field from load level 514 N, 480 N, 413 N, 314 N, 
249 N, and 204 N on the descending branch of the load-CMOD curve are considered. 
The extracted CZMs are shown in Figure 4.22. The results are fairly identical. Initial 
guess is taken as linear softening curve between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and 
 ሺ0, 0.05ሻ in all the cases. 
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(a) Load level = 514 N 
 
(b) Load level = 480 N 
 
(c) Load level = 413 N 
 
(d) Load level = 314 N 
 
(e) Load level = 249 N 
 
(f) Load level = 204 N 
 
Figure 4.22 Extracted CZMs using displacement fields from different loading points in 
direct problem 
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Let's now look at the evolution of the CZM with different iterations of N-M optimization 
scheme. Objective function evolution is also plotted alongside. Displacement fields are 
taken from load level of 314 N (Figure 4.23). 
 
 
Figure 4.23 Evolution of CZM with different iterations of N-M scheme. In subplot (f), 
dotted line represents the CZM used for the direct problem 
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 Verification of the implementation using PPR model is done for different initial 
guesses. Extracted CZMs using two different initial guesses are shown in the Figure 4.24. 
 
 
Figure 4.24 Extracted PPR CZMs for different initial guesses 
 
 Different levels of noise in the displacement field data will be considered to 
demonstrate the robustness of the proposed scheme. The levels of noise that has been 
added to the synthetic data in this work is shown in Table 4.1. 
 Figure 4.25 shows the plots of the extracted CZM using displacement field data 
with levels of noise shown in Table 4.1. The results using noisy displacement field data 
are more or less close to the case with no noise in data. Noise introduced is picked 
randomly from standard uniform distribution on the open interval (0,1). 
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Figure 4.25 Extracted CZMs using displacement field with various levels of noise 
 
4.2.2 POWER RELATION TYPE CZM (ߙ ൌ 3.0) 
 
 In this section, ߙ ൌ 3.0 is considered. Direct problem is solved with 100 loading 
steps with maximum applied displacement of 0.13 mm in the downward direction. The 
global response is obtained in the form of load versus CMOD curve which is plotted in 
Figure 4.26 for both elastic and elasto-plastic bulk material. The obtained response is 
different from the case above as it should be because the used CZM is different.  
 First verification of the code is done for different initial guesses. Extracted CZMs 
are shown in Figure 4.27. Displacement fields are taken from load level of 293 N. 
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Figure 4.26 Load versus CMOD plot for SENB using extrinsic PPR with ߙ ൌ 3.0 
 
 
Figure 4.27 Extracted PPR CZMs for different initial guesses 
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 Implementation is now checked using different displacement field data from 
different loading points in the direct problem. Data from randomly picked load levels 414 
N, 331 N, 293 N, and 224 N on the descending branch of the load-CMOD curve are 
considered (Figure 4.28). 
 
 
(a) Load level = 414 N 
 
(b) Load level = 331 N 
 
(c) Load level = 293 N 
 
(d) Load level = 224 N 
 
Figure 4.28 Extracted CZMs using displacement fields from different loading points in 
direct problem 
 
 To simulate the experimental conditions noise is added to the synthetic data. The 
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to the case with no noise in data. (Figure 4.29). Noise introduction procedure is same as 
before. 
 
 
 
Figure 4.29 Extracted CZMs using displacement field with various levels of noise 
   
4.3 CONCLUDING REMARKS   
 
 The proposed techniques of inverse analysis: shape optimization technique and 
parameter optimization for the PPR potential-based cohesive zone model are verified in 
the current chapter. Shape optimization scheme is tested for power relation, linear 
softening, and bilinear softening CZMs. parameter optimization for the PPR potential-
based cohesive zone model is verified for plateau type CZM (shape parameter ߙ ൌ 1.3) 
and power relation type CZM (shape parameter ߙ ൌ 3.0). For each CZM, various cases 
such as different initial guesses, various displacement field data and also noisy 
displacement field data are considered. For all the cases the technique produced excellent 
results.  
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CHAPTER 5: EXTRACTION OF COHESIVE FRACTURE 
PROPERTIES OF PMMA 
   
 As a proof of concept, the technique is applied to Polymethyl Methacrylate 
(PMMA), modeled as a quasi-brittle material where all the nonlinearity is concentrated in 
a line cohesive zone ahead of the crack tip. The author is grateful to Jay Carroll and Prof. 
John Lambros for conducting the DIC experiments. The chapter starts with the 
description of experimental setup for four point bending experiment of PMMA. In the 
next section, the DIC experimental details are provided. Thereafter, computational results 
are shown using both shape optimization approach and parameter optimization for the 
PPR potential-based cohesive zone model. Finally some concluding remarks are provided 
at the end of the chapter.  
 
5.1 EXPERIMENTAL SETUP AND DIC EXPERIMENTS 
 
 The PMMA specimen being tested is obtained from Mcmaster-Carr company. 
The specimen was machined to the dimensions of  300 mm ൈ 127 mm ൈ 8.53 mm as 
shown in Figure 5.2. Four point loading experiment is performed with displacement 
controlled loading. Before testing, a sharp crack was created employing the following 
procedure which is a prerequisite for a valid material failure property measurements. 
Initially, 1 mm wide and 15 mm long notch was cut with a bandsaw. Notch was extended 
by 3 mm using a razor blade. The specimen was then placed in a servohydraulic load 
frame in the four point bend configuration. The specimen was loaded from the bottom 
with two semicircular cylinders spaced 280 mm apart and the top of the specimen was 
supported by two semicircular cylinders spaced 80 mm apart. The specimen was then 
fatigue loaded in four point bending to grow a microstructurally sharp crack resulting in a 
total notch length of 35.5 mm. Load control was used for this fatigue loading; 
consequently, the stress intensity factor amplitude, ∆ܭ, increased with the crack length. 
To keep a relatively constant ∆ܭ level throughout fatigue crack growth, the load was 
dropped periodically so that ∆ܭ was always between 1.45 and 1.60 MPam. The loading 
frequency was 2 Hz with a loading ratio, R, (minimum load divided by maximum load) 
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of 0.05. Approximate crack length was determined by markings drawn on the specimen 
before it was placed in the load frame. Eventually, digital images at a known scale were 
used for much higher accuracy measurements of the final crack length. Fatigue loading 
was stopped once the total crack length reached 35.5 mm (a/W = 0.29).  The specimen 
was then loaded monotonically to failure in the manner described later, during which 
time the displacement field measurements were made.  
A speckle pattern was applied to the front surface of the specimen using black and 
white spray paint. An IMI-Tech model IMB-202FT firewire camera with a resolution of 
1600 x 1200 pixels was used to capture images throughout the experiment at a rate of 7.5 
frames per second and a scale of 15.3 µm/pixel. Two 250 W halogen lights aimed at the 
specimen. A Labview program (developed by National Instruments Corporation) was 
used to control both the load frame and the camera allowing for precise synchronization 
of captured images with load levels which is an important feature for relating the 
experimental measurements to corresponding load levels from the simulations.  
 
Figure 5.1 Experimental setup 
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 The specimen was loaded in displacement control at a constant rate of 0.02 mm/s. 
During the monotonic loading experiment, a crack initiated from the fatigue crack and 
grew in a stable manner across the entire specimen width. Images were captured within 
the region indicated in Figure 5.2 during both the pre-initiation phase and the crack 
growth phase of monotonic loading. At the same time, far-field applied load was 
recorded by a load cell. The experimental setup is shown in Figure 5.1.  
 
 
Figure 5.2 Specimen dimensions and location of DIC image under consideration  
 Digital image correlation was performed on images captured throughout 
the experiment in order to obtain displacement measurements for the cohesive models. 
The DIC reference image was captured before monotonic loading began with a preload 
force of 0.1 kN on the specimen. Correlation was performed using commercially 
available digital image correlation software (Vic2d developed by Correlated Solutions 
Inc.) with a subset size of 101 by 101 pixels, a subset spacing of 15 pixels, and second 
order displacement gradients. Displacement field in horizontal and vertical direction for 
one of the loading steps is shown in Figure 5.3 
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(a) Horizontal direction                                      (b) Vertical direction 
Figure 5.3 Displacement field obtained from DIC using vic2D 
 
5.2 INVERSE ANALYSIS 
 
 The geometry of the specimen is shown in Figure 5.4. In order to take advantage 
of symmetry, half of the beam is simulated. The finite element mesh used for this inverse 
analysis is shown in Figure 5.5. The size of the cohesive elements is 0.01 mm. 
   
Figure 5.4 PMMA SENB specimen geometry 
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                (a) Left portion of the specimen                           (b) Meshing detail          
Figure 5.5 Finite element discretization for PMMA specimen 
    
 The initial guess for the inverse analysis is taken as a linear softening curve 
between the points ሺߪ௡,  ∆௡ሻ ൌ ሺ1, 0ሻ and ሺ0, 0.005ሻ. Image 166 (load level = 0.34 kN) is 
the best image obtained from the DIC experiments with maximum visible post crack 
region, thus it will be used in the analysis. In the subsequent sections first the cohesive 
fracture properties extracted from the shape optimization technique will be discussed 
followed by results from parameter optimization for the PPR potential-based cohesive 
zone model.  
 
5.2.1 SHAPE OPTIMIZATION TECHNIQUE 
      
 The inverse analysis was performed with six interpolation points for the CZM 
traction-separation relation. Piecewise cubic Hermite interpolation is used to interpolate 
between the optimized interpolation points to obtain a complete curve. Different levels of 
data smoothing was tried. The extracted CZMs are shown in Figure 5.6, where p refers to 
the level of smoothing applied to experimental data (p = 0, represents least square straight 
line fit to data and p = 1 represents cubic spline interpolation). The shapes of the CZMs 
show a similar trend with cohesive strength of around 35 MPa and critical crack opening 
of 0.03 mm, both reasonable quantities for PMMA ([17]).  After trying different levels of 
smoothing, CZMs whose shapes are similar to ones available in literature, are obtained 
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([17]). From the set of CZMs obtained above, the CZM with p = 0.6 is assumed as the 
representative CZM and will be used here onwards for the discussion pertaining to shape 
optimization approach.   
 
 
Figure 5.6 Extracted CZMs using shape optimization technique for different levels of 
displacement field smoothing 
   
 As an additional verification, the direct problem is solved using the representative 
CZM (p = 0.6) obtained from the inverse problem. The load versus load line 
displacement (LLD) plot from the experiments and direct simulations are shown in 
Figure 5.7 for comparison purpose. Both the results are fairly close which gives 
confidence in the extracted CZM. The peak strength is not captured as accurately, reasons 
can be possibly because the displacement fields are not being resolved accurately enough 
or the cohesive zone is very small for PMMA (in the order of microns) which is very 
difficult to resolve using inverse analysis. Our simulations showed cohesive zone lengths 
of 20-200 ߤ݉. Note that further refinement may provide more accurate results but only if 
the DIC results were comparably refined also. Otherwise we would be merely generating 
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extrapolated data for the assignment to the finer FEA mesh. Furthermore, it should be 
noted that there is a obvious tradeoff between the refinement level used and the 
computational cost associated with it.     
   
 
Figure 5.7 Comparison between the experimental and simulation global responses of 
PMMA specimen 
    
 The CZM extracted can also be verified by comparing the fracture energy. For the 
experiments, the fracture energy is taken as the area under the load versus LLD curve 
divided by fracture area, calculated at 0.75 N/mm. For computational simulations, the 
fracture energy is computed as, 
 ܩ ൌ න ߪ௡ · ݀
∆೎
଴
∆௡ (5.1)
which yielded approximately 0.61 N/mm for the representative CZM used. Overall all the 
simulations resulted in fracture energy in the range of 0.61 േ 0.35 for all the CZMs in 
the solution set.        
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5.2.2 PARAMETER OPTIMIZATION FOR THE PPR POTENTIAL-BASED  
         COHESIVE ZONE MODEL 
 
 Next, the results for the inverse analysis of PMMA using parameter optimization 
for the PPR potential-based cohesive zone model will be shown. The initial guess is same 
as the shape optimization case which corresponds to PPR model parameters of 
ሺࣅ௖௢௛ሻ௜௡௜௧௜௔௟ ൌ ሼ߶௡ ൌ 2.5 N/m,  ߪ௡ ൌ 1.0 MPa, ߙ ൌ 2ሽ. The extracted CZMs are shown 
in Figure 5.8. As before, parameter p refers to the level of smoothing applied to 
experimental data. The shapes of the CZMs, using PPR model, show a similar trend with 
average cohesive strength of around 42 MPa and critical crack opening of 0.023 mm. 
Here, as well, different levels of smoothing was tried and various CZMs whose  shape are 
similar to ones in literature for PMMA are included into our solution set. From the set of 
CZMs obtained above, the CZM with p = 0.6 is assumed as the representative CZM and 
will be used for the discussion pertaining to parameter optimization for the PPR 
potential-based CZM approach. 
 
 
Figure 5.8 Extracted CZMs using PPR model for different levels of displacement field 
smoothing   
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 The direct problem is again solved using the representative CZM from the PPR 
parameters minimization. The load versus load line displacement (LLD) plot from the 
experiments and simulations are shown in Figure 5.9 where a similar agreement to that 
seen earlier (Figure 5.7) is observed. Similar to the previous investigation in section 
5.2.1, the peak load is not captured accurately. The reasons for that are same as before.     
 
 
 
Figure 5.9 Comparison between the experimental and simulation global responses of 
PMMA specimen 
   
 The extracted CZM can also be verified by comparing the fracture energies. For 
the experiments, the fracture energy is taken using area under the load versus LLD curve 
and is calculated as 0.75 N/mm. For computational simulations, the fracture energy 
directly obtained directly through parameter optimization for the PPR potential-based 
CZM is approximately in the range 0.68േ0.15 N/mm for all the CZMs in the solution set.  
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5. 3 CONCLUDING REMARKS 
 
 In this chapter, a hybrid experimental/numerical technique to acquire cohesive 
fracture properties of a quasi-brittle material, PMMA, for mode I fracture, is 
demonstrated. Hybrid technique uses inverse analysis and DIC experiments to obtain 
CZM associated with material fracture. The displacement fields needed for the inverse 
analysis is obtained through DIC experiments. Two approaches were used to do the 
inverse analysis 1. shape optimization  technique, 2. parameter optimization for the PPR 
potential-based cohesive zone model. The shapes of the CZM obtained through both 
techniques are more or less the same with similar cohesive strengths and fracture 
energies. The global response of load versus LLD using the extracted CZM is comparable 
to the one obtained through experiments. The results can be improved by using higher 
resolution DIC imaging and finer mesh for inverse analysis.  
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CHAPTER 6: CONCLUSIONS AND FUTURE STUDIES 
 
 The contribution of this work is the development of a hybrid technique to extract 
cohesive fracture properties of elasto-plastic material. In addition, as proof of concept the 
technique is applied to PMMA (modeled as elastic material) to show its utility. Present 
chapter summaries the work and offers some conclusions. Finally some future work will 
be proposed. 
 
6.1 SUMMARY AND CONCLUSION 
 
 Chapters 1 provides a brief review of historical background of fracture mechanics 
and cohesive zone modeling. The basic concept of cohesive zone modeling is discoursed 
along with finite element formulation. The recently proposed potential-based cohesive 
fracture model, PPR, is elucidated. Plasticity which is an essential ingredient in the 
current work is also discussed. In general, CZMs are highly nonlinear, so the choice of 
nonlinear solution scheme becomes critical for accurate results. Brief discussion on the 
available nonlinear solution schemes is also provided.  
 Chapter 2 deals with digital image correlation (DIC) which connects numerical 
simulations with experiments. Historical background of DIC is presented. Details of the 
DIC technique are provided including experimental setup and mathematical formulation.    
 Chapter 3 presents the main contribution of this work. A hybrid technique which 
utilizes inverse analysis and digital image correlation to extract cohesive fracture 
properties for elasto-plastic material is presented. The scheme provides the means to 
obtain CZM associated with material fracture without making "a priori" assumption. Two 
schemes are suggested, 
 1. Shape optimization technique: The CZM is obtained by interpolation of the 
                interpolation points, which are obtained by using Nelder-Mead optimization 
               scheme. 
 2. Parameter optimization for the PPR potential-based cohesive zone model: The  
                cohesive parameters- fracture energy, cohesive strength, and shape parameter 
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                are obtained through optimization. These cohesive parameters are given as  
                input to PPR  model to get the associated CZM. 
 
Calculation of bulk stiffness matrix using plane stress J2 plasticity is explained in detail. 
Two examples are shown to verify the plasticity formulation. Nelder-Mead optimization 
scheme is the optimization algorithm used in the proposed inverse analysis scheme. The 
chapter then discussed the associated direct problem followed by inverse problem. Both 
schemes are similar in several aspects with the major difference in the cohesive 
parameters which are being optimized.  
 Chapter 4 presents the results of the numerical simulations using the two proposed 
inverse analysis approaches. Both the schemes are verified for different cohesive zone 
models. Verification studies for various conditions such as different displacement field 
data, various initial guesses and noisy displacement field data are done. For all cases the 
schemes performed satisfactorily.  
 Chapter 5 provides validation for the proposed scheme. A PMMA quasi-brittle 
crack growth experiment is conducted. Images of the speckled specimen are taken at 
different stages of loading. The undeformed and deformed specimen images are 
correlated to obtain the specimen displacement fields. The displacement field thus 
obtained is given as input to the inverse scheme to obtain the CZM associated with 
PMMA fracture. Both shape optimization and parameter optimization for the PPR 
potential-based cohesive zone model are used to perform the analysis. The CZMs from 
both the methods are similar in shape. The obtained CZMs are verified by matching the 
global response of simulation with the experiments. Fracture energies are also compared.  
  
6.2 FUTURE WORK 
 
 The concept of extracting cohesive fracture properties from DIC experiments 
without making assumptions about the shape of the CZM can be further extended to other 
research areas. Some related discussion follows. 
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Fatigue loading  
 In aircraft, fatigue is one among many loads of significance (e.g. thermo-
mechanical, acoustic, etc) which cannot be overlooked. Fatigue in aircrafts comes as a 
results of repeated flights which it undergoes over its lifetime. Minor cracks, which may 
not be threatening initially, due to fatigue may grow to catastrophic proportions. 
Cohesive zone modeling is a popular choice of fracture modeling among researchers. 
Some of the important works include Andres et at [15]. They proposed a bilinear CZM 
which unloads to origin with no cyclic degradation of stiffness or the cohesive strength. 
Nguyen et al. [39] improved on the previous model by incorporating unloading and 
reloading hysteresis which causes stiffness and cohesive degradation proportional to  
unloading stiffness as the number of cycles increases. Roe and Siegmund [47] proposed a 
model with degrading cohesive strength using a damage variable. Maiti and Geubelle 
[35] proposed a CZM for fatigue fracture in polymeric material where the cohesive 
stiffness evolves as a function of rate of opening displacement and number of loading 
cycles after the onset of the failure. Hybrid technique developed in this work deals only 
with monotonic loading. In future, attempts would be made to incorporate the effects of 
fatigue loading.  
 
Plates and Shells 
 Computational analysis of aircraft structures requires that they be modeled as 
plate and shell structure. In both plates and shells, thickness is small compared to other 
two dimensions. Plates are flat surfaces, usually loaded in direction normal to the plane 
and thus carry loads primarily through bending where as shells are curved surface, 
support load by two mechanisms: membrane action (in-plane) and tensile action. Finite 
element modeling of plates and shells is different from modeling of 2D continuum 
elements in the fact that they have extra rotational degrees of freedom. Although 3D 
elements can also be used but they are computationally more expensive than shell 
elements. Fracture of plates and shells, which is of interest here, has been studied in the 
past extensively. Li and Siegmund [33] attempted to extend cohesive zone model to shell 
elements. They studied crack propagation under mode I and III conditions in aluminum 
panels. However they did not consider out of plane bending deformations in their 
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cohesive model. Cirak et al. [12] investigated dynamic fracture and fragmentation of thin 
shells, including out of plane bending mode, using subdivision shell elements. Zavattieri 
P. D. [70] extended the traditional cohesive interface model to handle cracks in shells. In 
addition to the traction-separation relation, a bending moment-rotation relation is 
included to transmit the moment. Thus crack can initiate and propagate through the 
thickness of the shell as well. In a recently published work, Jensen [26] discussed two 
methods for predicting crack propagation through interface of adhesively bonded shells, 
one of them is based on cohesive zone approach.  
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APPENDIX A: INVERSE ANALYSIS MATLAB CODE FOR 
PARAMETER OPTIMIZATION FOR THE PPR POTENTIAL-
BASED COHESIVE ZONE MODEL 
 
% ========================================================================= 
%   *---------------------------------------------------------------------------* 
%   |                      ~~* PPR Model Implementation *~~                      | 
%   |      ~~* Inverse Problem with 2D Plane Stress Plasticity *~~      | 
%   |                              Single Edge Notch Beam                                 | 
%   |                               Author  : Arun Lal Gain                                  | 
%   |                      Advisor: Prof. Glaucio H. Paulino                           | 
%   *---------------------------------------------------------------------------* 
% ========================================================================= 
  
  
function SENB_InvProb_Plastic_PPR(filename,SENB_model,Output,LoadPt,DIC_Resol,ch) 
%%%% Input Variables :: 
%              filename   =  File to save output 
%      SENB_model   =  Model Data used in the Direct Prob 
%                  Output  =  Output Database from Direct Prob 
%                 LoadPt   =  Loading Pt at which Disp Field data is taken 
%                                 (Expressed as a fraction) 
%          DIC_Resol   =  Resolution of DIC - 0.5 / 0.1 / 0.01 
%                         ch   =  Elastic / Plastic 
close all 
clear history 
clear global 
format long 
fprintf('\n ~~~~~~~~~~~~~~~~~~~~~~~ Simulation Details ~~~~~~~~~~~~~~~~~~~~~') 
fprintf('\n Displacement field taken from loading step %d of direct problem',LoadPt) 
fprintf('\n Noise in synthetic data = %s',IsNoise) 
LoadPt_Index  = LoadPt; 
Disp                 = Output.Disp{LoadPt_Index}; 
matinfo            = SENB_model.matinfo; 
  
%% Initial Guess 
lambda0 = [25,1,2]; 
 
 %% Generate input for ObjFun2D 
global ObjFunInput Kv Fint choice 
choice = ch; 
ObjFunInput.thickness = matinfo.t; 
ObjFunInput.NCT        = SENB_model.NCT; 
  
LoadY                     = SENB_model.LoadY';       
RollerX                   = SENB_model.RollerX';       
RollerY                   = SENB_model.RollerY'; 
CET1stNode           = floor(matinfo.a0/matinfo.height*(RollerX-1))+1; 
CETLastNode         = find(Disp((1:RollerX)*2-1) < -10^-10, 1, 'last'); 
ObjFunInput.CET   = [(CET1stNode:CETLastNode-1)',(CET1stNode+1:CETLastNode)']; 
 RxNode                  = [CETLastNode+1:RollerX]'; 
PDBC                      = [LoadY * 2,Disp(LoadY * 2)]; 
PDBC                      = [PDBC; [RxNode*2-1, zeros(length(RxNode),1)]]; 
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PDBC                      = [PDBC; [RollerY * 2, 0] ]; 
ObjFunInput.PDBC = PDBC; 
 FBC                         = [1:length(Disp); zeros(size(Disp))']'; 
FBC(PDBC(:,1),:)    = []; 
ObjFunInput.FBC    = FBC; 
  
if strcmp(choice, 'elastic') 
    fprintf('\n Elastic code activated !!') 
    Kv              = Output.Kv{LoadPt_Index}; 
elseif strcmp(choice, 'plastic') 
    fprintf('\n Elasto-Plastic code activated !!') 
    Fint            = Output.Fint{LoadPt_Index}; 
end 
  
ObjFunInput.Disp  = Disp; 
fprintf('\n Initial Guess is %s the actual solution',InitG) 
fprintf('\n Initial Guess: phi     = %d N/m',lambda0(1)) 
fprintf('\n                sigma_c = %d N/m^2',lambda0(2)) 
fprintf('\n                alpha   = %d ',lambda0(3)) 
 
%% Initialize 'history' 
global history 
history.lambda      = []; 
history.fval            = []; 
history.ModDisp   =Disp; 
history.lambda      = [history.lambda; lambda0]; 
history.fval            = [history.fval; ObjFun2D( ObjFunInput, lambda0)]; 
history.LoadPt      = LoadPt; 
  
%%%% Call optimization 
MaxIter = 80; 
options = optimset('MaxIter', MaxIter, 'outputfcn', @outfun,'plotfcns',... 
           {@plotfun; @optimplotfval}); 
exitflag = 0; 
lambda = lambda0; 
counter = 0; 
  
while exitflag ~= 1 && counter <= 25 
   [lambda, Phi, exitflag] = fminsearch(@(lambda) ObjFun2D(ObjFunInput, lambda),... 
      lambda, options); 
   display(exitflag); 
   save(filename, 'history') 
   if Phi < 0.005 
       break 
   end 
    
 
   %%%% Extra Exit criteria based on Phi 
   IterNum = length(history.fval); 
   exitflag2 = 0; 
   if length(history.fval) > 200  
      if abs( (history.fval(IterNum-200)-history.fval(IterNum)) ) < 0.001 
         exitflag2 = 1; 
      end 
   end 
   if exitflag2 
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      break 
   end  
   counter = counter + 1; 
   fprintf('\nCurrent Nelder Mead restarted: %g\n', counter); 
end  
end % End the main function 
  
%% Output function called during optimization 
function stop = outfun(x, optimValues, state) 
      stop = false;       
      global history  
      switch state 
         case 'iter' 
             history.fval = [history.fval; optimValues.fval]; 
             history.lambda = [history.lambda; x]; 
             %%%% Break when no change in Obj Func Value 
             if optimValues.iteration > 50  
                 Niter   = length(history.fval); 
                 if abs((history.fval(Niter)-history.fval(Niter-50))/history.fval(Niter-50)) < 0.001 
                     stop = true; 
                 end 
             end  
         otherwise 
      end 
end 
  
  
%% Output function called during Optimization 
   function stop = plotfun(x, optimValues, state) 
      stop = false;       
      switch state 
         case 'iter' 
             phiN          = x(1);       %  N/m 
             sigmaMax = x(2);       %  MPa 
             alpha         = x(3);              
             deltaN       = alpha*phiN/sigmaMax; 
             Deln          = linspace(0, deltaN, 100); 
             gammaN   = -phiN;     
             for i = 1:length(Deln) 
                  Dn    = Deln(i); 
                  Tn(i) = -alpha*gammaN/deltaN*(1-Dn/deltaN)^(alpha-1);    
             end 
             plot(Deln/1000,Tn,'b','linewidth',2) 
             grid on 
             xlabel('\Delta_n (mm)','fontsize',12,'fontweight','b') 
             ylabel('T_n (MPa)','fontsize',12,'fontweight','b') 
          otherwise 
      end 
   end 
  
 
  
%% Function to construct the Objective function 
function Phi = ObjFun2D( ObjFunInput, lambda ) 
global Kv Fint choice 
%% Variable initialization 
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      t                         = ObjFunInput.thickness; 
      Disp                   = ObjFunInput.Disp; 
      [T,Delta_nc]      = Mode1_PPR(lambda,0); 
      clear T 
      NodeCoorTable = ObjFunInput.NCT; 
      CohElmTable    = ObjFunInput.CET; 
      TotNumDOF     = 2*length(NodeCoorTable(:,1)); 
      PDBC                = ObjFunInput.PDBC; 
      FBC                   = ObjFunInput.FBC; 
      F                        = zeros(size(Disp)); 
             
%% Module to construct the Global Cohesive Stiffness Matrix 
      Kcoh = sparse(TotNumDOF, TotNumDOF);     % Initialize cohesive stiff matrix 
      numCohElm = length(CohElmTable(:,1));          % No. of cohesive elements 
      for i = 1: numCohElm 
         node1 = CohElmTable(i, 1);  
         node2 = CohElmTable(i, 2); 
         y1       = NodeCoorTable(node1, 2);  
         y2       = NodeCoorTable(node2, 2); 
         L        = y2 - y1; 
         % Extract the nodal coheisve separation 
         u1x     = Disp(node1*2-1);  
         u2x     = Disp(node2*2-1); 
         ux       = [u1x, u2x]; 
         kcoh   = ElmCohStiMat(ux, L); 
          % Extract the DOF corresponds to xi 
         EFT    = CohElmTable(i,:)*2 - 1; 
         Kcoh(EFT, EFT) = Kcoh(EFT, EFT) + kcoh; 
      end 
       
%% Objective Function Calculation       
       if strcmp(choice, 'elastic') 
           Finternal = Kv*Disp; 
       elseif strcmp(choice, 'plastic') 
           Finternal = Fint; 
       end 
       Fcoh = Kcoh*Disp;        
       ResIndex = CohElmTable(:, 1)*2 - 1; 
       R1 = norm(Finternal(ResIndex) + Fcoh(ResIndex)); 
        
%%%% Sigma_i's Positive 
      alpha_GT_1 = 10^(10^6*(1.0001 - lambda(3)));       
      w1  = 1000; w2 = 1; 
      Phi  = w1*R1 + w2*alpha_GT_1; 
       
%% Compute Element Cohesive Stiffness Matrix 
   function kcoh = ElmCohStiMat( ux, L )        
       u1x = ux(1); u2x = ux(2); 
       Dn  = zeros(1,3); 
       kc   = zeros(1,3); 
       Xi = [ -sqrt(3/5), 0, sqrt(3/5) ]; 
       weight = [ 5/9, 8/9, 5/9 ]; 
       N1    = (1-Xi)/2; N2 = (1+Xi)/2; 
       Dn    = -2*(u1x*N1 + u2x*N2); 
       for p = 1:length(Dn) 
           if Dn(p) <= 1e-5 
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               kc(p)   = 5e5; 
           else 
               kc(p)   = Mode1_PPR(lambda,Dn(p))./Dn(p); 
               if Dn(p) >= Delta_nc 
                   kc(p) = 0; 
               end 
           end 
       end        
       kcoh = zeros(2); 
       for ii = 1:3 
           kcoh = kcoh + weight(ii)*kc(ii)*[N1(ii);N2(ii)]*[N1(ii),N2(ii)]*L*t; 
       end        
   end % End function ElmCohStiMat 
end  % End the "ObjFun2D" function   
    
    
%% PPR Mode 1    
function [T,deltaN] = Mode1_PPR(lambda,CMOD) 
phiN           = lambda(1);  % N/m 
sigmaMax = lambda(2);  % MPa 
alpha          = lambda(3); 
deltaN        = alpha*phiN/sigmaMax; 
gammaN    = -phiN; 
Dn       = CMOD*1000; 
if Dn <= deltaN 
    T     = -alpha*gammaN/deltaN*(1-Dn/deltaN)^(alpha-1);    
else 
    T     = 0; 
end 
deltaN = deltaN/1000; 
end 
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APPENDIX B: NOMENCLATURE 
 
࣌ Cauchy stress tensor
ߜࢿ Virtual strain tensor
 Γ௖, Γ Body surface
܂ୡ Cohesive traction
ߜ࢛ Applied virtual displacement
ߜࢊ   Virtual crack opening across the cohesive element 
܂ୣ୶୲ External traction
ݐ Specimen thickness
࡮ Shape function derivative matrix 
۳ Stiffness matrix
ࡺ Shape function matrix
Ψ PPR potential function
Δ௡, Δ௧ Normal and tangential crack opening widths
Δ௡௙, Δ௧௙ Normal and tangential final crack opening widths 
݉, ݊ Nondimensional exponents
T௡, T௧ Normal and tangential PPR cohesive tractions 
߶௡,  ߶௧ Mode I and mode II fracture energies
Γ௡,  Γ௧ Energy constants
ߙ, ߚ Shape parameters
ߜ௡, ߜ௧ Characteristic length scale parameters
ߣ௡, ߣ௧ Initial slope indicators
ߜ௡௖,  ߜ௧௖ Normal and tangential critical crack opening displacements
ߪ௖, ߬௖ Mode I and mode II cohesive strength
ߪଵ, ߪଶ Maximum, minimum normal stress under uniaxial loading 
ߪ଴ Stress under which material fails under uniaxial loading 
݂ሺݔ, ݕሻ Intensity function before deformation
݃ሺݔכ, ݕכሻ Intensity function after deformation
R Mapping parameters for DIC
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ܥ                       Correlation coefficient
E Young's modulus
ߥ Poisson's ratio
۹௕ Global bulk stiffness matrix
۹௕௘  Element bulk stiffness matrix
۹௖௢௛ Global cohesive stiffness matrix
۹௖௢௛௘  Element cohesive stiffness matrix
࢛ Displacement field
ࣅ௖௢௛ Cohesive parameters
۳௘௣ Elasto-plastic modulus
۴௘௫௧ External force
۴௜௡௧ Internal force
ߪ௡ Cohesive traction
݈ length of cohesive element
݇௖ Slope at any point of CZM
ࢊ௫ Normal crack opening displacement vector
ଵ݂,  ଶ݂ Barrier functions
ࢿ, ࢿ௘, ࢿ௣ Total strain, elastic strain and plastic strain
ࣈ Effective stress
ࢼ ෩  Back stress
H Kinematic hardening modulus
K Plastic modulus
ߛ Plastic slip
ߙ Nonnegative function of plastic flow
ߪ௬௜௘௟ௗ Yield strength
ߪ௬ Yield function
P Matrix to express strain deviators in terms of stress deviators
ߤ Bulk modulus
ષ Modified elastic tangent moduli
p Level of smoothing applied to experimental data 
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