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SEMI-CLASSICAL WEIGHTS AND EQUIVARIANT SPECTRAL
THEORY
EMILY B. DRYDEN, VICTOR GUILLEMIN, AND ROSA SENA-DIAS
Abstract. We prove inverse spectral results for differential operators on man-
ifolds and orbifolds invariant under a torus action. These inverse spectral re-
sults involve the asymptotic equivariant spectrum, which is the spectrum itself
together with “very large” weights of the torus action on eigenspaces. More
precisely, we show that the asymptotic equivariant spectrum of the Laplace
operator of any toric metric on a generic toric orbifold determines the equi-
variant biholomorphism class of the orbifold; we also show that the asymptotic
equivariant spectrum of a Tn-invariant Schro¨dinger operator on Rn determines
its potential in some suitably convex cases. In addition, we prove that the as-
ymptotic equivariant spectrum of an S1-invariant metric on S2 determines the
metric itself in many cases. Finally, we obtain an asymptotic equivariant in-
verse spectral result for weighted projective spaces. As a crucial ingredient in
these inverse results, we derive a surprisingly simple formula for the asymptotic
equivariant trace of a family of semi-classical differential operators invariant
under a torus action.
1. Introduction
To what extent are the geometric properties of a Riemannian manifold deter-
mined by the spectrum of its Laplacian? In [10] the authors study a variation of
this classical problem in the context of an isometric group action. This gives rise
to the notion of equivariant spectrum, which is simply the spectrum together with
the weights of the representations of the isometric group action on the eigenspaces.
A classical tool used to answer inverse spectral questions is an asymptotic expan-
sion for the heat kernel or the wave trace for the Laplacian. With this in mind,
it is natural to try to use such an expansion for the equivariant heat kernel or the
equivariant wave trace, thereby “counting” equivariant eigenfunctions.
In [9] the authors obtain asymptotic expansions for traces of operators on mani-
folds in the presence of an isometry. The goal of the present paper is to develop the
techniques in [9] to obtain an asymptotic expansion for the equivariant trace of a
semi-classical differential operator invariant under a group action; the equivariant
trace encodes information about equivariant eigenspaces. One of our key observa-
tions is that by considering “very large” or semi-classical weights, which give rise
to the asymptotic equivariant spectrum, it is possible to obtain a relatively simple
formula for the asymptotic behavior of this equivariant trace. We now give a rough
formulation of this result; a more precise version can be found in Theorem 5.1.
Consider a Riemannian manifoldXn admitting an isometric action of a torus Tm.
This action lifts to a Hamiltonian action on T ∗X with moment map Φ : T ∗X → Rm.
For generic α ∈ Rm, let (T ∗X)α := Φ−1(α)/Tm denote the symplectic reduction of
T ∗X at level α, and let χα be a character of Tm associated with α. Let Ph be a
family of semi-classical differential operators that are Tm-invariant. In applications
1
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we will consider Ph = h2△ or Ph = h2△ + V . We denote by p0 : T ∗X → R
the leading symbol of Ph. This induces a map pα : (T ∗X)α → R. Let λi(α, h)
for i = 1, 2, . . . denote the αh -equivariant eigenvalues counted with multiplicities,
that is, the eigenvalues of Ph restricted to C∞(X)αh , where C∞(X)αh is the space
of functions
C∞(X)αh = {f ∈ C∞(X) : f(gx) = χα
h
(g)f(x)}.
Consider the spectral measure
µα
h
(ρ) :=
∑
i
ρ(λi(α, h)), (1)
where ρ ∈ C∞0 (R) and the eigenvalues are repeated according to their multiplicities.
This is well defined provided 1h is an integer, and admits an asymptotic expansion
in powers of h.
Theorem 1.1. With the setup given above, let αh be a weight of the T
m-action τ
such that α is a regular value for the moment map Φ : T ∗X → Rm. Consider all
the isotropy groups for the Tm action which are finite and label the non-identity
elements in them as eiθ1 , . . . , eiθN . Then
µα
h
(ρ) ∼ (2πh)m−n
∞∑
i=0
hi
∑
ℓ≤2i
µi,ℓ
(
dℓρ
dtℓ
)
+
∑
r,s
(2πh)−kχα
h
(e−iθr )| det(Ar − I)|−1
(
µr,s +O(h
−k+1)
)
, (2)
where µi,ℓ and µr,s are measures; s is a positive integer depending on r = 1, . . . , N ;
k ≥ m depends on r and s; and Ar is the linear action of τ(eiθr ) restricted to a
certain normal space. Furthermore we have that the leading term of the expression
in the first line is (pα)∗ν, where pα is the reduced symbol of Ph on the reduced
cotangent space (T ∗X)α, and ν is the volume induced by the reduced symplectic
form ωα.
We will also be able to describe the form of the terms, and especially the lead-
ing term, arising from the second line of the expansion. A more precise version
of this theorem is Theorem 5.1. Although this formula is interesting in its own
right, we will show that it leads to several asymptotic equivariant inverse spec-
tral results. We emphasize that these results involve the asymptotic equivariant
spectrum, i.e., the spectrum together with the “large” weights of the group action
on the eigenspaces. For instance, for so-called admissible potentials associated to
symmetric Schro¨dinger operators, we prove in §6 that the potential is determined
by the asymptotic equivariant spectrum of the operator.
Theorem 1.2. Let V (s1, . . . , sn) be an admissible function on R
n
+. Consider
the Schro¨dinger operator given by −h2△ + V , where △ = −∑( ∂2
∂x2i
+ ∂
2
∂y2i
)
and
V = V (x21 + y
2
1 , . . . , x
2
n + y
2
n). Then V is determined by the asymptotic equivariant
spectrum of −h2△+ V .
In the case of toric orbifolds, we prove that the asymptotic equivariant spectrum
of the Laplacian of any toric Ka¨hler metric determines the (unlabeled) moment
polytope of a generic toric orbifold. In particular, this implies that the asymptotic
equivariant spectrum determines the orbifold up to equivariant biholomorphism.
3Theorem 1.3. Let (X,ω) be a generic toric orbifold endowed with any toric Ka¨hler
metric. The moment polytope of X is determined by the asymptotic equivariant
spectrum of the Laplacian, up to two choices and up to translation.
In the case of S2, we go further to obtain some partial inverse spectral results
on the metric.
Theorem 1.4. Given any S1-invariant metric on S2 with symplectic potential g, if
g¨ is even and convex, then g is determined by the asymptotic equivariant spectrum
of the Laplacian of the metric.
Our analytic result is of a similar flavor to results of Bru¨ning and Heintze [4,
5] and Donnelly [8], although we are concerned with different spectral measures.
These authors consider the Laplace operator restricted to the space of G-invariant
functions for general compact Lie groups G, and determine the leading term of
the asymptotic expansion of the heat kernel corresponding to the heat kernel of
the Laplacian on this space. In particular, they prove that the eigenvalues of this
heat kernel satisfy a Weyl law similar to the usual Weyl law for the Laplacian
on the full space of functions on X . Moreover, Bru¨ning and Heintze [5] obtain
a full asymptotic expansion of the heat trace of the equivariant Laplacian, giving
the multiplicity with which a given representation occurs as a representation on
the eigenspaces of the Laplacian. The expansion becomes complicated if there are
many different types of G orbits; in particular, it contains logarithmic terms. One
problem encountered by Bru¨ning and Heintze and Donnelly is that the space X/G
generally is not a manifold, so accommodations must be made if one wants to think
of △|C∞(X)0 as a Laplace operator on X/G. The same difficulties appear for us,
but unlike these other authors, we address them by using semi-classical weights.
We note that the subset of X where the action of G is locally free, which we denote
by X0, plays a fundamental role in these various approaches.
The main point for us is that α is a regular value of Φ if and only if Φ−1(α)
is contained in T ∗X0. The fact that the operators Ph are invariant under the
Tm action implies that their symbol carries over to (T ∗X)α, and we show that
we can identify (T ∗X)α with T ∗(X0/Tm). This seems to leave us with the same
compactification problems that were faced in [5], but we will briefly explain why
this is not the case. The leading symbol p0 : T
∗X → R of h2△ on X0 is given by
p0(x, ξ) = ||ξ||2x, where ||ξ||2x denotes the Riemannian metric on T ∗xX . We have an
orthogonal splitting
T ∗X0 = π∗T ∗(X0/Tm)⊕ Rm
in terms of which
Φ−1(α) = π∗T ∗(X0/Tm) + α.
The restriction of p0 to Φ
−1(α) is therefore given by p0(x, η) + ||α||2x, where we
write ξ = η + α with η ∈ π∗T ∗(X0/Tm) because ξ ∈ Φ−1(α). In other words, the
restriction to Φ−1(α) of the leading symbol of h2△ becomes the function pα + Vα,
where pα is the restriction to π
∗T ∗(X0/Tm) of the symbol p0 and Vα is a potential
function given by Vα = ||α||2x. We can also identify (T ∗X)α = Φ−1(α)/Tm with
π∗T ∗(X0/Tm)/Tm = T ∗(X0/Tm) and, via this identification, the reduced symbol
of h2△ becomes the function π∗pα = p0 + Vα. The upshot of our approach is
that Vα tends to infinity at the boundary points in X \ X0. Thus the function
pα : T
∗(X0/Tm) → R is proper and the push-forward measures appearing in the
asymptotic expansion of µα
h
are well defined.
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The paper is organized as follows. In §§2 and 3, we give some background. We de-
scribe the reduced cotangent space (T ∗X)α and its identification with T ∗(X0/Tm).
This allows us to get an expression for the volume form in T ∗(X0/Tm) that we will
use in applications in §6. In §4 we explain how the measure defined in (1) can be
given by the trace of a semi-classical operator. This is rather standard and should
be well understood by experts. Section 5 contains the proof of our asymptotic ex-
pansion; we use a well known asymptotic formula for the Schwartz kernel and the
Lemma of Stationary Phase. This is very much in the spirit of [15], and the reader
is encouraged to consult [15] for more details. In §6, we apply our analytic result
to get our inverse spectral results. Section 7 makes use of the terms arising from
the second line of our asymptotic expansion (2) to obtain inverse spectral results
on weighted projective spaces using an asymptotic equivariant spectrum.
Acknowledgements. The authors would like to thank Alejandro Uribe for use-
ful discussions during the International Conference on Spectral Geometry held at
Dartmouth College on July 19-23, 2010. We are also grateful to the organizers of
this conference for creating an environment in which the key ideas for this article
began to take shape.
2. The reduced cotangent space
We start by giving some background on the symplectic geometry of the so-called
reduced cotangent space, which is the symplectic quotient of the cotangent bundle
by the lift of the group action. Let Xn denote a manifold that admits an action τ
of a torus Tm.
Given g ∈ Tm, let τg denote the diffeomorphism of X induced by the action of
g. An element ξ in the Lie algebra g = Rm of Tm determines a vector field on X
which we denote by Vξ. This vector field is defined by
Vξ(x) :=
dτeitξ (x)
dt
∣∣∣∣∣
t=0
. (3)
The action of Tm on X lifts to an action τ on T ∗X in the obvious way: given
g ∈ Tm,
g.(x, v∗) = (τg(x), v∗ ◦ dτg−1) ∈ T ∗τg(x)X .
Lemma 2.1. The action τ of Tm on T ∗X is Hamiltonian with moment map Φ :
T ∗X → Rm given by
〈Φ(x, v∗), ξ〉 = v∗(Vξ(x)). (4)
See [15, II.26] for a proof of this classical fact. One may also consider, for each
x ∈ X , the map
Rm → TxX, ξ 7→ Vξ(x);
the moment map Φ|T∗xX is the transpose of this map.
Given a Hamiltonian group action on a symplectic manifold, one may construct
a symplectic quotient. More precisely, if Tm acts on a symplectic manifold (M,ω)
with moment map φ, for every regular value α of the moment map we can define
Mα = M//α T
m := φ−1(α)/Tm.
5Because the moment map is Tm-invariant this quotient is well-defined. It carries a
symplectic form ωα satisfying
pr∗ωα = ι∗ω,
where pr : φ−1(α) → φ−1(α)/Tm is the projection and ι : φ−1(α) → M is the
inclusion. In our case since the action of Tm on T ∗X is Hamiltonian, we have a
symplectic quotient
(T ∗X)α := T ∗X//α Tm = Φ−1(α)/Tm .
This space will play a crucial role in our results, and we will refer to it as the reduced
cotangent space.
It is clear from the definition of symplectic quotient that we must understand
the regular values of the moment map. We characterize these regular values in our
setting. We will use the following fact about regular values of moment maps, a
proof of which can be found in [15, II.26].
Lemma 2.2. Given a Hamiltonian action of a Lie group G on a symplectic mani-
fold M with moment map Φ, α ∈ G∗ is a regular value of Φ if and only if the action
of G is locally free at points p ∈ Φ−1(α).
Lemma 2.3. Let Φ : T ∗X → Rm be the moment map of the Hamiltonian action of
Tm on T ∗X. Then α ∈ Rm is a regular value of Φ if and only if Φ−1(α) ⊂ T ∗X0,
where X0 is the set of points of X where T
m acts locally freely.
Proof. Let p = (x, ξ) be a point in Φ−1(α). If x is in X0, then the isotropy group
Gx of x is finite. Since the isotropy group Gp of p is contained in Gx, it too is finite.
Hence by Lemma 2.2, α is a regular value of Φ.
Now suppose x ∈ X \X0. Then Gx is a torus of positive dimension. Moreover,
Gx acts linearly on T
∗
x . The moment map Φ|T∗x is Gx-invariant because our Lie
group is abelian. Therefore we can average ξ by this Gx action to get a ξ that is
also Gx-invariant and continues to satisfy Φ(x, ξ) = α. Thus p = (x, ξ) has isotropy
group Gp = Gx and hence by Lemma 2.2 α is not a regular value of Φ. 
Henceforth we assume that X is endowed with a fixed Riemannian metric that
is Tm-invariant. The metric allows us to split TxX as TxT
m.x and its orthogonal
complement, where Tm.x denotes the Tm-orbit of x:
TxX = TxT
m.x⊕ (TxTm.x)⊥. (5)
Let stabx denote the Lie algebra of the stabilizer group of x. There is a natural
identification between TxT
m.x and Rm/stabx given by
ξmod stabx → Vξ(x),
so α ∈ Rm determines an element in T ∗xX via the formula
α♯x(Vξ(x) + v) = α(ξ), (6)
where v ∈ (TxTm.x)⊥. The condition that (x, v∗) ∈ Φ−1(α) can be expressed as
v∗ = α♯x on TxT
m.x .
As we mentioned in the introduction, our approach is related to that of Bru¨ning
and Heintze [4]. These authors think of the Laplacian restricted to equivariant
functions as being related to the Laplacian of a line bundle on X/G, but they need
to take into account the fact that the action of G is not free. We instead associate
to the Laplacian on equivariant functions an object on (T ∗X)α. As the following
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lemma shows, the two approaches are not that different. Note that for these authors
X0 denotes the subset of X where the action of G is free. In our setting X0 denotes
the subset of X where the action is locally free.
Lemma 2.4. Let Tm act by isometries on (X, g). There is an identification of
(T ∗X)α with T ∗(X0/Tm).
Proof. For any x ∈ X , the metric gives a splitting of TxX as in (5). Let pr : X →
X/Tm be the usual projection. The space T ∗pr(x)(X/T
m) can be identified with
{v∗ ∈ T ∗xX : v∗|TxTm.x = 0}.
Let α be a regular value of Φ. We can define α♯ as in (6), and we have (x, α♯x) ∈
Φ−1(α). This gives a map
pr∗(T ∗(X0/Tm))→ Φ−1(α)
(x, v∗) 7→ (x, v∗ + α♯x)
where X0 is the set of points in X where T
m acts locally freely. Since
〈Φ(x, v∗ + α♯x), ξ〉 = (v∗ + α♯x)(Vξ(x)) = α(ξ),
this map is well-defined. Given (x,w∗) in Φ−1(α), w∗ − α♯x vanishes on TxTm.x,
so the map is surjective. It is clearly injective. Since (pr∗(T ∗(X0/Tm)))/Tm =
T ∗(X0/Tm), the result follows. 
We now study the symplectic structure on T ∗(X0/Tm) under the identification
in Lemma 2.4. Since X0/T
m is an orbifold, T ∗(X0/Tm) has a canonical form which
we denote by ω0. Given the metric g on X and the orthogonal splitting (5) at any
point x ∈ X0, we have defined α♯ by (6). That is, α♯ is a 1-form on X0 satisfying
Vξyα
♯ = α(ξ) for any ξ ∈ Rm. By Cartan’s magic formula,
Vξydα
♯ = LVξα♯ − d(Vξyα♯);
we will show that both terms on the right side of this equation equal 0. Since
Vξyα
♯ = α(ξ) is constant, it is clear that the second term equals 0. For the first
term, recall that Vξ is defined by (3), so that LVξα♯ = ddt(τ∗eitξα♯)|t=0. We claim
that τ∗eitξα
♯ = α♯, which would imply that this Lie derivative equals 0. At a point
x ∈ X0, we have
(τ∗eitξα
♯)x(Vξ(x) + v) = α
♯
eitξ .x
◦ dτeitξ (Vξ(x) + v)
= α♯
eitξ .x
(Vξ(e
itξ.x) + dτeitξ (v)).
Since τeitξ is an isometry and v ⊥ Vξ for all t, we know that dτeitξ (v) ∈ (TxTm.x)⊥
for all t. Thus (τ∗eitξα
♯)x(Vξ(x)+v) = α(ξ) and our claim follows. Hence Vξydα
♯ = 0,
which implies that dα♯ actually comes from a form on X0/T
m. Let us call that
form να and consider the pullback of να to T
∗(X0/Tm), which we denote by ν♯α.
Lemma 2.5. Let α be any regular value of Φ. Under the identification (T ∗X)α ≃
T ∗(X0/Tm) given by Lemma 2.4, the reduced symplectic form on (T ∗X)α = Φ−1(α)/Tm
gets mapped to ω0 − ν♯α.
Proof. The identification pr∗(T ∗(X0/Tm)) ≃ Φ−1(α) is given by the restriction to
pr∗(T ∗(X0/Tm)) of the map
γα : T
∗X0 → T ∗X0
(x, v∗) 7→ (x, v∗ + α♯x).
7The map γα is T
m-equivariant and we will show that
γ∗αλ = λ+ π
∗α♯,
where λ is the tautological 1-form on T ∗X0 and π is the projection from T ∗X0 to
X0. We have
γ∗αλ(x,v∗) = λ(x,v∗+α♯x) ◦ dγα = (v∗ + α♯x) ◦ dπ ◦ dγα.
Since π ◦ γα = π, the preceding equation becomes
γ∗αλ(x,v∗) = v
∗ ◦ dπ + α♯x ◦ dπ = λ(x,v∗) + π∗α♯(x,v∗).
This implies that
γ∗αω0 = ω0 − π∗dα♯,
where ω0 = −dλ is the canonical symplectic form on T ∗X0. Restricting γα to
pr∗(T ∗(X0/Tm)) and taking the quotient by Tm we get a diffeomorphism
gα : T
∗(X0/Tm)→ (T ∗X)α.
Letting ωα be the symplectic form obtained by symplectic reduction on (T
∗X)α,
we have
g∗αωα = ω0 − ν♯α.
This relation follows directly from the corresponding relation for γα and the defi-
nition of reduced symplectic form. 
We conclude this section with a discussion of symplectic reduction in stages. We
want to identify (T ∗X)α, which was obtained via symplectic reduction of T ∗X with
respect to Tm at level α ∈ Rm, with a space obtained by doing symplectic reduction
twice. Recall that χα is a character of T
m associated with α, defined by χα(e
iθ) =
eiθ·α. Letting K be the kernel of the homomorphism χα : Tm → S1 and noting
that χα is surjective, we have an isomorphism T
m/K ∼= S1. Thus Y := X0/K can
be viewed as an S1-bundle over X0/T
m, denoted proj : Y → X0/Tm.
We may perform symplectic reduction of T ∗X with respect to K at level zero.
The Hamiltonian action of Tm on T ∗X restricts to a Hamiltonian action of K on
T ∗X , and there is a corresponding restricted moment map Φ¯ : T ∗X → k ∗. Since
α|k is the zero map, we see that (T ∗X)α can be obtained by reducing T ∗X with
respect to K at level 0, and then reducing the resulting space with respect to S1 at
moment level 1. We will use this construction for (T ∗X)α, which is called reduction
in stages [6, p. 149], in the next section.
3. Quantum reduction
Using the same notation as in §2, we will now describe the operator h2△|C∞(X)αh ,
viewed as a semi-classical differential operator on X0/T
m. Note that the reduction
in stages carried out in the previous section can also be performed in the quantum
setting. Since the Riemannian metric on X is Tm-invariant, it is automatically K-
invariant; hence this metric induces a metric on Y and the operator h2△|C∞(X)αh
can be identified with the operator h2△|C∞(Y ) 1h , where C∞(Y )
1
h is the space of
functions in C∞(Y ) that satisfy the transformation law f(eiθy) = e iθh f(y).
Before venturing into this quantum setting, we will describe the classical differ-
ential operator △|C∞(Y )1 , where C∞(Y )1 is the space of functions in C∞(Y ) that
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satisfy the transformation law f(eiθy) = eiθf(y). Since Y is equipped with a Rie-
mannian metric, we get an orthogonal splitting of TyY analogous to that in (5):
TyY = TyS
1.y ⊕ (TyS1.y)⊥. (7)
The vector field ∂∂θ on S
1 gives a trivialization of the first summand in (7), so we
may replace TyS
1.y by R. Recall that Y = X0/K can be viewed as an S
1-bundle
over X0/T
m, denoted proj : Y → X0/Tm. There is an identification
(TyS
1 · y)⊥ 7→ proj∗(T ∗proj(y)(X0/Tm))
v → dprojy(v).
Thus (7) gives rise to a dual splitting
T ∗y Y ∼= R⊕ proj∗(T ∗proj(y)(X0/Tm)). (8)
The vector 1 in the first summand of (8) gives rise to a section µ of T ∗Y . Note
that µ is dual to the vector field ∂∂θ , so we have
∂
∂θ
yµ = 1.
Hence µ defines a connection form on the S1-bundle proj : Y → X0/Tm. In
particular, µ possesses a curvature form ν ∈ Ω2(X0/Tm) satisfying proj∗ ν = dµ.
We can also view the space C∞(Y )1 in terms of objects defined on X0/Tm. Fix
p ∈ X0/Tm, and let Yp be the fiber of Y above p. Denote
Lp = {f : Yp → C | f(eiθy) = eiθf(y)}.
The assignment p→ Lp defines a line bundle over X0/Tm. Using our definition of
C∞(Y )1, one can check that sections of this line bundle correspond to elements of
C∞(Y )1. Hence we may identify C∞(Y )1 with C∞(L).
We claim that the connection on Y gives us a connection on L. Suppose W is
a vector field on X0/T
m, with W˜ its horizontal lift to Y . The Lie differentiation
operator L
W˜
: C∞(Y ) → C∞(Y ) commutes with the S1-action and hence maps
C∞(Y )1 into C∞(Y )1. Via our identification of C∞(Y )1 with C∞(L), we see that
L
W˜
defines a covariant differentiation operator ∇W : C∞(L) → C∞(L). To see
what ∇W looks like locally, let (U, x1, . . . , xn) be a coordinate patch on X0/Tm and
(U˜ , x1, . . . , xn, θ) the coordinate patch sitting above U in Y . In these coordinates,
we may write the section µ of T ∗Y introduced above as
µ =
∑
µk(x)dxk + dθ .
Let νk be the horizontal lift of
∂
∂xk
; horizontality implies that νkyµ = 0, and thus
νk =
∂
∂xk
− µk(x) ∂
∂θ
.
Hence given a function f˜ = f(x)eiθ in C∞(U˜)1, we have
Lνk f˜ =
(
∂
∂xk
−√−1µk(x)
)
f(x)eiθ, (9)
9since the Lie derivative of a function f along a vector field ν is the evaluation ν(f).
Therefore, via the identification of C∞(U)1 with C∞(L|U˜ ) that matches f with
feiθ, we may write
∇ ∂
∂xk
=
∂
∂xk
−√−1µk.
This gives a local description of a connection on L arising from the connection on
Y .
Using these ingredients, we describe the operator △|C∞(Y )1 as an operator on
X0/T
m. The νk will serve as coordinate vectors for the chart on U˜ obtained via
horizontal lifts. Then on U˜ we may write
△ = −
(
n∑
k,ℓ=1
gk,ℓLνkLνℓ +
n∑
k=1
gkLνk + g
00 ∂
2
∂θ2
)
,
where the gij ’s are the entries of the inverse of the matrix of the metric in the
frame {νi}. The absence of g0,k terms is due to the fact that the vector fields νk
are perpendicular to the vector field ∂∂θ . Note that
∂
∂θ (f) = f for f ∈ C∞(U˜).
Restricting to functions in C∞(U˜)1, we may write
△ = −
(
n∑
k,ℓ=1
gk,ℓ
( ∂
∂xk
−√−1µk
)( ∂
∂xℓ
−√−1µℓ
)
+
n∑
k=1
gk
( ∂
∂xk
−√−1µk
))
+V,
where V is the potential function g00(y) = 〈 ∂∂θ , ∂∂θ 〉p. Thus the operator on X0/Tm
corresponding to △|C∞(Y )1 is the Schro¨dinger operator △L + V , where
△L = −
(
n∑
k,ℓ=1
gk,ℓ∇ ∂
∂xk
∇ ∂
∂xℓ
+
n∑
k=1
gk∇ ∂
∂xk
)
. (10)
Next we venture into the semi-classical setting and describe the semi-classical
operator h2△ on the space C∞(Y ) 1h . Recall that h−1 := N is an integer, and
that C∞(Y ) 1h is the space of functions in C∞(Y ) satisfying the transformation law
f(eiθy) = e
iθ
h f(y). We want to identify elements of C∞(Y ) 1h with sections of a
certain line bundle. As above, we fix p ∈ X0/Tm, and let Yp be the fiber of Y
above p. Denote
LNp = {f : Yp → C | f(eiθy) = eiNθf(y)}.
The assignment p → LNp defines a line bundle over X0/Tm. Arguing as for h = 1,
one can check that sections of this line bundle correspond to elements of C∞(Y )
1
h .
Hence we may identify C∞(Y )
1
h with C∞(LN ).
The other main difference from the classical setting stems from the expression
for the Lie differentiation operator. As above, we let (U, x1, . . . , xn) be a coordinate
patch on X0/T
m and (U˜ , x1, . . . , xn, θ) the coordinate patch sitting above U in Y .
Then elements of C∞(Y ) 1h are functions of the form f˜ = f(x)e iθh , and (9) is replaced
by
Lνk f˜ =
(
∂
∂xk
−
√−1
h
µk(x)
)
f(x)e
iθ
h .
Now let (ξ1, . . . , ξn, η) be the dual cotangent coordinates to (x1, . . . , xn, θ). Then
the semi-classical symbol of the semi-classical differential operator h√−1Lνk |C∞(Y ) 1h
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is ξk − µk(x). This symbol has a nice interpretation in terms of the symbol of
the operator h√−1Lνk |C∞(Y ). Recalling that νk = ∂∂xk − µk(x) ∂∂θ , we see that the
symbol of h√−1Lνk , viewed as a semi-classical operator, is ξk−µk(x)η. However, the
moment map φ : T ∗Y → R associated with the S1-action on T ∗Y is given in these
coordinates by φ(x, θ, ξ, η) = η, so the semi-classical symbol of h√−1Lνk |C∞(Y ) 1h
is the symbol of h√−1Lνk restricted to φ
−1(1). The same reasoning shows that
the semi-classical symbol of the Laplace operator h2△|C∞(Y ) 1h is the restriction to
φ−1(1) of the symbol of h2△|C∞(Y ).
There is another, slightly more intrinsic, way to view the symbol of h2△|C∞(Y ) 1h .
Let p0 be the leading semi-classical symbol of the operator h
2△|C∞(Y ). Since
p0|φ−1(1) is S1-invariant, it can be viewed as the pullback to φ−1(1) of a function
p1 on the reduced space (T
∗Y )1. Thus we can think of the symbol of h2△|C∞(Y ) 1h
as being p1. By reduction in stages (e.g., [19]), this p1 is the same as pα with α = 1
discussed in the introduction.
Finally, we note that the identification of C∞(Y ) 1h with C∞(LN ) allows us to
convert the operator h2△|C∞(Y ) 1h into an operator on C
∞(LN ). When h = 1, we
showed above that the corresponding operator on C∞(L) is the operator △L + V ,
where △L is as in (10). The same argument shows that for arbitrary h = 1N ,
the corresponding operator on C∞(LN ) is the semi-classical Schro¨dinger operator
h2△L + V .
4. Counting equivariant eigenfunctions
Our goal in this section is to give some intuition and motivation for the con-
structions and proofs in §5. We will be somewhat informal in our presentation. We
begin by describing some basic notions in semi-classical analysis.
Semi-classical analysis is concerned with families of differential operators. For
h ∈ R+ and Xn a Riemannian manifold, let Ph : C∞(X)→ C∞(X) be a self-adjoint
pth order differential operator depending smoothly on h. In semi-classical analysis
Ph is an operator of “order zero” if, locally on coordinate patches,
Ph =
∑
|α|≤p
aα(x, h)h
|α|Dα,
where Dα = Dα11 · · ·Dαdd , Di = −
√−1 ∂∂xi , |α| = α1 + · · · + αd, and aα is a C∞
function of x and h. The symbol of this operator is
p(x, ξ, h) =
∑
|α|≤p
aα(x, h)ξ
|α|
and its leading symbol p0 : T
∗X → R is the function
p0(x, ξ) =
∑
|α|≤p
aα(x, 0)ξ
|α|,
that is, p0(x, ξ) = p(x, ξ, 0). We assume that p0 satisfies the condition |p0(x, ξ)| ≥
ck||ξ||k + o(||ξ||k) for some 0 ≤ k ≤ p and positive constant ck. See [16, Chap. 10]
for more details.
Our discussions will focus on the following examples:
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(1) the semi-classical Laplace operator Ph = h2∆X acting on smooth functions
on a manifold X , with symbol p(x, ξ, h) = ||ξ||2x and with leading semi-
classical symbol p0(x, ξ) = ||ξ||2x;
(2) the Schro¨dinger operator Ph = −h2
∑
∂2
∂x2i
+ V (x) acting on smooth func-
tions on Rn with potential V, with symbol ξ2 + V (x). Note that, in order
for p0 to satisfy the condition above, we must have V (x)→∞ as |x| → ∞.
By the Schwartz kernel theorem (e.g., [20, p. 10]), the operator Ph has a kernel
Kh(x, y) given by
Phf(y) =
∫
X
Kh(x, y)f(x)dx.
Let λi,h, i = 1, 2, . . . , be the discrete set of eigenvalues of Ph with corresponding
eigenbasis {fi,h}. Since Ph is self-adjoint, we can choose our eigenbasis to be
orthonormal. In fact, {fi,h} is an orthonormal basis for L2(X), allowing us to
formally express our kernel as
Kh(x, y) =
∑
i
λi,hfi,h(x)f¯i,h(y).
If Ph had a well-defined trace, that is, if the series
∑
i λi,h were convergent, we
would have
tr(Ph) =
∑
i
λi,h =
∫
X
Kh(x, x)dx.
However, the series
∑
i λi,h generally does not converge.
One way of circumventing this difficulty is to localize Ph using a compactly
supported function ρ ∈ C∞0 (R). Define the operator ρ(Ph) by setting
ρ(Ph)fi,h = ρ(λi,h)fi,h, i = 1, 2, . . . .
Although ρ(Ph) is not necessarily a semiclassical differential operator, it is a zeroth
order semiclassical pseudodifferential operator [7, Chap. 8]. 1 In particular, ρ(Ph)
is pseudolocal, which means that if ϕ, ψ ∈ C∞0 (X) have non-overlapping support
then 〈ρ(Ph)ϕ, ψ〉 vanishes to infinite order in h.
If we make an additional assumption, we can conclude that ρ(Ph) is trace
class. In particular, suppose that for some interval [a, b] ⊂ R and some ǫ > 0,
p−10 ([a − ǫ, b + ǫ]) is compact. Then by the semi-classical version of the classical
Friedrichs’ theorem (see [16, §13.6]), we have
spec(Ph) ∩ [a, b] = {λi,h , 1 ≤ i ≤ N(h)},
where
N(h) ∼ (2πh)−n vol(p0−1([a, b])) .
For ρ ∈ C∞0 (a, b), the trace of ρ(Ph) is well defined and is given by
tr(ρ(Ph)) =
N(h)∑
i=1
ρ(λi,h).
1 Note that Dimassi and Sjo¨strand are working in Rn and not on a general manifold; to pass
from Rn to an arbitrary manifold X, we use coordinate charts: we require that the kernel of
ρ(Ph) be smooth off the diagonal in X ×X, and that ρ(Ph) have the correct form on coordinate
neighborhoods. Namely, let U ⊂ X be a coordinate neighborhood with coordinate chart β : U →
O, where O is an open subset of Rn. We require that the map of C∞
0
(O) into C∞(O) defined by
u 7→ ρ(Ph)(u ◦ β) ◦ β
−1 be a semiclassical pseudodifferential operator.
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The operator ρ(Ph) admits a Schwartz kernel Kρ,h(x, y) given by
Kρ,h(x, y) =
N(h)∑
i=1
ρ(λi,h)fi,h(x)f¯i,h(y),
so we may also express the trace as
tr(ρ(Ph)) =
∫
X
Kρ,h(x, x)dx.
Now assume we have a diffeomorphism F of X . We define
tr(F∗Ph) :=
∫
X
Kh(F (x), x)dx,
when such an integral converges. Let F ♯ : L2(X)→ L2(X) be the operator defined
by composing with F , i.e., F ♯(f) = f ◦ F , and suppose F ♯ commutes with Ph so
that F ♯ preserves the eigenspaces of Ph. Then
tr(F∗ρ(Ph)) =
∫
X
Kρ,h(F (x), x)dx =
∫
X
N(h)∑
i=1
ρ(λi,h)fi,h(x)F
♯f¯i,h(x)dx. (11)
To write this trace in a slightly different form, we introduce some notation. Let
Eλ denote the eigenspace corresponding to the eigenvalue λ ∈ Spec(Ph), and let
nλ = dim(Eλ). Also let F
♯
λ denote the restriction of the operator F
♯ to Eλ. Then
(11) can be written as
tr(F∗ρ(Ph)) =
N(h)∑
i=1
ρ(λi,h)
nλi,h∑
j=1
∫
X
fj,h(x)F
♯
λi,h
f¯j,h(x)dx,
or equivalently,
tr(F∗ρ(Ph)) =
N(h)∑
i=1
ρ(λi,h)
nλi,h∑
j=1
〈fj,h(x), F ♯λi,hfj,h(x)〉 =
N(h)∑
i=1
ρ(λi,h) tr(F
♯
λi,h
).
Note that tr(F ♯λ) does not count the F -invariant eigenfunctions, since F
♯
λ may have
eigenvalues different from 1.
In particular, we are interested in the situation of a group G acting on X . Let
τ : G → Diffeo(X) be the group homomorphism, and assume that the G action
commutes with Ph. We have
tr(τ(g)∗ρ(Ph)) =
N(h)∑
i=1
ρ(λi,h) tr(τ(g)
♯
λi,h
),
for g ∈ G and we can integrate this with respect to the Haar measure on G to
obtain ∫
G
tr(τ(g)∗ρ(Ph))dg =
N(h)∑
i=1
ρ(λi,h)
∫
G
tr(τ(g)♯λi,h )dg.
By complexifying, it follows from the Peter-Weyl theorem that we can write the
representation of G on Eλ as a direct sum of characters (representations of G on
C), i.e.,
τ ♯λ =
⊕
a
(χaλ ⊕ χ¯aλ)
⊕
nλC
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where C is the trivial representation and nλ is the dimension of the space of G-
invariant functions in Eλ. Therefore∫
G
tr(τ(g)∗ρ(Ph))dg =
N(h)∑
i=1
ρ(λi,h)nλi,h +
∑
a
ρ(λi,h)
∫
G
(χaλi,h + χ¯
a
λi,h
)dg.
If G is a torus Tm, the characters χaλ are given by integral weights αa ∈ Zm, i.e.,
χaλ(e
iθ) = eiαa·θ. Thus ∫
G
χaλdg =
∫
Tm
eiαa·θdθ = 0. (12)
Hence we conclude that∫
Tm
tr(τ(g)∗ρ(Ph))dg =
N(h)∑
i=1
ρ(λi,h)nλi,h ,
so that
∫
Tm
tr(τ(g)∗ρ(Ph))dg actually “counts” Tm-invariant eigenfunctions.
Next we want to “count” equivariant eigenfunctions, which are complex-valued
eigenfunctions that satisfy
f ◦ τ(g) = χ0(g)f
for some fixed character χ0. Thus we should consider∫
G
tr(χ−10 τ(g)∗ρ(Ph))dg =
N(h)∑
i=1
ρ(λi,h)n
χ0
λi,h
+
∑
a
ρ(λi,h)
∫
G
(χaλi,h + χ¯
a
λi,h
)dg,
where nχ0λ is the dimension of the space of χ0-equivariant eigenfunctions in Eλ. If
G = Tm, then χ0 is given by some weight α ∈ Zm. So (12) holds and∫
Tm
tr(e−iα·θτ(θ)∗ρ(Ph))dθ =
N(h)∑
i=1
ρ(λi,h)n
α
λi,h
,
where nαλ is the dimension of the space of α-equivariant eigenfunctions in Eλ and
τ(θ) stands for τ(eiθ). Recall that by (11), we may also write
tr(e−iα·θτ(θ)∗ρ(Ph)) =
∫
X
e−iα·θKρ,h(τ(θ)x, x)dx. (13)
In the next section, we will use the representation of the trace as an integral kernel
given by (13) to count equivariant eigenfunctions. In particular, we will apply the
method of stationary phase to get an asymptotic expression for our integral as h
tends to 0.
The main point we want to stress here is that, in order for the weight to play
a non-trivial role in the asymptotic expansion of (13), it should also depend on
h. This is in fact a big difference between our work and previous work concerning
equivariant eigenspaces in, say, [5]. This justifies the introduction of the notion
of semi-classical weights. We will replace α by αh , where we assume that
1
h ∈ Z.
Hence the integrated trace we will be considering is∫
Tm
tr(e−
iα·θ
h τ(θ)∗ρ(Ph))dθ;
as in the case of weight α discussed above, this “counts” equivariant eigenfunctions
of weight αh .
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5. Asymptotic expansion of the spectral measure
Let X be a compact n-dimensional manifold which admits an effective action τ
of a torus Tm. We begin by establishing some notation.
• Let X0 be the open subset of X on which this action is locally free.
• Let eiθ1 , . . . , eiθN be the elements of Tm \ {e} in the stabilizer groups of
points in X0. Note that since the action is locally free on X0, all stabilizers
are discrete.
• For each eiθr , the connected components of its fixed point set will be labelled
Xr,s, where s = 1, . . . , Nr.
• Let Ph : C∞(X)→ C∞(X) be a Tm-invariant family of self-adjoint pth order
differential operators depending smoothly on h; viewed as semiclassical
operators, Ph are of order zero. Assume that the leading symbol p0 :
T ∗X → R of Ph satisfies the condition |p0(x, ξ)| ≥ ck||ξ||k + o(||ξ||k) for
some 0 ≤ k ≤ p and positive constant ck.
• Let αh be a weight of the Tm action, where α is a regular value of the
moment map Φ : T ∗X → Rm and 1h ∈ Z. This weight defines a character
χα
h
of Tm.
• Consider the restriction of Ph to the space of αh -equivariant functions C∞(X)
α
h ,
and denote the corresponding eigenvalues, counting multiplicities, by λi,h(α)
for i = 1, 2, . . . .
After localization using a function ρ ∈ C∞0 (a, b), we can count the equivariant
eigenfunctions of weight αh via the spectral measure
µα
h
(ρ) =
N(h)∑
i=1
ρ (λi,h (α)) ,
where the eigenvalues are repeated according to their multiplicities. As we saw in
§4, the spectral measure can also be expressed as
µα
h
(ρ) =
∫
Tm
tr(e−
iα·θ
h τ(θ)∗ρ(Ph))dθ =
∫
Tm
∫
X
e−
iα·θ
h Kρ,h(τ(θ)x, x)dxdθ. (14)
Our goal is to get an asymptotic expansion in h for this measure. Let (T ∗X)α
and (T ∗Xr,s)α be the symplectic reductions of T ∗X and T ∗Xr,s at α, and let ν
and νr,s be the symplectic volume forms on these spaces as defined in §2. From the
symbol p : T ∗X → R of Ph, one gets maps
pα : (T
∗X)α → R and pr,sα : (T ∗Xr,s)α → R.
These maps will give rise to measures on R defined as the pushforwards of the
measures induced by the volume forms ν and νr,s on (T
∗X)α and (T ∗Xr,s)α, re-
spectively.
Theorem 5.1. With the setup and notation given above,
µα
h
(ρ) ∼ (2πh)m−n
∞∑
i=0
hi
∑
ℓ≤2i
µi,ℓ
(
dℓρ
dtℓ
)
+
∑
r,s
(2πh)−kχα
h
(e−iθr)| det(Ar − I)|−1
(
(pr,sα )∗νr,s +O(h
−k+1)
)
, (15)
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where k ≥ m depends on r and s, Ar is the linear action of τ(θr) restricted to the
normal space to Xr,s, and the measures µi,ℓ are defined by
µi,ℓ = (pα)∗bi,ℓν
where the bi,ℓ’s are smooth functions on the corresponding reduced spaces. Moreover,
the leading term in this expansion is given by b0,0 = 1.
Note that in the course of proving this theorem, we give an explicit expression
for the lower-order terms attached to the summation over r and s. To prove the
theorem, we use two analytical tools. The first tool is an explicit expression for the
Schwartz kernel of ρ(Ph) in local coordinates.
Lemma 5.2 (Schwartz kernel asymptotic expansion). With the setup and notation
given above, let Kρ,h(x, y) be the Schwartz kernel for ρ(Ph) in some local coordi-
nates. Then Kρ,h(x, y) admits an asymptotic expansion in powers of h:
(2πh)−n
∞∑
k=0
hk
∫
aρ,k(y, ξ)e
i(x−y)·ξ
h dξ, (16)
where
aρ,k(y, ξ) =
∑
ℓ≤2k
bk,ℓ(y, ξ)
(
dℓρ
dsℓ
)
(p0(y, ξ)) (17)
and the leading order term in (16) is given by aρ,0(y, ξ) = ρ(p0(y, ξ)).
We will not give a proof of this lemma here. See [7, pp. 102-103] or [16, Chap.
10]; as explained previously, the arguments therein apply to Rn and we must use
coordinate charts to pass from Rn to an arbitrary manifold X . In our setting,
Lemma 5.2 gives us an asymptotic expansion of the integrated trace.
The second ingredient we will use is the lemma of stationary phase (e.g., [16,
Chap. 15]).
Lemma 5.3 (Lemma of stationary quadratic phase). Let A be an n×n nonsingular
self-adjoint matrix, and let f ∈ C∞0 (Rn). There is a complete asymptotic expansion∫
Rn
f(x)e
i〈Ax,x〉
2h dx ∼ (2πh)n2 | detA|− 12 e iπ4 sgnA
(
exp
(
− ih
2
b(D)
)
f
)
(0)
where sgnA is the signature of A and b(D) = −∑ bij ∂∂xi ∂∂xj with B = A−1.
We are now in a position to prove our main theorem.
Proof of Theorem 5.1. LetKρ,h(x, y) be the Schwartz kernel for ρ(Ph) in some local
coordinates. Recall from (14) that the spectral measure may be expressed as
µα
h
(ρ) =
∫
Tm
tr(e−
iα·θ
h τ(θ)∗ρ(Ph))dθ =
∫
Tm
∫
X
e−
iα·θ
h Kρ,h(τ(θ)x, x)dxdθ. (18)
To get an expansion for this measure, we need to work locally. We take a partition of
unity on X given by {ϕq}∪{ϕq,r,s}, where the supports of the ϕq,r,s are coordinate
patches on tubular neighborhoods of Xr,s and the supports of the ϕq are coordinate
patches on the complement in X of the union of these tubular neighborhoods . On
Tm, we note that τ(θ)x = x implies that θ = 0 or θ = θr for some r. Let Ue and
Ueiθr be small neighborhoods of e and the e
iθr ’s, respectively, with Ve ⊂ Ue and
Veiθr ⊂ Ueiθr smaller neighborhoods. Denote by ψ0 and {ψr} functions that are
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supported in Ue and Ueiθr and identically equal to 1 in Ve and Veiθr , respectively.
Using these functions, we may write
µα
h
(ρ) =
∑
q
∫
Rm
∫
X
e−
iα·θ
h Kρ,h(τ(θ)x, x)ϕq(x)ψ0(θ)dxdθ
+
∑
q,r,s
∫
Rm
∫
X
e−
iα·θ
h Kρ,h(τ(θ)x, x)ϕq,r,s(x)ψr(θ)dxdθ, (19)
modulo O(h∞).
To evaluate the summands in (19), we note that on the coordinate patches on
which they are defined, the Tm-action can be taken to have a special form. This
follows from the Slice Theorem, which we recall here for the sake of completeness
(e.g., [14, App. B]).
Theorem 5.4 (Slice Theorem). Let G be a compact Lie group acting smoothly on
a compact manifold X. Let x be a point in X with isotropy group Gx. Then a
neighborhood of the x-orbit G.x is G-equivariantly diffeomorphic to the bundle
G×Gx D,
where D is a disc around the origin in NxG.x, the normal space at x to the orbit
G.x.
Local triviality implies that a G action as above is locally equivalent to the G
action on G/Gx×NxG.x, where G acts on the G/Gx factor in the obvious way and
acts on NxG.x via the linearized G action; this equivalence is not canonical.
For G = Tm on X0, there are two types of points to consider. We begin with
points where the action is free. By the Slice Theorem, a neighborhood U of the
orbit of such a point admits coordinates (u, v) = (u1, . . . , un−m, v1, . . . , vm) such
that
τ(θ)(u, v) = (u, v + θ), θ ∈ Rm.
Let (uˆ, vˆ) denote coordinates on the cotangent bundle adapted to the coordi-
nates (u, v) on U . The cotangent vector with coordinates (uˆ, vˆ) is
∑n−m
l=1 uˆldul +∑m
l=1 vˆldvl. Applying Lemma 5.2 on such a coordinate patch, a summand on the
first line of (19) admits an asymptotic expansion in powers of h:
(2πh)−n
∞∑
j=0
hj
∫
aρ,j(x, ξ)e
− iα·θ
h e
i(τ(θ)x−x)·ξ
h ϕq(x)ψ0(θ)dxdξdθ,
where
aρ,j(x, ξ) =
∑
ℓ≤2j
bj,ℓ(x, ξ)
(
dℓρ
dsℓ
)
(p0(x, ξ)).
In the coordinates given by the Slice Theorem, we get
(2π)−n
∞∑
j=0
hj−n
∫
Rm
∫
Rn
∫
U
aρ,j(u, v, uˆ, vˆ)e
i[θ·vˆ−α·θ]
h ϕq(x)ψ0(θ)dudvduˆdvˆdθ. (20)
Since ρ(Ph) is Tm-invariant, the amplitude aρ,j(x, ξ) does not depend on v and
is only a function of u. Therefore each integral in the sum (20) becomes∫
aρ,j(u, uˆ, vˆ)e
i(vˆ−α)·θ
h ϕq(u, v)ψ0(θ)duduˆdvdvˆdθ;
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note that this integral is finite since the functions ϕq and ψ0 have compact support.
By changing variables this integral becomes∫
aρ,j(u, uˆ, vˆ + α)e
ivˆ·θ
h ϕq(u, v)ψ0(θ)duduˆdvdvˆdθ.
For each (u, uˆ, v), we are going to apply Lemma 5.3 to the above integral in
(vˆ, θ). We can take the matrix A in Lemma 5.3 to be the 2m × 2m matrix given
by A =
[
0 I
I 0
]
. We have | detA|− 12 = 1, sgnA = 0, and B =
[
0 I
I 0
]
; since the
function aρ,j(u, uˆ, vˆ + α) does not depend on θ, we see that applying b(D) to aρ,j
gives 0. Thus each integral in the sum (20) is equal mod O(h∞) to
(2πh)m
∫
aρ,j(u, uˆ, α)ϕq(u, v)duduˆdv,
which we write as
(2πh)m
∫
aα,ρ,j(u, uˆ)ϕ
av
q (u)duduˆ,
where aα,ρ,j(u, uˆ) = aρ,j(u, uˆ, α) and ϕ
av
q (u) is T
m-invariant and independent of v.
In other words, this summand is equal mod O(h∞) to the integral of ϕavq (u)aα,ρ
over (T ∗U)α with respect to the reduced symplectic form duduˆ. By summing over
q, we see that the contribution of these terms to (19) is
(2πh)m−n
∞∑
i=0
hi
∑
ℓ≤2i
µi,ℓ
(
dℓρ
dtℓ
)
,
with µi,ℓ defined by µi,ℓ = (pα)∗bi,ℓν. Recall from Lemma 5.2 that b0,0 = 1.
Next we treat the contribution of those points that have nontrivial isotropy but
are in X0, i.e., points with discrete nontrivial isotropy. Let x be a point that is in
the s component of the fixed point set of eiθr , so x ∈ Xr,s. The Slice Theorem gives
a local identification of a tubular neighborhood of Xr,s with D × Tm/H , where D
is a disc around the origin in the normal bundle to the Tm-orbit at x and H is the
finite isotropy group. This identification gives coordinates (u, v) in a neighborhood
of x such that
τ(θ + θr)(u, v) = (Aru, v + θ)
for θ close to zero, where u = 0 is the fixed point set of τ(θr) and Ar is the linear
action of τ on the normal bundle to u = 0. More precisely there is k ≥ m such that
Ar(u1, . . . , un−m) = (u1, . . . , uk,
n−m∑
j=k+1
Ar,j,k+1uj, . . . ,
n−m∑
j=k+1
Ar,j,n−muj)
and we may assume that the matrix (Ar,i,j − δi,j)|i,j=k+1,...,n−m is invertible. Note
that k depends on r and s. We denote the corresponding coordinates on the cotan-
gent bundle by (uˆ, vˆ) as before. By Lemma 5.2, a summand on the second line of
(19) admits an asymptotic expansion in powers of h:
(2πh)−n
∞∑
j=0
hj
∫
aρ,j(x, ξ)e
− iα·θ
h e
i(τ(θ)x−x)·ξ
h ϕq,r,s(x)ψr(θ)dxdξdθ,
where
aρ,j(x, ξ) =
∑
ℓ≤2j
bj,ℓ(x, ξ)
(
dℓρ
dsℓ
)
(p0(x, ξ)).
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Substituting the action above we get
(2π)−n
∞∑
j=0
hj−n
∫
Rm
∫
Rn
∫
X
aρ,j(u, v, uˆ, vˆ)e
i[(Ar−I)u·uˆ+(θ−θr )·vˆ−α·θ]
h ϕq,r,s(x)ψr(θ)dudvduˆdvˆdθ.
(21)
For fixed variables ui, uˆi, i = 1, . . . , k, and v, we wish to apply Lemma 5.3 to the
above integral.
If we make the change of variables
(uk+1, . . . , un−m, uˆk+1, . . . , uˆn−m, vˆ, θ) 7→ (uk+1, . . . , un−m, uˆk+1, . . . , uˆn−m, vˆ−α, θ−θr)
and denote the new variables by xˆ, we see that the argument of the exponential
function in (21) is of the form i(xˆ
TAxˆ−2αθr)
2h , where A is a 2(n − k) by 2(n − k)
matrix given in block form by
A =

0 Ar − I 0 0
Ar − I 0 0 0
0 0 0 I
0 0 I 0
 .
Lemma 5.3 then shows that the expression in (21) is equal mod O(h∞) to
(2πh)−ke−
iθr ·α
h | det(Ar−I)|−1
∞∑
j=0
hj
∫ (
exp
(
− ih
2
c(D)
)
aρ,j
)
(u, v, uˆ, vˆ)ϕavq,r,s(u)dudvduˆ.
Here c(D) denotes the differential operator
−cij ∂
∂xˆi
∂
∂xˆj
where cij are the entries of the matrix (Ar − I)−1; also note that the integration is
only with respect to the first k components of u and uˆ.
The highest order contribution in (21) is therefore
(2πh)−ke−
iθr·α
h | det(Ar − I)|−1
∫
aρ,0(u, v, uˆ, vˆ)ϕ
av
q,r,s(u, v)dudvduˆ.
Summing the contributions over q we see that the highest order contribution to the
second line of (19) is given by
(2πh)−ke−
iθr·α
h | det(Ar − I)|−1(pr,sα )∗νr,s.

6. Inverse Spectral Results
In this section, we apply the asymptotic expansion given in Theorem 5.1 to get
some inverse spectral results. More precisely, let (X, g) be a Riemannian mani-
fold endowed with an isometric Tm action, and let Ph be a family of semi-classical
pseudo-differential operators on X which commute with Tm. We will extract infor-
mation about X from knowledge of the spectrum of Ph together with information
about the spectral measure for large weights of the group representations on the
eigenspaces of Ph. We emphasize that these results only involve information about
large weights of the representations of the group on eigenspaces, whereas our earlier
work (e.g., [10]) used information about all weights of the group representations on
the eigenspaces. Our focus will be on the leading term in the asymptotic expansion
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given in Theorem 5.1 for two operators: Ph = h2∆; and Ph = h2∆+ V , where V
is a Tm-invariant potential on X .
We begin with a precise description of the spectral data we will use.
Definition 6.1. Let (X, g) be a Riemannian manifold endowed with an isometric
Tm action, and let Ph be a family of semi-classical pseudo-differential operators
on X which commute with Tm. The espec(h) of Ph is the spectrum of Ph, i.e.,
the eigenvalues of Ph listed with multiplicities, together with the weights of the Tm-
representations on each eigenspace of the form αh , for all α ∈ Zm. We say that a
quantity is espectrally determined if it is determined by espec(h) for some (possibly
very small) h.
It follows from Theorem 5.1 that all terms in the asymptotic expansion of the
spectral measure µα
h
as defined in (1) are espectrally determined when Ph = h2△
or Ph = h2△+ V .
We have seen that in the situation described in Definition 6.1, for generic α, a
semi-classical pseudo-differential operator Ph restricted to C∞(X)αh gives rise to a
symbol pα : (T
∗X)α → R. In §2 we explained that, given a metric on X , there is an
identification of (T ∗X)α with T ∗(X0/Tm). This identification carries the induced
canonical form on (T ∗X)α coming from symplectic reduction to the form ω0 + ν♯α,
where ω0 is the canonical form on T
∗(X0/Tm) and ν♯α was defined in §2. Then
ω0 + ν
♯
α defines a volume form on T
∗(X0/Tm), and therefore a measure which we
denote by volα. We will use the following corollary of Theorem 5.1.
Theorem 6.2. Let X be a manifold with a Tm action and Ph a family of pseudo-
differential operators that commute with Tm. Then for any compactly supported
smooth function ρ on R, the quantity∫
T∗(X0/Tm)
ρ ◦ pα volα
is espectrally determined.
Proof. By Theorem 5.1, the highest order term in the asymptotic expansion of the
spectral measure µα
h
is
(2πh)m−n(pα)∗ν(ρ).
We have
(pα)∗ν(ρ) =
∫
(T∗X)α
ρ ◦ pαν =
∫
T∗(X0/Tm)
ρ ◦ pα volα,
where the second equality follows from our identification of (T ∗X)α with T ∗(X0/Tm).

We will apply Theorem 6.2 to prove three types of inverse spectral results.
• We will show that given a Schro¨dinger operator on R2n with a potential
that satisifes a convexity-type assumption and is invariant under the usual
Tn action on R2n, the potential of the operator is espectrally determined.
• We will show that a metric on S2 that is S1-invariant, is invariant under
the antipodal map, and is suitably convex, is espectrally determined.
• We will show that given any toric Ka¨hler metric on a generic toric orbifold,
the (unlabeled) moment polytope of the orbifold is espectrally determined.
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6.1. Torus invariant Schro¨dinger operators on R2n. The Schro¨dinger opera-
tors that we will consider involve potentials V that satisfy certain conditions.
Definition 6.3. Let V be a smooth function on (R+)
n. We say that V is admissible
if
• V is proper, i.e., V (s)→∞ as s→∞;
• the partial derivatives of V are positive, i.e.,
∂V
∂si
> 0, i = 1, . . . , n; (22)
• and ∑
i,j
∂2V
∂si∂sj
cicj ≥ 0, for all c ∈ Rn. (23)
The first condition above ensures that the Schro¨dinger operator h2△ + V has
discrete spectrum. For example, the function V (s1, . . . , sn) = s1 + · · · + sn is
admissible and our theorem will apply to it.
Theorem 6.4. Let V (s1, . . . , sn) be an admissible function on R
n
+. Consider the
Schro¨dinger operator given by −h2△ + V , where △ = −∑( ∂2
∂x2i
+ ∂
2
∂y2i
)
on R2n
and V = V (x21+y
2
1 , . . . , x
2
n+y
2
n). Then V is determined by the espec of −h2△+V .
Note that we are using the same letter V to denote the function defined on Rn+ as
well as the corresponding rotationally invariant function V = V (x21+y
2
1, . . . , x
2
n+y
2
n)
defined on Rn. Although this is an abuse of notation, these two functions determine
each other. We will split the proof of this theorem into two lemmas. The first
lemma involves making Theorem 6.2 explicit in a very simple context. Namely, let
X = R2n = R2 × · · · × R2 be endowed with the usual Tn = S1 × · · · × S1 action
where S1 acts on R2 by rotations. We will use polar coordinates (ri, θi) on the ith
R2 factor, for i = 1, . . . , n. In these coordinates the Tn action is given by
(eiξ1 , . . . , eiξn) · (r1eiθ1 , . . . , rneiθn) = (r1ei(θ1+ξ1), . . . , rnei(θn+ξn)),
with (eiξ1 , . . . , eiξn) ∈ Tn.
Lemma 6.5. Let V be a scalar function on Rn+. Consider the Schro¨dinger oper-
ator given by −h2△ + V , where △ = −∑( ∂2
∂x2i
+ ∂
2
∂y2i
)
on R2n and V = V (x21 +
y21 , . . . , x
2
n + y
2
n) is a T
n-invariant potential. Given α ∈ Rn, the function
m(α) = min
(
V +
n∑
i=1
α2i
r2i
)
is espectrally determined.
Proof. Our manifoldX = R2n carries the usual flat metric. A Tn-invariant Schro¨dinger
operator for this metric on X is −h2△+V , which is a pseudo-differential operator
with symbol p : T ∗R2n → R given by
p(x,v) = ||v||2 + V (x), (x,v) ∈ T ∗R2n.
We can make the moment map and the construction of the relevant forms as in
§2 completely explicit in this case. We start by noticing that the Tn action is free
on X0 = (R
2 \ {0})× · · · × (R2 \ {0}) and that
X0/T
n = Rn+.
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The vector field induced by the Tn action is
Vξ =
n∑
i=1
ξi
∂
∂θi
,
for any ξ ∈ Rn. On T ∗R2n we pick coordinates
(r1, . . . , rn, θ1, . . . , θn, u1, . . . , un, v1, . . . , vn)
which correspond to the cotangent vector
∑n
i=1 uidri + vidθi. In these coordinates
the moment map Φ : T ∗R2n → (Rn)∗ induced by the Tn action on T ∗R2n is given
by
〈Φ(r, θ, u, v), ξ〉 =
n∑
i=1
(uidri + vidθi)(Vξ(r, θ)) =
n∑
i=1
viξi.
Therefore, given α ∈ (Rn)∗ ≃ Rn, Φ−1(α) is simply
Φ−1(α) = {(r, θ, u, v) : v = α}.
To construct the relevant forms, we begin by observing that there is a 1-form µα
defined uniquely on X0 by
(1) µα(Vξ(x)) = 〈α, ξ〉 for any x ∈ X0 and ξ ∈ Rn; and
(2) µα = 0 on the orthogonal complement of the tangent space to T
n-orbits.
Since {( ∂∂ri , ∂∂θi ), i = 1, . . . , n} is an orthogonal basis for the tangent space of X0,
these two conditions imply
µα =
n∑
i=1
αidθi
for α = (α1, . . . , αn). Thus dµα is zero and the form ν
♯
α which is induced from
dµα on T
∗(X0/Tn) using the pullback from X0/Tn to T ∗(X0/Tn) is also zero. We
conclude that the measure on T ∗(X0/Tn) induced by its identification with T ∗Xα
is the standard measure on T ∗(X0/Tn) coming from its canonical form.
The symbol of our Schro¨dinger operator induces a symbol pα : (T
∗X)α → R
which is given by
pα(r, θ, u, α) =
n∑
i=1
(u2i ||dri||2 + α2i ||dθi||2) + V (r21 , . . . , r2n).
Recalling that (ri, θi) are polar coordinates for the (xi, yi) coordinates, we have
dri =
xidxi + yidyi
ri
, dθi =
−yidxi + xidyi
r2i
;
in particular, ||dri||2 = 1 and ||dθi||2 = 1r2i so that
pα(r, θ, u, α) =
n∑
i=1
(
u2i +
α2i
r2i
)
+ V (r21 , . . . , r
2
n).
It follows from Theorem 6.2 that the integral∫
R
n
+×Rn
ρ
(
n∑
i=1
(
u2i +
α2i
r2i
)
+ V (r21 , . . . , r
2
n)
)
du1 ∧ · · · ∧ dun ∧ dr1 ∧ · · · ∧ drn
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is espectrally determined for any compactly supported ρ. In particular, the mini-
mum m = m(α1, . . . , αn) of
n∑
i=1
(
u2i +
α2i
r2i
)
+ V (r21 , . . . , r
2
n)
is espectrally determined. This is because the integral above will be zero for all
functions ρ which have support in ] − ∞,m[. But m(α1, . . . , αn) is actually the
minimum of
n∑
i=1
α2i
r2i
+ V (r21 , . . . , r
2
n),
and the lemma follows. 
Note that Lemma 6.5 does not require V to be admissible, but the next lemma
does. In fact, Theorem 6.4 will hold for any V for which Lemma 6.6 is satisfied,
and will follow from Lemma 6.5 if we can show that m(α) determines V .
Lemma 6.6. Let V be an admissible function on Rn+. Let m(α1, . . . , αn) denote
the minimum value of
n∑
i=1
α2i
r2i
+ V (r21 , . . . , r
2
n).
The function m determines V .
Proof. Let si = r
2
i . The minimum of
n∑
i=1
α2i
si
+ V (s1, . . . , sn)
occurs at a point where we have
∂V
∂si
=
α2i
s2i
or equivalently, s2i
∂V
∂si
= α2i , for all i = 1, . . . , n.
Set ti =
1
si
and let
F (t1, . . . , tn) = −V
(
1
t1
, . . . ,
1
tn
)
.
Note that m(α1, . . . , αn) is the minimum value of
∑n
i=1 α
2
i ti − F (t1, . . . , tn). For
any i = 1, . . . , n, at a point where the minimum is achieved we have
∂F
∂ti
= −∂V
∂si
∂si
∂ti
=
1
(ti)2
∂V
∂si
= s2i
∂V
∂si
= α2i .
Moreover,
∂2F
∂ti∂tj
= − ∂
2V
∂si∂sj
1
t2i t
2
j
− 2δij ∂V
∂si
1
t3i
.
If V is admissible, condition (22) ensures that the Legendre transform
∂F
∂t
: Rn+ → Rn
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maps Rn+ into R
n
+. By (23), −F is strictly convex and therefore ∂F∂t is a diffeomor-
phism onto an open subset of Rn+ (see [13, §A1.3]). We claim that this open set is,
in fact, all of Rn+. To see this, consider
n∑
i=1
α2i ti − F (t) = V
(
1
t1
, . . . ,
1
tn
)
+
n∑
i=1
α2i ti.
The expression on the right tends to infinity as t tends to infinity. The properness
of V implies that this expression also tends to infinity as t approaches the boundary
of Rn+. The left side therefore must have a minimum value at some point t0, and
∂F
∂t
(t0) = (α
2
1, . . . , α
2
n).
Now let G : Rn+ → R be the function G(a) = t · a− F (t) at a = ∂F∂t (t). Thus for
ai = α
2
i , i = 1, . . . , n, we have G(a) = m(α). Then G(a) is espectrally determined
and hence so is its Legendre transform ∂G∂a . But
∂G
∂a is the inverse of
∂F
∂t at t =
∂G
∂a (a),
so F is espectrally determined. Given the relationship between F and V , this shows
that V is espectrally determined. 
6.2. Laplace operators on toric orbifolds.
6.2.1. Background on toric orbifolds. We briefly recall some basic facts about toric
orbifolds and Ka¨hler toric metrics on them. For more details, see [1].
Definition 6.7. Let (X,ω) be a compact connected symplectic orbifold of real di-
mension 2n. Then (X,ω) is said to be toric if it admits an effective Hamiltonian
Tn action, where Tn is the real torus of dimension n.
The existence of an effective Hamiltonian action implies that there is a moment
map from X to Rn. It follows from the convexity theorem of Atiyah and Guillemin
and Sternberg that the image of the moment map of a toric orbifold is convex; it
is the convex hull of the fixed points of the Tn action. In fact this convex hull is
always a rational simple polytope.
Definition 6.8. A convex polytope P in Rn is rational simple if
(1) there are n facets meeting at each vertex;
(2) for every facet of P , a primitive outward normal can be chosen in Zn;
(3) for every vertex of P , the outward normals corresponding to the facets meet-
ing at that vertex form a basis for Qn.
Note that a facet is a face in P of codimension 1.
Given a symplectic toric orbifold (X,ω) whose moment map image is a rational
simple polytope P , the action of Tn is free exactly on the pre-image via the moment
map of the interior of P . The pre-image via the moment map of int(P ) is an open
dense subset of X , and X admits so-called action-angle coordinates on that open
set.
Definition 6.9. Let (X,ω) be a toric symplectic orbifold. On the pre-image of
int(P ), we define action-angle coordinates on X by
(x1, . . . , xn, θ1, . . . , θn),
where (x1, . . . , xn) are the coordinates of the moment map and have image in P
and (θ1, . . . , θn) are angle coordinates on the torus T
n.
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Note that if (x1, . . . , xn, θ1, . . . , θn) are action-angle coordinates on (X,ω), then
ω =
n∑
i=1
dxi ∧ dθi.
Lerman and Tolman [18] showed that for every facet of P , there is an integer
m such that the structure group of any point in the pre-image of the facet via the
moment map has structure group Z/mZ. The collection of integers attached to the
facets are called the labels of the moment polytope.
Definition 6.10. A labeled polytope is a rational simple polytope with an integer
associated to each facet.
Given a labeled polytope P with facets F1, . . . , Fd, we will denote by η
0
i the
unique inward-pointing normal vector to Fi which is a primitive element of the
lattice Zn ⊂ Rn. It is always possible to characterize a rational simple polytope P
as
P = {x ∈ Rn : x ·miη0i ≥ λi, i = 1, . . . , d},
where mi is the integer label of the facet Fi and λi is a constant. We set ηi = miη
0
i
for i = 1, . . . , d, and
li(x) = x · ηi − λi, i = 1, . . . , d.
Lerman and Tolman generalized the well-known classification theorem of Delzant
for toric manifolds to the orbifold setting.
Theorem 6.11. [18] To every toric symplectic orbifold we can associate a labeled
polytope. Conversely, given any labeled polytope there is a toric symplectic orbifold
associated to it. Two toric symplectic orbifolds are equivariantly symplectomorphic
if and only if their labeled polytopes are isomorphic.
It turns out that toric symplectic manifolds always have a Ka¨hler metric (see
[12]). The same is true for toric symplectic orbifolds. Given a labeled polytope P
we associate to it the following function on int(P ):
gP (x) =
d∑
i=1
li(x) log(li(x)) − li(x).
This function is used in Abreu’s description of all Ka¨hler metrics on a toric sym-
plectic orbifold.
Theorem 6.12. [2] Given a labeled polytope P , Ka¨hler metrics on the correspond-
ing toric orbifold XP are in one-to-one correspondence with potentials g : int(P )→
R satisfying
• the Hessian Hess(g) is positive definite on P ;
• the function g − gP extends smoothly to a neighborhood of the boundary of
P ; and
• det(Hess(g))∏di=1 li extends smoothly to a neighborhood of the boundary of
P .
Given such a potential, the Riemannian metric associated to the Ka¨hler structure
can be given explicitly in action-angle coordinates over the pre-image via the moment
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map of P . More precisely, the metric is Hess(g)
... 0
. . . . . . . . . . . . . . . . . . . . . . . .
0
... Hess−1(g)
 (24)
The function g is called the symplectic potential for the Ka¨hler metric.
Lemma 6.13. The matrix Hess−1(g) has the following properties:
(1) Hess−1(g) extends smoothly to a neighborhood of the boundary of P ;
(2) Hess−1(g)ηi = 0 on Fi, for i = 1, . . . , d; and
(3) on Fi, we have
ηti Hess
−1(g)ηi
li
= 1,
for i = 1, . . . , d.
Proof. The first two statements are well known (e.g., [2]). We will prove the third
statement. In fact, a slight modification of this proof would also show the first two
statements in the lemma.
We will assume, without loss of generality, that i = 1. We begin with the case
g = gP . The (a, b)-entry of the matrix Hess(gP ) is given by
(Hess(gP ))ab =
d∑
i=1
ηai η
b
i
li
,
where ηki denotes the kth component of the vector ηi. By using Cramer’s rule we
see that for s = 1, . . . , n, the s component of Hess−1(gP )η1 is given by
det
(∑d
i=1
η1i ηi
li
, . . . ,
∑d
i=1
ηs−1i ηi
li
, η1,
∑d
i=1
ηs+1i ηi
li
, . . . ,
∑d
i=1
ηni ηi
li
)
det
(∑d
i=1
η1i ηi
li
, . . . ,
∑d
i=1
ηni ηi
li
) .
Expanding this out we see that (Hess−1(gp)η1)s is given by∑
(i1,...,is−1,is+1,...,in)
all distinct, 6=1
η1i1 . . . η
s−1
is−1
ηs+1is+1 . . . η
n
in
li1 . . . lis−1 lis+1 . . . lin
det(ηi1 , . . . , ηis−1 , η1, ηis+1 , . . . , ηin)
∑
(i1,...,in)
all distinct
η1i1 . . . η
n
in
li1 . . . lin
det(ηi1 , . . . , ηin)
.
This implies that ηt1Hess
−1(gp)η1 is given by
n∑
s=1
∑
(i1,...,is−1,is+1,...,in)
all distinct, 6=1
η1i1 . . . η
s−1
is−1
ηs1η
s+1
is+1
. . . ηnin
li1 . . . lis−1 lis+1 . . . lin
det(ηi1 , . . . , ηis−1 , η1, ηis+1 , . . . , ηin)
∑
(i1,...,in)
all distinct
η1i1 . . . η
n
in
li1 . . . lin
det(ηi1 , . . . , ηin)
;
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we will denote the numerator of this expression by N . The denominator can be
written as the sum of two terms, namely
n∑
s=1
∑
(i1,...,is−1,is+1,...,in)
all distinct, 6=1
η1i1 . . . η
s−1
is−1
ηs1η
s+1
is+1
ηnin
li1 . . . lis−1 l1lis+1 . . . lin
det(ηi1 , . . . , ηis−1 , η1, ηis+1 , . . . , ηin),
which equals N/l1, and
M :=
∑
(i1,...,in)
all distinct6=1
η1i1 . . . η
n
in
li1 . . . lin
det(ηi1 , . . . , ηin).
Therefore ηt1Hess
−1(gp)η1 = l1
1+
l1M
N
. On F1,
ηt1Hess
−1(gp)η1
l1
= 1.
Next we examine the general case Hess(g) = Hess(gP ) +G, where G is smooth
in a neighborhood of the closure of P . We can write this as
Hess(g) = Hess(gP )(1 + Hess
−1(gP )G)
so that
Hess−1(g) = (1 + Hess−1(gP )G)−1Hess−1(gP ) =
( ∞∑
k=0
(−1)k(Hess−1(gP )G)k
)
Hess−1(gP )
when the sum is convergent. Thus
ηt1Hess
−1(g)η1
l1
=
ηt1Hess
−1(gP )η1
l1
+
( ∞∑
k=1
(−1)kηt1(Hess−1(gP )G)k
)
Hess−1(gP )η1
l1
.
We have seen that Hess
−1(gP )η1
l1
is smooth. We restrict our attention to F1. By
property (ii), Hess−1(gP )η1 = 0, implying that for any k ≥ 1 we have
(−1)kηt1(Hess−1(gP )G)k = (−1)kηt1(Hess−1(gP )G)(Hess−1(gP )G)k−1 = 0.
It follows that on F1,
ηt1Hess
−1(g)η1
l1
=
ηt1 Hess
−1(gP )η1
l1
= 1.

The leading term in the asymptotic expansion of µα
h
can be made very explicit
in the case of a toric symplectic orbifold. Note that contributions to the leading
term in Theorem 5.1 come only from points where the action is free; as mentioned
above, the action of Tn is free exactly on the pre-image via the moment map of the
interior of the rational simple polytope P corresponding to the toric orbifold. Every
point in the pre-image of int(P ) is regular, so the coordinate-based arguments used
in the proof of Theorem 5.1 apply directly to this case. In particular, because
we have action-angle coordinates on a dense subset of the toric orbifold, we can
essentially treat the toric orbifold as R2n. The following lemma can be viewed as a
toric version of Theorem 6.2.
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Lemma 6.14. Let X be a toric orbifold endowed with a toric Ka¨hler metric with
symplectic potential g, and let Ph = h2△ be the semiclassical Laplace operator
associated to this metric. Given a generic α ∈ Rn and a compactly supported
function ρ ∈ C∞0 (R), the quantity∫
P×Rn
ρ(αt Hess g(x)α+ utHess−1 g(x)u)dx1 ∧ · · · ∧ dxn ∧ du1 ∧ · · · ∧ dun
is espectrally determined.
Proof. Let (x1, . . . , xn, θ1, . . . , θn) be action-angle coordinates forX . Given a generic
α ∈ Rn , we claim:
• if Φ is the moment map for the induced Tn action on T ∗X , then
Φ−1(α) = {(x, θ, u, v) : x ∈ int(P ), θ, u, v ∈ Rn, v = α}; and
• the form µα defined in §2 is closed and the measure induced on T ∗(X0/Tn) =
T ∗ int(P ) is just the Lebesgue measure dx1 ∧ · · · ∧ dxn ∧ du1 ∧ · · · ∧ dun.
The proofs of these claims are essentially the same as the proofs of the corre-
sponding results in R2n, which are contained in the proof of Lemma 6.5. In fact,
one may employ those arguments almost verbatim, with a few small changes that
we now mention.
We saw in §2 that if α is a regular value for Φ, then Φ−1(α) is contained in T ∗X0.
Therefore we can use action-angle coordinates (x1, . . . , xn, θ1, . . . , θn) on X0. We
have
X0/T
n ≃ int(P ).
On T ∗X0 we pick coordinates
(x1, . . . , xn, θ1, . . . , θn, u1, . . . , un, v1, . . . , vn)
which correspond to the cotangent vector
∑n
i=1 uidxi + vidθi. Given α ∈ Rn a
regular value for Φ, Φ−1(α) is simply
Φ−1(α) = {(x, θ, u, v) : x ∈ int(P ), θ, u, v ∈ Rn, v = α}.
For the 1-form µα, we note that the tangent space to a T
n-orbit is spanned by the
∂
∂θi
, i = 1, . . . , n. The orthogonal complement is spanned by the ∂∂xi , i = 1, . . . , n
because the toric metric is of the form (24). We have
µα =
n∑
i=1
αidθi,
and the rest of the argument showing that µα is closed and we have Lebesgue
measure on T ∗P follows as in the proof of Lemma 6.5.
The symbol of the Laplace operator on X is
p(x, θ, u, v) = ||(u, v)||2.
The matrix of the metric defined by the symplectic potential g on X is given as in
(24) by  Hess(g)
... 0
. . . . . . . . . . . . . . . . . . . . . . . .
0
... Hess−1(g)
 .
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So the matrix of the corresponding metric on the cotangent bundle is Hess
−1(g)
... 0
. . . . . . . . . . . . . . . . . . . . . . . .
0
... Hess(g)
 ,
which implies
p(x, θ, u, v) = ||(u, v)||2 = utHess−1(g)u+ vtHess(g)v.
When we restrict to (T ∗X)α, we get
pα(x, u) = u
tHess−1(g)u+ αtHess(g)α.
The lemma now follows from Theorem 6.2. 
6.2.2. Inverse spectral results for toric Laplacians on S2. Let S1 act on S2 by
rotation around the vertical axis. This action is toric for the Fubini-Study metric
on S2, and by normalizing we can assume that the moment polytope is the interval
[−1, 1]. Consider action-angle coordinates (x, θ) on S2 with x ∈ [−1, 1]. Any S1-
invariant metric on S2 is of the form
g¨dx ⊗ dx+ dθ ⊗ dθ
g¨
,
where g¨ > 0 is such that
g¨ − 1
1− x2
is smooth. We will prove the following
Theorem 6.15. Suppose that g¨ is even and convex. Then the S1-invariant metric
is espectrally determined.
Proof. It follows from Lemma 6.14 with n = 1 that given a metric on S2 of the
form
g¨dx ⊗ dx+ dθ ⊗ dθ
g¨
,
the quantity ∫
[−1,1]×R
ρ
(
α2g¨ +
u2
g¨
)
dx ∧ du
is espectrally determined. Note that this quantity is
α
∫
[−1,1]×R
ρ
(
α2
(
g¨ +
v2
g¨
))
dx ∧ dv, (25)
so α will not play a role; we set α = 1. We next make a change of variable, setting
t = g¨ +
v2
g¨
, or equivalently, v2 = g¨(t− g¨).
In the (x, t) variables, (25) becomes∫ 1
−1
∫ +∞
g¨(x)
ρ(t)
√
g¨
2
√
t− g¨ dtdx. (26)
Our hypotheses that g¨ is even and convex imply that g¨ has a minimum at 0 and
is increasing on [0,+∞). Let c be the minimum value of g¨. Note that, since g¨ > 0,
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c is also the minimum of g¨ + u
2
g¨ . If the support of ρ is contained in (−∞, c), the
integral ∫
[−1,1]×R
ρ
(
g¨ +
u2
g¨
)
dx ∧ du
vanishes; since this integral is espectrally determined, we see that c is espectrally
determined.
Set w = g¨ − c, and τ = t− c. The integral (26) becomes∫ 1
−1
∫ +∞
w(x)
ρ(τ + c)
√
w + c
2
√
τ − wdτdx.
By switching the order of integration and renaming ρ(τ + c), the above integral
becomes ∫ +∞
0
∫ w−1(τ)
0
ρ(τ)
√
w + c√
τ − wdxdτ.
We conclude that the function
t 7→
∫ w−1(t)
0
√
w + c√
t− w dx
is espectrally determined. Now set y = w(x). Then
t 7→
∫ t
0
√
y + c√
t− y
dw−1
dy
(y)dy (27)
is espectrally determined.
The function in (27) can be viewed as the Abel transform of another function, as
we now explain. Recall that the fractional integration operation of Abel is defined
as
Jag(s) =
1
Γ(a)
∫ s
0
(s− ν)a−1g(ν)dν,
for a > 0. Fractional integration of order 12 applied to the function
y 7→ √y + cdw
−1
dy
(y) (28)
gives (27), up to a constant factor of Γ(12 ) =
√
π. We claim that the Abel transform
of a function determines the function. In particular, we have JaJb = Ja+b. So if
we let a = 1− b, we have
J1−bJbg(s) = J1g(s) =
∫ s
0
g(ν)dν.
Taking the derivative of the right side, we recover g(s). Applying this to our
situation, we see that the function in (28) is espectrally determined. Thus w,
and in fact g¨, are also espectrally determined, which implies that the metric is
espectrally determined. 
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6.2.3. Toric Laplacian on toric orbifolds. In [10] the authors proved that the equi-
variant spectrum of a generic toric orbifold determines the toric orbifold up to
equivariant symplectomorphism. This is done by proving that, generically, the
equivariant spectrum determines the labeled polytope of the toric orbifold, up to
two choices and up to translation, and then using Theorem 6.11. Our genericity
assumptions are that the moment polytope has no parallel facets and no subpoly-
topes, where a “subpolytope” is a convex polytope that can be formed from a
proper nonempty subset of the facet normals and associated volumes of our mo-
ment polytope. See [10, Lemma 5.8] for more details.
In this section we will show that, under these same genericity assumptions, the
unlabeled moment polytope is espectrally determined. This means that we do not
need the full equivariant spectrum to determine the moment polytope, but only
“large” weights for the induced action on eigenspaces.
Theorem 6.16. Let (X,ω) be a generic toric orbifold endowed with any toric
Ka¨hler metric, and let Ph = h2∆. The unlabeled moment polytope of X is espec-
trally determined, up to two choices and up to translation.
Proof. Let P be the moment polytope of X , and let g be the symplectic potential
for the toric Ka¨hler metric. We write H for Hess(g). Given any ρ ∈ C∞0 (R) and a
generic α ∈ Rn, Lemma 6.14 implies that∫
P×Rn
ρ(αtH(x)α + utH−1(x)u)dx1 ∧ · · · ∧ dxn ∧ du1 ∧ · · · ∧ dun
is espectrally determined, where (x1, . . . , xn) are coordinates on P . Fix x ∈ P .
There is an orthogonal matrix S which diagonalizes H−1. Let λ1(x), . . . , λn(x) be
the eigenvalues of H−1(x) and let Λ(x) be the diagonal n× n matrix with positive
entries λ1, . . . , λn. We have∫
Rn
ρ(αtHα+ utH−1u)du1 ∧ · · · ∧ dun =
∫
Rn
ρ(αtHα+ (Su)tΛSu)du1 ∧ · · · ∧ dun.
Set y = Su and change variables in the integral above to get∫
Rn
ρ(αtHα+
n∑
i=1
λiy
2
i )dy1 ∧ · · · ∧ dyn.
Now set zi =
√
λiyi to get∫
Rn
ρ(αtHα+ utH−1u)du1 ∧ · · · ∧ dun =
∫
Rn
ρ(αtHα+
∑n
i=1 z
2
i )∏n
i=1
√
λi
dz1 ∧ · · · ∧ dzn.
(29)
Note that
1∏n
i=1
√
λi
=
√
detH.
We will use spherical coordinates on Rn to write the right side of (29) as
Cn
√
detH
∫ +∞
0
ρ(αtHα+ r2)rn−1dr,
where Cn is a constant that depends only on n. It follows that∫
P
√
detH
∫ +∞
0
ρ(αtHα+ r2)rn−1drdx
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is espectrally determined. By taking the limit of an appropriate sequence of func-
tions that equal ρ on larger and larger sets, we see that we can make ρν(s) = e
iνs;
it follows that ∫
P
√
detHeiνα
tHαdx (30)
is espectrally determined because the integral∫ +∞
0
eiνr
2
rn−1dr
is convergent.
Now fix u ∈ Rn. Multiplying (30) by ρ(α)e−iναtu for some ρ ∈ C∞0 (R) and
integrating with respect to α, it follows that∫
P
∫
Rn
√
detHeiν(α
tHα−αtu)ρ(α)dαdx
is espectrally determined. We are going to apply stationary phase to this integral
when ν = 12h tends to infinity. First, however, we rewrite the integral slightly. Set
b = −H−1u2 . We have
(α+ b)tH(α+ b) = αtHα− αtu+ u
tH−1u
4
so that ∫
Rn
eiν(α
tHα−αtu)ρ(α)dα = e−
iνutH−1u
4
∫
Rn
eiν((α+b)
tH(α+b))ρ(α)dα.
Set y = α+ b in the integral above. It follows that∫
Rn
eiν(α
tHα−αtu)ρ(α)dα = e−
iνutH−1u
4
∫
Rn
eiνy
tHyρ
(
y +
H−1u
2
)
dy.
We observe that we can apply stationary phase as in Lemma 5.3 to get∫
Rn
eiνy
tHyρ
(
y +
H−1u
2
)
dy = (2πh)
n
2 | detH |−1/2eiπn/4
(
exp
(−ihb(D)ρ˜
2
))
(0),
where ρ˜(y) = ρ
(
y + H
−1u
2
)
and b(D) is a constant coefficient differential operator
of the form
−
∑
bkl
∂
∂yk
∂
∂yl
,
with B = H−1. It follows that∫
Rn
eiν(α
tHα−αtu)ρ(α)dα = (2πh)
n
2 e−
iνutH−1u
4
eiπn/4√
detH
(
exp
(−ihb(D)ρ˜
4
))
(0).
We next determine the value of the exponential term involving ρ˜. Since H−1 is
smooth on P , there exists R such that −H−1u2 ∈ BR(0) for all x ∈ P . Pick ρ such
that ρ is identically 1 on B2R and 0 outside B3R. All the derivatives of ρ˜ at 0 are
zero because the derivatives of ρ at H
−1u
2 are zero. For such ρ we have∫
P
∫
Rn
√
detHeiν(α
tHα−αtu)ρ(α)dαdx = (2πh)
n
2 eiπn/4
∫
P
e−
iνutH−1u
4 dx
and we may conclude that ∫
P
e−
iνutH−1u
4 dx
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is espectrally determined for all u ∈ Rn.
Consider the function
ν →
∫
P
e−
iνutH−1u
4 dx.
This function is a holomorphic function of ν because utH−1u is smooth on P .
Therefore its values on the positive real line determine it completely. Said in another
way, if two holomorphic functions agree on the positive real line then they agree on
C. This means that for any positive t, the quantity∫
P
e−tu
tH−1udx
is espectrally determined. But now consider the limit of this quantity as t tends
to ∞. The matrix H−1 is strictly positive definite in the interior of P ; near the
boundary of P , the matrix H−1 acquires a kernel spanned by the normals to the
facets of P . When u is distinct from all those normals, we have
lim
t→∞
∫
P
e−tu
tH−1udx = 0
because utH−1u is uniformly bounded from below on P . If u = ηi for some i ∈
{1, . . . , d} then we claim that
lim
t→∞
∫
P
e−tu
tH−1udx =
∑
j:Fj⊥ηi
∫
Fj
1.
For some intuition about this claim, consider a general integral of the form
∫
e−tf(x)dx
for some smooth function f(x). When we take the limit of this integral as t tends
to infinity, we see that the contributions to the integral will come at the points
where f(x) = 0. In our situation, the third property of Lemma 6.13 tells us that
we can replace ηtiH
−1ηi by lis(x), where s(x) is a smooth function that does not
vanish on P . Thus contributions to the integral will come from the facets for which
ηi is a normal vector. In particular, for each ηi normal to a facet of P we recover
the sums of the volumes of the facets perpendicular to ηi.
If P has no parallel facets and no subpolytopes, our theorem follows from the
existence of a positive solution to the Minkowski problem, namely that the facet
normals and the facet volumes determine the polytope up to two choices and up to
translation (e.g., [17, Thm. 2]). 
The unlabeled polytope of a toric orbifold (X,ω) does not determine the toric
orbifold up to symplectomorphism, but it does determine the fan associated to the
toric variety X , and hence determines X up to equivariant biholomorphism. See
[18, Thm. 9.4] for more details.
7. Weighted projective spaces
Our applications of Theorem 5.1 have used only the µ0,0 term in the asymp-
totic expansion; in a subsequent paper, we plan to explore applications involving
the other terms as well. In the toric setting we note that there are never points
with discrete isotropy groups. Only points in the pre-image of the facets can have
nontrivial isotropy, and those points always have isotropy groups of dimension at
least 1.
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An example of an interesting situation where we could make use of these extra
terms is as follows. Let X be the unit sphere in Cd given by
X = {(z1, . . . , zd) :
d∑
i=1
|zi|2 = 1}.
Let S1 act on X with weights (m1, . . . ,md), i.e.,
τ(eiθ)(z1, . . . , zd) = (e
im1θz1, . . . , e
imdθzd).
Proposition 7.1. Let X be endowed with an S1-invariant metric. The asymptotic
equivariant spectrum of the Laplace operator on C∞(X) 1h determines the weights if
they are all distinct primes.
This result follows from Theorem 5.1. Note that studying S1-equivariant func-
tions on X is equivalent to studying invariant sections of a line bundle as in §3, so
our setting is in fact that of weighted projective spaces.
Proof. We start by determining the non-trivial isotropy groups of the S1 action.
Given z ∈ X and eiθ ∈ S1, τ(eiθ)z = z if and only if
eimkθzk = zk, for all k = 1, . . . , d,
or equivalently,
θ =
2πs
mk
with s ∈ Z or zk = 0, for all k = 1, . . . , d.
Because we are assuming that m1, . . . ,md are relatively prime, there cannot be two
distinct values of k, say a and b, for which θ = 2πsama and θ =
2πsb
mb
for integers sa
and sb. This implies that z ∈ X has nontrivial isotropy if and only if z has exactly
one nonzero component. Set
Xk = {(z1, . . . , zd) ∈ X : zj = 0 for all j 6= k}.
The S1 action on X is free on X \ ⋃dk=1Xk. If z ∈ Xk then the isotropy group
of z is Zmk , which is generated by the mkth-roots of unity in S
1. Also, the fixed
point set of e
i2πs
mk equals Xk, for all s = 1, . . . ,mk − 1. We conclude that the list
of elements in S1 with nontrivial fixed point sets are all the nontrivial mkth-roots
of unity for k = 1, . . . , d, and the corresponding fixed sets are the one-dimensional
manifolds Xk, k = 1, . . . , d. The normal space to each Xk in X is
Span
{
∂
∂xj
,
∂
∂yj
, j 6= k
}
,
where xj and yj are the real and imaginary parts of zj, respectively. Note also that
e
i2πs
mk acts by a nontrivial rotation on each subspace
Span
{
∂
∂xj
,
∂
∂yj
}
for every j 6= k. Let As,k denote the linearized S1 action of e
i2πs
mk on the normal
space to Xk, for s = 1, . . . ,mk − 1.
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Applying Theorem 5.1 in our setting with α = 1, we conclude that
µ 1
h
(ρ) ∼ (2πh)2−2d
∞∑
i=0
hi
∑
ℓ≤2i
µi,ℓ
(
dℓρ
dtℓ
)
+ (2πh)−2
d∑
k=1
mk−1∑
s=1
e
− i2πs
mkh | det(As,k − I)|−1(pk,s1 )∗νk,s +O(h).
The first line consists of terms that are real and the second line does not. We
conclude that
d∑
k=1
mk−1∑
s=1
e
− i2πs
mkh | det(As,k − I)|−1(pk,s1 )∗νk,s (31)
is espectrally determined.
Now assume that h = 1Mm1···md for some positive integerM . Then (31) becomes
real. We can thus conclude that the product m1 · · ·md is espectrally determined,
and therefore so is each mj as the mj are distinct primes. 
Note that Proposition 7.1 complements the results of [3] and [11]. It is likely
that by exploiting the terms arising from fixed points in the asymptotic expansion
for µ 1
h
, the above proposition can be extended to more general values for the mk’s.
We will consider this in a subsequent paper.
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