In this paper we first provide a method to compute confidence intervals for the center of a piecewise normal distribution given a sample from this distribution, under certain assumptions. We then extend this method to an asymptotic setting, and apply this method to compute confidence intervals for the true solution of a stochastic variational inequality based on a solution to a sample average approximation problem. The confidence intervals are computed with simple formulas. Performance of the proposed method is tested with numerical experiments.
Introduction
In this paper we propose a method to conduct statistical inference for the center of a piecewise normal distribution (to be defined below), and then apply it to the inference of the true solution to a stochastic variational inequality.
To define the piecewise normal distribution, we first define a piecewise linear function. A function f : R n → R m is piecewise linear, if it is continuous and there exists a finite collection of matrices {M 1 , · · · , M k } in R m×n , such that f (x) ∈ {M 1 x, · · · , M l x} for each x ∈ R n . The linear functions represented by matrices M j are referred to as selection functions of f . If f : R n → R n is a bijective, piecewise linear function (called a piecewise linear homeomorphism), then its inverse function f −1 : R n → R n is also piecewise linear. For more details on piecewise linear functions, see Luo, Pang and Ralph [21] , Rockafellar and Wets [33] and Scholtes [37] . Now, let Y be a normal random variable in R n with mean 0 and covariance matrix Σ, Γ : R n → R n be a piecewise linear homeomorphism, and z 0 ∈ R n be a fixed parameter. If a random variable Z in R n satisfies or equivalently
then we say that Z follows a piecewise normal distribution centered around z 0 , defined by the piecewise linear homeomorphism Γ −1 and normal random variable Y ∼ N (0, Σ).
As shown in [37] , for the piecewise linear function Γ : R n → R n there exists a corresponding conical subdivision {K i , i = 1, · · · , l} of R n , such that (i) K i is a polyhedral convex cone in R n with dim(K i ) = n for each i, (ii) ∪ l i=1 K i = R n , (iii) the intersection of each two cones K i and K j , 1 ≤ i = j ≤ l, is either empty or a proper face of both K i and K j , and (iv) Γ coincides with a linear function represented by M i ∈ R n×n on each K i . LetK i = Γ(K i ) = M i (K i ) be the image of K i under Γ; then {K 1 , · · · ,K l } is a conical subdivision of R n that corresponds to Γ −1 , with Γ −1 represented by M −1 i onK i . It is clear that the probability density for the random variable Z at any point z in the interior of z 0 + K i coincides with the probability density of the normal random variable M −1 i Y at z − z 0 ∈ int K i , see more discussion in Section 2.2. In other words, the probability density of Z is described by a normal density function on the interior of each set in the collection {z 0 + K i , i = 1, · · · , l}, which is a polyhedral subdivision (defined at the end of this Section) of R n .
The first goal of this paper is to provide an efficient method to compute confidence intervals for components of z 0 given a sample of Z, under two assumptions. The first assumption is that both Γ and Σ are known, and Σ is nonsingular. The second assumption is that the unknown parameter z 0 belongs to a known affine set A that is a translate of ∩ l i=1 K i (as shown in Lemma 3 below, ∩ l i=1 K i is a subspace of R n ). With these assumptions, given a sample of Z we can w.p. 1 identify a unique index i such that the given sample is included in z 0 + K i , and then use a simple closed-form formula to compute confidence intervals for components of z 0 . More details on the development of this method is given in Section 2.2. The closed-form formula we propose for confidence intervals utilizes a direct-sum decomposition of R n of the subspace ∩ l i=1 K i and a certain complementary subspace of ∩ l i=1 K i , such that the projections of a normal random variable of interest into these two subspaces are independent of each other. Details on how to obtain such a direct-sum decomposition is given in Section 2.1.
Next, we consider a sequence of random variables z N that weakly converges to z 0 + Γ −1 Y , and show how to obtain asymptotically exact confidence intervals for z 0 given a sample of z N under the same assumptions about Γ, Σ and z 0 as above. Again we can identify a unique index i such that the sample of z N is included in z 0 +K i with probability converging to 1, and then use the same formula to compute confidence intervals for z 0 , see Section 2.3.
Finally, we apply the above method to conduct inference for the true solution to a stochastic variational inequality, as defined in Section 3, based on a solution to a sample average approximation (SAA) problem. By using the normal map formulation of variational inequalities introduced in Robinson [29] , we can write the asymptotic distribution of the SAA solutions in the form √ N (z N − z 0 ) ⇒ Γ −1 (Y 0 ), where z N ∈ R n is the solution Figure 1 : Illustration of the assumption to an SAA problem with sample size N , z 0 is the true solution, Y 0 ∼ N (0, Σ 0 ), and Γ is a piecewise linear homeomorphism from R n to R n taking the form of a normal map [20, 14, 41, 7, 5] . In general, the function Γ and the matrix Σ 0 depend on z 0 , and are unknown when z 0 is unknown. While estimators of Σ 0 based on z N can be obtained by standard techniques, estimation of the function Γ demands special methods that utilize the geometric structure of stochastic variational inequalities. By using confidence regions for z 0 computed by a formula given in [19] , we can use a method in [16] to identify the piecewise structure of Γ with a prescribed confidence level. We can then apply the general method developed in Section 2.3 to compute confidence intervals for z 0 based on a single z N (Theorem 7), as well as confidence intervals for the true solution x 0 of the original stochastic variational inequality (Theorem 8).
The assumption that z 0 belongs to a known affine set A parallel to ∩ l i=1 K i may seem too strong for conducting inference of z 0 given a sample of Z following the distribution (1) . Below we use a simple example in Figure 1 to illustrate why an assumption of this kind is needed to have simple closed-form formulas for confidence intervals of z 0 . Suppose n = 2, l = 4, and each K i is a different orthant in R 2 . Write
i . Then, the probability density of Z at a point z ∈ int(z 0 + K i ) is given by the density of the normal random variable N (z 0 , Q i ) at z. To compute (symmetric) confidence intervals for z 0 at a prescribed confidence level 1 − α given a sample of Z without further knowledge about z 0 , we need to find values of δ j , j = 1, 2 such that P(|(Z − z 0 ) j | ≤ δ j ) = 1 − α where (Z − z 0 ) j stands for the jth component of Z − z 0 . There is no closed form formula for such δ j , because even computing P(|(Z − z 0 ) j | ≤ δ j ) for a given value of δ j requires summing up probabilities for each of the four random variables N (0, Q i ) to belong to a certain box in R 2 , and evaluation of such probabilities are computationally expensive except in the special cases of diagonal Q i 's. This explains why it is necessary to have additional assumptions about z 0 to obtain easy-to-compute confidence intervals for it, when the number of pieces l is bigger than 2. When l equals 1 or 2, it is straightforward to provide confidence intervals for z 0 without additional knowledge about the location of z 0 .
In the above example, ∩ l i=1 K i = {0}. Our assumption that z 0 belongs to a known affine set A parallel to ∩ l i=1 K i simply means that z 0 is known in such an example, because any affine set A parallel to {0} is a singleton. This may seem too strong, but it is the weakest assumption that allows for identification of the right piece in the polyhedral subdivision {z 0 + K i , i = 1, · · · , l} for any given sample, to make it possible to find simple closedform formulas for confidence intervals for z 0 . This assumption is also satisfied in the application to stochastic variational inequalities, because we can use a confidence region of z 0 to obtain an affine set A that is parallel to ∩ l i=1 K i and contains z 0 with a prescribed confidence level, at the same time as we identify the piecewise structure corresponding to Γ.
It has long been noticed that the asymptotic distribution of solutions to empirical approximations of stochastic optimization problems and stochastic generalized equations demonstrate a piecewise structure. King and Rockafellar [14] characterized such structure in a general setting by using the inverse continent derivative of the multifunction defining the nominal generalized equation, with an application to linear quadratic tracking problems. Shapiro [40] described the piecewise asymptotic distribution of approximate solutions to stochastic programs by the solution map of a linearly perturbed optimization problem. Geyer [9] represented the asymptotic distribution of M-estimators by using minimizers of quadratic programs in which the linear term is defined by a normal random variable. Pflug [24] classified stochastic programs with smooth or nonsmooth objectives over convex sets according to the type of the pertaining "asymptotic stochastic programs." Knight and Fu [15] applied the general theory to obtain asymptotic distribution of Lassotype estimators. Demir [5] gave the asymptotic distribution of solutions to normal map formulations of approximations of stochastic variational inequalities. In general, when the asymptotic stochastic program used to characterize the asymptotic distribution is posed over a subspace, the asymptotic distribution reduces to a single piece. Dupačová and Wets [7] gives conditions in terms of differences between subgradients of some involved functions for asymptotic normality of the statistical estimators, extending pioneer results in Huber [13] .
The above results concern asymptotic distributions of estimators of the solution to stochastic optimization problems and stochastic generalized equations. For results on asymptotics of estimators of the optimal value and the optimality gap of stochastic optimization problems, see Shapiro [39] , Eichhorn and Römisch [8] , Bayraksan and Morton [2] , Linderoth et al. [18] , and references herein. For results on consistency, stability, and convergence rates of solutions to stochastic optimization and stochastic variational inequalities, see Gürkan, Gül et al. [11] , Dentcheva and Römisch [6] , Royset and Wets [35] , Xu [43] and reference herein. Comprehensive surveys on inference of stochastic optimization and stochastic generalized equations can be found in Ruszczyński and Shapiro [36] , Homem-de-Mello and Bayraksan [12] , and Shapiro et al. [41] .
Even though the piecewise structure in the asymptotic distribution of estimators to the true solution to stochastic optimization problems and stochastic variational inequalities has long been recognized, not much work has been devoted to inference of the true solution based on the piecewise asymptotic distribution. For example, Shapiro and Homem-deMello [38] assumed that the true solution of a stochastic optimization problem satisfies the strict complementarity condition, so that its estimators are asymptotically normal, to compute confidence intervals for the true solution. In this setting, the strict complementarity condition is equivalent to the condition that the asymptotic stochastic program used to characterize the asymptotic distribution is posed over a subspace, see, e.g., a discussion in [41, Chapter 5.2] . A main reason for this gap is that the piecewise structure in the distribution prevents standard inference techniques from being applicable. As mentioned, we need to exploit special properties of variational inequalities to estimate the piecewise linear function Γ that defines the asymptotic distribution of z N [19, 16] . Even with a proper estimator of Γ, computation of confidence intervals is still nontrivial. Methods proposed in [17, 16] to compute confidence intervals rely on iterative procedures in which each iteration evaluates the probability for a normal random vector to belong to a different box. The method provided in this paper uses a closed-form formula instead of an iterative procedure, and is therefore substantially faster.
Notation and terminology. Throughout the paper, we use R n and R n + to denote the n-dimensional Euclidean space and its nonnegative orthant, S n + (S n ++ ) to denote the set of positive semi-definite (definite) symmetric n × n matrices. For a set F in R n , we use aff F to denote its affine hull (i.e., the smallest affine set containing F ), par F to denote the subspace of R n parallel to aff F , int F , cl F , bdry F to denote its interior, closure and boundary respectively, 1 F to denote its indicator function (i.e., 1 F (x) = 1 if x ∈ F , and 0 otherwise), and Π F to denote the Euclidean projector onto H (i.e., Π F (z) is the point in R n closet to z in Euclidean norm) unless explicitly stated otherwise. For a convex set C ⊂ R n , we use ri C to denote its relative interior (its interior relative to aff C), and lin C to denote its lineality space which is defined to be the largest subspace L in R n (in the sense of inclusion) satisfying the equation C + L = C. A set C is a cone if λx ∈ C for any x ∈ C and λ > 0. If C is a closed, convex cone, then lin C is the largest subspace contained in C. For a closed, convex set S we use N S (x) to denote the normal cone to the set S at x, defined as
and use T S (x) to denote the tangent cone to S at x, defined as
For more on the lineality space and tangent/normal cones, see, e.g., Mordukhovich [22] , Robinson [25] and Rockafellar [31] .
A function f : R n → R m is said to be B-differentiable at x ∈ R n , if there exists a positively homogeneous function df (x) :
We then say that df (x) is the B-derivative of f at x. Clearly, if df (x) is linear, then it reduces to the classical F-derivative of f at x. This definition of B-derivative originates from Robinson [27] ; detailed discussions on generalized derivatives can be found in [3, 22, 33] .
A function f : R n → R m is said to be piecewise affine, if it is continuous and there exists a finite collection of affine functions {f 1 
n . If each f j is additionally a linear function, then f reduces to a piecewise linear function defined at the beginning of this paper. For each piecewise affine function f : R n → R m there exists a polyhedral subdivision of R n , such that f coincides with an affine function on each set in the subdivision. Here, a polyhedral subdivision of R n is defined to be a finite collection of n-dimensional polyhedral convex sets whose union equals R n while the intersection of any distinct sets in this collection is either empty or a proper face of those sets. When each set in this collection is a cone, the polyhedral subdivision reduces to a conical subdivision introduced at the beginning of this paper. See [21, 33, 37] for more details on piecewise affine functions.
For a nonempty compact subset X of R n such that X = cl(int X), we use C 1 (X, R n ) to denote the Banach space of continuously differentiable mappings f : X → R n , equipped with the norm
The requirement X = cl(int X) is to ensure that df (x) is well defined for x ∈ int X and can be continuously extended to X; see Alt [1] for a detailed discussion on spaces of differentiable functions such as
Finally, we use Y ∼ N (µ, Σ) to define a normal random variable Y with mean µ and covariance matrix Σ, χ 2 n (α) to denote the critical value that satisfies P(U > χ 2 n (α)) = α for a χ 2 random variable U with n degrees of freedom, and ⇒ to denote weak convergence of random variables.
Organization of this paper. The remainder of this paper is organized as follows. Section 2 provides a general method to compute confidence intervals for z 0 given a sample of Z following the piecewise normal distribution (1), and then extends this method to an asymptotic setting. Section 3 applies this general method to compute confidence intervals for the true solution of a stochastic variational inequalities based an SAA solution. Section 4 contains numerical examples.
Statistical inference for piecewise normal distributions
In this section, we provide a method to conduct statistical inference for the center of a piecewise normal distribution. Section 2.1 shows how to find a complementary subspace of the linearity space of a cone in R n , such that the projections of a given normal random variable onto the two complementary spaces are independent of each other. Based on that, Section 2.2 proposes a method to compute confidence intervals for the center of a piecewise normal distribution given a sample from that distribution, under certain assumptions. Section 2.3 then extends the method in Section 2.2 to the setting in which a sequence of random variables converges weakly to a piecewise normal distribution.
Cone-conditioned normal distributions
Consider a random variable Y ∼ N (0, Σ) with Σ ∈ S n ++ , and a nonempty convex cone C ⊂ R n . Let E = lin C be the lineality space of C. Definition 1 below describes a procedure to obtain a complementary space V of E that depends on the matrix Σ, and defines a matrix Π E (Σ) as the projector onto E along V (here Π E is not the Euclidean projector onto E; instead it is a function that operates on Σ). Following that, Lemma 1 shows that with this definition,
whenever the random variable Π E (Σ)Y j is not constantly zero. When the jth row of
Finally, Theorem 1 shows that the conditional probability
equals 1 − α as well, whenever Π E (Σ)Y j is not constantly zero and P(Y ∈ C) > 0. Definition 1. Let Σ ∈ S n ++ and a nonempty subspace E of R n be given. Let k = dim(E), W 1 ∈ R n×k be a matrix whose columns form a basis of E, and W 2 ∈ R n×(n−k) be a matrix whose columns form a basis for a complementary subspace of E. Write W = W 1 W 2 , a nonsingular n × n matrix, and let
ThenW is nonsingular, and the column space V ofW 2 is a complementary space of E.
which is the projector onto E along V .
It may appear that the above definition of Π E (Σ) depends also on the choices of W 1 and W 2 . As implied by Lemma 1 and Proposition 1 below, all different choices of W 1 and W 2 lead to the same subspace V . For this reason, Π E (Σ) depends only on E and Σ.
, and E be a nonempty subspace of R n . Define Π E (Σ) ∈ R n×n as in Definition 1. Then, the two random variables
Proof. Following the notation in Definition 1, the linear maps Π E (Σ) and I n − Π E (Σ) are represented by matrices
respectively. Because Y is a normal random variable, to check the independence of Π E (Σ)(Y ) and Y − Π E (Σ)(Y ) it suffices to verify their covariance is zero, i.e.,
By (6), we havẽ
which combined with (5) implies
It is easy to check that (9) follows from (10).
Proposition 1 below, whose proof is in Appendix, shows that the subspace V constructed in Definition 1 is the only complementary subspace of E that satisfies the independence property in Lemma 1. As a result, the subspace V and the associated projector Π E (Σ) constructed in Definition 1 do not depend on the choices of W 1 and W 2 .
, and E be a nonempty subspace of R n . Then there exists a unique complementary subspace V of E, such that the projection of Y onto E along V is independent of the projection of Y onto V along E.
By (8) and (10), Π E (Σ)Y is a normal random variable with its covariance matrix given by
For each j = 1, · · · , n, Π E (Σ)Y j is a normal random variable with variance given by the jth diagonal element of the above matrix. This leads to the following definition of an interval length δ α j (Σ, Π E ) ∈ R + for any given α ∈ (0, 1) and any j = 1, . . . , n. Definition 2. Let α ∈ (0, 1), j = 1, . . . , n, Σ ∈ S n ++ , and a nonempty subspace E of R n be given. Let W ,Σ and Π E (Σ) be as in Definition 1. Define
where (·) jj stands for the jth diagonal element of a matrix.
It is not hard to check that the variance of Π E (Σ)Y j is strictly positive if and only if the jth row of W 1 is nonzero. In this case δ α j (Σ, Π E ) > 0 and (4) holds. Otherwise, Π E (Σ)Y j is constantly zero and δ α j (Σ, Π E ) = 0. Theorem 1 below considers a convex cone C whose lineality space is E, and establishes an equality satisfied by δ α j (Σ, Π E ) relating to a conditional probability given that Y belongs to C.
n with E being its lineality space, and Π E (Σ) ∈ R n×n be as in Definition 1. Also let α ∈ (0, 1), j = 1, . . . , n, and δ
Proof. Let V be the complementary space of E constructed in Definition 1. Since E is the linearity space of C, Y ∈ C if and only if
where the second equality holds because Π E (Σ)Y and Y − Π E (Σ)Y are independent by Lemma 1, and the third equality holds by (4).
In the subsequent sections, we will use Π E (Σ) and δ α j (Σ, Π E ) extensively in constructing confidence intervals. The following lemma proves continuity of Π E (Σ) w.r.t. Σ for a fixed E, as well as another technical property that will be used later. The notation Π H • Π E (Σ) in this lemma denotes the product of two n × n matrices Π H and Π E (Σ), with Π H being the Euclidean projector onto a subspace H and Π E (Σ) defined as above. We use (Π H • Π E (Σ)) j to denote the jth row of the matrix Π H • Π E (Σ). Here we use the symbol • to denote matrix multiplication because it will be interpreted as the composition of two maps in the sequel.
Proof. Let W ,Σ andW be as in Definition 1. As noted in the proof of Lemma 1, for each Σ ∈ S n ++ , Π E (Σ) is given by
By (5)Σ 12 andΣ 22 depend continuously on Σ, so does Π E (Σ). This proves continuity of Π E as a function of Σ on S n ++ . Now consider a nonempty subspace H of E. Let L be the orthogonal complement of H in E. Suppose without loss of generality that
with W 1 1 being a basis for H, and W 2 1 being a basis for L. Then, columns ofW defined in (6) consist of bases for H, L and V respectively. Accordingly, the matrix
represents the projector on the space H along L and V . As By the definition of W 1 1 , its jth row is zero if and only if the jth component of all elements of the subspace H is zero. By letting H = E in Lemma 2 and considering the relation between Π E (Σ) and δ α j (Σ, Π E ), we obtain the following conclusion: for each j = 1, · · · , n and α ∈ (0, 1), if the jth component of all elements of E is zero, then (Π E (Σ)) j = 0 and δ
Inference for piecewise normal distributions
In this section we provide a method to compute confidence intervals for the center of a piecewise normal distribution based on a sample from this distribution, under certain assumptions.
Throughout this section, let Γ : R n → R n be a piecewise linear homeomorphism with {K i , i = 1, · · · , l} being a corresponding conical subdivision. For each i = 1, · · · , l let
n that corresponds to Γ −1 , the inverse function of Γ, and Γ −1 is represented by M
To use results in Section 2.1 we will make use of the lineality space of K i 's. It is shown in [37, Proposition 2.2.4] that all polyhedra in a polyhedral subdivision of R n have a common linearity space. Lemma 3 below complements that result by showing that the intersection of all cones in a conical subdivision of R n is exactly the common lineality space of all cones in this subdivision.
Lemma 3. The intersection of all cones in a conical subdivision of R n is the common lineality space of all cones in the subdivision.
Proof. Consider a conical subdivision {K 1 , . . . , K l } of R n . Let E be the common lineality space of all K i , i = 1, · · · , l, and write
Suppose for the purpose of contradiction that E K. Because E is the common lineality space of K i 's, it is also the lineality space of K. We can decompose
. . , l and v ∈ E. We then have −v ∈ K i for each i = 1, . . . , l, for otherwise we would have v and −v both belonging to K i and therefore v ∈ E. This implies 
Lemma 4. Let U be a Borel measurable set in R n . Then, for each i = 1, . . . , l,
and
Moreover,
Proof. Since Γ is a piecewise linear homeomorphism, we have
where the second equality holds because Γ is represented by M i on K i , and the third holds because M i is invertible. This proves (16) . Replacing U by K i in (16) gives
which is strictly positive because Σ ∈ S n ++ and dim(K i ) = n. This and (16) imply
Replacing U by bdry K i in (16) , and noting that bdry K i is the union of finitely many polyhedral convex sets of dimension lower than n, we obtain
This completes the proof for (17) and (18).
Consider a random variable Z that satisfies (1), or equivalently (2). We suppose that Γ and Σ are known, and that the unknown parameter z 0 lies in a known affine set A with par A = E. The goal is to construct confidence intervals for z 0 given a sample of Z. Lemma 5 below summarizes properties of the random variable Z.
Lemma 5. Let U be a Borel measurable set in R n . Then, for each i = 1, . . . , l,
Moreover, the collection
is a polyhedral subdivision of R n , with
Proof. By (1) (19) follows from (16) , and (20) follows from (17) . Let a 0 ∈ A be chosen arbitrarily. We have A = par A + a 0 = E + a 0 . It follows that
where the second equality holds because E = lin
is a polyhedral subdivision of R n . This shows that
Letting a 0 = z 0 in (22) gives
where the last equality follows from (18) . This proves (21) .
A consequence of (21) is that with probability 1 there exists a unique index i such that
for each i = 1, · · · , l, and define a random matrix Λ ∈ R n×n as
Theorem 2 below is the main result of this section. It provides an easily computable confidence interval for (z 0 ) j based on a sample of Z. The matrix Π E (Λ) used in this theorem is as in Definition 1 with Λ in place of Σ. The interval length δ α j (Λ, Π E ) is as in Definition 2, again with Λ in place of Σ.
n , and Z be a random variable satisfying (1) . Suppose that z 0 lies in an affine set A = a 0 + E for some a 0 ∈ R n . Let the random matrix Λ be defined in (23) . Then, for each α ∈ (0, 1) and j = 1, · · · , n,
whenever the jth component of some element of E is nonzero.
where the first equality follows from (21) and the fact Λ = Q i when Z − z 0 ∈ int K i , the second equality holds because a 0 − z 0 ∈ E and Π E (Q i )(a 0 − z 0 ) = a 0 − z 0 , and the fourth equality follows from (20) . i Y in place of Y , and int K i in place of C. Since E is the lineality space of K i , it is also the lineality space of int K i [31, Corollary 8.3.1]. We find
The latter inequality holds because Σ and M i are both nonsingular. By the discussion below Lemma 2, δ α j (Q i , Π E ) > 0 whenever the jth component of some element of E is nonzero. By (21) we have (24) follows from (25) and (26).
Inference for asymptotic piecewise normal distributions
In this section we extend the method in Section 2.2 to an asymptotic setting. Consider a sequence of random variables z N ∈ R n , N = 1, · · · that satisfies
where z 0 ∈ R n is fixed, Γ : R n → R n is a piecewise linear homeomorphism, and Y ∼ N (0, Σ) with Σ ∈ S n ++ . As before, let {K i , i = 1, · · · , l} be a conical subdivision of R n corresponding to Γ, with Γ represented by
K i , and suppose that z 0 lies in the affine set A = a 0 + E. We will give a method to construct easy-to-compute confidence intervals z 0 given an observation of z N for some N . To make this technique applicable to a general situation, we first extend Definition 2 as follows.
where (f (Q)) j denotes the jth row of the matrix f (Q).
For a fixed subspace E, Π E is a function from S n ++ to R n×n . Moreover, with f = Π E and Q = Σ, the right hand side of (28) coincides with that of (12) as can be seen from (11) 
whenever (f (Σ)) j = 0.
The following lemma is an immediate consequence of Definition 3.
Then, for any j = 1, · · · , n and α ∈ (0, 1), δ α j (·, f ) in Definition 3 is continuous at Q.
Theorem 3 below gives the limiting probability for z N − z 0 to satisfy an interval constraint when restricted to int K i . It will be used to establish the asymptotic exactness of confidence intervals for z 0 in this and subsequent sections.
Theorem 3. Let Γ : R n → R n be a piecewise linear homeomorphism represented by (27) and
Then, for each j = 1, · · · , n, α ∈ (0, 1) and i = 1, · · · , l,
Proof. We start with the special case in which l = 1. In this case, K 1 = R n , Γ −1 (Y ) has the same distribution as Z 1 , and
The assumption (30) implies Λ N − Q 1 ⇒ 0, which by the continuous mapping theorem implies
Now, let j ∈ {1, · · · , n} and α ∈ (0, 1) be fixed. By the assumption on f , there are two cases to consider. In the first case, (f (Q)) j = 0 for all Q ∈ O, so δ α j (Q, f ) = 0 for all Q ∈ O, all probabilities in (31) are equal to 1, and (31) trivially holds. In the second case, (f (Q 1 )) j = 0, δ α j (Q 1 , f ) > 0, and the convergence from Λ N to Q i and the continuity of δ
and proves (31) in this case.
For the rest of this proof, suppose l ≥ 2. Let j = 1, · · · , n be given. Again, if (f (Q)) j = 0 for all Q ∈ O, all probabilities in (31) are equal to 1 and (31) trivially holds. Hence, suppose for the rest of the proof that (f (Q i )) j = 0 for each i = 1, · · · , l.
i,j exists because the complement of int K i is not entirely contained in the subspace orthogonal to (f (Q i )) j . Then, define random variables
Below, we show v
For all open sets W ⊂ intK i , we have
where the first and third equalities hold by the definitions in (32), the inequality holds by (27) , and the second equality follows from (16) .
where the first, fourth and last equalities follow from (32), the second equality follows from (27) and (18) , and the third equality follows from (16) . Combining (35) and (34) proves (33) .
Next, we define
For any > 0,
which converges to 0 as N → ∞ in view of (30) . By Lemma 6, for each > 0 there exists δ > 0 such that |δ
which converges to 0 as N → ∞. We have therefore proved
and the first convergence above implies
By combining (33) and (38), we find
The current assumption (f (Q i )) j = 0 ensures that δ α j (Q i , f ) > 0. The convergence in (37) and (39) therefore gives
Consequently,
where the first equality follows from (40) and the facts (f (Q i )) j = 0 and |(f (Q i )v i,j ) j | > δ α j (Q i , f ) and that the probability for the absolute value of the ratio to equal 1 is 0, and the second equality holds because
We then have
where the first equality follows from (36), the second equality follows from (32) and (42), and the third equality follows from (41) . This proves (31).
To apply Theorem 3 to construct confidence intervals for z 0 , we define the random matrix Λ N ∈ S n ++ required in that theorem as follows. Recall that z 0 ∈ A = a 0 + E implies
Theorem 4 below shows how to use the above Λ N and the operator Π E in Definition 1 to build confidence intervals for z 0 .
Theorem 4. Let Γ : R n → R n be a piecewise linear homeomorphism represented by
n , and z 0 ∈ A = a 0 + E. Suppose that a sequence of random variables z N ∈ R n satisfies (27) . Define Λ N as in (43) 
, and definez N = Π E (Λ N )(z N − a 0 ) + a 0 . For every j = 1, . . . , n and α ∈ (0, 1),
where the inequality holds as an equality when the jth component of some element of E is nonzero.
Proof. For i = 1, · · · , l let Z i ∼ N (0, Q i ). By (27) and (18), we have
It follows that
where the first equality is by (45), the second equality follows from the definition ofz N and the facts that a 0 − z 0 ∈ E and Π E (Λ N )(a 0 − z 0 ) = a 0 − z 0 , the third equality follows from Theorem 3 because the definition of Λ N in (43) satisfies (30) and the operator Π E satisfies the requirement on f in Theorem 3 as shown in Lemma 2.
. By Theorem 1 and Lemma 2,
whenever the jth component of some element of E is nonzero. Combining (46) and (47), and invoking (16) as well as (18), we obtain
whenever the jth component of some element of E is nonzero. When the jth component of all elements of E is zero, (z N − z 0 ) j = δ α j (Λ N , Π E ) = 0 trivially holds. This completes the proof of (73).
Inference for stochastic variational inequalities
In this section, we apply the general method developed in Section 2 to stochastic variational inequalities. Section 3.1 introduces the problem and previous results. Section 3.2 contains several lemmas to be used in Section 3.3, which provides a new method to compute confidence intervals for the true solution of the stochastic variational inequality given an SAA solution.
Background
Throughout Section 3, let (Ω, F, P ) be a probability space, and ξ be a random vector defined on Ω and supported on a closed subset Ξ of R d . Let O be an open subset of R n and F be a measurable function from O × Ξ to R n , such that for each x ∈ O the expectation f 0 (x) = E F (x, ξ) < ∞. Let S be a closed convex set in R n . We consider a stochastic variational inequality that finds a point x ∈ S ∩ O to satisfy
The above definition of stochastic variational inequalities follows from [5, 11] . By replacing N S by a general set-valued map, we obtain a stochastic generalized equation studied in [14] and discussed in [41] . If F (x, ξ) takes the form of the gradient of a realvalued function w.r.t. x and the differentiation and expectation operators are interchangeable, then (49) becomes the first-order optimality condition of a stochastic optimization problem that minimizes an expectation function over S. The formulation (49) can also represent a stochastic equilibrium in which multiple players unilaterally maximize their expected objectives, as studied in De Wolf and Smeers [42] and Gürkan and Pang [10] . The definition of stochastic variational inequalities has been extended from single stage to multistage in Rockafellar and Wets [34] ; see Rockafellar and Sun [32] and Chen et al. [4] for recent results on convergence and algorithms on such problems.
It is often hard to directly evaluate f 0 in (49) due to the difficulty of integration and unavailability of the true distribution of ξ. A common practice is to replace f 0 by an SAA function and use a solution to the resulting SAA problem as an estimate of the solution to the true problem (49). Let ξ 1 , . . . , ξ N be i.i.d random variables with the same distribution as that of ξ, and define the SAA function
We may suppress the notation ω in f N depending on the context. The SAA problem is to find a point x ∈ S ∩ O such that
To analyze the asymptotic behavior of solutions to the SAA problem (51) we resort to the normal map formulation of variational inequalities proposed in Robinson [29] . Taking f 0 , S and O as above, the normal map induced by f 0 and S is a function f nor 0,S : Π
Here Π (49) and (53), we refer to (53) as the normal map formulation of (49). Similarly, the normal map induced by f N and S is given by
and the normal map formulation of (51) is
Clearly (51) and (54) are related in the same manner as (49) and (53).
We make the following two assumptions to derive the asymptotic behavior of solutions of (54). The notation d x F in Assumption 1 denotes the classic derivative of F w.r.t x.
(c) There exists a square integrable random variable C such that
for all x, x ∈ O and a.e. ω ∈ Ω. Assumption 2. Suppose that S is a polyhedral convex set, and x 0 solves the variational inequality (49).
is the normal map induced by L and K 0 .
The above assumption that S is a polyhedral convex set implies that the Euclidian projector Π S is a piecewise affine function from R n to R n with the following characterization. Let F be the (finite) collection of all nonempty faces of S. On the relative interior of each F ∈ F, the normal cone to S is a constant cone, which we denote by N S (ri F ).
It was shown in [29, Proposition 2.1] that
where aff(N S (ri F )) is the affine hull of N S (ri F ) and is a subspace of R n because N S (ri F ) is a cone. The collection {C S (F ), F ∈ F} is a polyhedral subdivision of R n [29] . Following [29] , we call {C S (F ), F ∈ F} the normal manifold of S. For any k = 0, · · · , n, a kdimensional face of C S (F ) is called a k-cell, or simply a cell, in the normal manifold. Clearly, Π S coincides with the affine function Π aff F on each n-cell C S (F ), so the normal manifold of S is a polyhedral subdivision corresponding to Π S .
When S is a polyhedral convex set, the tangent cone T S (x 0 ) is a polyhedral convex cone and so is K 0 . Accordingly, Π K 0 is a piecewise linear function that coincides with a linear function on each n-cell of the normal manifold of K 0 . Moreover, as shown in [28, Corollary 4.5] and [23, Lemma 5] , the equality Π S (z 0 + v) = x 0 + Π K 0 (v) holds for sufficiently small v ∈ R n . In view of the definition of B-derivatives in (3), this means
By the chain rule of B-differentiability, the normal map f nor 0,S defined in (52) is B-differentiable at z 0 with its B-derivative at z 0 given by
A main implication of the homeomorphism condition on L nor K 0 is that (49) has a unique solution in a neighborhood of x 0 under small perturbations of f 0 [26, 29, 30] . A discussion on the relation between the homeomorphism condition and other conditions in the literature can be found in [16] .
The following theorem, adapted from [20, Theorem 7] , gives the almost sure convergence of solutions of (51) and (54) to x 0 and z 0 , as well as their asymptotic distributions.
Theorem 5. Suppose that Assumptions 1 and 2 hold. Let Σ 0 ∈ R n×n be the covariance matrix of F (x 0 , ξ), and Y 0 ∼ N (0, Σ 0 ). Then there exist neighborhoods X 0 of x 0 and Z of z 0 in R n such that the following statements hold. For almost every ω ∈ Ω, there exists an integer N ω , such that for each N ≥ N ω , the equation (54) has a unique solution z N in Z, and the variational inequality (51) has a unique solution in X 0 given by
In addition to Assumptions 1 and 2, we make Assumption 3 below for the convenience of constructing confidence regions of z 0 , as well as confidence intervals for z 0 and x 0 . Without this assumption one can still construct confidence regions for z 0 , see [19, Theorem 4.2] , and under certain relaxations of this assumption one can also compute confidence intervals for z 0 and x 0 , see discussions after Theorems 6 and 7 in [17] and in [16] . However, this assumption makes it much easier to keep notation simple and to apply results in Section 2. To use the asymptotic distributions in (60) and (61) to conduct inference for z 0 and x 0 , we use a random matrix Σ N ∈ R n×n that converges almost surely to Σ 0 as an estimator of Σ 0 . A natural choice is the sample covariance matrix of
which satisfies the almost sure convergence requirement by [19, Lemma 3.6] . In view of (59), a natural candidate for estimating L nor 
The following theorem, adapted from [19, Proposition 3.5 and Theorem 4.1], shows that these estimators can be used to provide asymptotically exact confidence regions denoted as Q N for z 0 . The equality (64) means that these confidence regions are ellipsoids with high probability.
Theorem 6. Suppose that Assumptions 1, 2 and 3 hold. Let Σ N be a random matrix that converges to Σ 0 almost surely as N → ∞, and fix α ∈ (0, 1). Define a random set
and lim
Structure of the asymptotic distribution
While df nor N,S (z N ) can be used to produce asymptotically exact confidence regions for z 0 as shown in Theorem 6, it is not a consistent estimator of L nor As shown in (58), the piecewise structure of L nor K 0 depends on that of dΠ S (z 0 ). Lemma 7 below shows that for a point z ∈ R n the piecewise structure of dΠ S (z) depends on the cell in the normal manifold of S that contains z in its relative interior.
Lemma 7. Let C be a cell in the normal manifold of S, with z ∈ ri C. Let Γ(z) = {P 1 , · · · , P l } be the n-cells in the normal manifold of S that contain z. Then Γ(z) is exactly the collection of n-cells in the normal manifold of S for which C is a face. Moreover, par C is the lineality space of K i = cone(P i − z) for each i = 1, · · · , l, and {K i , i = 1, · · · , l} is a conical subdivision of R n corresponding to dΠ S (z).
Proof. Clearly, if an n-cell in the normal manifold of S has C as a face, then it contains z and therefore belongs to Γ(z). To show that each P i in Γ(z) has C as a face, let i ∈ {1, · · · , l} be fixed. Since C is a cell in the normal manifold, it is a face of some n-cell P in the normal manifold. If P = P i then C is a face of P i . If not, then P and P i meet at a common face F , which also contains z. Now both C and F are faces of P that contain z, with z ∈ ri C. It follows that C is a face of F , and is therefore a face of P i . This shows that C is a face of each P i in Γ(z).
To show par C = lin K i for each i = 1, · · · , l, let v ∈ par C. Since z ∈ ri C, there exists t > 0 such that z + tv ∈ C ⊂ P i . Consequently, v ∈ K i . This shows par C ⊂ K i . Next, let w ∈ lin K i , which means that w and −w both belong to K i . Since K i = cone(P i − z), there exits t 1 > 0 and t 2 > 0 such that z + t 1 w ∈ P i and z − t 2 w ∈ P i . Since z ∈ C and C is a face of P i , by the definition of face we have z + t 1 w ∈ C and z − t 2 w ∈ C. This shows that w ∈ par C and thereby proves lin K i ⊂ par C. Since lin K i is the largest subspace contained in K i , we have shown par C = lin K i .
Finally, since the normal manifold of S is a polyhedral subdivision of R n corresponding to Π S , it follows from [37, Proposition 2.2.6] that dΠ S (z) is a piecewise linear function with corresponding conical subdivision {K i , i = 1, · · · , l}.
Lemma 8 below provides properties of the Euclidean projection of a cell in the normal manifold of S onto S. Lemma 8. Let C be a cell in the normal manifold of S. Then, C ∩ S is a nonempty face of S, with Π S (C) = C ∩ S and Π S (ri C) = ri(C ∩ S). Moreover, for any z ∈ C,
Proof. Recall that any cell C in the normal manifold of S is a face of an n-cell
where F 1 is a face of F and K 1 is a face of N S (ri F ). Note that
for any x ∈ F 1 , where the second and third inclusions follow from the fact that N S is a closed set-valued map. Combining (67) and (68) gives
From (67), each z ∈ C can be decomposed as z = x + y with x ∈ F 1 and y ∈ K 1 . By (68) we have y ∈ N S (x), so Π S (z) = x. Moreover, by (56) par F 1 is orthogonal to the affine hull of K 1 , so x is also the Euclidean projection of z onto aff F 1 . This proves (66). The decomposition of z also shows Π S (C) = F 1 = C ∩ S. Finally, the fact ri C = ri
Lemma 9 below is taken from [16, Theorem 3] , and it shows how to identify a cell in the normal manifold of S that consists of z 0 in its relative interior.
Lemma 9. Suppose that Assumptions 1, 2 and 3 hold. Let α 1 ∈ (0, 1) and Q N be as defined in (63) with α 1 in place of α. Let P N be an n-cell in the normal manifold of S with z N ∈ P N and let C i N be a cell that has the smallest dimension of all cells that intersect Q N and P N . Then,
Proof. Let C i 0 be the unique cell in the normal manifold of S with z 0 ∈ ri C i 0 . The proof of [16, Theorem 3] shows that C i 0 = C i N whenever the events A N and G N defined in that proof occur, and that lim inf N →∞ P (A N ∩ G N ) ≥ 1 − α 1 . This proves (69).
The above lemmas will be used in Section 3.3 below to obtain confidence intervals for z 0 and x 0 . Lemma 7 and Lemma 9 will be used to identify the piecewise structure of L nor
and to obtain confidence intervals for z 0 . Lemma 8 will be used in computing confidence intervals for x 0 .
Confidence intervals for true solutions
In this section we apply Theorem 3 to compute confidence intervals for z 0 and x 0 , by using the asymptotic distributions in (60) and (61). Let Γ(z 0 ) = {P 1 , . . . , P l } be the collection of n-cells in the normal manifold of S that contain z 0 , and define K i = cone(P i − z 0 ) for each i = 1, · · · , l. Then, as shown in Lemma 7, {K i , i = 1, · · · , l} is a corresponding conical subdivision for dΠ S (z 0 ), as well as for L nor K 0 in view of (58) and (59). More specifically, let Π i ∈ R n×n be the matrix defining the affine function that represents Π S on the n-cell P i ; then L nor K 0 is represented by the following matrix
i . Application of Theorem 3 requires an estimator of matrices Q i that satisfies the requirement (30) . To this end, let Σ N be a random matrix that converges to Σ 0 almost surely as N → ∞, and write M N = df nor N,S (z N ) which is a nonsingular matrix with high probability by (64). Then define
Lemma 10 below shows that Λ N as defined satisfies this requirement.
Lemma 10. Suppose that Assumptions 1, 2 and 3 hold, and define Λ N as in (71). Then
Now let > 0. By the definitions of Q i and Λ N there exists δ > 0 such that
where the first inequality holds because z N → z 0 a.s., the first equality holds by the definition of B, and the last equality holds because (Σ N , df N (x N )) converges a.s. to (Σ 0 , df 0 (x 0 )). 
Then, for each j = 1, . . . , n and α 2 ∈ (0, 1),
Proof. Let C i 0 be the unique cell in the normal manifold of S with z 0 ∈ ri C i 0 , and E = ∩ l i=1 K i be the common lineality space of all K i 's. It follows from Lemma 7 that E = par C i 0 . Define the event
which satisfies lim inf
by Lemma 9. Because C i N = C i 0 in the event A N , by the definitions ofẼ and E we have
As a result, we have lim inf
where the first inequality follows from (76) and the fact a 0 − z 0 ∈ E, the first equality holds because Π(E)(Λ N ) is a linear function on R n , and the second inequality follows from (75) and the fact K i is a cone. 
Because E is the linearity space of int K i for each i, we can apply Theorem 1 with int K i in place of C and Q i in place of Σ and Z i in place of Y , to obtain
where we replace the equality in Theorem 1 by the inequality to cover the situation δ
The latter situation occurs when the jth component of all elements of E is zero, as remarked below Lemma 2.
Putting (77), (78) and (79) together, we obtain
where the first and second equalities follow from the general results (16) and (18) respectively.
Theorem 8 below provides a method to construct confidence intervals for x 0 . In this theorem, δ Theorem 8. Suppose that Assumptions 1, 2 and 3 hold. Let Σ N be a random matrix that converges to Σ 0 almost surely as N → ∞, and define Λ N as in (71). Let α 1 ∈ (0, 1], C i N be the cell in the normal manifold of S defined in Lemma 9, writeẼ = par C i N , choose a 0 ∈ C i N , and definez N as in (72). Moreover, letF = C i N ∩ S, writeH = parF , and definex N = Π affF (z N ). Then, for each j = 1, . . . , n and α 2 ∈ (0, 1),
Proof. Define the event A N = {z 0 ∈ ri C i N }; again (75) holds. Let C i 0 be the cell in the normal manifold of S that contains z 0 in its relative interior. Let E = par C i 0 , F = C i 0 ∩ S and H = par F ; note that H is a nonempty subspace of E. When A N holds,
where the first inequality holds becauseẼ = E,F = F andH = H in the event A N , the first equality holds because Π S (z 0 ) = Π aff F (z 0 ) by Lemma 8 and Π H defines the linear part of Π aff F , the second equality holds by (72) and the fact that a 0 − z 0 ∈ E in the event A N , and the last inequality holds by (75).
Since K i is a cone, and Π H • Π E (Λ N ) is a linear function on R n , we have
Now apply Theorem 3 to the distribution (60), with √ N (z N −z 0 ) and 0 playing roles of z N and z 0 , and L nor 
Since E is the linearity space of each int
where the second equality holds because of the independence between 
To end this section, we illustrate the confidence intervals proposed in Theorem 7 and Theorem 8 using the following example for a single SAA solution. Let S = R 2 + and
where the random vector ξ is uniformly distributed over the box The 95% confidence region for z 0 is given by For x 0 , we notice thatF = C i N ∩ S = {(0, 0)} is a singleton and thusH = parF = {(0, 0)}. Then, the point estimatex N = Π affF (z N ) = {(0, 0)}. As a result, the confidence intervals for (x 0 ) 1 and (x 0 ) 2 are {0}.
Numerical Examples
In this section, we apply the methods proposed in §3 to a linear complementary problem and a constrained quadratic optimization problem. For any a < b, let U(a, b) be the uniform distribution between a and b. 
The linear complementary problem
In this subsection, we consider a linear complementary problem in R 30 . We let S = R 
The entries of Λ(ξ) are distributed as
We consider three different choices for the distribution of b(ξ) as follows:
• Example 2:
• Example 3:
The true solutions are given by For all examples, we generate 500 SAA problems with N = 500, compute the SAA solutions, and obtain the individual confidence intervals for z 0 of levels (1 − α)100% with α = 0.1, 0.05 from each SAA solution. For the selection of (α 1 , α 2 ), we choose two different options: (0.5α, 0.5α) and (0.2α, 0.8α).
In Example 1, we discover that {0 30 } is selected as the cell C i N containing z 0 in all replications. In this case,Ẽ = {0 30 } andF = {0 30 }. Therefore, the confidence intervals computed for (z 0 ) j and (x 0 ) j are {0} for j = 1, . . . , 30.
In Example 2, z 0 lies in the relative interior of the cell R z , the probability coverage rates for (z 0 ) j are all close to 100%. Table 1 provides the five-number summaries for the coverage rates across active components of (z 0 ) j for j ∈ A 2 z . For the inference results of (x 0 ) j , we notice that the probability coverage rates for (x 0 ) j are close to 100% for j / ∈ A 2 x . Since only two components are contained in A 2 x , we provide the probability coverage rates for these two coordinates in Table 2 . Overall, the numerical performance is close to our theoretical expectation. In this example, the algorithm generates the cell C i N with dimension lower than 20 in a few replications. 
The quadratic optimization problem
In this subsection, we consider the following quadratic optimization problem:
where M ∈ S 3000 ++ and q(ξ) ∈ R 3000 . In particular, the matrix M is defined as For the inactive (zero) components in z 0 and x 0 , both methods provide probability coverage rates over 99%. In Tables 5 and 6 , we provide the five-number summaries for the coverage rates across active components of (z 0 ) j and (x 0 ) j . For both values α 1 = 0.01 and 0.025, the cell R 5 Appendix.
Proof of Proposition 1
Let k, W 1 ∈ R n×k and W 2 ∈ R n×(n−k) be as in Definition 1. LetV be a complementary space of E such that the projection of Y onto E alongV is independent of the projection of Y ontoV along E. For each j = 1, · · · , n − k, the jth column of W 2 can be decomposed as the sum of an element of E and an element v j ofV . WriteŴ 2 = [v 1 , · · · , v n−k ]; we haveŴ
for some B ∈ R k×(n−k) . It is easy to check that columns ofŴ 2 are linearly independent, so they form a basis forV . We writê
The projectors onto E alongV and ontoV along E are represented by matrices W 1 0 Ŵ −1 and 0Ŵ 2 Ŵ −1 respectively, so the independence between the projection of Y onto E alongV and the projection of Y ontoV along E means the following equality holds:
The above equality can be rewritten as 22 , becauseW 1 andW 2 are both of full column rank andΣ 22 is invertible. Since B is uniquely defined, so isŴ 2 and the subspaceV .
