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EIGENFUNCTIONS AND RANDOM WAVES IN THE BENJAMINI-SCHRAMM
LIMIT
MIKLOS ABERT, NICOLAS BERGERON, AND ETIENNE LE MASSON
ABSTRACT. We investigate the asymptotic behavior of eigenfunctions of the Laplacian on
Riemannian manifolds. We show that Benjamini-Schramm convergence provides a unified
language for the level and eigenvalue aspects of the theory. As a result, we present a
mathematically precise formulation of Berry’s conjecture for a compact negatively curved
manifold and formulate a Berry-type conjecture for sequences of locally symmetric spaces.
We prove some weak versions of these conjectures. Using ergodic theory, we also analyze
the connections of these conjectures to Quantum Unique Ergodicity.
1. INTRODUCTION
Berry’s random wave conjecture and Benjamini-Schramm convergence. Since the
seminal work of Berry [10], eigenfunctions of the Laplacian in chaotic settings are be-
lieved to behave like Gaussian random waves, in the large eigenvalue limit. This has been
mostly addressed numerically (see in particular [22]) and rigorous proofs — even a rigor-
ous statement — of this phenomenon are still missing.
In Section 2 of this article, we introduce a notion of Benjamini-Schramm (BS) sampling
in the general Riemannian setting that can be used to formulate a rigorous form of Berry’s
conjecture. We first recall the definition [2] of BS convergence for sequences (Mn) of
compact connected complete Riemannian d-manifolds. A limit point for this convergence
is a probability measure on the space of pointed complete Riemannian d-manifolds that
encodes what the geometry ofMn, for large n, looks like near randomly chosen points. We
then extend the notion of BS convergence to sequences (Mn, φn) of manifolds equipped
with a smooth function. A limit point is then a probability measure on the space of pointed
complete Riemannian d-manifolds equipped with a smooth function.
Now, for a d-dimensional Riemannian manifoldM = (M, g), letMr = (M, gr) denote
the rescaling ofM by r, which means that we change only the metric by multiplying every
distance by r. It is easy to see that, as r → ∞, the manifolds Mr BS-converge to Rd.
Moreover, if φ : M → R is an eigenfunction of the Laplacian on M with eigenvalue λ,
then the very same function is an eigenfunction of the Laplacian on Mr with eigenvalue
λ′ = λ/r2. We can then formulate the following conjecture.
Conjecture 1 (Berry’s conjecture in BS form). Let M be a compact, negatively curved
manifold. Let (φn) be an orthonormal basis of L
2(M) that consists of eigenvectors for
the Laplace operator, with eigenvalues µ2n. Then (Mµn , φn) BS converges to the isotropic
monochromatic Gaussian random Euclidean wave with eigenvalue 1.
Here we think of the isotropic monochromatic Gaussian random Euclidean wave with
eigenvalue 1 as a probability measure on the space of smooth functions on Rd — see
Section 4 for a detailed discussion of this conjecture.
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Remark. For chaotic billiards, Ingremeau [25] recently and independently formulated a
conjecture of the same nature. Using results of Bourgain, Buckley andWigman [11, 13] he
also proved that certain deterministic families of eigenfunctions on the 2-torus satisfy the
conclusion of Berry’s conjecture. Note that in this case, the curvature is 0 and no chaotic
dynamics is present.
Conjecture 1 connects the eigenvalue aspect of the theory (where we have a fixed man-
ifold and the eigenvalues tend to infinity) to the so-called level aspect, where we deal with
a sequence of manifolds and the eigenvalue is (close to) a constant. This new connection
makes it natural to formulate Berry’s conjecture in the level aspect, or, more generally, for
Benjamini-Schramm convergent sequences of manifolds in general.
In this paper we are mainly concerned with locally symmetric spaces Γ\X — where
X = G/K is a Riemannian symmetric space associated with a connected center-free semi
simple Lie group without compact factors, K ⊂ G is a maximal compact subgroup and
Γ ⊂ G is uniform lattice in G. A particular important case is that of sequences of closed
hyperbolic d-manifolds — in this case G = SO0(d, 1). We shall denote by x0 ∈ X the
base point eK ∈ G/K .
To formulate the analogue of Berry’s conjecture in this context we define isotropic
monochromatic Gaussian random waves on X in Section 3. Now consider a sequence
Mn = Γn\X of closed X-manifolds. Let dvolMn denote the normalized volume onMn,
so that dvolMn is a probability measure. Let (φ
(n)
j ) be an orthogonal basis of L
2(Mn)
such that for every j we have:∫
Mn
|φ(n)j |2dvolMn = 1 and ∆φ(n)j = λ(n)j φ(n)j
(
λ
(n)
j > 0
)
.
In this context we replace the hypothesis that µn tends to ∞ in Conjecture 1 by the
hypothesis that the sequence (Mn) BS-converges toward X . In other words, for every
positive real numberR, if n is large enough, the pointed covering map (X, x0)→ (Mn, p)
associated to a random choice of point p ∈Mn (and frame in (X, x0)) almost surely maps
the R-ball BX(x0, R) isometrically onto BMn(p,R). We shall also always assume that
the sequence (Mn) is uniformly discrete, i.e. that there exists a uniform (in n) lower bound
on the injectivity radius ofMn.
The assumption that M is negatively curved in Conjecture 1 insures that the geodesic
flow is chaotic. In our context we replace this hypothesis by the existence of a uniform
spectral gap on the first positive eigenvalue λ1(Mn). In other words, we assume that (Mn)
forms an expander family.
Let us now fix an element λ0 in the spectrum of the Laplace operator on L2(X). In gen-
eral λ0 is not an eigenvalue of the Laplace operator on L2(Γn\X). However the following
Weyl law type result holds (see the corollary of Theorem 22):1
Proposition 2. Suppose that (Mn) BS-converges toward X . Then there exists a sequence
of positive numbers δn that tends to 0 as n tends to infinity such that
#{i : λ(n)i ∈ [λ0 − δn, λ0 + δn]} ∼ 2δnp(λ0)vol(Mn),
where p(λ0) is a positive number — the density of the spectral measure of the Laplace
operator acting on L2(X).
1Beware that in Theorem 22 the normalization for eigenvalues is a bit different.
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Now pick φ(n)j with λ
(n)
j ∈ [λ0 − δn, λ0 + δn] and lift it using the pointed covering
map (X, x0) → (Mn, p) associated to a random choice of point p ∈ Mn (and frame in
(X, x0)). It yields a random function onX or a random field that we can loosely think of as
a probability measure on C∞(X). This random function is a random translate of φ(n)j by
an element of G and as such is periodic with respect to a conjugate of Γ. We shall say that
a general random field on X is aperiodic if it almost surely admits no non trivial period.
By analogy with Berry’s conjecture, we propose the following provocative conjecture. It
is inspired by deep recent results of Backhausz and Szegedy [8] on the distribution of
eigenvectors of random regular graphs.
Conjecture 3. Let (Mn = Γn\X) be a uniformly discrete expander family that BS-
converges towardX . Let δn be as in Proposition 2. Then
{(Mn, φ(n)j ) : λ(n)j ∈ [λ0 − δn, λ0 + δn]}
is relatively compact in BS-topology, accumulation points are random fields on X and
the only possible aperiodic accumulation point is the isotropic monochromatic Gaussian
random wave onX with eigenvalue λ0.
Note that one can not hope in general that (Mn, φ
(n)
j ) BS-converges to the isotropic
monochromatic Gaussian random wave on X with eigenvalue λ0: if the Mn’s form a
tower of finite coverings and the φ(n)j ’s are just lifts of the very same function, the limit
random field is supported on random lifts of φ(n)j , that are all periodic functions.
Remark. Suppose that the sequence vol(Mn) tends to infinity. It then follows from [3],
and a recent announcement by Fraczyk and Raimbault based on [18], that if either
• the group G is of real rank 2 and has Kazhdan’s property (T) — e.g. if G =
SLN (R) with N ≥ 3, or
• the discrete groups Γn are congruence subgroups,
then (Mn) BS-converges toward X and that the first positive eigenvalue λ1(Mn) is uni-
formly bounded away from 0. In these cases it is moreover expected — a conjecture due
to Margulis [28, page 322] — that the family (Mn) is always uniformly discrete, so that
all the hypotheses of Conjecture 3 should be satisfied.
Conjecture 3 may be hard to prove. However it suggests interesting results that appear
to be more tractable.
Adeterministic viewpoint: QuantumErgodicity. As alreadymentioned, rigorous proofs
of Berry’s phenomenon are missing. However, a consequence of this expected randomness
and one of the rare general results known is the Quantum Ergodicity (QE) theorem (due to
Shnirelman, Zelditch and Colin de Verdière [33, 37, 14]).
Let M be a compact Riemannian manifold with normalized volume form dvolM . To
any norm 1 function φ ∈ L2(M) corresponds a probability measure µφ on M whose
density is |φ|2. The Quantum Ergodicity Theorem states that if the geodesic flow is er-
godic, then for any fixed orthonormal basis (φj) of eigenfunctions of the Laplace operator,
with nondecreasing sequence of eigenvalues λ0 ≤ λ1 ≤ . . . ≤ λj → +∞, and for any
continuous function a : M → R we have:
lim
N→∞
1
N
N∑
j=1
∣∣∣∣∫
M
a dµφj −
∫
M
a dvolM
∣∣∣∣2 = 0.
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This implies that for a density 1 subsequence jk of the integers, we have
(1.1) lim
k→∞
µφjk = dvolM
in weak-∗ convergence. In other words, the densities of probability measures associated
with eigenfunctions become uniform in the large eigenvalue limit for most eigenfunctions.
The Quantum Unique Ergodicity (QUE) conjecture, due to Rudnick and Sarnak [31], pre-
dicts that if M has negative curvature, the full sequence in (1.1) should converge. Al-
though fundamental results have been made by Lindenstrauss [27], Anantharaman [5] and
Dyatlov-Jin [16] in this direction, the conjecture is still open. In §4.2 we prove:
Theorem 4. Conjecture 1 implies that the sequence (µφj )weakly converges toward dvolM .
Note that for Theorem 4, we do not use that the limiting invariant random wave is
Gaussian, just that it is ergodic and does not lose energy. The energy stability implies
that any subsequential limit of square measures is absolutely continuous with respect to
volume and an ergodicity argument then shows that the limiting measure must be equal to
the volume. This is related to an observation of Hejhal and Rackner [22, §5.1].
Conjecture 3 suggests considering a different point of view where one takes eigenfunc-
tions in a fixed spectral window and vary instead the manifold. Keeping notations as in
Conjecture 3, we expect the correlation function φ(n)j (x)φ
(n)
j (y) to be close to the correla-
tion function of the isotropic monochromaticGaussian randomwave onX with eigenvalue
λ0. We shall see that, by definition, the latter is the spherical function ϕλ0 (x, y) onX that
only depends on the distance d(x, y) and is a λ0-eigenfunction of y when x is fixed.
We address this question through a sequence of test kernels
A(n) : Γn\(X ×X)→ R with A(n)(x, y) = 0 if d(x, y) > M
for some uniform (in n) constantM . The kernelA(n) defines an operatorA(n) onC∞(Mn)
by the formula
(A(n)f)(x) =
∫
X
A(n)(x, y)f(y)dy (f ∈ C∞(Mn)) .
Finally, the expression
∫
X A
(n)(x, y)ϕλ0 (x, y)dx being Γn-invariant we may define
〈A(n)〉λ0 =
∫
Mn
(∫
X
A(n)(x, y)ϕλ0 (x, y)dx
)
dvolMn(y).
One would like to prove that∫
Mn
φ
(n)
j (x)(A
(n)φ
(n)
j )(x)dvolMn(x)− 〈A(n)〉λ0
tends to 0 as n tends to infinity. This is not true in general because of the existence of
inessential subsequences (Mn, φ
(n)
j ). However, when the real rank ofX is 1, we prove the
following analogue of QE in this context.
Theorem 5. Suppose that rankR(X) = 1. Let (Mn) be a uniformly discrete expander
family that BS-converges towardX . Let δn be as in Proposition 2, set In = [λ0− δn, λ0+
δn] and let
N(δn,Γn) = #{j : λ(n)j ∈ In}.
Then, we have:
1
N(δn,Γn)
∑
λ
(n)
j ∈In
∣∣∣∣∫
Mn
φ
(n)
j (x)(A
(n)φ
(n)
j )(x)dvolMn(x)− 〈A(n)〉λ0
∣∣∣∣2 → 0
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as n tends to infinity.
A result of this nature was first obtained very recently by Le Masson and Sahlsten [26]
for sequences of hyperbolic surfaces. Our result gives in particular a generalization to
hyperbolic manifolds of any dimension. Note also that in [26], only operators obtained
by multiplication by functions are considered, and the spectral window is not authorized
to shrink. Our proof is similarly based on the use of the mixing dynamics in the form
of an ergodic theorem of Nevo, and is developed in Sections 5, 6, 7 and 8. The work of
[26] and ours are deeply inspired by results on large regular graphs by Anantharaman and
Le Masson [7] and a variation of the proof appearing in [12]. On discrete regular graphs
the spectrum of the Laplacian is always bounded and the relevant limit becomes that of
large graphs. One of the advantages of the Benjamini-Schramm formalism is to unify these
theories by providing the same framework for the discrete and continuous, large eigenvalue
and large volume settings.
A random viewpoint. One may wonder why the limits in Conjecture 1 and Conjecture 3
should exhibit Gaussian behavior. This is indeed quite mysterious. We nevertheless show
that for random superpositions of the eigenfunctions φ(n)j Conjecture 3 holds. In fact we
prove a stronger result, see Theorem 6 below.
Considering random superpositions naturally leads to two processes on measures on
C∞(X): we may either first pick a random superposition and then randomly lift it to X
via a random projectionX →Mn, or first pick a random projection and then lift a random
superposition using this projection. In other words for the first process we first choose a
random superposition, and then look at the function we just obtained around a randomly
chosen point (and frame). In the second case we first choose a point at random and look
at a random superposition around this point. This leads to two different random processes
on processes on C∞(X), or equivalently to two measures on M1(C∞(X)), the space of
probability measures on C∞(X) that we denote respectively by α and β. In general, the
process associated with α is richer as far as we are interested in random eigenfunctions.
For a precise definition of these two processes in the level aspect, see Section 9.
In the context of Conjecture 1, Nazarov and Sodin have shown that for any base point x
inM picking a random element in the unit sphere of the finite dimension space spanned by
eigenfunctions of eigenvalues ≤ r defines — after rescaling by r — a process fx,r which
is close in law with the process Fx associated to the monochromatic Gaussian random
Euclideanwave with eigenvalue 1. In particular the process β above converges in law to the
Dirac measure on the monochromatic Gaussian randomEuclidean wave with eigenvalue 1.
In fact Nazarov and Sodin prove a stronger coupling result: they show that one can find a
couple (f ′x,r, F
′
x) of random variables defined on the same probability space such that fx,r
and f ′x,r, resp. Fx and F
′
x, have the same law, and with high probability f
′
x,r and F
′
x are
close in C1-norm. See [34, §2.2] or [6, Example 1.1 and p. 1116-27]. This step is crucial
in the work of Nazarov and Sodin [29, 34] on the asymptotic counting of nodal domains.
Our second theorem is related to the (weak form of the) result of Nazarov and Sodin but
in the level aspect and for the richer process α.
Theorem 6. Let (Mn) be a uniformly discrete sequence that BS-converges towardX . Let
δn be as in Proposition 2. For each n, pick uniformly at random a function φn in the unit
sphere of
span{φ(n)j : λ(n)j ∈ [λ0 − δn, λ0 + δn]}
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and randomly lift it to X . Then, the resulting process on M1(C∞(X)) converges in law
to the Dirac measure on the isotropic monochromatic Gaussian random wave on X with
eigenvalue λ0.
This theorem is a consequence of Theorem 28, see Section 9. Note that in this situation
we do not need the hypothesis that (Mn) is an expander family.
One of the main points of this theorem is to go from the convergence of the process β,
which is equivalent to a local Weyl law type of result (see Lemma 31 and its proof), to the
convergence of the process α. This is done using the ergodicity of the Gaussian random
wave (Lemma 12). We expect that a similar argument can be used to prove an analogue of
Theorem 6 in the eigenvalue aspect.
The use of ergodicity to go from a local Weyl law result to a result about almost all
eigenfunctions (or more precisely here random superpositions) is reminiscent of the phe-
nomenon underlying the quantum ergodicity theorem. Let us recall the heuristic of the
proof in the large eigenvalue limit, using the same notation as Theorem 4. We denote by
ρj the microlocal lift of the eigenfunction φj (a probability measure on the unit cotangent
bundle S∗M that projects to µφj and is asymptotically invariant under the geodesic flow).
The local Weyl law says that
1
N
N∑
j=1
ρj → ω
weakly when N → +∞, where ω is the Liouville measure on S∗M . By ergodicity of the
Liouville measure, it cannot be decomposed as a (finite) convex combination of invariant
measures unless they are all equal. This implies that almost every term ρj in the sum tends
to ω when N → +∞ (see [38] for more details on this point of view).
In our case, the lifts considered are given by the BS-sampling and the ergodicity is that
of the Gaussian wave. We use a local Weyl law type of argument to show that β converges
to the Dirac mass at the Gaussian wave. We then remark that the expected values E(α)
and E(β) are equal, and deduce that E(α) converges to the Gaussian wave. Seeing the
expected value as a convex combination of invariant measures, and using the ergodicity of
the Gaussian wave, the limit of α has to be equal to the Dirac mass at the Gaussian wave.
As we have tried to emphasise, Benjamini-Schramm convergence provides a unified
language for both the level and eigenvalue aspects of Berry’s conjecture. In fact, we believe
that one of the main interest of the Benjamini-Schramm viewpoint is to naturally lead to
many interesting questions and new results. Theorem 6 is an example of such a new result:
the formulation of the statement entirely relies on the idea of BS-sampling. We conclude
the article by a list of questions suggested by the Benjamini-Schramm viewpoint
The organization of the paper is as follows. In Section 2 we introduce the notions
of (colored) Benjamini-Schramm convergence on general Riemannian manifolds, and of
Invariant Random Subgroups in the case of symmetric spaces. We then define the Gaussian
randomwave and give some of its properties in Section 3. We state and discuss the random
wave conjectures in Section 4, where we also prove that Berry’s conjecture implies QUE in
the eigenvalue aspect (the content of Theorem 4). Sections 5, 6, 7 and 8 develop the proof
of the Quantum Ergodicity theorem in the level aspect (Theorem 5). Theorem 6 about
random superpositions of eigenfunctions is proved in Section 9. Finally, in Section 10 we
list some questions and open problems.
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2. BENJAMINI-SCHRAMM CONVERGENCE AND INVARIANT RANDOM SUBGROUPS
Consider the spaceMd of pointed, connected, complete Riemannian manifolds of di-
mension d up to pointed isometries, with its smooth topology, see [2, §A.1]. In this topol-
ogy, two pointed manifolds (M,p) and (N, q) are close if there are compact subsets ofM
andN containing large radius neighborhoods of the base points that are diffeomorphic via
a map that is C∞-close to an isometry.
SupposeM is a compact connected complete Riemannian d-manifold. Pushing forward
the normalized Riemannian volume measure under the map
M →Md, p 7→ (M,p)
one obtains a probability measure µM onMd. The measure µM is unimodular or equiva-
lently its natural lift on the space T 1Md of isometry classes of rooted unit tangent bundles
is invariant under the geodesic flow, see [2].
Definition 7. A sequence (Mn) of compact connected complete Riemannian d-manifolds
is convergent in the sense of Benjamini-Schramm, or just BS-converges, if the sequence
µMn converges in the weak* topology of the set of all unimodular probability measures on
Md.
The limiting measure then encodes what the geometry of Mn, for large n, looks like
near randomly chosen base points.
One similarly defines the BS-convergence of a sequence (Mn) with functions φn :
Mn → R: consider the space
Ed =
{
(M,p, φ)
∣∣∣∣ M connected, complete Riemannian d-manifolds,p ∈M, φ : M → R smooth
}/ pointed
isometries
equippedwith its smooth topologywhere [M,p, φ] is close to [N, q, ψ] if there are compact
subsets of M and N containing large radius neighborhoods of the base points that are
diffeomorphic via a map f that is C∞-close to an isometry and s.t. φ and ψ ◦ f are C∞-
close.
As above, ifM is a compact connected complete Riemannian d-manifold and φ : M →
R a smooth map, pushing forward the normalized Riemannian volume measure under the
map
(2.1) M → Ed, p 7→ [M,p, φ]
one obtains a probability measure µM,φ on Ed.
Definition 8. A sequence (Mn, φn), where each Mn is a compact connected complete
Riemannian d-manifolds and φn : Mn → R is smooth, is convergent in the sense of
Benjamini-Schramm, or just BS-converges, if the sequence µMn,φn converges in the weak*
topology of the set of all probability measures on Ed.
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In this paper we shall be largely focused on sequences of manifolds modeled on a given
symmetric space X = G/K as defined in the Introduction, i.e. X-manifolds Γ\X where
Γ ⊂ G is discrete and torsion free.
Let SubG be the space of closed subgroups of G, endowed with its Chabauty topology,
see [3].
Definition 9. An invariant random subgroup (IRS) of G is a Borel probability measure µ
on SubG that is invariant under the conjugation action of G on SubG.
These were first studied in [3]. An important family of IRSs are associated to lattices
in G. Suppose in particular that Γ ⊂ G is a uniform, torsion free, discrete subgroup of G.
Pushing forward the invariant probability measure onG/Γ by the stabilizer map for the left
action ofG onG/Γ, indeed yields an IRS µΓ. This is very similar to the construction of µM
above, andmore generally, there is a dictionary between IRSs ofG and unimodular random
X-manifolds: the map Γ 7→ (Γ\X,ΓeK) induces a weak*-homeomorphism between the
spaces of distributions of discrete, torsion free IRSs of G and of unimodular random X-
manifolds. In particular a sequence of compact X-manifolds (Γn\X) BS-converges if,
and only if, the sequence (µΓn) of probability measures on SubG converges in the weak*
topology. We refer to [3, 2] for more details.
A particularly transparent and important case is when (Γn\X) BS-converges to X , or
equivalently, when µΓn weakly converges toward the trivial IRS. It is equivalent to the fact
that for every positive real numberR, we have
lim
i→∞
vol(Γn\X)<R
vol(Γn\X) = 0.
Here (Γ\X)<R is theR-thin part of Γ\X , i.e. the set of points where the injectivity radius
is less than R.
A well-studied family of examples of such sequences is when Γ ⊂ G is a fixed uniform
lattice in G and Γn ⊂ Γ is a chain of normal subgroups with trivial intersection; in this
case, the R-thin part of Γn\X is empty for large n.
When G is of real rank ≥ 2 and has property (T), it follows from Corollary 4.7 in [3]
that any sequence of distinct compactX-manifolds BS-converges toX . This is not true in
general but remains true if one considers only congruence subgroups, see [3, §5].
Here again we may decorate a manifold Γ\X with a function φ : Γ\X → R. In
fact working with IRSs it is more natural to decorate a quotient Γ\X with a Γ-invariant
function φ : X → R.2 We shall therefore rather work with the space of decorated closed
subgroups:
ŜubG = {(H,φ) : H ∈ SubG and φ ∈ C∞(X) H-invariant}
with topology induced by the product of the Chabauty topology on SubG and the C∞-
topology on C∞(X).
To (Γ, φ) it corresponds the map
G/Γ→ ŜubG; gΓ 7→ (gΓg−1, φ(g−1·)).
We shall denote by µΓ,φ the push forward of the invariant probability measure onG/Γ. We
may furthermore push forward this measure using the map ŜubG → C∞(X) and obtain
an invariant probability measure µφ on C∞(X).
2Note that this is stronger, even fixing the base point ΓeK there is no canonical lift to X of a function on
Γ\X , one needs to fix a frame.
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Note that if φ is of norm 1 on Γ\G, i.e.
1
vol(Γ\G)
∫
Γ\G
|φ|2 = 1
then µΓ,φ and µφ satisfy the following normalisation property:∫
ŜubG
|ψ(eK)|2dµΓ,φ(H,ψ) =
∫
C∞(X)
|ψ(eK)|2dµφ(Hψ)
=
1
vol(Γ\G)
∫
G/Γ
|φ(g−1)|2dg = 1.
(2.2)
Definition 10. A sequence (Γn\X,φn), where each Γn\X is a compactX-manifold and
each φn is a smooth Γn-invariant function on X , is convergent in the sense of Benjamini-
Schramm, or just BS-converges, if the sequence µΓn,φn converges in the weak* topology
of the set of all probability measures on ŜubG.
When moreover (Γn\X) BS-converges toX , we will often abusively identify the limit
measure with the weak limit limµφn — a G-invariant measure on C
∞(X).
3. GAUSSIAN PROCESS ON SYMMETRIC SPACES
3.1. Gaussian fields. Let M be a smooth manifold. A smooth random field3 F on M is
said to be Gaussian if for every n and for every n-tuple of points (x1, . . . , xn) ∈Mn, the
vector (F (x1), . . . , F (xn)) ∈ Rn has a Gaussian distribution. We refer to [24] for details.
In practice we will only deal with spacesM = X equipped with a transitive action of
a Lie group G and we will only consider G-invariant random fields.4 We shall say that an
invariant Gaussian random field is standard if for every x ∈ X , we have:
E[F (x)] = 0 and E[F (x)2] = 1.
Such random fields are determined by their covariance kernel
E[F (x)F (y)].
Example. The invariant (or isotropic) monochromatic Gaussian random Euclidean wave
with eigenvalue µ2 is the Gaussian random field Funif,µ : Rd → R whose covariance
kernel is
E[Funif,µ(x)Funif,µ(y)] =
∫
Sd−1
eiµ〈y−x,ξ〉dξ
where 〈, 〉 is the standard scalar product onRd.
In dimension 2, one may also describe Funif,µ, in polar coordinates, as
Funif,µ(r, θ) =
∑
n∈Z
J|n|(µr)e
inθ
where Jn is the n-th Bessel function, and where (cn)n∈Z are standard complex Gaussians,
independent except for the fact that c−n = cn.
Almost surely Funif,µ is a smooth function on Rd which is a µ2-eigenfunction of the
(geometric) Laplace operator ∆, i.e. the corresponding probability measure µunif,µ on
C∞(Rd) is supported on fonction u such that∆u = µ2u.
3In most of the paper we shall rather work with the probability measure on C∞(M) which associates to a
measurable subset A ⊂ C∞(M) the non-negative number P(F ∈ A).
4Equivalently G-invariant measures on C∞(X).
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We shall now similarly define invariant monochromatic Gaussian randomwave on sym-
metric spaces of non-compact types. We first set some notations.
3.2. Notations. LetG be a real connected semisimple Lie group with associated symmet-
ric spaceX = G/K . Fix a left invariant, bi-K-invariant metric on G.
Write g and k for the Lie algebras of G and K and p for the orthocomplement of k
with respect to the Killing form of g and a for a maximal abelian subspace of p. Us-
ing a subscript C to denote complexifications, let C ⊂ ia∗ ⊂ a∗
C
be the Weyl chamber
corresponding to a choice of positive roots for (gC, aC), and let ρ be the corresponding
half-sum of positive roots. The direct sum of real root spaces for the chosen positive roots
is a Lie subalgebra, say n, of g, and if A and N are the subgroups expG(a) and expG(n)
ofG, the map (k, a, n) 7→ kan is a diffeomorphism betweenK ×A×N andG (Iwasawa
decomposition). When the Iwasawa decomposition of an element x ∈ G is k expG(H)n
we write H(x) = H for the a-component.
3.3. Spherical functions. Suppose λ is in a∗ and b is in K . Define
eλ,b : G→ R; g 7→ e−(λ+ρ)(H(g
−1b)).
Then eλ,b defines a smooth function onX that is an eigenfunction of the Laplace operator
onX , with eigenvalue ‖λ‖2 + ‖ρ‖2. It plays the role of the exponentials ei〈x−y,ξ〉 onRd.
If (λ1, b1) and (λ2, b2) are elements of a∗ ×K , then eλ1,b1 and eλ2,b2 coincide if and
only if there is an element w in the Weyl group of (gC, aC) such that λ1 = wλ2 and if b1
and b2 have the same image in the quotient B = K/M , whereM is the centralizer of a in
K . Each of the eλ,b thus coincides with exactly one of the eλ+,b’s, where λ
+ runs through
the closure Λ+ of C in ia∗.
Example. When G = SL2(R), the symmetric space is the hyperbolic plane and B is a the
circle at infinity. In the disc modelD, for an eigenvalue λ = 1/4 + r2 ∈ C, we have
eλ,b(z) = e
( 12+ir)〈z,b〉 (z ∈ D, b ∈ B),
where 〈z, b〉 is the signed distance to 0 of the horocycle through the points z and b, so that
e〈z,b〉 = 1−|z|
2
|z−b|2 is the Poisson kernel of the unit disc. In the upper half plane model, if b is
taken to be the point at infinity, we have eλ,b(z) = y1/2+ir.
We call spherical function a bi-K-invariant function on G (or in other words a function
on K\X = K\G/K) that is also an eigenfunction of the Laplace operator on X . A
theorem of Harish-Chandra [21] states that for each λ ∈ Λ+,
ϕλ : x ∈ G 7→
∫
B
eλ,b(x)db
is a spherical function. And every spherical function for the pair (G,K) is of this form. In
particular ϕλ is the only spherical function of eigenvalue λ such that ϕλ(e) = 1.
Definition 11. The invariant (or isotropic) monochromatic Gaussian random wave with
parameter λ onX is the Gaussian random field Funif,λ : X → R whose covariance kernel
is
E[Funif,λ(x)Funif,λ(y)] = ϕλ(x
−1y).
Note that it makes sense to studymonochromaticGaussian randomwaves in the discrete
setting, as well, for instance for a regular tree, which is a symmetric space for its automor-
phism group. This direction has been initiated by Csoka, Gerencser, Harangi and Virag in
[15] who used the notion to give new bounds on the independence ratio of random regular
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graphs. The deepest result in this direction for now is due to Backhausz and Szegedy [8],
who proved the Berry-type result that any (almost) eigenvector of a large random d-regular
graph is BS-close to the monochromatic Gaussian eigenwave on the tree.
We shall now provide more details on the construction of these random fields.
3.4. A Gaussian field onB. LetD(B) = C∞(B) (equipped with the C∞-topology) and
let D′(B) be the space of distributions, or continuous linear functionals T on D(B). The
space D(B) is naturally equipped with the pre-Hilbert structure defined by
(3.1) (f1, f2) =
∫
B
f1(b)f2(b)db.
We denote by L2(B) the completion of the pre-Hilbert space. We have inclusions:
D(B) ⊂ L2(B) ⊂ D′(B)
and [24, Chapter 4] defines a σ-algebra on D′(B). We shall therefore consider D′(B) as a
measurable space.
Any function f ∈ D(B) defines a measurable function
T 7→ exp(iT (f))
on D′(B). Given a probability measure µ on D′(B) the integral
C(f) =
∫
D′(B)
exp(iT (f))dµ(T ) (f ∈ D(B))
gives a continuous, positive function C on D(G) such that C(0) = 1. The function is
the characteristic functional and characterizes the measure µ by the Bochner-Minlos the-
orem. The measure is said to be the standard Gaussian (or white noise) if its characteristic
functional can be expressed in the form
(3.2) C(f) = exp
[
−1
2
∫
B
|f |2db
]
.
If the measure µ on D′(B) is the standard Gaussian, it can be checked easily that the eval-
uation maps Xf : D′(B) → R, Xf(T ) = T (f), for f ∈ D(B) are random variables with
a centered Gaussian distribution of variance ‖f‖2L2(B). The covariance for the collection
(Xf )f∈D(B) is given by
(3.3) Cov(Xf , Xg) = (f, g),
with
(f, g) =
∫∫
δ(b− b′)f(b)g(b′) dbdb′,
meaning that in the case of the standard Gaussian, the covariance kernel is δ(b− b′).
3.5. Actions of G. Let λ ∈ Λ+. Denote by πλ the compact picture of the induced spheri-
cal representation associated to λ. It is the representation of G in L2(B) given by
[πλ(g)f ](b) = e
(−λ−ρ)H(g−1b)f(g−1b).
It is a unitary representation, in other words it preserves the scalar product (3.1). It extends
to a representation of G on D′(B).
The white noise measure µ is G-invariant under all the actions πλ (λ ∈ Λ+); it is an
ergodic invariant measure. In fact much more is true:
Lemma 12. For any λ ∈ Λ+, the unitary representation ofG in L2(D′(B), µ) induced by
the action of G on D′(B) by πλ is irreducible.
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Proof. The map
D(B)→ L2(D′(B), µ); f 7→ (Xf : T 7→ T (f))
has dense image and extends to an injective map of L2(B). It is moreover G-equivariant
with respect to the G-actions induced by πλ on both sides. Since the representation πλ of
G on L2(B) is irreducible we conclude that µ is ergodic. 
3.6. Gaussian random waves. Let D(X) be the space of smooth compactly supported
functions with the usual Schwartz topology (see Helgason [23, p. 239]) and let D′(X) be
the space of distributions, or continuous linear functionals T on D(X). The space D(X)
is naturally equipped with the pre-Hilbert structure defined by
(3.4) (f1, f2)L2(X) =
∫
X
f1(x)f2(x)dx.
We denote by L2(X) the completion of the pre-Hilbert space. We have inclusions:
D(X) ⊂ L2(X) ⊂ D′(X)
and [24, Chapter 4] defines a σ-algebra on D′(X). We shall therefore consider D′(X) as
a measurable space. We shall finally denote by E(X) ⊂ D′(X) the subspace that consists
of smooth functions.
Given λ ∈ a∗ we denote by Eλ the closed subspace of E(X) generated by the translates
of ϕλ under the left regularG-action.
The map
pλ : D′(B)→ Eλ; T 7→
∫
B
eλ,bdT (b)
isG-equivariant with respect to theG-action onD(B)′ induced by πλ and the (left-regular)
G-action on Eλ.
Definition 13. The Gaussian random wave associated to λ ∈ Λ+ on the symmetric space
X = G/K is the measure µGauss,λ on Eλ defined as the push-forward by pλ of the standard
Gaussian measure on D′(B).
Gaussian random waves are probability measures invariant under the isometry group of
the symmetric space. A similar construction has been considered by Afgoustidis [4]. Note
that it follows from Lemma 12 that the G-invariant measure µGauss,λ is ergodic under the
G-action.
We conclude this section by checking that Definitions 13 and 11 agree: for any f ∈
D(X), we can define the random variable Xλf : Eλ → R, g 7→ (f, g)L2(X), with the
probability distribution (Xλf )∗µGauss,λ.
Lemma 14. The random variables Xλf have a centered (i.e. mean 0) Gaussian distribu-
tion. The covariance is given by
Cov(Xλf , X
λ
g ) =
∫∫
ϕλ(x
−1y)f(x)g(y) dxdy.
The covariance kernel of the Gaussian field is therefore ϕλ(x
−1y), where ϕλ is the spher-
ical function.
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Proof. To prove thatXλf is Gaussian we compute
E
[
exp(itXλf )
]
=
∫
Eλ
exp(it(f, g)L2(X)) dµGauss,λ
=
∫
D′(B)
exp
(
it
∫
X
f(x)
∫
B
eλ,b(x) dT (b) dx
)
dµ(T )
=
∫
D′(B)
exp
[
i
∫
B
(
t
∫
X
f(x)eλ,b(x) dx
)
dT (b)
]
dµ(T )
= exp
[
− t
2
2
∫
B
∣∣∣∣∫
X
f(x)eλ,b(x) dx
∣∣∣∣2 db
]
,
by (3.2), which is the characteristic function of a centered Gaussian random variable.
To compute the covariance kernel we write
Cov(Xλf , X
λ
g ) = E(X
λ
fX
λ
g )
=
∫
(f, u)L2(X)(g, u)L2(X) dµGauss,λ(u)
=
∫
D′(B)
∫
X
pλ(T )(x)f(x) dx
∫
X
pλ(T )(y)g(y) dy dµ(T )
=
∫∫
X×X
(∫
D′(B)
pλ(T )(x)pλ(T )(y)dµ(T )
)
f(x)g(y) dxdy,
and, by (3.3), the covariance kernel is given by∫
B
eλ,b(x)eλ,b(y) db.
On the other hand we have:
ϕλ(x
−1y) =
∫
K
e−(λ+ρ)H(y
−1xk)dk.
To conclude the proof we shall use the following identity. Let g and h be two elements in
G and let k be an element inK . Writing gk = u(gk)H(gk)n ∈ KAN we obtain, since A
normalizesN ,
(3.5) H(hgk) = H(gk) +H(hu(gk)).
It follows that
ϕλ(x
−1y) =
∫
K
e−(λ+ρ)H(xk)e−(λ+ρ)H(y
−1u(xk))dk.
But, by (3.5), we haveH(xk) = −H(x−1u(xk)) and therefore
ϕλ(x
−1y) =
∫
K
e(λ+ρ)H(x
−1u(xk))e−(λ+ρ)H(y
−1u(xk))dk.
14 MIKLOS ABERT, NICOLAS BERGERON, AND ETIENNE LE MASSON
Now themappingFx : k 7→ u(xk) is a diffeomorphismofK and (Fx)∗(dk) = e−2ρH(x−1k).
It follows that
ϕλ(x
−1y) =
∫
K
e(λ+ρ)H(x
−1k)e−(λ+ρ)H(y
−1k)e−2ρH(x
−1k)dk
=
∫
K
e(λ−ρ)H(x
−1k)e−(λ+ρ)H(y
−1k)dk
=
∫
B
eλ,b(x)eλ,b(y) db.
Here we have used that λ ∈ ia∗ so that λ = −λ. 
4. RANDOM WAVES: BERRY TYPE CONJECTURES
4.1. Berry’s conjecture in BS form. Let M be a d-dimensional Riemannian manifold.
Recall from the introduction that we denote by Mr the rescaling of M by r, that is, we
multiply every distance by r. It follows immediately from the definitions that, as r → ∞,
the manifolds Mr BS-converge to Rd. Also, if φ : M → R is an eigenfunction of the
Laplace operator onM , then the very same function φ : Mr → R is an eigenfunction of
the Laplacian onMr with eigenvalue λ′ = λ/r2. We conclude that if φn is a sequence of
eigenvectors for the Laplace operator, with eigenvaluesµ2n, then any weak limit of µMµn ,φn
is supported in
{[Rd, p, ψ] ∈ Ed : p ∈ Rd, ∆ψ = ψ}.
We therefore loosely identify such a weak limit with a random field on Rd. We may now
recall our version — Conjecture 1 — of Berry’s conjecture.
Conjecture 1. Let M be a compact, negatively curved manifold. Let (φn) be an or-
thonormal basis of L2(M) that consists of eigenvectors for the Laplace operator, with
eigenvalues µ2n. Then (Mµn , φn) BS converges to Funif,1 — the isotropic monochromatic
Gaussian random Euclidean wave with eigenvalue 1.
4.2. Relation with QUE. Let M be a compact d dimensional manifold with normalized
volume form dvolM . Let φn be a sequence of eigenfunctions of eigenvalue λn = µ2n of L
2
norm 1. Denote by νn the probability measure on M defined by the density function φ2n.
LetXn be the value of φ2n at a dvolM -random point ofM . ThenXn is a bounded random
variable with distribution ρn — a probability measure onR+.
Let Mn = Mµn be the rescaled manifold. Assume that a weak form of Conjecture 1
holds, namely that the sequence (Mn, φn) BS converges to (Rd, F )whereF is an invariant
random (not necessarily Gaussian) Euclidean eigenwave with eigenvalue 1. Also assume
that νn weakly converges to some probability measure ν onM . Since the φn are smooth,
each measure νn is absolutely continuous with respect to dvolM . Let
ν = νc + νs
be the continuous-singular decomposition of ν with respect to dvolM .
By BS convergence, the sequence of random variables Xn weakly converges to the
random variable F (0)2. In particular, the distribution ρ of F (0)2 is the weak* limit of ρn.
Then we have ∫
xdρn = EXn = 1.
Let the energy of F be
e(F ) = EF 2(0) =
∫
xdρ.
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Since ρn weak* converges to ρ, we have e(F ) ≤ 1. A convenient way to express the
possible deficit is as follows. Let
τn = (φ
2
n)∗νn
be the push-forward measure of νn by φ2n, that is, let
τn(A) = νn((φ
2
n)
−1(A)) (A ⊆ R+ Borel).
Then
(4.1) dτn(x) = xdρn(x) (x ∈ R+).
Let us compactify R+ by adding ∞, call this space [0,∞]. Then τn is a probability
measure on [0,∞] and by (4.1) the sequence (τn) weakly converges to the probability
measure τ on [0,∞], defined by
dτ(x) = xdρ(x) (x ∈ R+).
The deficit 1− e(F ) will be equal to the ‘amount of mass traveling to∞’, that is, we have
(4.2) 1− e(F ) = τ({∞}) = lim
K→∞
lim inf
n→∞
τn([K,∞]).
It would be desirable to write lim instead of lim inf above but we do not control how weak
convergence of τn evolves at the pointK .
Now we prove that the singular part of ν has mass at most the loss of energy in the limit.
Proposition 15. We have νs(M) ≤ 1 − e(F ). In particular, if e(F ) = 1, then ν is
absolutely continuous wrt volume.
Proof. Let S be the support of the singular part νs. Let ε > 0. Then there exists r > 0
such that the open r-neighborhoodO around S has volume less than ε. Weak convergence
of νn implies
(4.3) lim inf νn(O) ≥ ν(O) ≥ νs(S) = νs(M).
For a fixed n, letK = νn(O) and let
B = (φ2n)
−1([
K√
ε
,∞]) =
{
x ∈ O | φ2n(x) ≥
K√
ε
}
.
Then
νn(O \B) =
∫
O\B
φ2n(x)dvol ≤ vol(O \B)
K√
ε
≤ K√ε
which implies
νn(B) ≥ K(1−
√
ε).
Summarizing, for all n > 0 we have
τn([
νn(O)√
ε
,∞]) ≥ νn(O)(1 −
√
ε).
In patricular, using (4.3), we have
lim inf
n→∞
τn([
νn(O)√
ε
,∞]) ≥ lim inf
n→∞
νn(O)(1 −
√
ε) ≥ (1−√ε)νs(M).
Choosing ε > 0 to be arbitrarily small and using (4.2), this proves the Proposition. 
The proposition above implies Theorem 4 from the Introduction.
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Proof of Theorem 4 from the Introduction. Up to passing to a subsequence we may sup-
pose that the sequence dνn := φ2n dvolM is weakly convergent. It follows from Proposition
15 and Conjecture 1 that its limit dν is absolutely continuous with respect to dvolM . To
prove that dν = dvolM , it is therefore enough to prove that for any continuity set B ⊂ M
we have:
(4.4) lim
n→∞
νn(B) = volM (B).
Let us fix a continuity set B ⊂M of positive measure and prove (4.4). Let µBMµn ,φn be
the probability measure on Ed obtained by pushing forward the probability measure
U 7→ volMµn (U ∩B)
volMµn (B)
=
volM (U ∩B)
volM (B)
onM , under the map (2.1). In other words µBMµn ,φn is obtained by sampling only into B.
Lemma 16. The set {µBMµn ,φn} of probability measures on Ed is relatively compact with
respect to the topology of weak convergence.
Proof. Note that if A is a measurable subset of Ed we have:
µMµn ,φn(A) ≥ cµBMµn ,φn(A),
where c is a positive constant independent of n — one can take c = volM (B). Since
by assumption the sequence of probability measures (µMµn ,φn) weakly converges to a
probability measure on Ed, the collection of measures {µBMµn ,φn} has to be tight, and the
lemma follows from Prokhorov’s theorem. 
Lemma 17. Any weak limit of a converging subsequence of (µBMµn ,φn) is supported in
{[Rd, p, ψ] ∈ Ed : p ∈ Rd, ∆ψ = ψ}
and is translation-invariant.
Proof. Recall that each measure µMµn ,φn has a natural lift µ˜Mµn ,φn on the space T
1Ed of
isometry classes of rooted unit tangent bundles colored by a function. Since by assumption
Conjecture 1 holds, the sequence (µ˜Mµn ,φn) weakly converges toward the natural lift of
the Gaussian measure Funif,1 that is supported in
{[Rd, p, ψ] ∈ Ed : p ∈ Rd, ∆ψ = ψ}.
This limit measure is invariant under the geodesic flow.
It follows that if we fix a translation length T , the measure µ˜Mµn ,φn becomes almost
invariant by the length T geodesic flow In on T 1Mµn as n tends to∞.
Now let B˜ be the lift of B to T 1Mµn and consider a Borel subset U ⊂ T 1Mµn . To
conclude the proof of the lemma we now prove that
(4.5)
volT 1Mµn (U ∩ InB˜)− volT 1Mµn (U ∩ B˜)
volT 1Mµn (B˜)
→ 0
as n→ +∞.
For any fixed positive real number R, denote by NnR(B˜) the R−neighborhood of B˜ on
T 1Mµn . Notice first that we have:
(4.6)
volT 1Mµn (N
n
R(B˜))
volT 1Mµn (B˜)
=
volT 1M (N
0
R/µn
(B˜))
volT 1M (B˜)
→ 1
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as n tends to infinity. We can then rewrite
volT 1Mµn (U ∩ InB˜)− volT 1Mµn (U ∩ B˜)
= volT 1Mµn (U ∩ (InB˜ \ B˜))− volT 1Mµn (U ∩ (B˜ \ InB˜)).
To deal with the first term on the right-hand side, note that there exists some uniform
positive real number R = R(I) such that
InB˜ ⊂ NnR(B˜).
Now
volT 1Mµn (U ∩ (InB˜ \ B˜))
volT 1Mµn (B˜)
≤ volT 1Mµn (N
n
R(B˜) \ B˜)
volT 1Mµn (B˜)
→ 0
when n → +∞ by (4.6). Similarly we use B˜ ⊂ NnR(InB˜) for the term B˜ \ InB˜, and
deduce (4.5). The latter implies that the measures obtained by sampling only in B˜ are also
almost invariant by In. Pushing forward measures on T 1Ed to measures on Ed Lemma 17
follows. 
Using the obvious fact that:
(4.7) µMµn ,φn = volM (B)µ
B
Mµn ,φn
+ volM (
cB)µ
cB
Mµn ,φn
,
we finally prove:
Lemma 18. The sequence (µBMµn ,φn)n weakly converges toward the isotropic monochro-
matic Gaussian random Euclidean wave with eigenvalue 1.
Proof. By Lemma 16 it is enough to prove that Funit,1 is the only possible weak limit of
(µBMµn ,φn)n. So let µ1 be a weak limit of a converging subsequence (µ
B
Mµnj ,φnj
).
By Lemma 16 again, but applied to the complement cB of B in M , we may, and will,
suppose that both µBMµnj ,φnj
and µ
cB
Mµnj ,φnj
weakly converge. Denote by µ1 and µ2 their
respective limits. By Lemma 17 these measures are both translation-invariant, and it fol-
lows from (4.7) that — as the weak limit of µMµn ,φn — the process Funif,1 can be decom-
posed as a convex sum
volM (B)µ1 + volM (
cB)µ2
of two translation-invariant measures. But being ergodic the process Funif,1 cannot be
decomposed as a non-trivial convex sum of translation-invariant measures. It then follows
that both µ1 and µ2 are equal to Funif,1. 
To conclude the proof of Theorem 4, note that — as in the proof of Proposition 15 —
we have:
νn(B) = volM (B)E(X
B
n ) = volM (B)
∫
xdρBn (x)
whereXBn is the value of φ
2
n at a random point ofB with respect to the probability measure
dvolM/volM (B), and we denote by ρBn the distribution ofX
B
n ; it is equal to the probability
measure onR+ obtained by pushing forward µBMµn ,φn by the continuous map
Ed → R+; [M,p, ψ] 7→ ψ(p)2.
Now, by Lemma 18, the sequence (µBMµn ,φn)weakly converges toward the isotropicmonochro-
matic Gaussian random Euclidean wave F = Funif,1. It follows that the sequence (ρBn )
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weakly converges toward the distribution ρ of F (0)2, and since the energy e(F ) is equal
to 1, the sequence of measures τBn defined by
dτBn (x) = xdρ
B
n (x) (x ∈ R+),
weakly converges toward the probability measure τ onR+ defined by
dτ(x) = xdρ(x) (x ∈ R+).
We conclude that ∫
xdρBn (x) → 1
and therefore
νn(B)→ volM (B)
as n tends to infinity. 
4.3. Level aspect. As explained in the Introduction the BS formulation of Berry’s conjec-
ture immediately suggest a similar conjecture but regarding the level aspect — Conjecture
3 of the Introduction. Keeping notations as in the preceding paragraphs, we first revisit in
more details this conjecture before raising more questions.
Recall that to any uniform, torsion free, discrete subgroup of G and to any Γ-invariant
function φ ∈ Eλ of normalized L2-norm 1 on Γ\G we have associated a G-invariant
probability measure µφ on Eλ.
A family of lattices in G is uniformly discrete if there is an identity neighborhood in G
that intersects trivially all of their conjugates. For torsion free lattices this is equivalent to
saying that there is a uniform lower bound for the injectivity radius of the corresponding
X-manifolds.
Let Γn be a uniformly discrete sequence of lattices in G that BS-converges toward the
trivial IRS. Then there exists a sequence Rn →∞ such that
αn =
vol(Γn\G)<Rn
vol(Γn\G) → 0.
Remark. It follows from [3, §5] that, for congruence groups, we can takeRn = c log vol(Γn\G)
so that αn ≤ vol(Γn\G)β with β positive.
Let rn ≤ c′Rn with 0 < c′ < 1 a sequence that tends to infinity with
(4.8) rnvol(BG(e, rn))αn → 0
and let (δn) be a real sequence that converges to 0 and satisfies δn ≥ r−β′n for some small
enough β′ > 0 to be specified later, see §7.2.
For each n, fix a basis (φ(n)j ) of the subspace of smooth Γn-invariant functions on X
spanned by eigenfunctions with eigenvalues in some interval [λ0 − δn, λ0 + δn] such that
the functions φ(n)j project onto an orthogonal family of L
2(Γn\X) and satisfy∫
Γn\G
|φ(n)j |2 = 1 and∆φ(n)j = λ(n)j φ(n)j (λ(n)j > 0).
The condition on δn is there to make sure that the dimension dn of the space spanned by
the φ(n)j ’s is non-zero. In fact it will ensure that the ratio dn/δnvol(Γn\G) has a positive
limit.
The following provocative conjecture is equivalent to Conjecture 3 of the Introduction.
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Conjecture 19. Suppose that the representation of G in
⊕
n L
2
0(Γn\G) has a spectral
gap. Then any weak* limit of a subsequence of (µ
φ
(n)
j
) is a probability measure on Eλ0
and the only possible aperiodic limit is µGauss,λ0 .
4.4. Probability measures on D′(B). To conclude this section we raise some general
problem related to Conjecture 19.
Let µ be a probability measure on D′(B) and suppose that it is invariant under the G-
action given by some representation πλ. Then (D′(B), µ) is a probability space endowed
with a (non free) action of G and the push-forward of µ under the stabilizer map defines
an IRS of G. We shall say that the IRS is induced from µ.
As an application of the Nevo-Stuck-Zimmer Theorem [35, 30] ergodic IRSs in higher
rank simple Lie groups are classified, see [3, Theorem 1.14]. A very natural similar ques-
tion would be to classify all probability measures on D′(B) that are invariant and ergodic
under the G-action given by some representation πλ. Let us more modestly first describe
some families of examples of such measures.
Let λ ∈ Λ+. The standard Gaussian probability measure on D′(B) is invariant and
ergodic under the G-action given by the representation πλ. It moreover follows from (3.3)
applied to f = g = 1 that if satisfies the following normalisation:
(4.9)
∫
D′(B)
|T (1)|2dµGauss(T ) = 1.
There are many other such measures.
Indeed: let Γ be a uniform, torsion free, discrete subgroup ofG and let φ be a Γ-invariant
function in Eλ. We have associated to φ a probability measure µφ on Eλ. From this one can
get a probability measure on D′(B). In loose terms we push forward the measure using
the inverse of pλ. To give a formal construction, one can proceed as follows.
It corresponds to φ an embedding of πλ as a direct summand of L2(Γ\G). Denote byH
the space of πλ. Since L2(Γ\G) is self-dual, the dual representation (π′λ,H′) also occurs
as a direct summand in L2(Γ\G). The inclusion
i : H′ →֒ L2(Γ\G)
maps the subspace of smooth vectorsH′∞ ⊂ H′ to smooth functions, which can be eval-
uated at the identity. The evaluation map
t : v 7→ i(v)(e) (v ∈ H′∞)
is continuous with respect to the topology of H′∞, and thus defines a distribution vector
for πλ — a Γ-invariant distribution vector in H−∞ = D′(B) since i(v′) is a Γ-invariant
function. The orbit of this vector under the πλ(G)-action therefore yields a continuous
map
G/Γ→ D′(B).
We denote by µΓ,φ the push-forward of the normalized Haar measure onG/Γ by this map.
It defines a probability measure on D′(B) that is invariant and ergodic under the G-action
given by the representation πλ. If moreover φ is of normalized L2-norm 1, i.e. satisfies
1
vol(Γ\G)
∫
Γ\G
|φ|2 = 1
then µΓ,φ satisfies (4.9) or equivalently:∫
D′(B)
|T (1)|2dµΓ,φ(T ) =
∫
Eλ
|ψ(e)|2dµφ(ψ) = 1
vol(Γ\G)
∫
G/Γ
|φ(g−1)|2dg = 1.
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The IRS induced by µ̂Γ,φ is supported on the conjugacy class of a lattice. In rank 1
where one can construct many interesting IRSs, e.g. associated to normal subgroups of a
lattice (see [1] for more examples), one can similarly construct measures on D′(B) from
eigenwaves on the corresponding unimodular randomX-manifolds.
A general interesting problem would be to determine the possible weak* accumulation
points of families of such measures when the corresponding IRSs BS-converge toward the
trivial one. Measures µ whose induced IRS are trivial indeed correspond to aperiodic limit
measures in Conjecture 19.
Any such accumulation point is a measure on D′(B) that is both invariant and ergodic
under the πλ(G)-action. It is therefore natural to ask for a classification of mean zero,
normalized probability measures on D′(B) that are both invariant and ergodic under the
πλ(G)-action and whose induced IRSs are trivial.
5. THE QUANTUM ERGODICITY THEOREM
In this section, we assume G is of rank 1 and we take a deterministic point of view to
address the question of two-point correlations of eigenfunctions. If φλn is an eigenfunction
of L2-norm 1, then we would like to show that in the Benjamini-Schramm limit, and when
λn → λ, the correlation function φλn(x)φλn (y) is proportional to ϕλ(d(x, y)), where
ϕλ is the spherical function and by abuse of notation we write ϕλ(d(x, y)) = ϕλ(ar)
for r = d(x, y), where ar = exp(rH) and H ∈ a ≃ R is of norm 1. In other words
we want to show that the two-point correlation function of the eigenfunctions converges
to the two-point correlation function (or the covariance kernel) of the standard Gaussian
wave associated with λ (see Definition 13). We are able to prove a weak form of this via a
quantum ergodicity theorem.
Let Γn be a uniformly discrete sequence of lattices in G that BS-converges toward the
trivial group, and let A(n) : G×G→ R be a sequence of kernels satisfying
(5.1) ∀γ ∈ Γn A(n)(γx, γy) = A(n)(x, y)
and
(5.2) ∀k1, k1 ∈ K A(n)(xk1, yk2) = A(n)(x, y)
for any x, y ∈ G. We assume moreover that there existsM > 0 such that
(5.3) A(n)(x, y) = 0 when d(x, y) > M.
This defines an operatorA(n) on Γn\X = Γn\G/K , by the formula
A
(n)f(x) =
∫
G
A(n)(x, y)f(y) dy,
valid for any f ∈ C(Γn\G/K).
Let {φ(n)j } be an orthogonal basis of Laplacian eigenfunctions on Γn\X . We shall see
each φ(n)j as a function of norm 1 in L
2(Γn\G), with respect to the scalar product
〈f1, f2〉L2(Γn\G) =
1
vol(Γn\G)
∫
Γn\G
f1(g)f2(g)dg,
and denote by λ(n)i the parameter (in a
∗) of the representation it generates in the (quasi-
)regular representation ρΓn\G in L
2(Γn\G). Then we have the following quantum ergod-
icity theorem.
EIGENFUNCTIONS AND RANDOM WAVES IN THE BENJAMINI-SCHRAMM LIMIT 21
Theorem 20. Assume that the representation of G in ⊕nL20(Γn\G) has spectral gap. Fix
λ0 ∈ Λ+, let
N(δn,Γn) = #{j : λ(n)j ∈ [λ0 − δn, λ0 + δn]}.
and In = In(λ0) := [λ0 − δn, λ0 + δn]. Then for anyM > 0 and any uniformly bounded
sequence of kernels (A(n))n∈N on G×G satisfying (5.1), (5.2) and (5.3) we have:
(5.4)
1
N(δn,Γn)
∑
λ
(n)
j ∈In
∣∣∣〈φ(n)j ,A(n)φ(n)j 〉L2(Γn\G) − 〈A(n)〉λ0 ∣∣∣2 → 0
as n tends to infinity, where
〈A(n)〉λ = 1
vol(Γn\G)
∫
Γn\G
∫
G
A(n)(x, y)ϕλ(x
−1y) dxdy,
is the average of the kernel A(n) against the spherical function of eigenvalue λ.
Remark. We will disintegrate the kernel A(n) into components A(n)r ∈ D′(G × G) sup-
ported on (x, y) ∈ G×G such that d(x, y) = r, and prove (5.4) for each component. For
r = 0, the operatorA(n)r is simply the multiplication by a function a(n) : G→ R and this
gives
1
N(δn,Γn)
∑
λ
(n)
j ∈In
∣∣∣∣∣〈φ(n)j , a(n)φ(n)j 〉L2(Γn\G) − 1vol(Γn\G)
∫
Γn\G
a(n)(g) dg
∣∣∣∣∣
2
→ 0,
when n → +∞. In particular Theorem 20 generalizes the Quantum Ergodicity theorem
for hyperbolic surfaces of [26] where only multiplication by functions are considered.
6. A FEW SIMPLIFICATIONS
To prove Theorem 20 we will give quantitative estimates at a fixed level. We will
therefore drop the index n in what follows, adding it back only when needed. Note that
(6.1)
∑
λj∈I
∣∣〈φj ,Aφj〉L2(Γ\G) − 〈A〉λ0 ∣∣2
.
∑
λj∈I
∣∣〈φj ,Aφj〉L2(Γ\G) − 〈A〉λj ∣∣2 + ∑
λj∈I
∣∣〈A〉λj − 〈A〉λ0 ∣∣2 .
We will bound the two sums on the right-hand side separately. The first one is the main
part of the proof, and we will need ergodic theory to estimate it. The second involves only
a spectral density estimate. Let us first introduce a few useful objects.
6.1. Disintegration and radial averages. We define the operatorAr by
Arf(x) =
∫
K
A(x, xkar)f(xkar)dk.
It can be seen as a radial disintegration ofA such that we have
(6.2) A =
∫ M
0
Ar sinh(ρr)dr.
We also define an average of the kernel A over geodesic segments of length r
(6.3) [A]r =
1
vol(Γ\G)
∫
Γ\G
A(x, xar) dx,
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and we denote by [A] the convolution operator with radial kernel r 7→ [A]r, i.e.
[A]f(x) =
∫
G/K
[A]d(x,y)f(y) dy.
As G is of rank 1, via the decomposition g = k1 expG(H)k2 with H ∈ a ≃ R and
k1, k2 ∈ K we can see a radial kernel such as [A]r as a function on K\G/K . Recall that
if k ∈ C∞c (K\G/K) then, for every λ ∈ a∗, the spherical function ϕλ is an eigenfunction
of the convolution operator associated with k. The spherical transform k̂(λ) is defined as
the corresponding eigenvalue, i.e.
(6.4) k ∗ ϕλ = k̂(λ)ϕλ.
More generally any eigenfunction of eigenvalue λ is eigenfunction of the convolution by
k, with eigenvalue kˆ(λ). The spherical transform extends to an L2-isometry between
L2(K\G/K) and L2(a∗, µPlanch) for an appropriate (and explicit, see [21]) W -invariant
measure µPlanch on a∗, the Plancherel measure, which is absolutely continuous with re-
spect to the Haar measure.
Let us now record a few useful properties.
Lemma 21. We have
[[A]] = [A]
and if [A] is the kernel of [A], that is [A](x, y) = [A]d(x,y), then
[[A]]r = [A]r.
Moreover the two quantities 〈A〉λj and [A] are related by the formula
〈A〉λj = 〈φj , [A]φj〉,
for any L2-normalized eigenfunction φj of eigenvalue λj .
Proof. The first two properties can be checked easily. Let us prove that
〈A〉λj = 〈φj , [A]φj〉.
We know that φj is an eigenfunction of [A] with eigenvalue given by the spherical trans-
form of the radial kernel r 7→ [A]r evaluated at λj . By definition of the spherical transform,
this eigenvalue is equal to ∫ M
0
[A]r ϕλj (r) sinh(ρr)dr.
As φj is L2-normalized we have
〈φj , [A]φj〉 =
∫ M
0
[A]r ϕλj (r) sinh(ρr)dr.
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We now use the expression of [A]r and theK-invariance of A
〈φj , [A]φj〉 =
∫ M
0
1
vol(Γ\G)
∫
Γ\G
A(x, xar) dxϕλj (r) sinh(ρr)dr
=
∫ M
0
∫
K
∫
K
1
vol(Γ\G)
∫
Γ\G
A(xk−11 , xark2) dxϕλj (r) sinh(ρr)dk1dk2dr
=
∫ M
0
∫
K
∫
K
1
vol(Γ\G)
∫
Γ\G
A(x, xk1ark2) dxϕλj (r) sinh(ρr)dk1dk2dr
=
∫
G
1
vol(Γ\G)
∫
Γ\G
A(x, xy) dxϕλj (y) dy
By a last change of variable y → xy and rearrangement of the integrals we obtain
〈φj , [A]φj〉 = 1
vol(Γ\G)
∫
Γ\G
∫
G
A(x, y)ϕλj (x
−1y) dxdy
as required. 
6.2. Two simplifications. What we just introduced allows us to make some simplifica-
tions. According to (6.1), we need to bound∑
λj∈I
∣∣〈φj ,Aφj〉L2(Γ\G) − 〈A〉λj ∣∣2 .
We will instead assume that [A] = 0 and estimate∑
j:λj∈In
|〈φj ,Aφj〉|2 .
Indeed we can then apply the estimate to
B = A− [A]
as by Lemma 21 we have [B] = [A]− [[A]] = 0, and∑
j:λj∈In
|〈φj , (A− [A])φj〉|2 =
∑
j:λj∈In
∣∣〈φj ,Aφj〉 − 〈A〉λj ∣∣2 .
By uniqueness of the kernel, our assumption [A] = 0 means that
(6.5) ∀r ≥ 0 [A]r = 0.
The second simplification is to use the disintegration (6.2) in order to write∑
j:λj∈In
|〈φj ,Aφj〉|2 =
∑
j:λj∈In
∣∣∣∣∣〈φj ,
(∫ M
0
Ar sinh(ρr)dr
)
φi〉
∣∣∣∣∣
2
=
∑
j:λj∈In
∣∣∣∣∣
∫ M
0
〈φj ,Arφj〉 sinh(ρr)dr
∣∣∣∣∣
2
≤ sinh2(ρM)
∫ M
0
 ∑
j:λj∈In
|〈φj ,Arφj〉|2
 dr,
where the last line is obtained by the Cauchy-Schwarz inequality. This tells us that it is
sufficient to estimate the term between brackets in the last line, asM is fixed.
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In conclusion, we have reduced the bound of the first term on the left-hand side of (6.1)
to bounding ∑
j:λj∈In
|〈φj ,Arφj〉|2 ,
assuming that [A]r = 0.
6.3. Spectral averages. Before estimating this term, let us look at the second term in
(6.1), namely ∑
λi∈I
∣∣〈A〉λj − 〈A〉λ0 ∣∣2 .
We denote by φ : K\G/K → R the function corresponding to the radial kernel r 7→ [A]r .
We have
φ̂(λ) = 〈A〉λ,
where φ̂ is the spherical transform of φ (see Section 6.1, in particular Lemma 21). Intro-
ducing back the index n what we want to show is therefore that
1
N(δn,Γn)
∑
j : λ
(n)
j ∈[λ0−δn,λ0+δn]
∣∣∣φ̂n(λ(n)j )− φ̂n(λ0)∣∣∣2 → 0.
This is the content of the following theorem.
Theorem 22. Fix λ0 ∈ Λ+ and let
N(δn,Γn) = #{j : λ(n)j ∈ [λ0 − δn, λ0 + δn]}.
Then for any sequence φn ∈ Cc(K\G/K) compactly supported in a ball of radius M
independent of n, we have:
(6.6)
1
N(δn,Γn)
∑
j : λ
(n)
j ∈[λ0−δn,λ0+δn]
∣∣∣φ̂n(λ(n)j )− φ̂n(λ0)∣∣∣2 → 0
as n tends to infinity.
As a corollary of the proof of the previous theorem, we obtain an asymptotic estimate
of the number of eigenvalues in the shrinking interval In.
Corollary 23. Under the same hypotheses we have:
N(δn,Γn) ∼ 2δnvol(Γn\G)p(λ0),
where p is the density of the Plancherel measure µPlanch.
We will first prove Theorem 22 before going back to the main proof of Theorem 20.
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This proof is essentially equivalent to the weak convergence of the spectral measures
along a BS-converging sequence, see [3]. It does not use the spectral gap assumption (i.e.
the mixing of the classical system). The treatment of shrinking intervals is similar to [7,
Section 5].
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7.1. An approximation lemma. Let χ be a smooth cutoff function supported in [−1, 1]
and taking the constant value 1 on [−1/2, 1/2]. Identifying a∗ with R (recall that we
suppose that G is of rank 1), we shall see χ as a function on a∗. Fix λ0 ∈ a∗.
Let δ be a positive real number. Write χδ(λ) = χ
(
1
2δ (λ− λ0)
)
. Being compactly
supported χδ is the spherical transform of a rapidly decreasing function kδ on G.
Now let r be another positive real number and let Fδ,r be the compactly supported
function on G defined by
Fδ,r(g) = kδ(g)χ
(
d(e, g)
r
)
.
Lemma 24. For every positive integerM , there exists a positive integer N (that depends
only onM and G) such that for all positive real numbers δ and r we have:
‖F̂δ,r − χδ‖∞ . 1
rMδN
where the implicit constants only depend onG andM .
Proof. By the definitions of the spherical transform and the function Fδ,r, for any λ ∈ a∗
we have:
F̂δ,r(λ) = (Fδ,r ∗ ϕλ) (e)
=
∫
G
Fδ,r(g)ϕλ(g)dg
=
∫
G
kδ(g)ϕλ(g)dg −
∫
G
(1− χ
(
d(e, g)
r
)
)kδ(g)ϕλ(g)dg
= χδ(λ)−
∫
G
(1− χ
(
d(e, g)
r
)
)kδ(g)ϕλ(g)dg.
We are therefore reduced to bound∣∣∣∣∫
G
(1− χ
(
d(e, g)
r
)
)kδ(g)ϕλ(g)dg
∣∣∣∣ ≤ ∫
d(e,g)≥r/2
|kδ(g)ϕλ(g)|dg.
Now it is well known that there exists some integer d such that if a ∈ A we have:
ϕ0(a) . (1 + | log a|)de−ρ(log a).
And it follows from the proof of [21, Theorem 3, p. 586], see especially Lemma 37, that
for anyM there existsN such that if a ∈ A we have:
|kδ(a)| .M
(
sup
k≤N
‖∂kχδ‖∞
)
ϕ0(a)
(1 + | log a|)M+d+2
.M δ
−N ϕ0(a)
(1 + | log a|)M+d+2 .
Since, through the Iwasawa decomposition of G, the Haar measure is bounded by
e2ρ(log a)dk1d log adk2
we conclude that∫
d(e,g)≥r
|kδ(g)ϕλ(g)|dg .M δ
−N
(1 + r)M
∫
G
1
(1 + | log a|)2 dk1d log adk2
.M
δ−N
(1 + r)M
≃ 1
rM δN
.

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7.2. Convergence of the spectral measures. Recall that Γn is a uniformly discrete se-
quence of lattices inG that BS-converges toward the trivial group, and that we have chosen
a sequence Rn →∞ such that
αn =
vol(Γn\G)<Rn
vol(Γn\G) → 0,
a sequence rn →∞, with rn ≤ c′Rn (for some 0 < c′ < 1), so that rnvol(BG(e, rn))αn →
0 and a sequence (δn) of positive real numbers that converges to 0 and satisfies δn ≥ r−β′n .
We shall furthermore assume that the positive real number β′ is strictly less than 1 and
M/N whereM and N are given by Lemma 24.
Proof of Theorem 22. First note that, up to replacing φ with φ − φ̂(λ0)
k̂δn (λ0)
kδn , we may as-
sume that φ̂(λ0) = 0. Now writing In = [λ0 − δn, λ0 + δn] and φˇ(g) = φ(g−1) we
have: ∑
j : λ
(n)
j ∈In
|φ̂(λ(n)j )|2 =
∑
j : λ
(n)
j ∈In
〈ρΓn\G(φ)φ(n)j , ρΓn\G(φ)φ(n)j 〉
=
∑
j : λ
(n)
j ∈In
〈φ(n)i , ρΓn\G(φˇ ∗ φ)φ(n)i 〉
≤
∑
j
〈φ(n)j , ρΓn\G(φˇ ∗ φ ∗ kδn)φ(n)j 〉
≤ trace[ρΓn\G(φˇ ∗ φ ∗ kδn)].
Let Fn = φˇ ∗ φ ∗ kδn . It is a rapidly decreasing function and the kernelKn of the operator
ρΓn\G(Fn) is given by
Kn(x, y) =
∑
γ∈Γn
Fn(x
−1γy) (x, y ∈ Γn\G).
We define the cut-off kernel
K˜n(x, y) =
∑
γ∈Γn
F˜n(x
−1γy) (x, y ∈ Γn\G)
where F˜n is given by
F˜n(g) = Fn(g)χ
(
d(e, g)
rn
)
.
By definition, the spherical transform of Fn is |φ̂|2χδn and Lemma 24 implies that, up to
O(1/rMn δ
N
n ), it is equal to the spherical transform of F˜n. We thus have∑
j≥0
̂˜
Fn(λ
(n)
j ) =
∑
j≥0
|φ̂|2χδn +O
(
1
rMn δ
N
n
)
N(2δn,Γn),
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as the number of non-zero terms in the sums is less than N(2δn,Γn). Now∫
Γn\G
K˜n(x, x)dx =
∑
j≥0
̂˜
Fn(λ
(n)
j )
=
∑
j≥0
|φ̂(λ(n)j )|2χδn(λ(n)j ) +O
(
1
rMn δ
N
n
)
N(2δn,Γn)
= trace[ρΓn\G(Fn)] +O
(
1
rMn δ
N
n
)
N(2δn,Γn).
We then write∫
Γn\G
K˜n(x, x)dx =
∫
Γn\G
Fn(e) dx+
∫
Γn\G
∑
γ∈Γn,γ 6=e
Fn(x
−1γx)χ
(
d(x, γx)
rn
)
dx,
and note that the last integral can be restricted to (Γn\G)≤rn , which can be controlled
using BS-convergence. On the other hand we have∫
Γn\G
Fn(e) dx = vol(Γn\G)
∫
a
∗
F̂n(λ) dµPlanch(λ)
= vol(Γn\G)
∫
χδn(λ)|φ̂(λ)|2p(λ)dλ,
where p is the density of the Plancherel measure.
To sum up we have, when n→∞,
trace[ρΓn\G(Fn)] ∼ vol(Γn\G)
(∫
χδn(λ)|φ̂(λ)|2p(λ)dλ +O
(
1
rMn δ
N
n
)
N(2δn,Γn)
vol(Γn\G)
)
,
and we know from counting of eigenvalues for non-shrinking intervals (see for example
[3]) that
N(2δn,Γn)
vol(Γn\G) ≤
N(2δ0,Γn)
vol(Γn\G)
is bounded. Hence
trace[ρΓn\G(Fn)] ∼ vol(Γn\G)
∫
χδn(λ)|φ̂(λ)|2p(λ)dλ
If we take Fn = kδn we have similarly
trace[ρΓn\G(kδn)] ∼ vol(Γn\G)
∫
χδn(λ)p(λ)dλ
which can be used to get
N(δn,Γn) ∼ 2vol(Γn\G)δnp(λ0).
Finally
1
N(δn,Γn)
∑
j : λ
(n)
j ∈In
|φ̂(λ(n)j )|2 ≤
1
N(δn,Γn)
trace[ρΓn\G(φˇ ∗ φ ∗ kδn)]
with a right-hand side asymptotically equivalent to
1
δnp(λ0)
∫
χδn(λ)|φ̂(λ)|2p(λ)dλ→ |φ̂(λ0)|2 = 0

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8. MAIN ESTIMATE
Recall that we need to bound
(8.1)
∑
j:λj∈In
|〈φj ,Arφj〉|2 ,
assuming that [A]r = 0.
Following the proof of [26], an essential ingredient is a wave propagation operator that
we generalize here. Let kt = χBt/
√
mG(Bt), where
Bt = {kark′ : k, k′ ∈ K, r ≤ t}.
The convolution operator ρΓ\G(kt) can be roughly seen as a wave propagator at time t.
We want to replace (8.1) with
∑
j:λj∈In
∣∣∣∣∣〈φj , 1T
∫ T
0
ρΓ\G(kt)ArρΓ\G(kt) dt φj〉
∣∣∣∣∣
2
in order to take advantage of the ergodic properties arising from our spectral gap assump-
tion. For this we first need to look at the action of ρΓ\G(kt) on eigenfunctions.
8.1. Spectral side. We know that if ψ is an eigenfunction associated with the eigenvalue
λ,
ρΓ\G(kt)ψ = ht(λ)ψ,
where ht(λ) = k̂t(λ) is the spherical transform of kt (see (6.4)). Since ϕλ(e) = 1, it
follows from the definition of the spherical transform that we have:
ht(λ) =
1√
vol(Bt)
∫
Bt
ϕλ(g) dg.
The following lemma is classical, see e.g. [36, Appendix A] or [9, §9.4].
Lemma 25. Let H in a be so that ρ(H) > 0. Set at = exp(tH). If s is real and
|s| ≥ ε > 0 then
‖eρ(tH)ϕis(at)−B(is)(e−isρ(tH) + eisρ(tH))‖ ≤ Cεe−δt
for some δ > 0 independent of ν and ε and Cε depending only on ε.
Here B is some explicit analytic function, products of Gamma functions. Taking H to
be of norm 1 and writing λ = is, we get:∫
Bt
ϕis(g)dg =
∫ t
0
sinh(2ρu)ϕis(au)du
= 2B(is)
∫ t
ε
cos(sρu)eρudu+O(e(ρ−δ)t)
as t tends to infinity. It follows that for t large
1√
vol(Bt)
∫
Bt
ϕis(g)dg
is close to
It,s = 2B(is)
eρt
∫ t
ε
cos(sρu)eρudu.
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By double integration by parts we find that
It,s = 1
(1 + s2)ρ
(cos(sρt) + s sin(sρt)) +O(e−ρt).
and adding small intervals around tk = 2piksρ on which It,s is uniformly bounded from
below (as is detailed in [26, Section 8]), we get that there exists a constant Cs such that for
any T large enough
1
T
∫ T
0
|ht(is)|2dt ≥ Cs.
This can be done uniformly for s ∈ I .
We can now write∑
j : λj∈I
|〈φj ,Ar φj〉|2 .I
∑
j : λj∈I
∣∣〈φj , ρΓ\G(kt)Ar ρΓ\G(kt)φj〉∣∣2 ,
with an implied constant that depends only on the interval I . We then take a time average
before bounding by the Hilbert-Schmidt norm∑
j:λj∈I
|〈φj ,Arφj〉|2 .I
∑
j:λj∈In
∣∣∣∣∣〈φj , 1T
∫ T
0
ρΓ\G(kt)ArρΓ\G(kt) dt φj〉
∣∣∣∣∣
2
.I
∥∥∥∥∥ 1T
∫ T
0
ρΓ\G(kt)ArρΓ\G(kt) dt
∥∥∥∥∥
2
HS
.
Estimating the Hilbert-Schmidt norm of this time average constitutes what we call the
Geometric side of the proof.
8.2. Geometric side. We first show that the kernel whose Hilbert-Schmidt norm we want
to compute can be expressed as the convolution of a function br, where we define
br(g) = A(g, gar).
This is contained in the following lemma.
Lemma 26. The kernel of the operator
1
T
∫ T
0
ρΓ\G(kt)ArρΓ\G(kt)dt
acting on L2(Γ\G/K) is ∑
γ∈Γ
F (g, γh)
where F : G ×G → R satisfies the invariance properties (5.1) and (5.2), and there exist
a measurable function φh,t,r : G→ R and a constantmh,t,r > 0 such that
F (g, h) =
1
T
∫ T
0
mg−1h,t,rρΓ\G(φg−1h,t,r)br(g)dt, g, h ∈ G.
We have more precisely
φh,t,r =
1
mG(Bt ∩ hBta−r)1mG(Bt∩hBta−r),
and
mh,t,r =
mG(Bt ∩ hBta−r)
mG(Bt)
In particular F (g, h) = 0 whenever d(g, h) ≥ 2T + r.
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Proof. We obtain by a simple computation and application of Fubini’s theorem
ρΓ\G(kt)ArρΓ\G(kt)f(g)
=
1
mG(Bt)
∫
K
∫
gBt
∫
xkarBt
A(x, xkar)f(h) dh dx dk
=
1
mG(Bt)
∫
G
(∫
K
∫
gBt∩hBta−rk−1
A(x, xkar) dx dk
)
f(h) dh
So we have
F (g, h) =
1
T
∫ T
0
1
mG(Bt)
∫
K
∫
gBt∩hBta−rk−1
A(x, xkar) dxdkdt.
Doing a change of variable x 7→ xk we obtain
F (g, h) =
1
T
∫ T
0
1
mG(Bt)
∫
K
∫
gBtk∩hBta−r
A(xk−1, xar) dxdkdt.
We then use that gBtk = gBt by definition of Bt and that A is rightK-invariant to get
F (g, h) =
1
T
∫ T
0
1
mG(Bt)
∫
gBt∩hBta−r
A(x, xar) dxdt.
By the change of variable x 7→ g−1x we then have
F (g, h) =
1
T
∫ T
0
1
mG(Bt)
∫
Bt∩g−1hBta−r
A(gx, gxar) dxdt
=
1
T
∫ T
0
mg−1h,t,rρΓ\G(φg−1h,t,r)br(g)dt.
Now to see that F (g, h) = 0 when d(g, h) ≥ 2T + r we note that Bt ∩ g−1hBta−r is
the intersection of a ball of radius t centered at e and of a ball of radius t centered at a point
at distance r from g−1h. The intersection is empty when g−1h is at distance greater than
2t+r from e, or in other words if d(g, h) ≥ 2t+r. By integrating over t ∈ [0, T ]we obtain
that this intersection is empty whenever d(g, h) ≥ 2T + r, in which case F (g, h) = 0. 
We therefore have:∥∥∥∥∥ 1T
∫ T
0
ρΓ\G(kt)Ar ρΓ\G(kt) dt
∥∥∥∥∥
2
HS
=
∫
Γ\G
∫
Γ\G
∣∣∣∣∣∣
∑
γ∈Γ
F (g, γh)
∣∣∣∣∣∣
2
dgdh
≤
∫
Γ\G
∫
G
|F (g, h)|2dgdh
+
∫
(Γ\G)<2T+r
∫
Γ\G
∣∣∣∣∣∣
∑
γ∈Γ
F (g, γh)
∣∣∣∣∣∣
2
dgdh.
Since the injectivity radius of Γ\G is assumed to be bounded away from 0 by a uniform
constant, the number of terms in the second sum is bounded by a constant times the volume
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of a ball of radius 2T + r. It follows that
(8.2)
∥∥∥∥∥ 1T
∫ T
0
ρΓ\G(kt)Ar ρΓ\G(kt) dt
∥∥∥∥∥
2
HS
≤
∫
Γ\G
∫
G
|F (g, h)|2dgdh+O (vol(BG(e, 2T + r))vol(Γ\G)<2T+r‖br‖2∞) .
Here the implied constants depend on T and r but not on Γ (as long as the injectivity radius
of Γ\G is bounded away from 0 independently of Γ).
The change of variables h 7→ g−1h then leads to:∫
Γ\G
∫
G
|F (g, h)|2dgdh =
∫
Γ\G
∫
B2T+r
∣∣∣∣∣ 1T
∫ T
0
mg−1h,t,rρΓ\G(φg−1h,t,r)br(g)dt
∣∣∣∣∣
2
dgdh
=
∫
Γ\G
∫
B2T+r
∣∣∣∣∣ 1T
∫ T
0
mh,t,rρΓ\G(φh,t,r)br(g)dt
∣∣∣∣∣
2
dgdh.
Writing h = k1auk2 the previous expression becomes∫
Γ\G
∫
K
∫
K
∫ 2T+r
0
∣∣∣∣∣ 1T
∫ T
((u−r)/2)+
mk1auk2,t,rρΓ\G(φk1auk2,t,r)br(g)dt
∣∣∣∣∣
2
dgdk1dk2 sinh(ρu)du
where ((u − r)/2)+ = min(0, (u− r)/2).
Now a general theorem of Nevo [20, Theorem 4.1] implies the following lemma that
we shall apply to the representation ρΓ\G in L20(Γ\G).
Lemma 27. Let π be a unitary representation of G with a spectral gap and no invariant
vectors. Then, there exists a positive constant θ (that depends only on the spectral gap)
such that
‖π(1E/mG(E))‖ ≤ mG(E)−θ ,
for any measurable subset E ⊂ G.
The distance of the centers of the two balls Bt and k1auk2Bta−r is at least |u− r|. We
thus have
mG(Bt ∩ k1auk2Bta−r) . mG(Bt−|u−r|/2) . eρ(t−|u−r|/2),
where ρ > 0 depends only on G. In particular
mk1auk2,t,r .
mG(Bt−|u−r|/2)
mG(Bt)
. e−ρ|u−r|/2.
As we assumed in (6.5) that [A]r = 0, we have br ∈ L20(Γ\G), i.e.∫
Γ\G
br(g) dg =
∫
Γ\G
A(g, gar) dg = 0,
and by Lemma 27
‖ρΓ\G(φk1auk2,t,r)br‖L20(Γ\G) . e
−θρ(t−|u−r|/2)‖br‖L2(Γ\G).
Now applying Minkowski integral inequality to∫ 2T+r
0
∫
K
∫
K
∫
Γ\G
1
T 2
∣∣∣∣∣
∫ T
((u−r)/2)+
mk1auk2,t,rρΓ\G(φk1auk2,t,r)br(g)dt
∣∣∣∣∣
2
dgdk1dk2 sinh(ρu)du
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we obtain∫
Γ\G
∫
G
|F (g, h)|2dgdh
≤
∫ 2T+r
0
∫
K
∫
K
1
T 2
(∫ T
((u−r)/2)+
mk1auk2,t,r‖ρΓ\G(φk1auk2,t,r)br‖L20(Γ\G)dt
)2
dk1dk2 sinh(ρu)du
≤
∫ 2T+r
0
∫
K
∫
K
1
T 2
(∫ T
((u−r)/2)+
e−ρ|u−r|/2e−θρ(t−|u−r|/2)‖br‖L2(Γ\G)dt
)2
dk1dk2 sinh(ρu)du
≤
‖br‖2L2(Γ\G)
T 2
∫ 2T+r
0
e−ρ(1−θ)|u−r|
(∫ T
((u−r)/2)+
e−θρtdt
)2
sinh(ρu)du
≤
‖br‖2L2(Γ\G)
T 2θ2
∫ 2T+r
0
e−ρ(1−θ)|u−r|e−θρ(u−r)+ sinh(ρu)du
. eρr
‖br‖2L2(Γ\G)
Tθ2
.
Inserting the last inequality into (8.2) we conclude that∥∥∥∥∥ 1T
∫ T
0
ρΓ\G(kt)Ar ρΓ\G(kt) dt
∥∥∥∥∥
2
HS
.r
‖br‖2L2(Γ\G)
Tθ2
+vol(BG(e, 2T ))vol(Γ\G)<T ‖br‖2∞.
8.3. Conclusion of the proof. Adding back the index n and integrating in r we have
∥∥∥∥∥ 1T
∫ T
0
ρΓn\G(kt)A
(n) ρΓn\G(kt) dt
∥∥∥∥∥
2
HS
.M
supr≤M ‖b(n)r ‖2L2(Γn\G)
Tθ2
+ vol(BG(e, 2T ))vol(Γn\G)<T sup
r≤M
‖b(n)r ‖2∞.
Since ‖b(n)r ‖2L2(Γ\G) = O(‖b(n)r ‖2∞vol(Γn\G)), b(n)r is uniformly bounded andN(δn,Γn) ∼
2δnvol(Γn\G), choosing T = 12rn we get that
1
N(δn,Γn)
∥∥∥∥∥ 1T
∫ T
0
ρΓn\G(kt)A
(n) ρΓn\G(kt) dt
∥∥∥∥∥
2
HS
.
1
rnδn
+ δ−1n vol(BG(e, rn))αn
and it follows from (4.8) and the fact that δn ≥ r−β′n , with δ′ < 1, that the right hand side
tends to 0 when n tends to infinity. This concludes the proof of Theorem 20.
9. A RANDOM VIEWPOINT
In this section we prove Theorem 6. This is done by considering two processes asso-
ciated to a fixed spectral window I and a compact quotient Γ\X . Here Γ is a cocompact
lattice in G and I ⊂ a∗ is a compact subset.
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9.1. Two random processes. Consider an orthonormal basis φ1, . . . , φk of Γ-invariant
eigenfunctions of the Laplacian on X with eigenvalues in I . Linear combinations of the
(deterministic) eigenfunctions φ1, . . . , φk yield a map
(9.1) Rk → C∞(X); (c1, . . . , ck) 7→ 1|c|
k∑
j=1
cjφj ,
where |c| =
(∑k
j=1 c
2
j
)1/2
. Putting on each factor R of Rk the Gaussian measure with
mean 0 and variance 1/k, and pushing this measure forward we get a measure λΓ,I ∈
M1(C∞(X)). It is well known that if X = (X1, . . . , Xk) is a vector of independent
Gaussian random variables of mean 0, then X/|X | follows a uniform probability distri-
bution on the unit sphere, hence λΓ,I is the distribution of a random variable in C∞(X)
consisting in choosing uniformly at random a function in the unit sphere of
span{φj : λj ∈ I}.
The measure λΓ,I is a Gaussian measure but it is not G-invariant. However — being
a random linear combination of Γ-invariant functions — the measure λΓ,I is supported
on Γ-invariant functions C∞(X)Γ. We can therefore BS-sample it to get a G-invariant
measure onM1(C∞(X)). One can think of two different ways to BS-sample it:
• First, take a λΓ,I -random φ in C∞(X), and look at it from a random point. The
result is a λΓ,I -random element in M1(C∞(X)), i.e. a probability measure αΓ,I
onM1(C∞(X)). To define it properly, consider the ‘BS-sampling’ map
Φ : C∞(X)Γ →M1(C∞(X)); φ 7→ µφ
that associates to any Γ-invariant function φ ∈ C∞(X), the G-invariant probabil-
ity measure µφ on C∞(X). We set
(9.2) αΓ,I = Φ∗(λΓ,I).
• Alternatively, take a random element g in G/Γ, with respect to the Haar measure
µ, and restrict the λΓ,I -random function φ on balls g−1(B(e,R)). The result is
a µ-random element of M1(C∞(X)), so it is also a probability measure βΓ,I on
M1(C∞(X)). To define it properly, consider the map
Ψ : G/Γ→M1(C∞(X)); gΓ 7→ (Lg)∗λΓ,I ,
where Lg : C∞(X) → C∞(X)), φ 7→ φ(g−1·), (g ∈ G) is the left-translation
map. We set
(9.3) βΓ,I = Ψ∗(µ).
Remark. In general these two processes are not the same. To see this on a simplified
situation replace the measure λI,Γ by the measure λ that takes the constant 1 function with
probability 1/2 and the constant−1 function with probability 1/2.
Then the measure α, obtained by the first process, will be the Dirac measure on constant
1 function with probability 1/2 and the Dirac on the constant−1 function with probability
1/2. But the measure β, obtained by the second process, will be the Dirac measure on λ.
The first is not a Dirac measure, the second is, so even for this very simple example, the
two processes are not equal.
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However, the expected values of αΓ,I and βΓ,I are always equal. We denote by νΓ,I
their common expected values; it is the element of M1(C∞(X)) obtained by pushing
forward the product of the Gaussian measure by the normalized Haar measure by the map
(9.4) Rk ×G/Γ→ C∞(X)
which maps ((c1, . . . , ck), g) to
∑k
j=1 cjφj(g
−1·).
9.2. The theorem. Let Γn be a uniformly discrete sequence of lattices in G that BS-
converges toward the trivial group. Let {φ(n)1 , . . . , φ(n)kn } be a normalized orthonormal
basis of the subspace of C∞(X)Γn spanned by eigenfunctions with eigenvalues in some
interval In = [λ0 − δn, λ0 + δn] with δn as in Conjecture 19. Suppose furthermore that
β′ in the definition of δn is sufficiently small. Then we have the following theorem on the
asymptotics of the measures αΓn,In and βΓn,In onM
1(C∞(X)).
Theorem 28. The measures αΓn,In and βΓn,In both weakly converge toward the Dirac
mass concentrated at the Gaussian random wave µGauss,λ0 ∈M1(C∞(X)).
In particular the sequence of their common expected values νΓn,In weakly converges
toward the Gaussian random wave µGauss,λ0 .
To prove Theorem 28 we will show that, in the weak limit, the second process βΓn,In
is a Dirac measure. Namely, λΓn,In looks the same from most points, locally. So, when
we take expected value of the second process then we just have to erase the Dirac symbol.
To deal with the first process we shall use the ergodicity of the Gaussian random wave
µGauss,λ0 .
9.3. Covariance kernel. We first fix Γ and I and compute the covariance kernel of the
Gaussian process (XΓ,If )f∈D(X) associated to the measure λΓ,I ∈ M1(C∞(X)).
Lemma 29. Let f, g ∈ D(X). The covariance kernel is given by
E(XΓ,If X
Γ,I
g ) =
∫
X×X
KI,Γ(z, w)f(z)g(w)dzdw
where
KI,Γ(z, w) =
1
k
k∑
i=1
φi(z)⊗ φi(w).
Proof. By definition of λΓ,I we have:∫
E(X)
T (f)T (g)dλΓ,I(T ) =
∫
Rk
(
k∑
i=1
ci(φi, f)L2(X)
)(
k∑
i=1
ci(φi, g)L2(X)
)
dc
=
1
k
k∑
i=1
(φi, f)L2(X)(φi, g)L2(X)
=
1
k
k∑
i=1
(∫
X
f(z)φi(z)dz
)(∫
X
g(w)φi(w)dw
)
=
∫
X×X
KI,Γ(z, w)f(z)g(w)dzdw.

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9.4. Asymptotics of βΓn,In . Now let Γn be a uniformly discrete sequence of lattices in
G that BS-converges toward the trivial group and let {φ(n)1 , . . . , φ(n)kn } be a normalized or-
thonormal basis of the subspace of C∞(X)Γn spanned by eigenfunctions with eigenvalues
in some interval In = [λ0−δn, λ0+δn] with δn as in Conjecture 19. Suppose furthermore
that β′ in the definition of δn is sufficiently small. We first prove:
Proposition 30. The measures βΓn,In weakly converge toward the Dirac mass concen-
trated at the Gaussian random wave µGauss,λ0 ∈M1(C∞(X)).
Proof. The space M1(C∞(X)) equipped with the weak* topology is a metrizable space.
We prove the following lemma below.
Lemma 31. There exist a distance d on M1(C∞(X)) that induces the weak* topology,
such that the expected distance∫
G/Γn
d((Lg)∗λΓn,In , µGauss,λ0)dg˙,
between a randomG-translate of λΓn,In and µGauss,λ0 , tends to 0 as n tends to infinity.
Let us now prove that Lemma 31 implies Proposition 30. Let U be an subset of
M1(C∞(X)). If U does not contain µGauss,λ0 we obviously have
lim inf
n
βΓn,In(U) ≥ 0 = δµGauss,λ0 (U).
Suppose now thatU containsµGauss,λ0 . ThenU contains a small open ballB(µGauss,λ0 , η).
Let ε be a positive real number. Since∫
G/Γn
d((Lg)∗λΓn,Ii , µGauss,λ0)dg˙ → 0
as n→ +∞, there exists some positive integerN0 such that for every n ≥ N0, we have:
vol {g ∈ G/Γn | d((Lg)∗λΓn,Ii , µGauss,λ0) ≥ η} ≤ ε.
It follows that
βΓn,In(U) = vol{g ∈ G/Γn | (Lg)∗λΓn,Ii ∈ U}
≥ vol{g ∈ G/Γn | d((Lg)∗λΓn,Ii , µGauss,λ0) < η}
≥ 1− ε.
In other words, limn βΓn,In(U) = 1 and the proposition follows. 
Proof of Lemma 31. The measure µGauss,λ0 and any given translate of λΓn,In are Gauss-
ian measures, it follows in particular from the Bochner-Minlos theorem that they are deter-
mined by their characteristic functional, or equivalently by their covariance kernel. More-
over, Paul Lévy continuity theorem for generalized random fields (due to Fernique [17])
implies that weak* convergence onmeasures corresponds to simple convergence of charac-
teristic functionals or equivalently the topology of uniform convergence on compact subset
of the kernels. The latter is metrizable and we shall take for d a compatible metric. It there-
fore suffices to show that for any compact set C inX , the average
(9.5)
∫
G/Γn
∣∣KIn,Γn(h−1x, h−1y)− ϕλ0(x−1y)∣∣ dh˙
of the difference between the covariance kernels of the G-translates of λΓn,In and the co-
variance kernel of the Gaussian wave associated with λ0, converges to 0 with n uniformly
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for x and y in C. Recall from Lemma 14 that the latter is given by ϕλ0 (x
−1y), where ϕλ0
is the spherical function.
By Lemma 29, we have:
KIn,Γn(x, y) =
1
kn
kn∑
i=1
φ
(n)
i (x)φ
(n)
i (y).
Now let F̂n be a positive smooth function compactly supported in an interval In of
length δn around λ0. We see it as the spherical transform of a smooth rapidly decaying
positive kernel Fn : K\G/K → R. We have
kn∑
i=1
F̂n(λ
(n)
i )φ
(n)
i (x)φ
(n)
i (y) =
∑
γ∈Γn
Fn(x
−1γy).
Now we define the cut-off kernel
Fn,rn(h) = Fn(h)χ
(
d(e, h)
rn
)
,
and recall that by Lemma 24 the spherical transform F̂n,rn differs from F̂n by only an
O(1/(rMn δ
M
n )) for anyM ∈ N. We therefore have
(9.6)
kn∑
i=1
[
F̂n(λ
(n)
i ) +O
(
1
rMn δ
M
n
)]
φ
(n)
i (x)φ
(n)
i (y) =
∑
γ∈Γn
Fn,rn(x
−1γy).
We decompose the right-hand side into two terms:∑
γ∈Γn
Fn,rn(x
−1hγh−1y) = Fn,rn(x
−1y) +
∑
γ∈Γn,γ 6=e
Fn,rn(x
−1hγh−1y).
We then integrate both sides of (9.6) overG/Γn. The right-hand side yields∫
G/Γn
∑
γ∈Γn
Fn,rn(x
−1hγh−1y) dh˙ =
∫
G/Γn
Fn,rn(x
−1y) dh˙
+
∫
G/Γn
∑
γ∈Γn,γ 6=e
Fn,rn(x
−1hγh−1y) dh˙.
The first term on the right-hand side is just Fn,rn(x
−1y) and, for rn large enough compared
to d(x, y), we have:
Fn,rn(x
−1y) = Fn(x
−1y) =
∫
F̂n(λ)ϕλ(x
−1y) dµPlanch(λ).
For the second integral, we note that we can restrict the integration to the set
{h ∈ G/Γn : InjRad(h−1y) ≤ d(x, y) + rn},
and control the average, overG/Γn, of its module using the BS convergence.
Now, we have:∫
G/Γn
∣∣∣∣∣
kn∑
i=1
F̂n(λ
(n)
i )φ
(n)
i (h
−1x)φ
(n)
i (h
−1y)−
∫
F̂n(λ)ϕλ(x
−1y) dµPlanch(λ)
∣∣∣∣∣ dh˙→ 0,
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when n→ +∞. Taking for Fn an approximation of 1/kn times the characteristic function
of In, and using Corollary 23, we conclude that∫
G/Γn
∣∣KIn,Γn(h−1x, h−1y)− ϕλ0(x−1y)∣∣ dh˙
=
∫
G/Γn
∣∣∣∣∣
kn∑
i=1
φ
(n)
i (h
−1x)φ
(n)
i (h
−1y)− ϕλ0(x−1y)
∣∣∣∣∣ dh˙→ 0,
uniformly for x and y in a fixed compact set. 
9.5. Conclusion of the proof of Theorem 28. It remains to prove that the measures
αΓn,In weakly converge toward the Dirac mass concentrated at the Gaussian random wave
µGauss,λ0 ∈ M1(C∞(X)). Let α be any weak limit of the sequence αΓn,In . The measure
α is supported on the subset ofM1(F(X)) that consists of G-invariant measures.
Now, since the expected value of αΓn,In is equal to the expected value of βΓn,In . Since
the latter is supported on a bounded set, the weak convergence of the sequence of measures
βΓn,In (Lemma 31) implies the convergence of the expected values. It follows that the
sequence of expected values E(αΓn,In) weakly converges toward the Gaussian random
wave µGauss,λ0 ∈ M1(C∞(X)). We conclude that
E(α) = µGauss,λ0 .
In particular the measure α is supported on smooth functions, and, since µGauss,λ0 is er-
godic, we conclude that α is equal to the Dirac mass on µGauss,λ0 . This proves Theorem 28.
10. SOME PROBLEMS
In this section we list some open problems motivated by the Benjamini-Schramm view-
point on quantum chaos. We do not repeat Conjectures 1 and 3 from the Introduction here.
We try to choose the wildest possible interpretations to stimulate finding (counter)examples.
Our formulation of Berry’s conjecture allows us to decompose the problem to smaller
ones and point out some baby cases to be attacked.
Let M be a d dimensional compact manifold. We call an invariant random function F
a Wigner wave for M if there exists a sequence of (L2-normalized) eigenvectors (φn, λn)
with λn →∞ such that (M,φn, λn) Benjamini-Schramm converges to F . Berry’s conjec-
ture says that whenM has negative curvature, the onlyWigner wave forM is the Gaussian
monochromatic wave.
Let us define the invariant sine wave on R2 = C by
ISa,ε(z) = sin(〈ε, z〉+ a)
where ε is uniform random in the unit circle and a is uniform random on [0, 2π]. That
is, IS is a random translation of a random rotation of sin. Note that IS(z) is equal to the
Benjamini-Schramm sample (a random lift) of the sin function on the standard torus.
The following is a baby case of Berry’s conjecture. It may serve as a first step to
understand the role of negative curvature in the picture.
Problem 1. LetM be a compact negatively curved surface. Show that IS is not a Wigner
wave forM .
This roughly translates to saying thatM does not admit high energy eigenfunctions that
locally, at most points, look like the sine wave.
The following is a weak version of Conjecture 1.
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Problem 2. Let M be a compact manifold. Is the monochromatic Gaussian eigenwave a
Wigner wave forM?
A first attempt would be to try and analyze the behavior of a random eigenfunction in
a shrinking window, opposed to a Gaussian random sum of these eigenfunctions, which in
the level aspect is settled in Theorem 28.
Our next problem addresses the conservation of energy in QuantumErgodicity. A priori,
it can happen that the distribution of values loses mass at infinity. As we show in Proposi-
tion 15, assuming that this will not happen implies that any limit of the square measures is
absolutely continuous with respect to volume. Note that the other implication is not clear,
as the high energy places could very well equidistribute enough to admit volume as a weak
limit.
Problem 3. Is there a Wigner wave for a compact manifold with energy< 1?
To conclude this section, we believe that the Benjamini-Schrammviewpoint should also
be useful to study nodal domains. This study has attracted a lot of research recently (see
e.g. [19, 29, 6, 32]). Recall that if M is a manifold, then the zero set of an eigenfunction
of M cuts M into pieces called nodal domains. A very general (and vague) problem is
to analyze the shape and number of nodal domains for Benjamini-Schramm convergent
sequences of manifolds.
We do not expect a straight continuity result here, that is, nodal domains will not be
entirely local. However [25, Proposition 2] already shows that Benjamini-Schramm con-
vergence can be used to give lower bounds on the number of nodal domains of a family of
eigenfunctions.
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