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A lack of quality data on high clouds has led to inadequate representa-
tions within global weather and climate models. Recent advances in space-
borne measurements of the Earth’s atmosphere have provided complemen-
tary information on the interior of these clouds. This study demonstrate
how an array of space-borne measurements can be used and combined, by
close co-located comparisons in space and time, to form a more complete
representation of high cloud processes and properties.
High clouds are found in the upper atmosphere, where sub-zero tem-
peratures frequently result in the formation of cloud particles that are com-
posed of ice. Weather and climate models characterise the bulk properties
of these ice particles to describe the current state of the cloud-sky atmo-
sphere. By directly comparing measurements with simulations undertaken
at the same place and time, this study demonstrates how improvements can
be made to the representation of cloud properties. The results from this
study will assist in the design of future cloud missions to provide a better
quality input. These improvements will also help improve weather predic-
tions and lower the uncertainty in cloud feedback response to increasing
atmospheric temperature.
Most clouds are difficult to monitor by more than one instrument due
to continuous changes in: large-scale and sub-cloud scale circulation fea-
tures, microphysical properties and processes and characteristic chemical
signatures. This study undertakes co-located comparisons of high cloud
data with a cloud ice dataset reported from the Microwave Limb Sounder
(MLS) instrument onboard the Aura satellite that forms part of the A-train
constellation. Data from the MLS science team include vertical profiles of
temperature, ice water content (IWC) and the mixing ratios of several trace
gases. Their vertical resolutions are 3 to 6 km.
Initial investigations explore the link between cloud-top properties and
the longwave radiation budget, developing methods for estimating cloud
top heights using; longwave radiative fluxes, and IWC profiles. Synergistic
trios of direct and indirect high cloud measurements were used to vali-
date detections from the MLS by direct comparisons with two different
A-train instruments; the NASA Moderate-resolution Imaging Spectrora-
diometer (MODIS) and the Clouds and the Earth’s Radiant Energy Sys-
tem (CERES) onboard on the Aqua satellite. This finding focuses later
studies on two high cloud scene types that are well detected by the MLS;
deep convective plumes that form from moist ascent, and their adjacent
outflows that emanate outwards several hundred kilometres.
The second part of the thesis identifies and characterises two different
high cloud scenes in the tropics. Direct observational data is used to refine
calculations of the climate sensitivity to upper tropospheric humidity and
high cloud in different conditions. The data reveals several discernible
features of convective outflows are identified using a large sample of MLS
data. The key finding, facilitated by the use of co-location, reveals that
deep convective plumes exert a large longwave warming effect on the local
climate of 52 ± 28W m−2, with their adjacent outflows presenting a more
modest warming of 33 ± 20Wm−2.
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This thesis examines high clouds and their interaction with the Earth’s climate
using data reported from several satellite instruments that form a constellation
known as the A-train. The A-train is unique, as its satellites follow each other
in a polar orbit. This allows co-located comparisons to be made between mea-
surements that are close in both space and time, therefore producing valid com-
parisons (Froidevaux et al. 2006). This study focuses on cloudy-sky observations
from the Microwave Limb Sounder (MLS), a passive instrument onboard the Aura
satellite with two radiometers that view mm and sub-mm wave energy that along
the edge of the Earth’s atmosphere. MLS is a sensitive instrument that can mon-
itor the natural microwave radiation that is transmitted from the atmosphere to
space. Its viewing geometry differs from most satellite instruments that usually
view downward into the atmosphere.
Different instrument payloads observe the characteristics of one or more des-
ignated cloud parameters by monitoring the intensity of Electro-Magnetic (EM)
radiation at different wavelength intervals. Many properties of clouds can af-
fect the amount of scattered and emitted EM radiation at certain frequencies
known as spectral channels. Whilst some instruments view radiation emerging
from cloud tops, others detect radiation that emerges from their interior. As a
result, each cloud product that is derived from these received signals is produced
using a unique detection algorithm. The uncertainties of each cloud product, and
their contrasting spatial and temporal resolutions, makes valid inter-comparisons
between cloud parameters challenging. The application of co-location to charac-
terise cloud properties is explored to establish links between ice clouds and the
Earth’s longwave energy budget in the low latitudes. The study will also demon-
strate how to constrain estimates of longwave cooling to space in the presence of
different high clouds.
Cloud formation is an essential process in the Earth’s hydrological cycle.
Clouds are collections of liquid droplets (warm clouds), frozen ice crystals (cold
clouds) or a combination of both (mixed phase clouds). They are made of water
that is suspended in the atmosphere above our planet’s surface. Several pro-
cesses can lead to the formation of clouds. Convective cloud-types are formed
when heating from the Sun provide the thermal energy to drive moister air up-
ward (ascend) into the atmosphere. If these parcels of air are cooled sufficiently,
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warm clouds can then form by cooling. Clouds can also form near the surface of
the Earth by addition of water vapour through evaporation. Rising air parcels
can lead to cloud formation if the air becomes saturated, where at a specified
temperature and pressure the air can hold no more water in its gaseous phase.
At this point the air begins to condense on particles known as cloud condensation
nuclei. These cloud droplets then grow by collision to form larger droplets, until
the upward and downward circulation structure within the cloud can no longer
hold the droplets aloft. At this point the cloud begins to fall as rain. The pro-
cess whereby cloud particles fall to the surface without being evaporated on their
journey is known as precipitation.
Ice clouds can only form at temperatures below the freezing point of water,
which occurs frequently at high altitudes and at the high latitudes. They are
formed by similar processes as liquid water clouds, but are found in colder parts
of the world. Ice clouds can also form through a process of deposition, whereby
water vapour freezes upon contact with existing ice crystals or ice cloud con-
densation nuclei. According to Rossow & Schiffer (1999) clouds may appear in
non-convective layered sheets such as stratus, or take the form of thin fibrous
wisps, as in the case of cirrus. Clouds can also show un-inhibited upward growth
known as free-convection that form “cauliflower-shaped” collections known as cu-
mulus. Deep towers of cumulus are formed through strong upward motion, often
with icy interiors at their tops. These clouds are known as cumulonimbus clouds,
forming frequently around the tropical regions, which are the focal high cloud
type in this study.
Cloud representations in global weather and climate models are based on lim-
ited set of observations, such as cloud top altitudes, thermodynamic phase and
their location. A global coverage of clouds from remote sensing instruments has
recently provided a wealth of information on clouds (Rossow & Schiffer 1999).
The use of this data complements prior in-situ measurements from aircraft and
weather balloons that characterise local cloud parameters, such as particle size
and shape spectra (Liou 1986, Stephens et al. 1990). The bulk property analysis
that is used to characterise the average cloud properties found at different tem-
peratures, humidities and pressures is known as cloud parameterisation. These
representations of clouds present no consideration for the diverse variability in
clouds that are observed in nature (Heymsfield 1984, McFarquhar & Heymsfield
1997). As a result, studies have presented a large range of sensitivities in response
2
to future changes in climate (Solomon et al. 2007). Recently, high quality data
on the interior of high clouds have been provided by space-borne instruments,
such as those onboard A-train satellites. These include: the MLS instrument on-
board Aura, the Moderate-resolution Imaging Spectroradiometer (MODIS) on-
board Aqua, and the twinned CloudSat and Cloud-Aerosol Lidar and Infrared
Path-finder Satellite Observations (CALIPSO) mission (Stephens, Vane, Boain
et al. 2002b). Together, these instruments report detailed and coincident infor-
mation on the vertical composition of high clouds across the globe that was never
before possible.
The remainder of Chapter 1 discusses the climate system and how clouds af-
fect the Earth’s energy balance. The A-train satellites and their instruments are
described in Chapter 2. This includes details about the satellite orbital configu-
ration, instrument viewing geometries, and the various different cloud products
used in this study. Early in this study MLS ice cloud detections are validated in
a quantified manner, using relevant data processing and the co-located methods
described in Chapter 3. Two algorithms are developed in this study to derive
cloud-top pressures for comparisons with MODIS and Clouds and the Earth’s
Radiant Energy System (CERES) data. Studies in Chapter 4 map statistics of
high cloud coverage using their individual cloud-top pressures (CTPs) and the
errors associated with each detection method. Using these errors, analysis was
conducted to estimate whether CTPs derived from CERES and MLS are con-
sistent with one another, and also whether they are consistent with the MODIS
CTP product.
In the second half of this thesis, studies focus on tropical high clouds and the
local radiation budget. Chapter 5 discusses how a cloudy-sky radiative transfer
model (RTM), detailed in Section 1.6, can be used to further our understanding
of high cloud processes. The RTM reports Outgoing Longwave Radiation (OLR)
where the CERES instrument undertakes simultaneous measurements, so the
validity and errors of cloudy-sky radiation budget calculations can be examined
in the context of high clouds. The following analysis is based on the outputs
from this model simulation. Firstly, two case studies are used to examine the
local characteristics of high clouds in the context of several physical and chemical
parameters; potential temperature, water vapour, ozone, liquid water content
and vertical wind tendencies. A cloud-edge detection scheme is then presented in
Chapter 6 to identify two types of high clouds associated with warm convection
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that are frequent in the low latitudes; optically thick ice clouds within the interior
of convective plumes, and adjacent optically thinner cirrus located within the
outflow of convection. An estimate is then provided for the relative longwave
cooling effect of high clouds within the conditions of different two scene-types.
Final conclusions for this thesis work and opportunities for further studies are
detailed in Chapter 7.
Several fundamental questions are addressed by this thesis: Are MLS detec-
tions of high clouds consistent with measurements from other A-train satellite
instruments? What are the physical links between vertical motion, upper tro-
pospheric water vapour and ice concentrations? How is moisture transported
between the troposphere and stratosphere? Can relationship between ice clouds
and the OLR be quantified? What are the cloud radiative forcing from tropical
anvil clouds and their convective outflows? What value do co-located compar-
isons offer and how can their application improve the representation of cloud
parameters in global weather and climate models.
1.1 Sources of Atmospheric Radiation
Electromagnetic (EM) energy is emitted as radiation from all matter. Energy
emitted from the Sun and the Earth are characterised each by a unique intensity
curve that is wavelength dependent. This is usually represented by a spectral
energy density curve, defined as the energy per unit volume per unit frequency
interval. The energy received from the Sun is known as the solar radiation,
emitted from the surface corona at ∼ 5800 K. Energy emerging from the Earth is
known as terrestrial or longwave (LW) radiation, emitted at a mean temperature
of 288 K. The solar and terrestrial energy curves do not overlap significantly, due
to the striking differences in the temperature of these bodies. The total energy
received by the Sun almost exactly equals that emitted as LW from the Earth’s
energy system, maintaining a relatively stable climate on Earth.
When energy from a body is emitted into space, the intensity of energy is dis-
tributed across a range of frequencies and its re-emitted radiation is characterised
by a Planck curve. Planck’s law states that black body radiation has a character-
istic and continuous frequency spectrum that only depends on the temperature
of the body. A black body is a theoretical object that absorbs all radiation falling
upon it and in a steady state must re-emit the same amount of energy as it ab-
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sorbs. Objects rarely absorb and radiate as a perfect black body. This is a special
case defined by Kirchoff’s law of thermal radiation where the spectral emittance,
the ratio of emitted radiance to the radiance emitted by a black body, is equal to
unity. Radiance is a measure of the quantity of radiation that passes through or
is emitted from a surface (body) and falls within a given solid angle in a specified
direction. A grey body is one whose spectral emittance is between zero and one,
indicating that a portion of the incident energy is transmitted or reflected from
that object.
When radiation enters the atmosphere facing the Sun it interacts with matter.
The upward and downward energy fluxes from different components of the Earth’s
system in the atmosphere are best understood by a two-stream model of Earth’s
global energy budget. Figure 1 indicates the relative magnitudes of the main flux
densities (irradiance) as global mean flux densities. These values represent the
flow of energy per unit area and unit time in units of Watts per square metre,
referred to in the following text as energy.
Figure 1: Figure showing the key components of the Earth’s energy system. The arrows indicate
the global and annual mean flux densities (irradiances in Watts per square metre of the Earth’s
surface) entering and leaving the system. Solar radiation is indicated in yellow, the terrestrial
in red, convective transport by thermals as a red zigzagged arrow and the latent heat transport
as a light blue dashed arrow. Source: www.science.larc.nasa.gov/ceres/.
5
1.2 The Global Energy Budget
The radiation budget is often defined as the net energy balance between the short-
wave (SW) and LW components measured at the Top of the Atmosphere (ToA).
LW radiation is emitted from the Earth’s surface and atmosphere that is assumed,
on a global space-scale and long-term climate time-scale, to balance the Absorbed
Shortwave Radiation (ASR) (Wielicki et al. 2002). On a local scale the budget
is measured per unit area in a column of atmosphere (Harries 2000). To enable
us to visualise the global energy budget, we describe the mean flux densities in
the atmosphere from different components of the system. Different components
of the Earth’s system interact with EM radiation of different frequencies in dif-
ferent ways. The main components of the Earth’s energy budget are described
later in this chapter. Section 1.3.1 highlights the principal greenhouse gases and
how each has a unique spectral signature of absorption and scattering. A general
description in Section 1.3.3 then summarises the importance of different types of
clouds and their altitude in the moderation of the Earth’s radiation budget.
As a global mean average 342 W m−2 of solar energy enters the ToA, and
107 W m−2 of this energy is reflected back to space by components of the Earth’s
energy budget surface that include: clouds, suspensions of tiny airborne particles
known as aerosols and atmospheric gases. A small portion of solar energy, around
67 W m−2, is absorbed by the atmosphere and is irradiated back to space as LW
radiation. The remaining energy that is directed downwards towards the Earth’s
surface is known as the down-welling SW radiation. Of the 198 W m−2 of solar
energy that reaches the Earth’s surface, 168 W m−2 is absorbed by the surface
whilst around 30 W m−2 is reflected back to space. The incoming solar radiation
at the top of the atmosphere (ToA) minus the reflected solar radiation is known
as the ASR. A net absorption of solar energy at the surface is balanced by a
net loss of LW radiation from the Earth’s surface. Upwelling LW radiation is
partially absorbed and scattered on its journey to space whilst it is transmitted
through the atmosphere. In addition to LW and SW radiation, energy can be
transported upwards by several different mechanisms. Evapotranspiration from
vegetation and release of latent heat into the atmosphere comprises a net loss of
78 W m−2 from the Earth’s surface, see Figure 1.
At the tropics, LW energy leaves the Earth’s surface as heat within turbulent
eddies. The transport of heat and moisture by positive buoyancy is known as
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convection. As a net global long term mean convection comprises 24 W m−2 of
the global mean upwelling energy. Convective storms dominates the atmospheric
heat transport at the tropics, since the effect of the Earth’s rotation that is
required for cyclonic motion is weak near the Equator i.e. the respective Coriolis
parameter is close to zero. Intense solar heating of air near the surface at the
tropics results in pockets of relatively warm and moist air that is less dense
than the air which overlies it. These pockets of buoyant air frequently form
within the moist tropics, and within extra-tropical convective cells, heat energy
is transported upward. Within the free troposphere, the portion of the Earth’s
atmosphere above any surface inversion and the effects of surface mixing, the
unstable atmosphere where convection occurs is characterised by a decreasing
temperatures as altitude increases. Rising air parcels within convective plumes
cool as they expand, through a process of adiabatic expansion.
A saturation point is often met during moist ascent where water vapour pre-
cipitates either through; condensation (vapour to cloud water droplets) or by
deposition (vapour to cloud ice particles), with suspensions of these particles in
the atmosphere known as clouds. Condensation of water vapour into liquid cloud
droplets involves the formation of inter-molecular bonds, releasing a global mean
of 30 W m−2 into the atmosphere. As these phase changes involve forming bonds,
heat latent heat energy is released. Precipitation that falls from these clouds
dries the atmosphere, whilst radiative cooling of the cloud and mixing with the
environmental air through atmospheric eddy currents and through its transport
poleward causes descend. The region of sinking motion that occurs adjacent to
convection is known as dissipation.
An excess of energy absorbed by the Earth’s surface, atmosphere, oceans,
cryosphere and biosphere causes the system to heat. Cloud particles and green-
house gases in the atmosphere absorb a large portion of LW radiation upwelling
from the Earth’s surface, allowing only 40 W m−2 of energy to escape to space
through the atmospheric window. A large portion of LW energy, 324 W m−2 of
back-radiation, is emitted downward toward the surface from the atmosphere.
The remaining 195 W m−2 of terrestrial energy is emitted in the upwards hemi-
sphere by radiatively active gases and clouds. The globally averaged long-term
mean of upwelling LW radiation emerging from the atmosphere and the surface is
around 235 W m−2 (Harries 2000, Maurellis & Tennyson 2003). A recent update
of the Earth’s global annual mean energy budget of 239 W m−2 was provided by
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Trenberth et al. (2009) with the use of new observations and data analyses from
2000 to 2004. This was achieved using data from the CERES instrument that
forms part of NASA’s Terra satellite. The main uncertainties in the calculation
arise from estimates of cloud and aerosol absorption (Trenberth et al. 2009).
Since the late 1970’s a steady increase in the net ToA LW emission has been
observed from space-borne instruments, which have coincided with global tem-
perature rises to present day (Wielicki et al. 2002, Trenberth et al. 2002). A
lack of continuity in Earth Radiation Budget (ERB) measurements have resulted
from a 3 month break in NOAA satellite monitoring in 1993, in addition to a
recent offsets due to calibration changes accounting for an overall uncertainty of
± 2.5 W m−2 (Trenberth et al. 2002). Running between 1979 to present, ERB
measurements have been undertaken by several different satellite instruments
including the more recent CERES instrument onboard the Terra and Aqua plat-
forms. It is unclear whether a decadal trend or cycle exists in the OLR due to a
lack of consistency and overlap between different space borne datasets (Wielicki
et al. 2002, Trenberth et al. 2009).
1.3 Interactions between Radiation and Matter
1.3.1 Greenhouse Gases
Greenhouse gases (GhGs) are those gaseous constituents of the atmosphere, both
natural and anthropogenic, that absorb and emit radiation at discrete wave-
lengths within the spectrum of thermal infrared radiation emitted by the Earth’s
surface, the atmosphere itself, and by clouds e.g. Solomon et al. (2007). The five
principal GhGs in the Earth’s atmosphere ordered by their relative concentration
are: water vapour (H2O), carbon dioxide (CO2), methane (CH4), nitrous oxide
(N2O) and ozone (O3). Most absorption by GhGs occurs at wavelength greater
than 4 µm. Since GhGs are mostly transparent to solar radiation at wavelengths
typically of λ < 4 µ m, as indicated by Figure 2, they contribute to the warming
of the Earth’s atmosphere and surface.
Spectral line curvature is caused by molecular absorption at discrete frequency
bands as EM radiation is transmitted through the atmosphere and is detected
by a spectrometer. Spectral line curvature shown on Figure 2 indicates a com-
bination of absorption and re-emission of surface radiation and from other layers
of the atmosphere. The spectral signatures are unique to different components
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Figure 2: Figure showing a clear-sky atmospheric spectrum as viewed from the Earth’s surface.
The percentage of radiation absorbed or scattered through a clear-sky atmosphere is indicated
by the y-axis, with respect to a range of wavelengths on the x-axis. The window bands are
located where the percentage absorption is small, where the vertical sections are unshaded at a
prescribed frequency interval. Bands where the atmosphere is strongly absorbing are indicated
by 100% absorption, and are fully shaded in grey at that wavelength interval. The components
of the spectral attenuation of EM energy reaching the Earth’s surface are shown in the lower
analysis. Source: Figure based on analysis by Dr Robert A. Rohde, University of California,
Berkeley.
of the atmosphere and allow us to identify the composition of the atmosphere
and the relative concentrations of GHGs. Spectral lines present themselves on a
spectrum where radiation is absorbed by bonds in molecules that vibrate, rotate
or when electrons in atoms are excited to a higher energy level. Energy is then
emitted back to the surroundings either as energised photons or as terrestrial
energy as it is transferred through molecular collisions. In contrast to a black
body curve, a spectral curve describes the transmission of radiation at differ-
ent frequencies through a column of atmosphere. The atmospheric spectrum in
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clear-sky conditions is shown by Figure 2.
The Earth’s atmosphere acts like a grey body to upwelling LW energy at any
specified location. It absorbs both a portion of upwelling LW emission and in-
coming solar radiation, but allows a portion of thermal energy to escape to space
without significant molecular interaction within characteristic frequencies. The
fraction of energy absorbed over the path of a photon depends on the greenhouse
gas concentrations, solar zenith angle, and the character of clouds. Clouds exhibit
a range of different spectral characteristics that depend upon particle phase, size
and shape, layer thickness and cloud altitude. The regions of the thermal spec-
trum that are almost entirely transparent to the transmittance of radiation are
known as atmospheric windows. A broad atmospheric window region is located
between 8 and 12 µm, with a strong absorption from ozone at 9.6 µm.
Spectral Signatures of Greenhouse Gases Each GhG molecule has a
unique absorption spectra in the thermal infra-red at characteristic frequencies
known as spectral lines, as described in Section 1.3.1. These may include pure
rotations at microwave and far-infrared frequencies, and vibration-rotation tran-
sitions in the thermal far-infrared. A pure rotational spectra is produced in the
microwave frequency through molecular revolving about an axis directed along a
centre of mass. In contrast, a vibration-rotation spectra in the infrared frequency
is caused by higher energy transitions that occur between rotational sub-levels
(electron orbitals) of another molecular vibrational energy level. There are two
main types of vibrations: stretching and bending. During a stretch there is a
change in inter-atomic distance along bond axis, whilst molecular bending occurs
when there is a change in angle between two bonds. Each spectral line corre-
sponds to absorption of radiation from photons of discrete energies, equally the
frequency of the vibration-rotation levels of the bonds within a molecule. A vi-
bration mode of a molecule is said to be Infra-Red (IR) active if there is a net
absorption of EM radiation at the frequency interval of the respective atomic
oscillation. Photons and atoms both possess angular momentum, a measure of
spin or orbital motion. Molecules that have vibrational spectra may also have
rotation spectra. This is produced through a net absorption of photons with an
angular frequency that matches the atomic rotation frequency in an IR active
molecule.
All GhG molecules have a minimum of one vibrational mode associated with
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a non-zero dipole moment. The absorption characteristics of GhG molecules
depend on their symmetry and bond strengths. A vibrational mode exists in a
polar molecule where the atoms are directed asymmetrically about the centre of
mass (Ebbing & Gammon 1999). In polar molecules, electrons are distributed
non-symmetrically across the bond. A molecule that has an atomic dipole, but
with a vibrational mode with no net change in dipole moment relating to its
molecular symmetry, is not IR active. Atoms in a radiatively active molecule
can oscillate by vibration and rotations. These oscillations are a function of
the moment of inertia and reduced mass of the two bonded atoms (Andrews
2000). Molecules can rotate in a maximum of three orthogonal planes (xyz)
about the centre of mass. When observing a substance with a space-borne broad-
band instrument, the total radiated energy comprises of finite frequency intervals
known as bands. Within each band, a pre-defined spectral-width, instruments can
measure the intensity of molecular absorption of IR active gases in the atmosphere
to estimate their concentrations.
The five principal GhG absorbers are: water vapour, carbon dioxide, ozone,
nitrous oxide and methane. The key spectral lines produced by these atmospheric
gases are indicated by Figure 2. Water vapour (H2O) absorbs the largest portion
of infra-red radiation, mainly due to its high abundance in our atmosphere. It
absorbs strongly over a wide band of wavelengths near 6.3 µm and over a nar-
rower band near 2.7 µm. It also absorbs over a much broader region at longer
wavelengths of λ > 16 µm, which is associated with its rotational transitions
(Andrews 2000). Carbon dioxide (CO2) is the most absorbing GhG produced by
humans. The CO2 spectral signature is characterised by a broad absorption line
between 13 µm and 17 µm, as shown by Figure 2. Ozone molecules have a sym-
metric stretch that absorbs IR radiation at 9 µm, and asymmetric stretch around
9.6 µm, and a weak and broad band absorption associated with a bend at 14 µm.
Both nitrous oxide and methane have several well-defined absorption bands in the
infrared. Methane has two allowed modes at about 3.3 µm and 7.7 µm (Andrews
2000). These spectral lines are less well defined, as shown by Figure 2, because
the spectral absorption is partially saturated by H2O and CO2 absorption in the
same regions.
Perhaps the most important GhG is water vapour. Water molecules rotate
asymmetrically about three axes, each rotational mode with a different moment
of inertia (Maurellis & Tennyson 2003). In addition to the spectral lines, a re-
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gion of extensive absorption across much of the IR and microwave spectral region
has been identified for water vapour. This region of absorption is known as the
continuum absorption and is a result of water vapour’s three different rotational
modes and vibration-rotation interactions. In contrast, carbon-dioxide is a linear
molecule, yet it possesses an asymmetric stretch and two bending modes. Al-
though carbon dioxide has two rotational modes, each with the same moment
of inertia, it has no rotational spectrum. Water in the atmosphere frequently
appears in vapour, liquid and ice phase, with each exhibiting strikingly differ-
ent spectral characteristics. The main stretching band in liquid water is shifted
to a lower frequency and the bending frequency increased by hydrogen bonding
(Chaplin 2011). In addition, rotations tend to be hindered by hydrogen bonds,
leading to rocking motions known as librations.
Spectral lines are subject to natural broadening, although this is negligibly
small. Natural broadening arises because the energy levels of an excited atom can
never be determined precisely because its lifetime is finite. There is also a colli-
sional lifetime between atmospheric molecules (Andrews 2000). Two additional
processes play a more significant role in the spectral line broadening and there-
fore decrease the precision of space-borne measurements. At higher pressures,
frequent collisions occur between molecules of different discrete energies: Molec-
ular excitation and relaxation takes place upon impact. Since higher pressures
are found lower in the atmosphere, pressure broadening of spectral lines tends to
decrease with altitude. For a prescribed spectral line, a Lorentzian (peak-shaped)
absorption signature presents itself when pressure broadening dominates.
The second process results from Doppler broadening and occurs when obser-
vations are made during any finite point in time during the motion of molecules
toward or away from the observer (Andrews 2000). At higher temperatures the
average kinetic energy of molecules are greater, leading to a larger Doppler shift-
ing and a greater spectral line broadening. The shift in observed frequency is
detected about the central spectral line frequency, with a maximum absorption
at its centre. At lower temperatures, Doppler broadening of the spectral lines pro-
duces a Gaussian-type distribution of atmospheric transmission about a central
frequency.
12
1.3.2 Local Thermodynamic Equilibrium in the Atmosphere
Thermal equilibrium occurs when a system’s macroscopic observations of tem-
perature have ceased to change with time (Manabe & Wetherald 1967). This is
not the case in the Earth’s atmosphere, since a uniform temperature does not
exist. In contrast, Local Thermodynamic Equilibrium (LTE) requires only that
the equilibrium exists in some neighborhood of every point. For LTE to be valid,
interactions of radiation with matter must be sufficiently weak to lead to negligi-
ble departures of the radiation from the Planck’s Law, whilst matter must obey
Boltzmann distribution that describes the molecular state of energies (Andrews
2000). In the case of a gaseous atmosphere, the Boltzmann distribution describes
the equilibrium ratio resulting from collisions between the gas molecules. We
consider exposing the molecules within an isothermal cavity to the surroundings;
where upon the physical contact between molecules results in transferral of ki-
netic energy until the received and emitted energies are balanced. At this point
the temperature of the isothermal cavity equals that of the surroundings in a
steady-state (non-evolving) system.
It is often a good assumption that the atmosphere is in a state of LTE for
calculations of solar and long-wave radiation transfer in a cloudless atmosphere.
This is because the parameters that control the variability in temperature on a
small space and time domain act too slowly to significantly affect our calculations
of radiation transfer (RT). We refer to calculations of radiation flow through a
column of atmosphere as radiative transfer theory (Saunders et al. 2005, Stephens
et al. 2001). However, the atmosphere is rarely in a state of thermal equilibrium,
as its vertical temperature structure is non-uniform due to diurnal cycles in the
surface heating and cooling. The atmosphere constantly responds to changes
in temperature, unmixed GhGs, solar zenith and clouds on a relatively short
time-scales of less than a day.
In RT calculations, air contained within small vertical slabs of atmosphere
that form the atmospheric column is treated as though in thermal equilibrium. In
these simulations, each slab possesses a fixed temperature, density and comprises
of uniformly mixed GhGs and where present uniform cloud particles. Adjacent
slabs are treated as entirely separate in their physical properties. For cloudy-sky
conditions the atmosphere is less likely to be in a state of thermodynamic equi-
librium and RT calculations may require calculations at a much higher vertical
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resolution than clear-sky calculations. In addition, vertical motions are con-
stantly mixing particles in both the horizontal and vertical domain. This results
in large uncertainties in cloudy-sky RT and calls for much closer comparisons of
cloud properties and highly resolved vertical profiles, such as provided by several
A-train satellite instruments.
On the short time-scales of cloud evolution, cloud droplets are often not in
thermal equilibrium with the surrounding air. As a result, the cloudy-sky atmo-
sphere is often characterised by a state of radiative-conductive exchange (Samuel-
son 1970). In this process, cloud particles heat by conduction with the surround-
ing gas molecules and adjacent layers of atmosphere, due to a thermal gradient
between particles of a gas-cloud mixture.
1.3.3 Clouds
Clouds are important regulators of climate, and global changes in cloud proper-
ties can alter the flow of energy both into and out of the Earth’s energy system.
Both ice and liquid cloud particles reflect incoming solar radiation back to space,
reducing the ASR by the Earth-Atmosphere system helping to cool the surface
of the Earth. Ice particles contained within high clouds tend to reflect or scat-
ter a large portion of incoming solar radiation, whilst LW radiation is generally
absorbed. The overall effect of clouds on the radiation balance is not fully un-
derstood (Harries 2000).
High clouds, such as cirrus, are largely composed of ice crystals that form
at sub-zero temperatures at high altitude where condensation nuclei are present.
The process of ice cloud formation is described earlier in this chapter. Ice particles
interact with electromagnetic radiation through a complex process of absorption,
emission and scattering processes. The cloud-energy interactions at different
frequencies depend upon the ambient temperature; and the aspect ratio and
shape and size distributions of the particles contained within a specified cloud.
For sufficiently opaque clouds the temperature of their tops are a key predictor
to the local LW forcing. High clouds tend to possess cooler tops and therefore
emit less radiation from their surface than low-level clouds with warmer tops.
All clouds tend to result in a LW heating of the Earth’s atmosphere and surface,
by increasing the portion of down-welling energy and resisting the flow of LW
radiation to space. Deeper convective plumes consist of an interior composed of
both ice and liquid cloud particles throughout an extensive column, drastically
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reducing both the ASR and OLR.
Clouds also induce a local heating of the atmosphere and feedback upon the
surface temperature. The interaction of LW and SW radiation with ice and
liquid particles contained within clouds depends critically on their size and shape
distributions, particle number density, altitude and the frequency of the passing
radiation.
Shortwave Effects In general cloud particles cause a SW cooling at the sur-
face, as radiation is scattered and reflected away from the down-welling beam.
Only a small fraction of short-wave energy is absorbed and transferred into ki-
netic or LW energy by atmospheric molecules and cloud particles. There are
several different types of scattering that take place when SW radiation passes
through a vertical column of cloud. Scattering by atmospheric molecules is dom-
inated by Rayleigh scattering (Andrews 2000). This form of scattering applies
when the dimensions of molecules are much smaller than the wavelength of solar
radiation. Cloud particles are larger than atmospheric molecules, and therefore
solar energy incident upon them undergo internal scattering by geometric optics.
This process is common for liquid cloud droplets contained within warmer clouds.
For smaller particles, such as ice crystals and aerosols, a more complex solution
known as Mie scattering is often adopted (Andrews 2000, Mie 1908). This best
represent the interaction with particles whose diameter (d) scales closely with the
EM wavelength (λ). Mie scattering specifically applies when d = λ
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to (40 × λ).
Studies indicate that a high proportion of solar photons are reflected from
the atmosphere by clouds and aerosols, as these are more reflective than the
Earth’s surface below (Fu et al. 1995). Global and annual mean observations
of the net solar radiation at the top-of-atmosphere are in a general consensus
that the planetary albedo of the Earth is around 30 % (Trenberth et al. 2002).
Cloud reflectivity depends largely on the size of the particles, and solar zenith
angle. With an equal cloud water content, a large number density of small cloud
droplets or ice particles tend to be more reflective and exhibit a shorter mean
free path for the penetration of solar energy into the top of the cloud. Clouds
with these properties are characterised by less frequent multi-scattering between
cloud particles than a smaller density of larger particles.
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Longwave Effects Clouds are optically opaque to longwave radiation, and
a large portion of the surface radiation emerging through cloudy-sky scenes is
absorbed. Some of the absorbed energy is emitted downward, known as the down-
welling LW radiation or back-radiation. It is the down-welling fraction that results
in a local LW heating of the atmosphere, known as the cloudy-sky greenhouse
effect. Within cloudy layers, gaseous molecules may be in thermal equilibrium
with each other at a local point, however frequent interactions between cloud
particles and gases means that LTE approximations are less valid than the clear
gaseous atmosphere (Samuelson 1970).
The fraction of infra-red radiation absorbed by clouds depends upon the
macro-physical structure, size and number density of particles. Many clouds
are grey-bodies, allowing many photons to pass through without interaction with
cloud particles, whilst absorbing and scattering other photons. The strong inter-
molecular forces between water vapour molecules in the liquid and ice phase make
it difficult for vibrational transitions to take place. EM radiation is partially ab-
sorbed by cloud water droplets and ice crystals, leading to a radiative heating of
these clouds. Many clouds trap a larger amount of upwelling LW energy than the
SW radiation they reflect back to space, thus resulting in a localised increase in
the ambient air temperature that is felt at the Earth’s surface.
1.4 Radiative Forcing
A radiative forcing is an externally imposed perturbation in the radiative energy
budget of the Earth’s climate system (Harries 1996). The resulting imbalance
in the radiation budget leads to a change in climate parameters that result in a
new equilibrium state of the climate. The IPCC defines a forcing by a global and
annually averaged estimate in the net perturbation of the flux density (Solomon
et al. 2007). Solomon et al. (2007) also define a surface forcing as the instanta-
neous perturbation of the surface radiative balance by a forcing agent. Examples
of climate forcing include changes in solar input to the Earth, release of vol-
canic ash and aerosols, or the release of IR active gases such as CO2 through
anthropogenic activities. Ramaswamy (2001) define the radiative forcing as; ’the
change in net (down minus up) irradiance (solar plus longwave; in W m2) at the
tropopause after allowing for stratospheric temperatures to readjust to radiative
equilibrium, but with surface and tropospheric temperatures and state held fixed
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at the unperturbed values’. A radiative forcing is defined as positive if the exter-
nal process acts to increase the global mean downward longwave irradiance such
that it is greater than the upward irradiance e.g. through the increase of anthro-
pogenic GhGs. The converse is true for global mean increases in the upward solar
irradiance through the accumulation of scattering aerosols.
1.4.1 Water Vapour
Clouds and water vapour in the atmosphere are the two biggest regulators of the
Earth’s climate. Water vapour in the atmosphere acts as a strong GhG, with an
average forcing of 30 W m−2 over the globe (Maurellis & Tennyson 2003). Water
vapour exhibit a high spatially variability and is the most abundant GhG in the
Earth’s atmosphere accounting for around 65 % of the observed greenhouse effect
(Held & Soden 2000, Sun & Lindzen 1993). The clear-sky radiative forcing of
water vapour accounts for a net forcing of +75 W m−2 in comparison to a clear
sky carbon dioxide forcing of +32 W m−2, which means that water vapour is the
dominant GhG in the atmosphere (Trenberth et al. 2002, Harries 2000, Jensen
1999).
1.4.2 High Cloud Radiative Forcing
The Cloud Radiative Forcing (CRF) is defined as the difference between the all-
sky Earth’s radiation budget and the clear-sky Earth’s radiation budget in W m−2
(Solomon et al. 2007, Chap. 8). High clouds induce a positive longwave radiative
forcing on our climate that is counteracted by a increase in reflected shortwave
radiation. The magnitude of both components on the Earth’s energy budget are
greatly altered by increases in cloud optical depth, a measure of opacity to passing
EM radiation (Hartmann, Holton, Fu et al. 2001). Whilst thin high clouds tend
to warm, thicker clouds and low clouds result in a cooling effect at the Earth’s
surface. Detailed understandings of cloud radiative processes are essential in our
estimates of the climate sensitivity (Lohmann & Roeckner 1995). Later in this
study, a focussed study discusses the relative forcing of high cloud in the low
latitudes that are composed of ice at their tops, to examine their relative forcing
impact on climate.
The level of understanding regarding ice cloud microphysics is challenging
and remains in its infancy (Benedetti et al. 2003). There are varied approaches
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for the treatment of ice cloud physics in RT, and weather and climate models,
yielding strikingly different results. In particular, the small ice crystals of irregu-
lar shape that are frequently found in thin tropical high clouds are often poorly
represented (Ebert & Curry 1992). Tropical cirrus is thought to exert a relatively
high positive CRF where it situated above the warm and moist low latitude atmo-
sphere (Harries 2000, Lohmann & Roeckner 1995). Paradoxically, tropical cirrus
forms within the coldest temperatures of the Earth’s atmosphere in the Tropi-
cal Tropopause Layer (TTL). The scientific understanding of thin cirrus and its
representation in General Circulation Models (GCMs) has been inadequate, pro-
ducing large uncertainties in the CRF (Liou 1986, Solomon et al. 2007, Lohmann
& Roeckner 1995). In contrast, the parameterisation schemes used to describe
larger ice crystals, commonly found within deep convection plumes, are generally
better represented (McFarquhar & Heymsfield 1997). Studies later in this thesis
examine the flow of longwave radiation in both the conditions of both thick and
thin high clouds, known as the longwave component of the CRF.
1.4.3 Longwave Radiative Heating Rates
As the atmosphere is in constant dynamical motion, a state of radiation balance
at any particular point in the atmosphere is rarely in balance. Rather, in the
absence of convection (sensible) or latent (diabatic) heat exchange, heating or ra-
diative cooling takes place in the atmosphere. The rate, at which the atmospheric
temperature would either raise or fall due to imbalances in radiation fluxes, is
known as the local radiative Heating Rate (HR). In the absence of solar absorp-
tion, these values are known as the local LW HR. HR values are valid only at
a finite observation time and at a specified position in space and are most com-
monly reported in units of K/day−1. The magnitude and sign of the LW heating
or radiative cooling rate above the surface model level depends upon the spec-
tral emissivity and temperature of the atmosphere, clouds or surface that overlies
and underlies a cuboid within a nominated atmospheric column. Considering the
2-stream case, where LW radiation can only be transmitted in the upward (F+)
and downward (F−) directions, the net radiative flux at a vertical point on an
atmospheric profile is given by Fnet = F
+ − F−. By using the grey-body assump-
tion to the Planck function, the rate of change in the local temperature at this
point is therefore related to dFnet
dz
. Non-zero radiative heating or cooling averaged
across the entire electromagnetic spectrum implies thermal dis-equilibrium. By
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radiation terms alone, the temperature of a specified cuboid of atmosphere must
therefore be unstable; either rising or falling at the time of observation.
A clear-sky and well-mixed atmosphere presents a near balance between emis-
sion and absorption of electromagnetic radiation by chemical species. Atmo-
spheric emission dominates the radiation budget in the troposphere, with water
vapour and carbon dioxide contributing to a net radiative cooling at the surface
of −1.5 K day−1 (Andrews 2000). In the stratosphere, radiative heating exceeds
cooling, driven mainly by water vapour and ozone emission, with a net heating
at an altitude of 50 km of approximately +1.0 K day−1. On average, the atmo-
spheric column experiences a net absorption of LW radiation, whilst it absorbs
solar radiation during the daylight hours. On a global scale, as a temporal and
spatial average, a close net balance exists between absorption and emission by the
Earth-atmosphere system (Hansen et al. 2005) . A radiative balance is often not
achieved on a regional scale, as cloud systems evolve and move from one place to
another introducing spatial contrasts in atmospheric heating. In addition, non-
mixed greenhouse gases such as water vapour also impose a net radiative forcing
that is rather inhomogeneous across the globe.
Atmospheric air density also plays a key role in controlling the magnitude of
HRs. The thermal inertia of the air within the cube depends on the density of
atmospheric molecules. More energy is required to excite gaseous molecules of
the same mixing ratio within a denser cuboid of atmosphere than a less dense
one of the same unit volume. This means that higher HRs are often found within
less dense air above the mid-troposphere, due to the higher sensitivity to trace
gases such as ozone and also to optically thin clouds.
Interpretation of RT Calculations The magnitude of radiative heating pro-
vides an estimate to the local rate of change in temperature as a result of lowing
radiation between layers of the atmosphere at the time of the observation. The
sign indicates either cooling (negative) or warming (positive). Whilst the local
LW HR is usually negative, indicating radiative cooling from emission; it can
be also positive where LW absorption by atmospheric gases or clouds exceeds
its emission. Each radiatively active gas is characterised by different absorption
and emission spectra. In this study, heating rates are expressed as HLW[m] in
K day−1 for a specified layer of atmosphere m. Equation 1 is used to determine
HLW[m], where t = 86400 s represents the number of seconds in one day. In this
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expression, the amount of heat energy required to raise the temperature of 1 kg
of atmosphere by 1◦K is known as the specific heat constant of dry air and is




× δ χLW(z[m] , ∞)
δ z
× t (1)
In Equation 1, χLW(z[m] , ∞) represents the LW transmittance, the fraction
of radiation between the wave-numbers of 10 to 3250 cm−1 leaving the layer z[m]
with a mean density ρd[m] and passing through the overlying atmosphere to space
(z = ∞).
The ability of a substance to emit energy by radiation is referred to as its
emissivity (ε), where ε = 1 indicates that all incident irradiance is emitted back
to the surroundings with no net absorption within a cuboid of atmosphere. In the
atmosphere, ε comprises of two main components: (a) absorber gas chemistry and
(b) the cloudy-sky parameters. Component (a) emissivities are a direct output of
the gaseous absorption and scattering properties, whilst for cloudy layers (b) the
emissivity is governed by the number density, particle size and shape distribution
of ice particles and water droplets.
1.5 Feedbacks and Climate Sensitivity
A change in a physical process of the Earth’s system in response to a climate forc-
ing is known as a feedback process. A climate feedback is not homogeneous, and
does not have an equal effect over different regions of the globe. The magnitude
of a feedback processes are often an outcome of model physics and parametri-
sation within a General Circulation Models (GCMs) that simulate the climate
using an effective radiative forcing. Some of the feedback processes represented
by GCMs include: changes in the global cloud coverage and distribution, water
vapour, and changes in the regional coverage snow and ice. Climate processes
that amplify changes in the global mean air temperature are known as “positive
feedbacks”, whilst those that dampen the effects of temperature are known as
“negative feedbacks” (Harries 2000).
The climate sensitivity is defined as the global annual mean surface air tem-
perature change after the system has reached a new equilibrium in response to a
doubling of atmospheric carbon-dioxide (Solomon et al. 2007). It is also referred
to as the equilibrium climate change.
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1.5.1 Water Vapour
An increase in the atmospheric temperature is likely to increase the absolute hu-
midity, based on the laws of thermodynamics. The Clausius Clapeyron equation
describes the exponential relationship between the saturated vapour pressure of
water at a prescribed temperature and atmospheric pressure (Maurellis & Ten-
nyson 2003). Results from studies of the 1997 El Niño, indicate that water vapour
increases in the atmosphere as surface sea temperatures rise in the tropical Pa-
cific (Loyola et al. 2006, Soden 1997). Water vapour is linked to cloud cover by
the hydrological cycle. It is claimed that the fraction of clouds may increase in a
warmer world, increasing the planetary albedo, and exerting a negative feedback
on the climate system (Maurellis & Tennyson 2003). In contrast, a net increase
in high clouds in response to increasing surface air temperatures may amplify the
rate of global warming in comparison to a standard atmospheric profile (Jensen
1999).
A change in the vertical distribution of water vapour can result in either a
positive or negative feedback (Allan et al. 1999). Higher altitude water vapour
poses a positive feedback on the system, whilst a relative increase in water vapour
concentrations within the boundary layer acts as a negative feedback. Small
increases in the absolute humidity within the upper troposphere results in a large
greenhouse heating, as the effective emitting altitude of the atmosphere shifts
upward (Jensen 1999, Hartmann, Holton, Fu et al. 2001).
1.5.2 Clouds and Precipitation
The Hadley Circulation is a zonal mean meridional (north-south) overturning
of air masses between the tropics and subtropics. This large-scale circulation is
characterised by two main components (Solomon et al. 2007). One of these is a
general region of forced ascent is known as the Inter-Tropical Convergence Zone
(ITCZ) and is the result of trade winds that converge at the surface. The second
component; the Walker Circulation, is a zonal (east-west) and vertical overturning
cycle. In the East Pacific strong westerlies prevail in the layer from 400 hPa to the
tropopause, which forms the upper branch of the so-called “Walker circulation”
(Fueglistaler et al. 2009). West of the dateline, equatorial easterlies prevail. The
observed dipole is tightly coupled to the distribution of deep convection. Future
changes in these circulation patterns that form part of the global hydrological
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cycle are likely to lead to altered rainfall patterns that are essential for food and
water security.
Tropical SSTs largely determine where the upward branch of the Hadley Cir-
culation is located over the oceans. During El Niño, elevated sea surface temper-
atures over the central and eastern Pacific Ocean cause an increase in convection
and re-positioning of the ITCZ closer to the equator. The term Monsoon gener-
ally refers to seasonal reversals in the low latitude surface winds and precipitation
patterns. The global monsoon system is a low latitude overturning circulation
that is closely associated with the seasonal variation of continental precipitation
and over the adjacent oceans (Trenberth et al. 2002). The most intense mon-
soons occur over south-east Asia, with other monsoons over northern Australia
and tropical Africa (Solomon et al. 2007).
Spatial variability in the distribution of clouds and water vapour reduce the
outflow of LW radiation to space. This causes a large local variability in the
OLR for cloudy regions of the Earth in contrast to the clear-sky (Harries 1997).
Noticeably, in the tropics high clouds cause a zonal mean depression in the OLR.
The feedback of clouds in response to anthropogenic climate change is one of the
biggest uncertainties in current climate prediction research (Hartmann, Holton,
Fu et al. 2001, Solomon et al. 2007). The magnitude and sign of the cloud feedback
depends on long-term trends in cloud-top height, type and thickness in response
to changes in the surface temperature (Wielicki et al. 2002, Chen et al. 2002).
Clouds are both linked to and feedback upon the local dynamics in response
to natural or anthropogenic perturbations to the surface temperature. Heating
and cooling instabilities within larger scale cloud disturbances affect the global
circulation (Liou 1986). The global distribution of water vapour and clouds are
intrinsically linked, since clouds form in saturated atmospheres. Recent studies
by Chen et al. (2002) indicate that an intensification of sub-tropical high pressures
results in subsidence, which dries the upper troposphere and clears clouds.
Tropical high clouds that form during convection and their associated outflow
cirrus exert a strong positive forcing on global climate. In addition, the associated
latent heat generation in the ascending branches of tropical convection leads to
large-scale condensation and precipitation, whilst the local evaporative cooling of
these cloud particles drives both neighbouring descent and the large scale dynam-
ics of the Earth’s atmosphere. Several important links between convection, la-
tent energy exchange and dynamics dominate the cloud feedback processes. Past
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studies from climate models indicate that changes in troposphere-stratosphere ex-
change (STE) processes, such as the moistening of the upper troposphere, explain
much of the observed tropical expansion (Allen et al. 2011). In contrast, increases
in low clouds such as oceanic stratocumulus would exert a negative feedback on
the climate system. These clouds are most abundant in the presence of a surface
layer temperature inversion, so their cloud-top temperature and associated long-
wave emission can be higher than the underlying surface. Stratocumulus clouds
usually consist of relatively small water droplets that more effectively reflect solar
radiation back to space, thus cooling the Earth’s surface (IPCC 2001).
Previous studies of tropical cloudy skies indicate a linear increase (7 %/decade)
in upper tropospheric relative humidity over the tropical Pacific Ocean (Hart-
mann et al. 1992). This has coincided with global air temperature rises from the
1980’s and an increase in the convective activity and fraction of high clouds. In
the same study, the radiative cooling rate from the Earth’s surface was found
to increase by 3 % K−1 in response to sea surface temperature rises, whilst dur-
ing the same period atmospheric humidity and the resulting greenhouse warm-
ing of the atmosphere also increased. Cloud-tops in the vicinity of the tropical
tropopause layer are very cold, and reduce the OLR more than low clouds (Tren-
berth et al. 2002). A play-off exists in the tropics between long-term increases
in cloud top height and increases in atmospheric temperature. These two effects
act to cancel out the instantaneous effect of increasing sea surface temperatures
on the observed OLR. A radiative-convective equilibrium model confirmed that
the temperature at the top of tropical anvil clouds remains roughly constant as
the surface temperature input was changed (Hartmann & Larson 2002).
1.6 Radiative Transfer Models
Radiative transfer models (RTMs) describe the interactions that take place as
electromagnetic radiation is transmitted from a point source to another distant
point through a combination of absorption, emission and scattering. In the at-
mosphere, RTMs are used to specifically model the flow of EM radiation between
the Earth’s surface and space. This EM radiation is often categorised into the
solar and terrestrial components, as indicated by Figure 1. RTMs outputs vary
and are often specified by the user for their desired application. Whilst RTMs
can perform calculations of the energy budget, greenhouse gas and cloud forcing
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may also be produced. Furthermore RTMs may be used to estimate the climate
feedback parameter; a measure of the radiative response of the climate system
to a global surface temperature change induced by a radiative forcing in units of
W m2 K−1 (Solomon et al. 2007). An increasing demand for increasingly accurate
RTM calculations for weather and climate modelling must be met with a more
complete description of the atmosphere through precise and detailed measure-
ments. These efforts been partially hampered by lacking cloud measurements
(Solomon et al. 2007).
The clear-sky RTM input comprise: atmospheric and surface observations of
temperature, humidity and composition of absorbing atmospheric gases and non-
water particulate suspended in liquid or solid phase in the atmosphere known
as aerosols. A cloudy-sky radiative transfer model uses parameterisations and
absorption coefficients that represent cloud optical properties in different con-
ditions where atmospheric profiles contain water particles in the liquid or solid
(ice) phase. The atmospheric profile describes how a quantity varies with alti-
tude and forms a fundamental part of the RT input. Recent improvements to
RT calculations and their validation are aided by a wealth of earth observations
in conjunction with direct radiation budget measurements. Much of the required
composition data used in this thesis is obtained from data products from the Aura
chemistry satellite instrument MLS, whilst the CERES Aqua satellite monitors
the radiation budget to allow direct comparisons between model simulations and
observations. These instruments and their relevant products are discussed later
in Section 2.3.
For radiative transfer models to perform an approximation to the radiative
transfer equation, a suitable input of the spectral line positions and shapes are also
required. Line parameters describe the distribution of emission and absorption
across the electromagnetic spectrum and are pre-calculated for each spectral line
over a range of conditions by laboratory spectral analysis. Each spectral line
is characterised by a set of parameters; the zero-pressure line centre, pressure
induced line shifting and the temperature dependence on spectral line broadening
(a Voigt profile absorption curvature). A collection of line parameters is called
a line list. The high-resolution transmission molecular absorption (HITRAN)
database described in Rothman et al. (2009) forms a comprehensive line list and
is the source of spectral data for radiative transfer calculations in this thesis.
With use of these parameters the RTM emulates the absorption and emission at
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the frequency of each spectral line as a function of pressure, temperature and gas
concentration. It then computes the transfer of radiation between single, multiple,
or the entire layer of a model atmosphere. Calculations are also computed that
inform the user of the convergence of radiative energy at each modelled layer of the
atmosphere, known as radiative heating rates. Radiative heating rates indicate
the local balance between absorption and emission and their interpretation is
discussed in Section 1.4.3.
To precisely produce a RT output over the entire atmospheric spectrum, the
model must undertake calculations at narrow frequency separations to represent
each interaction between matter and EM radiation. These so-called line-by-line
radiative transfer models result in computationally tiresome and timely calcula-
tions. This is compounded further by recent increases in the number of required
calculations; a consequence of both increasing observations and the requirement
for numerical outputs of a finer spatial grid (Stammes et al. 1988). This increasing
demand has outweighed computer processing power, calling for rapid radiative
transfer models (RRTMs) that can report similar accuracy and perform calcu-
lations much faster. RRTMs require effective parameterisation to account for
the non-grey (multi-scattering) gaseous absorption at each frequency interval, to
model the change in spectral intensity as a function of frequency. RT calculations
are enhanced by correlating the spectral line shapes to temperature and pressure
to produce a set of correlated k-distributions that considers the inhomogeneous
nature of the atmosphere.
1.6.1 Atmospheric and Environmental Research Model
There are several models that are capable of computing the LW RT for cloudy
sky profiles; however the majority of these schemes report radiances that must be
spectrally integrated to estimate the OLR. For this study, a LW RT code is cho-
sen from the Atmospheric and Environmental Research (AER) called the Rapid
Radiative Transfer Model (RRTM) Version 3 (Iacono et al. 2000). The AER
RRTM code is much faster than line-by-line RT calculations (LBLRTM) that are
performed at the same locations, reporting a mean bias that is just 0.5 W m−2
higher than LBLRTMs. The key attribute of the AER RRTM code is its ability to
simulate both clear and cloudy sky radiative transfer. Due to high uncertainties
in measurements and representations for cloudy-sky RT calculations, a moderate
resolution model is often considered adequate. For this study, the RRTM is run
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on a 15 level logarithmic scale between the surface and 68 hPa. These model
levels take the form of the reported vertical field-of-view of the Aura satellite Mi-
crowave Limb Sounder (MLS) data product at a viewing frequency of 240 GHz.
Further details on MLS instrumentation and its data products can be found in
Chapter 2.
This study considers only longwave radiation, since this component is sensi-
tive to cloud-top altitude and cloud particle concentrations whereas shortwave
reflectance is also determined by particle sizes and shapes that are not reported
by Aura MLS products. The longwave component of the model is known as
RRTM LW. The spectrally integrated irradiance (in W m−2) is used in this thesis
and is calculated by the AER RRTM model by integration of spectral irradiance
across all intervals between 10 to 3250 cm−1. A single value is reported for each
atmospheric profile and is used in this study as an estimate to the outgoing long-
wave radiation. Cloudy sky transfer calculations are performed using values of
cloud water content that consists of a liquid water content and ice water content
component. Outputs of LW HRs were also obtained at each model level, where
the number of levels is the same as the reported levels of the MLS cloud ice
measurements.
The AER RRTM consists of stored data on gaseous absorption coefficients and
cloud optical properties and a RT solver. Whilst all the user supplied options
make use of gaseous absorption properties developed by the AER team, for cloudy
inputs a set of optical properties are used that have been developed by others for
which appropriate values are computed that correspond to the RRTM’s bands. In
this study the DIScrete Ordinate Radiative Transfer Program for a Multi-Layered
Plane-Parallel Medium (DISORT) solver option is selected. The DISORT solver
is embedded into the RRTM and has therefore been modified to be compatible
with RRTM. It allows us to calculate the fluxes of LW radiation through cloudy
sky profiles (Stammes et al. 1988). Calculations form an approximation to the
radiative transfer equation. In this study radiation is allowed to propagate in
sixteen discrete directions, known as a 16-stream radiative transfer calculation.
This minimises the model bias compared to the most basic two-stream approxi-
mation for all atmospheric scenes across the globe. In the RRTM, LW scattering
was neglected. Cloudy layers are treated with a discrete vertical layering, such
that the fractional coverage at a nominated layer is either 1 or 0.
For our studies, we select the RRTM LW option to use cloud treatment used
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by the National Center for Atmospheric Research (NCAR) Community Climate
Model (CCM) Version 3 (Iacono et al. 2000). This is a frequent choice for use in
General Circulations Models (GCMs). This input option is most suitable for when
water and ice particle concentrations are known, such that inputs can be provided
on the cloud particle density of each model layer, but no additional information is
available on the cloud particle size and shapes. The parameterisations for optical
depths for both liquid and ice clouds used in this study are described by Iacono
et al. (2000). The RRTM LW uses absorption coefficients to calculate optical
depths for cloudy-sky layers of atmosphere. RT calculations were performed
for the non-grey case i.e. neglecting longwave scattering, and also make use of
correlated k-distribution parameters as described earlier in this Chapter.
Cloud Treatment To best represent the longwave radiative properties of low
tropospheric clouds, liquid water content (LWC) data is input into the RRTM
from the Earth’s surface to pressures (p) of 316 hPa. The data was obtained
from the European Center for Medium-range Forecasts (ECMWF) Re-Analysis
Interim product, detailed by Dee et al. (2011). LWC data was combined with
Ice Water Content (IWC) data from the MLS Aura satellite instrument, de-
scribed by Livesey et al. (2007). At the overlap region between these model input
(383 hPa > p > 316 hPa) the RRTM input forms a mean of ice and liquid water
content, whilst for IWC < 0.03 mg m−3 only LWC was incorporated into the
model. The fractional ratio of ice to water is calculated according to the GCM
parameterisation of Del Genio (1996). This scheme relates the environmental
temperature to the ice fraction, with a 50:50 ice phase contribution for clouds
at temperatures of 256.5 K (−16.5◦C) over the Ocean. The minimum allowed
ice cloud particle effective radius RRTM input is 10µ m. This value is used as
a default input for atmospheric layers where parameterised ice particle size cal-
culations produce values below this bound. The adjustment was made to allow
successful RT calculations for all atmospheric profiles.
Cloud effective radii parameterisations are based on the local air temperature
that is input from the version 2.2x MLS temperature product, whilst for ice
particle effective radii calculations the version MLS IWC product is used also.
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1.7 Net Imbalances in the System
The climate system responds to small increases in GhGs over a long period of
time by feedback processes and internal non-linear dynamics. The rate of GhG
emissions in the post-industrial period from carbon dioxide are faster than the
climate system can respond to. The Earth is now is a state of global imbalance,
absorbing 0.85 ± 0.15 W m−2 more energy from the Sun than it is emitting to
space (Hansen et al. 2005). This is in comparison to the net instantaneous surface
forcing from post-industrial emissions, aerosols and changes in land-use of 1.80 ±
0.85 W m−2. These calculations were based on climate simulations by the NASA
Goddard Space Flight Center (GSFC) between 1880 to 2003 using the GISS
General Circulation Model (GCM)1 (Hansen et al. 2005). The imbalance is in
part attributed to the slow response of Ocean temperature to GhG increase, due
to its high thermal inertia.
The Earth’s energy budget is far more dynamic than previously thought
(Wielicki et al. 2002). Studies indicate that there is a net increase in the heat con-
tent of the oceans, which is closely in line with imbalances in the surface radiation
budget (Lyman et al. 2006, Loeb, Wielicki, Rose et al. 2007, Wielicki et al. 2002,
Wong et al. 2005). The work is based on satellite observations of clouds and the
radiation budget during the period from 1970 to 2006. Many long-term trends
and variability in the inter-annual and decadal OLR, is attributed to changes in
the global coverage and distribution of clouds, aerosols, and in the ocean currents.
Ocean cycles include the El Niño Southern Oscillation in the tropical Pacific and
the North Atlantic Oscillation. The oceans are also involved in the transport of
heat from the tropics to the poles, known as the meridional heat transport.
1.8 Character of High Clouds
Since the MLS instrument cannot monitor warm-clouds at lower altitudes, stud-
ies detailed in this thesis are entirely based upon the physical properties of high
clouds. Satellite instruments which view clouds from above often do not in-
form the observer about the vertical structure of a cloud, rather providing a
2-d prospective on the cloud. It is therefore often difficult to discern whether
a high cloud comprises a deep convective plume in an unstable atmosphere, or
a layer of ice cloud overlies multiple layers of warm cloud or clear-skies within
1http://www.giss.nasa.gov/research/modeling/gcms.html
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a stable atmosphere. Several instruments onboard the A-train, including MLS,
are capable of monitoring the 3-d structure of clouds. These include the Cloud
Profiling Radar onboard CloudSat, operating in the radio-wave frequency, and
Cloud-Aerosol Lidar and Infrared Path-finder Satellite Observations (CALIPSO):
a mission carrying a visible / infrared Lidar.
1.8.1 Formation of High Clouds
High clouds are found in a range of different locations around the globe. The
clouds that MLS observes are typically thick ice clouds at the top of large con-
vective systems (Wu et al. 2009). Ice particles within high clouds form in regions
of high relative humidity at high altitudes, where temperatures are below freez-
ing. Diffusion of moisture occurs along a vapour gradient from super-cooled
water droplets to ice particles. Crystals form more favourably in “dirty” air upon
tiny microscopic particles known as ice nuclei, as this lowers the required energy.
This is known as heterogeneous nucleation. The local concentrations of ice nu-
clei are fundamental in the microphysical formation of ice. Ice crystals cannot
form in temperatures above 273 K, and the structure of the crystals depend crit-
ically upon the ambient conditions. Typical shapes include dendrites, prisms,
hexagonal plates, and bullet rosettes. Results from previous studies of snowflakes
identify certain temperature bounds in which different ice particle shapes are
most frequent (Nakaya 1954). In general ice particles are favoured over super-
cooled water droplets where the ambient air temperature is below 258 K (-15◦C).
Within atmospheric conditions characterised by ambient temperatures between
258 K (-15◦C) and 273 K (0◦) a combination of both ice and water particles exist,
often referred to as mixed-phase clouds. Ice particles within convective towers
are usually relatively large and are well represented by spheroids. Both high
clouds associated with mid-latitude weather systems and convective outflow from
tropical plumes are generally characterised by much smaller crystals of irregular
shapes.
1.9 Overview
A global network of measurements is required to build a more complete picture of
the coverage and intricate structures 3-d of high clouds. For weather forecasting,
clouds have traditionally been monitored by geostationary weather satellites; such
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as the National Oceanic and Atmospheric Administration (NOAA) Geostationary
Operational Environmental Satellite (GOES) series (Bedka et al. 2012). Recent
space-borne data has shed some light on the vertical cloud structure, which can be
assimilated into models to improve descriptions of our atmosphere into the future.
In Chapter 2, a group of satellites are discussed that address this common objec-
tive. These satellites are collectively known as the NASA A-train constellation,
comprising of five Earth observation satellite platforms. A-train instruments view
across a range of frequencies, determining the atmospheric composition and mon-
itoring several different types of high clouds. The instrumentation and products
that are used in this thesis are discussed in Section 2.2.
Much of this thesis is focussed on measurements of ice water content from the
Microwave Limb Sounder (MLS) detailed in Section 2.3.1. Cloud-top height com-
parisons are later made with the Moderate-resolution Imaging Spectroradiometer
(MODIS) instrument, to assess whether its instrument can view the same type
of high clouds at the same time and locations. The MODIS instrumentation
and products are detailed in Section 2.3.2. A further A-train data product pro-
vides measurements of the upwelling radiation that is emitted from the Earth’s
surface and clouds using broadband radiometers that form the Clouds and the
Earth’s Radiant Energy System (CERES) detailed in Section 2.3.2. CERES pro-
vides information on the thermal radiation leaving the Earth’s atmosphere and
how it may be related to the concentration of ice particles contained within high
altitude cloud. Later in this thesis, methods are detailed for the combination
of A-train data and its cross-examination to enhance our understanding of dif-
ferent cloud properties and processes. This thesis addresses the fundamental
challenge of whether we can relate cloud observations from the Earth’s surface
to mid-troposphere (0 − 9 km) to upper troposphere ice cloud and water vapour
detected by the MLS from 9 − 17 km.
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2 Earth Observations of Clouds from the NASA
A-train
A stable climate is essential to sustain life on Earth; yet networks of observational
data from across the globe indicate that the long-term mean surface air tempera-
ture is steadily rising (Solomon et al. 2007). Whilst previous climate studies were
hampered by a lack of high-quality observations (Stevens et al. 2008), a large and
rapidly growing body of Earth Observation (EO) data can observe the intricacies
of global change from space. These instruments improve our understanding of
natural and human impacts upon the land, atmosphere, biosphere, cryosphere,
oceans and land-use to promote sustainability (Asrar et al. 2001). To maintain
the data from these missions a network of data storage and processing centres
are distributed globally. Earth Observation scientists and instrumentation teams
are responsible for developing the retrieval systems and analysing the end-user
data products to deliver societal or economic objectives to the public or private
stake-holders.
The A-train forms part of the Earth Observing System (EOS), a series of
polar-orbiting and low inclination satellites for long-term observations of global
change in components of our planet’s system. The A-train consists of several
satellite platforms that each carry an array of instrumentation, referred to as
their payload. The instruments are designed with a unique goal, whilst their
common objective is to reduce our uncertainties in our predictions of weather and
climate. The spacecraft circle the planet on a path that takes them over broadly
the same observation point in quick succession. This unique orbital formation of
the A-train paves the way for cross-instrument validations. In this thesis studies
are focused on observations of clouds and upper tropospheric (UT) water vapour
(WV) from an instrument known as the Microwave Limb Sounder (MLS). The
MLS instrument, onboard the Aura satellite, provides a vertical profile of ice
concentrations within suitable high clouds.
EO from space-borne instruments provides some clarity into the detailed struc-
ture of ice clouds and their effect on the radiation budget. A-Train observations
help to improve the current parametrisation schemes that represent complex mi-
crophysical processes that describe ice particles contained within high clouds.
This can be achieved by local scale analysis using the measurements from just
one instrument, yet is best achieved by a combination of complementary data
31
from cross-instrument comparisons. Focus in this thesis is concentrated on the
representation of several high cloud processes, the dynamics of tropical convec-
tion, and the impact of high clouds on the radiation budget. General Circulation
Models (GCMs) require this detailed information on cloud processes, to accu-
rately simulate the future climate.
2.1 Earth Observation Satellites and Space Innovation
Satellites orbits around a planet in order to gather information or to relay commu-
nication signals. Their missions are objective, with each satellite instrument in-
stalled for a pre-specified goal. Many different satellites now monitor the compo-
nents of the Earth’s surface, atmosphere, oceans, biosphere or cryosphere. These
are collectively known as Earth Observation (EO) satellites, whose instruments
may be either active or passive. A passive sensor comprises of at least one satel-
lite dish that receives naturally emitted EM radiation from the Earth, such as
the Microwave Limb Sounder (MLS) onboard Aura as described in Section 2.3.1.
MLS views the atmosphere with two radio-telescope dishes: one to receive THz
frequency EM radiation and another for GHz (Waters et al. 2006). CloudSat
and CALIPSO’s instrumentation that precede Aura in the NASA A-train make
use of active sensors, as detailed in Section 2.3.3, and detect properties of clouds
and aerosols (Dunbar 2007). Active sensors either detect a reflected or scattered
beam of EM radiation that has previously been transmitted from the satellite. A
mechanical arm allows a satellite dish to point toward the parts of the atmosphere
in the vertical plane that requires sampling, whilst a back and forth motion of the
arm in the off-track direction allows satellites to observe a wider section across
the satellite’s surface track.
Data is obtained by satellites as photons of radiation recorded as “counts” are
transmitted to a receiving station back on Earth where they are converted into
a radiance or brightness temperature. This raw data is further processed by one
or several algorithms developed by an EO data specialist to provide the end-user
with access to a data product. The data is often exploited by EO specialists
for a diverse range of specific end-user applications (Ayazi et al. 2012). Data
produced from weather satellites help scientists predict the surface conditions in
the future and also provide observational data in near real-time. This type of
satellite is known as a geostationary satellite and remains fixed in space relative
32
to a monitored region of the Earth’s surface, thus providing the continuous set
of measurements required for weather forecasting.
Geostationary satellites travel eastward with respect to the Sun-Earth plane
at an approximate altitude of 35,786 km above the equator such that their speed
matches that of Earth’s rotation. Whilst Low Earth Orbit (LEO) satellites are
also used for weather forecasting, data from their instruments is often difficult
to incorporate into numerical models. This is because LEO satellites are charac-
terised by a polar orbit. In addition, as polar satellites are closer to the Earth’s
surface, their orbital period is much shorter in duration. This leads to irregu-
lar temporal coverage of a specified region. In their favour, the relatively close
proximity of LEO satellites to the Earth’s surface allows them to obtain much bet-
ter spatial resolutions than instruments onboard geostationary satellites. Larger
datasets often result as a consequence of their large spatial sweep and rapid scan-
ning arms - calling for efficiently designed data processing algorithms.
2.2 Geometry of Satellite A-train Observations
2.2.1 Nadir-Sounding
A nadir sounder views vertically downward through the atmosphere from space.
There are several A-train satellite instruments that view the atmosphere at nadir,
including both the Moderate-resolution Imaging Spectroradiometer (MODIS) and
Clouds and the Earth’s Radiant Energy System (CERES) instruments onboard
the Aqua satellite platform that make measurements of the atmosphere and sur-
face by infra-red and visible detection. Nadir sounding is characterised by a high
horizontal resolution of remotely sensed data, providing a plan view of the Earth’s
surface and atmosphere. When nadir sensors operate in an infra-red window they
are sensitive to the spectral characteristics of the cloud-top and surface. As they
view clouds through a shorter path-length than sensors that view across the limb,
their instruments are often less sensitive to low concentrations of trace gases in
the UT and stratosphere. Therefore, nadir-sounding instruments are useful for
global mapping where altitude resolved measurements are not required.
2.2.2 Limb-Sounding
Limb sounding is a remote sensing term used to describe the geometry of a satellite
instrument that views across the edge (limb) of the atmosphere, such as the MLS
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onboard the EOS Aura satellite platform. A limb-sounding instrument receives
information from an extensive strip of atmosphere, producing lower horizontal
resolutions but a higher sensitivity to clouds than nadir sensors. The across-track
Field-of-View (FoV) of the instruments are narrow, often a few km at the tangent
point. The tangent point refers to the centre of the limb detection, where the
sensor footprint intercepts the lowest altitude. In general, this is where the largest
portion of atmospheric emission detected by MLS radiometers originates, yet the
penetration depth varies according to the viewing frequency and atmospheric
composition. The exponential density profile of the atmosphere means that the
majority of the detection arises from the gases at the centre of the limb view. The
MLS instrument views passive mm-wave emission across the limb and retrieves
trace gas chemistry and detects clouds above the mid-troposphere. In contrast,
many trace gases are undetectable by nadir instruments, because of their short
viewing path-lengths. The geometry of limb sounding instruments onboard Aura
and the view about the nadir plane from Aqua instruments are shown by Figure 3.
Figure 3: Geometry of nadir and limb-sounding instruments onboard two A-train satellites prior
to July 2008. Observation times are shown with respect to Aura viewing the atmospheric limb
(t minutes). The same region of atmosphere is sampled by Aqua nadir instruments at (t− 7.5
minutes).
Due to the exponential decrease of atmospheric density and pressure with
height approximately 60 % of the atmospheric emission received by a limb-
sounding radiometer originates from altitudes within 3 km of the tangent point
(Livesey et al. 2006, Waters et al. 2006). The narrow FoV focuses the radiance
detection on a much smaller section of atmosphere, resulting in narrow weighting
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functions and a higher vertical resolution. Atmospheric profiles are obtained at
a range of altitudes by mechanically sweeping the FoV in elevation.
Observations are made from the MLS instrument by assuming horizontal ho-
mogeneity between adjacent major frames, with an along-track separation of
165 km. For WV retrievals and especially for cloudy sky measurements, hori-
zontal variability along track may be significant. Our studies demonstrate how
co-located comparisons with other A-train measurements that are close in space
and time can be used to reduce uncertainties in several high cloud properties.
2.3 Observations of Clouds from A-Train Instruments
In this thesis study a range of different A-train measurement data are compared
for cloudy-sky scenes in the low latitudes. There are four A-train satellites that
carry instruments suitable for monitoring clouds; Aura, CALIPSO (Winker et al.
2002), CloudSat (Stephens, Vane, Boain et al. 2002a), Aqua. We focus our stud-
ies on observations from the Aura and Aqua satellites. These satellites were
launched during the early stages of A-train mission, so it is possible to undertake
comparisons from late summer 2004. Our main focus is to validate the MLS de-
tection of ice clouds and the conditions where limb-sounding is useful. The Aqua
satellite possesses several wide-swath instruments viewing with a downwards ge-
ometry, that provide a high horizontal resolution of cloudy-scenes covering the
same surface footprint as the MLS.
The “A-train” is referred to as the Afternoon-train. It currently consists of
five polar orbiting satellites flying in formation. The planned configuration of
the A-train comprises of two additional satellites: OCO failed during launch in
2009, and the Glory satellite launched on March 2011 also failed to reach orbit.
All the A-train satellites are positioned in space at an altitude of ∼ 705 km in a
retrograde polar orbit, with a period of ∼ 99 minutes. The satellite inclination,
with an angle between the equator line and the orbital plane of 97.783◦, means
that A-train satellites are sun-synchronous. A-train satellites cross the equator
at a local time of 1:38± 8 minutes in the ascending satellite orbit (northbound
trajectory), depending upon the position of the satellite in the configuration. A-
train measurements are also undertaken at the same latitudes in the descending
orbit (southward track) exactly 12 hours later. The A-train configuration and
satellite separation times are shown by Figure 4. Since MLS views forwards
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along the track, spatially coincident observations are undertaken just 8 minute
apart, see Figure 4. An overview of the NASA A-train satellite platforms and
their instruments is shown by Table 1.
Later in the A-train mission, the positioning of Aura satellite in the A-train
configuration was changed bringing it within 8 minutes of Aqua (Kelly 2007).
Once the new A-train configuration was established, closer comparisons could
be made between observations from Aura limb-viewed observations and nadir-
viewed observations onboard Aqua. In addition comparisons could be undertaken
between Aura observations, CloudSat and CALIPSO, with overlapping sensor
footprints. Close comparisons of clouds with these two EO satellites were not
previously possible, due to a 200 km offset from the main A-train orbit. The
decision for the orbital dis-alignment was made during the pre-launch period due
to sun glint. This would have adversely affected the CloudSat measurements
during the afternoon ascending half-orbit.
Figure 4: Artist’s schematic of the NASA A-train satellites in orbit. The configuration shows
the platforms: Aura, Glory, PARASOL, CALIPSO, CloudSat, Aqua and OCO. The figure also
shows the time between observations undertaken by adjacent satellite instruments. The Aura
times refer of different limb view, which is approximately 8 minutes behind Aqua nadir view.
The Glory and OCO satellites do not form part of the NASA A-train configuration. On initial
launch the local equator crossing times during the ascending (daytime) scan of the Aqua and
Aura satellites were 1:30 pm and 1:45 pm respectively. The image is not to scale. Source:
Nasa.gov.
The ground-tracks mapped out by A-train instruments cover much of the
globe, except poleward of 82◦. Their measurement footprints along the ground
track beneath them are characterised by a westward migration between consecu-
tive orbits. The spatial coverage of their observations enables sampling of much
of the Earth’s atmosphere and surface. When a satellite platform is southward
bound with respect to the Earth’s axis the orbit is referred to as descending, and
whilst the platform is northward bound the orbit is known as ascending. There is
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a cross-over in ground-tracks mapped out by A-train satellite instruments in the
descending and ascending modes. The orbital repeat time of the A-train surface
track is 16 days, as demonstrated by the surface footprints mapped on Figure 5.
(a) +1 day track separation pattern (b) +4 day track separation pattern
(c) +8 day track separation pattern (d) +16 day track separation pattern
Figure 5: The ground-track of the Aura MLS instrument onboard Aura allows an even distribu-
tion of observations to be undertaken at latitudes of 82◦ over a period of 16 days. This figure
demonstrates the orbital repeat period for A-train satellites using data from 20th September,
2006 to 5th October, 2006. The mapped coverage extends from 82◦S to 82◦N. MLS profile posi-
tions for 20th September, 2006 are marked as small red crosses. Additional profiles are shown at
separation intervals of 24 hr (a), 96 hr (b), 192 hr (c) and 384 hr (d) by small blue-filled circles.
The orbital repeat period of 16 days is indicated by over overlying blue and red plots on panel
(d).
A-train instruments undertake a record of trace gases, clouds and the radi-
ation balance by a diverse range of measurement techniques, and viewing ge-
ometries. Co-located comparisons of cloud data in this study are presented from
three principal instruments onboard two of the EOS A-train satellites. These are
the MODIS and the CERES instruments on the spacecraft Aqua, and the MLS
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instrument onboard Aura. MODIS is an infrared and visible viewing instrument
with a wide-viewing radiometer that views at nadir. The CERES instrument also
views at nadir, whilst scanning either conically or sideways across the central A-
train track within broad frequency bands. The differences in viewing geometry
and resolution are overcome by averaging observations within the extensive limb
view of MLS along the orbital track.
2.3.1 The Aura Satellite platform
In this thesis, we focus on limb-sounding observations of high clouds from the
Aura satellite platform. Aura is the EOS Chemistry satellite, which was originally
positioned at the back of the A-train (see Figure 4). Aura features an angle of
orbital inclination (with respect to the equator) that is 25◦ higher, providing
a near-continuous daily coverage of high latitudes. Its measurement tracks on
successive orbits are 24.7◦ apart between each polar orbit, see Figure 5.
Aura carries a four-instrument payload, consisting of the Microwave Limb
Sounder (MLS) (Livesey et al. 2007), Tropospheric Emission Spectrometer (TES)
(Osterman 2008), High Resolution Dynamics Limb Sounder (HIRDLS) (Gille
et al. 2011) and the Ozone Monitoring Instrument (OMI) (Levelt & Noordhoek
2002). The fine-resolution nadir and limb scanning TES instrument makes mea-
surements of infrared radiances, in order to make estimates of atmospheric gas
concentrations, temperature, and particles in the troposphere. The infrared limb-
scanning instrument (HIRDLS) measures infrared emission from ozone, WV,
CFCs, methane and nitrogen compounds in the troposphere, stratosphere and
mesosphere. Solar back-scatter in the visible and ultraviolet is measured by the
hyper-spectral OMI, which monitors ozone columns and profiles, aerosol, clouds,
surface UV irradiance and several trace gases. The EOS MLS instrument is the
focal instrument in this thesis. EOS MLS is a passive microwave limb detector
onboard the Aura platform measuring several trace gas concentrations in the UT,
stratosphere and mesosphere. EOS MLS is also able to make indirect estimates
of geopotential height, and detect ice concentrations in suitable high clouds.
The MLS instrument The Microwave Limb Sounder (MLS) is a passive mm
and sub-mm instrument that scans along the Earth’s atmosphere at a 90◦ angle
to nadir. Most of the natural microwave signal originates from atmospheric gases

































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































NASA Upper Atmospheric Research Satellite (UARS) on September 12th, 1991
(Livesey et al. 2003). The UARS MLS instrument rotated 180◦ with respect to
its platform, known as a “yaw manoeuvre”, providing alternated views of the
northern and southern latitudes at approximately 36-day intervals. Since UARS
MLS viewed at 90◦ from the direction of orbital motion, its measurement tangent
point was 23◦ latitude away from the satellite path (Barath et al. 1993). The 57◦
orbital inclination of UARS meant that its coverage of one hemisphere between
orbital switches was just 24◦ from the Equator. In contrast, the most recent EOS
MLS instrument is situated onboard Aura, a polar orbiting satellite that was
launched into the A-train on July 15th, 2004 (Waters et al. 2006). EOS MLS
data products are used for the analysis in this thesis.
EOS MLS receivers are selected to allow detections of many trace gases and
species in the atmosphere including (OH, HO2, H2O, O3, HCl, ClO, HOCl, BrO,
HNO3, N2O, CO, HCN, CH3CN), in conjunction with cloud ice, temperature
and geopotential height at altitudes above the mid-troposphere. The EOS MLS
instrument offers several advantages over UARS MLS; with a larger chemical
species portfolio, higher vertically resolved measurements. One its main limita-
tion is its narrow across-track view of less than 7 km. The vertical resolution of
MLS detections depends upon the frequency of the local oscillator corresponding
to the specified radiometer and the altitude of its detection. For retrievals of
water vapour, the version 2 product reports much better (approximately double)
the resolution of ice water content in the horizontal and vertical plane.
With use of the 240 GHz radiometer detection combined with clear-sky mi-
crowave radiative transfer, quantitative measurements of global cloud ice distri-
bution. These are reported as an Ice Water Content (IWC) product on levels
approximately 1.5 km apart and with a minimum precision of ± 0.7 mg m−3 at
261 hPa (Wu et al. 2008). The MLS algorithms for the cloud ice and water vapour
products that are used later in this thesis are discussed further in Section 2.3.1.
MLS Objectives The three main objectives of the MLS mission are im-
provement to the understanding of stratospheric ozone chemistry; characteri-
sation of the interaction of chemical species, atmospheric composition and its
impact on climate; and pollution monitoring in the troposphere (Waters et al.
2006). MLS radiometers can view through many ice clouds, to enable scientists
to examine their vertical structure to a high precision. MLS retrieval of atmo-
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spheric gases for many cloud scenes are achievable where current data is lacking,
due to the relatively high transmittance of microwave radiation through cloudy
layers. The MLS provides precise measurements of UT WV and ice clouds, which
allow us to decrease our uncertainties in estimates of the ToA longwave radiation
budget.
How does the MLS Instrument Function? MLS radio-telescopes view
forward in space, mechanically scanning upwards in a continuous cycle through
120 MInor Frames (MIFs) from the Earth’s surface up to 92 km over a 24.7 s
period. Each set of MIFs produces retrieved MLS profiles that are known as
MAjor Frames (MAFs), and are separated 165 km apart along the Aura surface
measurement track. In order for MLS to make retrievals in the middle tropo-
sphere MLS makes use of wide-band satellite dishes and pre-calibrated receivers,
to measure a broad range of radiance measurements. Broad band receivers are
necessary due to a process of pressure broadening, which dominates the width of
the lower altitude spectral lines, as detailed in Section 1.3.
Two radio-telescopes are used to detect passive emission from the atmospheric
limb, one wide band telescope calibrated for the GHz bands and another for the
THz bands. The MLS is targeted at the UTLS, where a greater pressure broad-
ening requires spectrometers with a larger bandwidth, although this is partially
offset by increases in measurement noise. The five receivers are all double side-
band, with exception of the receiver centred at 118 GHz. There are two band fre-
quencies that result from modulation of a carrier wave at a prescribed frequency:
one at higher and another at a lower frequency. Double side-band receivers are
sensitive to the sum of radiances detected from both sides of the local oscillator
frequency, whilst single side-band receivers view just one side. The GHz or THz
mixer and polarised lenses of the instrument select the specified frequency range
for analysis by the detector.
Atmospheric measurements of microwave radiances across the limb are
strongly influenced by the atmospheric composition at the central field of view
(FoV). The tangent point is the point on the line-of-sight that is closest to the
Earth’s surface. If the atmosphere is optically thin the regions around the tan-
gent point will have the greatest influence on the radiances. The tangent point
is also referred to as the MLS sensor location. The noise in a spectral channel
depends on the system temperature, the integration time and the channel band-
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width. This means retrievals at higher pressures are subject to higher detection
noise.
For WV and temperature detection, retrievals at p < 316 hPa are deemed
“scientifically useful”, whilst data reported at higher pressures is considered to be
subject to higher inaccuracies. As data reported on the mid to lower troposphere
(LT) are often subject to large uncertainties in measurement data, the retrieval
algorithm is heavily weighted by the assimilation data from numerical weather
prediction (NWP) models (Livesey et al. 2006). The vertical resolution of MLS
data products is compromised by the extensive along-track separation distance
of 1.5◦ that lapses during the 24 s scan cycle.
MLS Scanning Mode MLS functions by making indirect measurements of
radiances from the pure-rotational transitions of radiatively active atmospheric
molecules, as described in Section 1.3.1. The instrument scans the atmosphere’s
edge (limb) and to make retrievals from the middle of the troposphere to the
mesosphere where in-situ measurements are scarce. The instrument spends 1/6th
second integration time viewing each MIF, for which there are approximately 40
to 50 useful MIFs for each scan depending on the retrieved atmospheric gas. The
instrument scanning process operates at three speeds, indicated by the different
gradients on Figure 6, with an increasing scan speed from the surface to the top
of the atmosphere to maximise the information obtained from trace-gases and
clouds below the mid-stratosphere. To achieve this, the motor scan speed-up
occurs at two discrete points, with a first speed-up between 20 and 30 km, and a
second speed-up from 60 to 70 km.
Figure 6 shows how the two antennas are scanned across the atmospheric limb
during three scan cycles. It shows the analog scanning cycle in the vertical plane
with respect to time, which results in an array of measurement data from each
radiometer. Three complete scan cycles are shown, with one retrieved profile
for each limb scan. The MLS instrument comprises of two radiometers: one
calibrated for THz and another for the GHz frequencies. The THz radiometer
is more sensitive to atmospheric composition at higher altitudes and therefore
spends more time viewing from 20 − 35 km than the GHz radiometer to collect a
higher quantity of data. At the end of each scan a routine radiometric calibration
is undertaken by two known emitters: the “background” space, and an internal
black body emitter (Waters et al. 2006). This calibration process is indicated by
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Figure 6: Schematic showing three scan cycles of the EOS MLS instrument. Each group of
observations at different altitudes comprises a Major Frame (MAF). The three gradients indicate
the scanning speed-up at two discrete intervals from the bottom of the atmosphere to the top.
The speed-up process ensures that the MLS instrument obtains more information for algorithms
of cloud and WV in the mid-troposphere. Solid black lines show the upward scanning process
for the THz (thin line) and GHz (thick line) retrievals. The tangent heights for retrievals are
indicated in km on the ordinate. Between each scan cycle there is a 24.7 s time-separation.
Source: (Waters et al. 2006).
the discontinuous scan lines on Figure 6, a 6 second period where no atmospheric
radiance data is collected for use in the retrieval algorithms.
The MLS instrument detects microwave radiances using five radiometers that
scan the atmosphere in the frequency range 118 GHz− 2.5 THz. Each radiometer
covers a set of several bands (within pre-defined frequency ranges), whilst each
band consists of several channels. An optical multiplexer consisting of dichroic
plates enables “switching” between different GHz radiometers and enables mi-
crowave detection of passive emission in both the horizontal polarisation (H) and
vertical polarisation (V) (Waters et al. 2006). Radiometers (receivers) are centred
at 118 (H,V), 190 (V), 240 (H) and 640 (H) GHz in the mm spectral range, and
2.5 (H,V) THz within the sub-mm spectral range.
There are three levels of MLS measurement data. Level 0 data are raw counts
detected by the radiometers that have not been calibrated. L1B are the cali-
brated radiances, calculated using the raw counts transmitted directly from the
radiometer. The NASA JPL team is then able to convert the L1B radiances into
the retrieved L2 dataset, using the appropriate algorithm specific to the retrieved
gas or atmospheric variable.
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EOS MLS Retrieval Algorithm Algorithms are produced by the NASA data
specialists to produce estimates of geophysical parameters from microwave radi-
ances detected from the MLS. MLS data products include parameters such as
temperature and atmospheric gas concentrations that are produced using cali-
brated MLS observations of microwave limb radiances known as Level 1B data
(Livesey et al. 2006). The algorithms developed for MLS products are based on
the standard optimal estimation approach, described in more detail by Rodgers
(2000), using both forward and inverse retrieval models. Forward models are used
to calculate estimates of the microwave radiances that would be observed by the
MLS if the atmosphere was in a given state. The inverse model is the reverse of
this computation that produces the most likely atmospheric state using a mea-
sured set of MLS radiances. Livesey et al. (2006) describes the MLS retrieval
approach and how the inverse model is implemented. Further details on these
calculations can be found in the MLS Retrieval processes Algorithm Theoretical
Basis Document (ATBD) (Livesey & Snyder 2004).
In certain cases the atmospheric state is under-constrained and a slow scan
speed may be required to undertake a greater number of observations, such as
for the lower troposphere. The inverse theory must therefore be restricted or its
uncertainty constrained, by the incorporation of a suitable set of a-priori data.
Temperature retrievals are constrained by a-priori estimates from data assimila-
tions of the atmosphere 2, whilst other a-priori data comes from a monthly zonal
mean climatology. The a-priori provides information regarding the likely range of
observations at each retrieval level. The a-priori is calculated by input of NWP
data into a forward model or by use of suitable climatology data in the sensed re-
gion of atmosphere. The retrieved variable is found by routine comparison of the
measured L1B radiances with the estimated radiance profile calculated from the
forward model (Livesey et al. 2006). To minimise the Chi-squared type statistic
known as the “Cost function”, the non-linear nature of the data is considered, by
an iterative process based on a least squares optimisation. The χ2 type statistic
describes the minimum error between the observed and predicted radiances in
matrix form, see Equation 3. A forward model or observation operator (f), usu-
ally produced by radiative transfer modelling, is formulated that describes the
radiances that MLS would be expected to observe (ŷ) given a set of atmospheric
state vectors x, according to equation 2.
2http://gmao.gsfc.nasa.gov/systems/geos5/
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ŷ = f(x) (2)
The predicted radiances, ŷ, are then compared to both the observed radiances
and the a-priori, by the use of a matrix Sy (Equation 3). Here Sy describes the
noise covariance of the measurements.
χ2 = [y − ŷ]T 1
Sy
[y − ŷ] (3)
A weighting function is then applied, which relates the sensitivity of predicted
radiances (ŷ) to state vectors (x), known as the Jacobian matrix (Livesey et al.
2006).
Level 2 radiances are then interpolated to a set of fixed logarithmic pressure
levels. Retrieval pressures (p[k]) for EOS MLS depend on the vertical resolution of
the retrieved value, where the number of the level is denoted k. For temperature,
WV, ozone and IWC, retrieval takes placed on levels that decrease logarithmically
at a factor 10 per 12 levels (l = 12 levels per decade) in the UT and LS. A retrieval
level can be calculated for each data product by l and k, using Equation 4.
p[k] = 1000 hPa × 10 1−kl (4)
MLS Water Vapour Detection WV is a strong greenhouse gas with highest
concentrations in cloudy-sky regions. WV must be considered in conjunction
with cloudy-sky observations to provide an accurate representation of the links
between clouds and the radiation budget. In this thesis the effects of WV are
studied using a vertical profile of precise observations from the MLS instrument.
The MLS offers several advantages over previous instruments, providing a global
coverage and high sensitivity to low concentrations of WV in the stratosphere,
and a high penetration depth for viewing WV in the mid-troposphere. Particular
focus is given to dynamics of moistening and dehydration from stratosphere-
troposphere exchange (STE) associated with tropical cumulonimbus and their
adjacent outflows.
The version 2 (V2) WV data product is produced using L1B calibrated radi-
ances from the 190 GHz radiometer, by the use of the retrieval algorithm described
above. V2 WV retrievals are resolved to 12 levels per decade (Livesey et al. 2007),
with a scientifically useful pressure range of 316 hPa to 0.002 hPa. The spatial
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resolution of the water vapour product is 180 km× 3.5 km in the along-track and
vertical direction at 83 hPa (Livesey et al. 2007). The minimum precision of wa-
ter vapour retrievals is 65 % at 316 hPa, whilst decreasing significantly to 15 % at
100 hPa (at the equivalent altitude of the tropical tropopause). Retrievals below
concentrations of 0.1 ppmv detection threshold are not recommended for scientific
use. Although earlier versions of the product were unpredictably affected by the
presence of cloud ice in the field of view, the version 2 algorithm attempts to
retrieve high quality data in cloudy-sky conditions. WV retrievals are affected
significantly by cloud, and must be weighted accordingly in the gaseous retrieval
to remove cloudy-sky radiances (Wu et al. 2006).
Thin clouds do not significantly affect MLS atmospheric gas measurements
since their particle sizes are typically much smaller than the observed wavelengths.
As a result, the algorithms for the MLS v2.2 data product that is used in this
study can reliably retrieve composition in moderately cloudy cases. The radiance
perturbation is removed through a small adjustment to the limb radiances, as-
suming a spectrally flat cloud signal. In contrast, thick cloud scenes affect the
MLS radiances more significantly. The above approach to the retrieval algorithms
therefore becomes less valid through cloud particle scattering. These affected ra-
diance measurements are either excluded or their influence on the model retrieval
are weighted downward accordingly.
Version 2.2x MLS WV data is scientifically useful at p < 316 hPa where
precisions are better than 65 % for a reported value. In the vicinity of the tropical
tropopause precisions fall to 15 %, with accuracies of 8 %. For individual profiles
clouds in the MLS field of view significantly affect the standard deviation in the
point-to-point difference from coincident measurements and degrade the v2 MLS
WV data in an unpredictable manner. Examination of a large sample of cloud
flagged MLS data with good quality Aura AIRS data shows a mean bias of just
10 %, so the recommendation by Livesey et al. (2007) is to disregard the high or
low cloud status flag for scientific studies at p ≥ 100 hPa that use large amounts
of MLS data.
How does MLS detect ice clouds? The MLS instrument detects ice crystal
concentrations within suitable ice clouds by viewing in the 240 GHz (mm-wave)
band with the GHz calibrated radiometer along an extensive forward-facing view.
In this band, ice crystal concentrations are detected across the limb at pressure
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below 261 hPa. The MLS field of view varies both as a function of frequency
and altitude. The along-track, cross-track and vertical extent of the atmospheric
volume sampled by an individual MLS measurement reach a minimum resolution
of approximately 200 km× 7 km× 5 km respectively at the lowest useful pressure
of 83 hPa (Livesey et al. 2007). The Ice Water Content (IWC) product, described
further by Wu & Jiang (2004), is produced by a different detection algorithm to
atmospheric gas retrievals. At 240 GHz the signal is less strongly affected by
atmospheric gases than at other microwave receiver frequencies. An algorithm
has been developed by the JPL science team to characterise cloudy-sky emission
at each pressure level within this band.
The algorithm must first determine a Cloud Induced Radiance (CIR), i.e.
the radiance that emerges as a result of clouds rather than other atmospheric
gases. As UT WV produces a continuum of weak emission over a broad range
of microwave frequencies, its passive emission is particularly influential on the
observed radiances. The CIR is defined as the difference between the measured
radiance and the expected clear-sky radiance. It is calculated within a spectrally
flat region of the microwave spectrum where little adjustment is needed for ab-
sorption and scattering from the cloud-free atmosphere. The estimated clear-sky
radiances are first subtracted using a forward model that computes the effect of
MLS gas radiances and temperature at the same tangent height in the absence of
clouds (Wu et al. 2008, Read et al. 2007). The 240 GHz receiver band was chosen
that is spectrally isolated from the principal gaseous spectral lines such that a
weak clear-sky radiance signal is detected and the signal is largely sensitive to ice
clouds (Wu et al. 2006).
Ice clouds are reported based on a linear proportionality to received power
and ice particle concentration. A linear regression expression that relates the ice
water content to a microwave brightness temperature TCIR based on a spheroid
ice crystal representation. CIRs at 240 GHz and are converted to brightness
temperatures by the application of Planck’s law, described further in Section 1.1.
The relationship of TCIR to IWC is indicated by the dotted line on Figure 7 with
a gradient of 0.4 (mg m−3 )K−1. To ensure that MLS cloud detections are not
a result of measurement error, a further iterative process is then undertaken to
discard outliers if their radiances are ≥ 2 σ from the zonal radiance mean in 10◦
latitude strips (Wu et al. 2006). The MLS cloud ice detection algorithm is most
successful in the tropics, where the variability in clear-sky radiance shows less
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dependence on the LT and surface conditions.
Figure 7: Modelled cloud-induced radiant temperature (Tcir) / K as a function of Ice Water Con-
tent (IWC) / mgm−3 for the 245GHz limb radiance at 100 hPa. The dotted line shows a linear
portion of the relationship between Tcir and IWC, with a slope of ∼ 0.4 (mgm−3)K−1, and the
solid curve shows the non-linearity associated with radiance saturation for IWC≈ 50mgm−3.
Figure reproduced from (Wu et al. 2006).
Cloud Ice Limitations The CIR may be either positive or negative depending
upon the atmospheric conditions along the limb-view, cloud height, geographical
location and the spectral properties of the cloud particles. At high altitudes the
CIRs are usually positive whilst at lower heights optically thick clouds can induce
either a positive or negative CIR. The shadowing effect of air absorption at the
front of an absorbing cloud attenuates the magnitude of CIR. Cloud shadowing
is not modelled in the earlier version 1 of the MLS clear-sky forward model, but
has been developed for version 2 datasets.
Detection of ice does not function for mixed-phased clouds, and for clouds in
the limb-view below the mid-troposphere. This is because liquid water droplets in
warm clouds strongly absorb microwave radiation, often leading to a saturation
of the signal received by the MLS radiometer. Strong absorption by liquid water
clouds (LWC) found at higher pressures result in an over-saturation and loss of
sensitivity to any overlying ice clouds. Saturation of the MLS radiances at cloud
ice concentrations above 20 mg m−3 results in a non-linear relationship between
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IWC and radiance depression. This is demonstrated by the simulated data re-
produced in Figure 7.
The non-linearity in the IWC-Tcir relationship means that optically thick ice
clouds cannot be detected at concentrations above 50 mg m−3. At lower concen-
trations and higher altitudes MLS is highly sensitive to optically thin high clouds.
Ice located in the proximal limb-view of the MLS emits at a lower temperature
than the atmosphere in the far view, exhibiting a positive Tcir. Ice towards the
far end of the limb possesses a higher emitting temperature than higher altitude
and space to the rear of the cloud, and so there is a tendency towards negative
values of Tcir.
The reported precision for MLS cloud ice detection is 1.3 mg m−3 at 215 hPa
(Livesey et al. 2007). Due to the spatial variability of cloud ice concentrations,
the cloud ice detection functions well and its precisions are generally higher for
homogeneous layers of ice clouds i.e. where particles are distributed evenly across
the limb-view of MLS. For partially cloudy profiles, there are significant detec-
tion uncertainties, since ice crystals are distributed along only a portion of the
limb. The JPL cloud ice algorithm treats ice as spheroids with a particle size
distribution (PSD) based on the parametrisation of McFarquhar & Heymsfield
(1997). Therefore, irregularly shaped ice crystals that scatter microwave radia-
tion in a non-isotropic fashion often result in negative reports of IWC. The MLS
cloud ice detection algorithm functions best in the low latitudes, since deep con-
vective ice clouds that occur frequently in these locations contain spherical ice
particles. In addition, the horizontal scale of these clouds is larger than many
mid-latitude ice clouds and comparable with the maximum MLS along-track res-
olution of ∼ 300 km. The horizontal homogeneous approximation is more valid
for larger scale high clouds, than for small scale or scattered high clouds.
Multiple cloud layers cause additional errors in the retrieval of IWC, as their
effects on the passage of radiation is different to single layer clouds. Future algo-
rithms for MLS cloud ice detection would require the use of many MLS channels
of different penetrating frequencies, to allow δTcir to be accurately attributed to
cloud ice content in inhomogeneous cloud layers (Wu & Jiang 2004).
MLS data Products and Availability Data products are released either as
Level 2 profile data or spatially gridded Level 3 data products on a set of vertical
levels. They comprise of a maximum of 3495 profiles per day, with occasional bad
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data sectors caused by erroneous radiance measurements or calibration problems
that adversely affect the retrieval.
In this study version 2.2x processed data 3 is used, which was upgraded in
2010 to V3 after the analysis was completed. The latest versions of MLS data
products include improved retrievals of carbon-monoxide and sulphur dioxide in
the presence of clouds, and enhanced ice water content detections through an
improved set of algorithms produced by the Jet Propulsion Laboratory (JPL)
science team.
2.3.2 The Aqua Satellite Platform
Aqua is a satellite platform which carries instruments capable of monitoring
clouds, the radiative energy balance and WV from space. Aqua is positioned at
the front of the A-train satellite constellation, see Figure 4. The Aqua platform
comprises six nadir-viewing instruments, which are: the Atmospheric InfraRed
Sounder (AIRS), MODIS, CERES, Advanced Microwave Sounding Radiometer
(AMSR-E), the Advanced Microwave Sounding Unit (AMSU), and the Humidity
Sounder Brazil (HSB) (as detailed in Table 1). The AIRS, AMSU, and the HSB
form an integrated cross-track scanning mechanism for accurate temperature and
humidity observations for clear sky and also in the presence of clouds (Aumann
et al. 2003).
The AIRS infrared chemistry instrument, working in combination with the
microwave AMSU, makes measurements across 2378 hyper-spectral infrared chan-
nels using a nadir sensor, with a spectral resolution 100 times that of previous
infrared satellite instruments. AIRS (Aura) broadly covers the same spectral
range as the High-resolution InfraRed Sounder (HIRS) satellite instrument and
is therefore useful for the analysis of the HIRS spectral response function (Cao
et al. 2005). AIRS makes retrievals of surface temperature, WV and cloud prop-
erties (Aumann et al. 2003).
The MODIS instrument makes measurements of visible and infra-red radi-
ances in the same frequency range as the AIRS instrument, but at a lower spec-
tral resolution and higher spatial resolution. MODIS has the ability to measure
cloud top pressure, cloud particle effective radius, optical thickness and other
cloud properties (Xiang & Barnes 2006).
3http://disc.gsfc.nasa.gov/
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Clouds and the Earth’s Radiant Energy System (CERES), is an instrument
designed to measure the angular longwave and shortwave emission emerging from
the Earth’s atmosphere (Smith & Wielicki 2004).
CERES
The CERES Instrument The Clouds and Earth’s Radiant Energy Sys-
tem (CERES) is a broadband instrument that monitors energy fluxes from the
Earth’s surface, atmosphere and clouds. The instrument is currently onboard
three separate satellite platforms, at present instruments are operational onboard
the Terra and Aqua platforms. Measurement of the Earth’s radiant energy sys-
tem by CERES forms part of almost continuous record of climate observations
begun by the Earth Radiation Budget Experiment (ERBE) from the 1970’s up
to present day. The CERES instrument carries three radiometers calibrated to
observe radiance within three spectral bands; shortwave 0.3 to 5.0 µm, longwave
window 8 to 12 µm, and total radiance 0.3 to 100 µm, see Figure 8. The CERES
instrument views a similar section of the atmospheric spectrum as MODIS, but
its radiometers detect emission over broader frequency bands. This is useful for
monitoring the Earth’s net ToA radiation budget. The “redundancy” radiomet-
ric design is useful for instrument calibration, since with two known radiometer
readings it is possible to estimate the third radiometric reading.
Figure 8: Figure showing the overlap of bands observed by the MODIS and CERES (Aqua) satel-
lite instruments. The figure demonstrates that MODIS views within 36 narrow bands at infrared
and visible wavelengths, whilst CERES observes emission over three broad bands covering the
visible and solar radiation, the infrared, and the total radiation. The MODIS (Aqua) “chan-
nels” are annotated as black boxes below the x-axis. CERES (Aqua) broadband radiances are
annotated as black (total radiance), red (infra-red) and blue (visible and solar), corresponding
to the three onboard radiometers.
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A cloud masking process is undertaken using MODIS (Aqua) measurements.
MODIS information from a cluster of pixels is convolved to a CERES pixel. These
include the variables cloud optical thickness, effective radius and cloud top height.
The cloud information is used in the development of Angular Distribution Models
(ADMs). ADMs give vital information to the scientific community regarding the
angular dependence of observed radiances at each frequency range. The function
of reflectivity with respect to radiation frequency and angle is often represented
by ADMs (Smith & Wielicki 2004, Wielicki & Barkstom 1997). The coefficients
for combining the angular components of emission are dependent upon scene type,
latitude; and zenith and azimuth angle. The local solar zenith angle undergoes
both a diurnal and annual cycle, affecting the reflectivity of cloud scene used to
estimate shortwave irradiance. The algorithm removes the reflected and scattered
shortwave components from the total upwelling emission
A CERES flagging system informs the use of bad quality data granules re-
sulting from the presence of sun-glare, snow, ice, and optically thick aerosol con-
centrations. CERES flagging is classified into four main categories clear, cloudy,
bad data and no retrievals. Information regarding CERES Aqua Edition 1B SSF
can be obtained from the eosweb NASA website4.
Two CERES instruments are situated on the Terra satellite, and are known as
flight models 1 (FM1) and 2 (FM2). A further two CERES instrument payloads,
flight models 3 (FM3) and 4 (FM4) are located onboard Aqua. The CERES radi-
ance measurements are provided either as a filtered or unfiltered product, which
are unadjusted for optical effects of the sensor. The filtered radiance is derived by
the use of ground based software. The unfiltered radiance is spectrally flat when
no emission or solar energy emerges from an angular segment of atmosphere.
It is calculated by a regression algorithm that is calibrated on the ground and
post-launch to determine coefficients for different scenes and angles.
The different flight modes allow the scientific teams to make better estimates
of the distribution of radiances, by viewing the same point of the Earth’s surface
or atmosphere at different off-nadir angles. In particular, the conical scanning
mode allows the angular component of upwelling radiation is used to make better
estimates of both the upwelling LW and SW radiation through development of
Spectral Response Functions (SRFs) associated with each sensor. The spectral
response function (SRF) of an instrument describes the relative sensitivity of an
4http://eosweb.larc.nasa.gov/PRODOCS/ceres/SSF/Quality Summaries/
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instrument to electromagnetic energy of different wavelengths. Improvements to
the electronics of the CERES instrument mean that its stability is much better
than previous ERBE instruments (Smith & Wielicki 2004). CERES calibration is
undertaken scanning monochromator prior to the launch of the satellite payload
into orbit. Further details of the pre-flight calibration process and the CERES
sensors are provided by Lee et al. (1996).
Mode of operation CERES operates in three scanning modes in order
to collect measurements as an instrument pair onboard the same platform. To
achieve this, one of the instruments operates in a fixed azimuth plane and scans
from side-to-side across the A-train surface track. When the instrument operates
in this mode it is known as the Cross Track Scanner (CTS). The other instrument
scans in a Rotating Azimuth Plane (RAP), which means that a mirror rotates
about the azimuth producing a conical surface scan pattern, with nadir mea-
surements undertaken from a range of elevation angles. The latter provides an
angular sampling of the entire hemisphere of radiation, whilst the former opti-
mises the spatial sampling over the globe. The RAP scanner provides information
for ERBE ADMs when combined with cloud classifications. CERES instruments
on- board the same (or different) satellite platforms are identical in their design
and can therefore operate in either the CTS or RAP scanning mode (Wielicki &
Barkstom 1997).
In-flight calibrations are performed weekly to reassess the gain of the instru-
ment sensor. The calibration between electronic count value and radiance units
is undertaken by viewing black bodies of a known emitting temperature either
onboard the platform or in space. The sensor observes different footprints in
different operation modes, as demonstrated by the mapped observation points on
Figure 9.
CERES SSF Data Product The Single Scanner Footprint (SSF) product
is used in this thesis for analysis of top-of-atmosphere (ToA) fluxes. SSF products
comprise both of radiant energy fluxes and a cloud mask, and are formatted as
hourly granules. The SSF radiance information is available for every convolved
geolocated pixel location within the swath, using a cluster of measurements re-
ceived by the broadband radiometer. Full angular coverage is provided over a
period of 16 days by the CERES RAP scanner (Wielicki & Barkstom 1997). The
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(a) (b)
Figure 9: Figure showing the surface scan patterns of the CERES (Aqua) instrument during
the period 0200UTC to 0300UTC on 19th September, 2004. The Flight Mode 3 (FM3) con-
ical scanning mode (a) produces a densely distributed pattern of observations with an angular
component to the observed radiances. In contrast, the FM4 cross-track scanning mode (b) is
characterised by a regular distribution of observations across the A-train track. The surface
scan footprint is shown by black crosses and the continents are marked in green. The narrow
field of view associated with the MLS instrument is marked by CERES footprints with red dots
(a) and (b).
mapped surface measurement points reported by the CERES instrument are more
densely clustered around the central A-train track where angular scans overlap,
and are more sparsely distributed towards the edge of the swath. Co-located SSF
points within 20 km from the central track are indicated by red dots on Figure 9.
Data processing by the Goddard Space-Flight Center (GSFC) involves the
integration of radiances using ADMs (Wielicki et al. 1996, Loeb et al. 2003).
The outgoing longwave radiation (OLR) is then obtained by integrating spectral
radiances over a broad range of wavelengths from λ > 4 µ m to obtain top-
of-atmosphere (ToA) radiant power per unit area (W m−2). Similarly, reflected
shortwave radiation is obtained by integrating spectral radiances over wavelengths
of λ < 4 µ m.
The accuracy of the CERES Aqua ADMs reported by Loeb, Kato, Loukachine
et al. (2007) are validated against other ADMs. The results indicate an oceanic
root-mean-square error (RMSE) of just 1.06 % with a modest 2.39 % RMSE for all
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scene-types. A small regional-seasonal bias also exists in the order of ± 0.3 W m−2
with a respective root-mean-square bias of up to 0.6 W m−2.
The MODIS Instrument The Moderate-resolution Imaging Spectroradiome-
ter (MODIS) instrument onboard Aqua plays an important role in the Earth Ob-
servation System, providing several measurements that advance on the present
level of scientific understanding of the Earth’s land, oceans, and atmosphere (Xi-
ang & Barnes 2006). MODIS observes all the Earth’s surface and atmosphere
within a 2-day period. It reports information on clouds by examining the spectral
properties of cloud-tops using passive detections at infra-red and visible frequen-
cies. This helps to improve representation of clouds within weather and climate
models, which are often poorly resolved (Rolland et al. 2000).
The MODIS instrument is a 36 band moderate resolution instrument, which
detects radiation both in the visible and infrared producing measurement data for
a set of Earth science products (Xiang & Barnes 2006). It scans across track from
the nadir view with a Spectroradiometer that consists of a cross-track scan mir-
ror and collecting optics, and provides a large swath width of 2330 km. MODIS
instruments are currently operational on both the Aqua and Terra satellite plat-
forms. MODIS detects atmosphere, ocean, cryosphere (surface ice) and land
constituents to a more advanced level than previous generations of sensors in
terms of spectral, spatial and temporal resolutions. MODIS channels, referred
to as “bands” in the literature, have four product resolutions. MODIS infers
properties by detection of terrestrial emission (bands 21 − 36) or by surface re-
flectance. The 36 “bands” are marked on Figure 8 in relation to CERES (Aqua)
broadband measurements. The spatial resolution of MODIS products at nadir
varies depending upon the frequency. MODIS radiometers view discrete bands in
the spectral range from 0.415 to 14.235 µm, as indicated by Figure 8. Bands from
0.41 to 2.1 µm provided at a resolution of 250 m (bands 1 − 2), bands 3 to 7 at
500 m and bands 8 to 26 at 1 km resolution. The MODIS instrument applies an
interference filter to select channels, which overlies a detector array as described
by Xiang & Barnes (2006).
Data products are available either at the data processing level 2 (raw product)
or 3 (globally gridded) and was obtained from a web interface to the Level 1 and
Atmosphere Archive and Distribution System (LAADS) 5.
5http://ladsweb.nascom.nasa.gov/data/
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Cloud-top pressure estimates from MODIS (Aqua) MODIS (Aqua)
cloud top property data (MAM06S0) was collected for analysis. The MODIS
cloud top product is provided on 5 × 5 km grid-boxes, in 5 minute data chunks.
The MODIS cloud top product is produced by the NASA GSFC team. Their
detection algorithm makes estimates of CTP by examining radiances from MODIS
band pairs in the vicinity of the 15 µm carbon-dioxide absorption line. Further
details of the algorithm, known as “carbon-dioxide slicing” are provided by (Frey
et al. 1999). The subsetted product is produced by the NASA science team
by discarding pixels less than 205 km (41 pixels) from the central A-train track.
Subsetted datasets are more preferable, since it facilitates co-located analysis
with measurement data from A-train instruments that scan a narrower footprint.
Subsetting also reduce the computational time for selecting data for co-located
analysis. The datasets are also smaller than for the full measurement swath,
minimising the upload time from NASA servers to a local machine.
The transmission of radiation at different frequencies is sensitive to the spec-
tral properties of the cloud-tops at different altitudes (Platnick et al. 2003). The
NASA cloud-top CO2 slicing algorithm conducts a routine examination of ab-
sorption over several MODIS infrared bands. In saturated bands, such as CO2
and H2O in the infra-red, the radiance is indicative of atmospheric temperature
as a function of altitude. Carbon-dioxide absorbs thermal radiation over a broad
band as shown by Figure 2, with a central 15 µ m spectral line that is sensitive
only to high clouds, whilst the limbs of the band are sensitive to mid-level clouds
(Menzel & Strabala 2006). The MODIS algorithm estimates CTPs to a preci-
sion of 50 to 150 m (Frey et al. 1999). The CO2-slicing algorithm also makes use
of temperature and atmospheric transmittance to provide information on cloud
phase, cloud top temperature and effective particle radii (Frey et al. 1999).
Spectral analysis of band radiances in the locality of the CO2 band is used
to determine cloud top heights. The NASA GSFC cloud product makes use of
the 11 µm window band in conjunction with the carbon dioxide bands to allow
detection of low level clouds below 700 hPa. The MODIS algorithm makes com-
parisons of three main spectral pairs for its analysis of cloud-top. Band pairs
are used in proximity to the carbon-dioxide absorption spectrum, with the wave-
lengths; 14.2 µm / 13.3 µm, 13.9 µm / 13.3 µm and 13.3 µm / 11 µm. The ratio of
radiances from two nearby band pairs is used to estimate the CTP in both cloudy
and clear-sky. CTPs are combined with gridded meteorological products (GMPs)
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to report cloud top height and temperature variables (Menzel & Strabala 2006).
The GMPs are datasets obtained by mapping using NWP assimilations to the
MODIS data pixels.
To calibrate the instrument and estimate precisions MODIS airborne simula-
tor (MAS) data was used to conduct a pre-launch test (Menzel & Strabala 2006).
Multi-layered clouds were not identified by MAS, as the analysis was undertaken
at a 50 m pixel resolution, a finer resolution than reported from MODIS. The
algorithm does not always perform well at identifying mixed phased clouds, as
a well-defined slope is required between selected spectral channels (King et al.
1997). This causes data quality issues when clouds consist of both supercooled
water droplets and ice particles. There are also difficulties identifying optically
thin clouds, where the MODIS instrument is more sensitive to the surface or
underlying cloud layers. The MODIS CTP algorithm is highly effective for the
detection of thin single-layered high clouds in the mid- to upper troposphere.
MODIS (Aqua) Cloud Mask MYD35 L2 is a high resolution product
provided both on 1 km× 1 km and 250 m× 250 m grid containing information on
the cloud classification and the certainty or of a section of atmosphere containing
cloudy skies. The 250 m resolved cloud mask product is solely based on sensed
data at visible wavelengths.
Cloud Phase Detection MODIS algorithms are mainly intended for plane-
parallel LWC calculations (King et al. 1997), but are also successful for detection
of ice clouds assuming spherical particles. In order to classify clouds into their
liquid and ice counterparts, a MODIS algorithm is employed which examines the
ratio of spectral reflectance measurements between 0.645, 1.64, and 2.13 µm re-
flectance pairs e.g. (King et al. 1997, Rolland et al. 2000). The reflectance pairs
are compared to observations of the 11 µm infra-red window channel. Within
window channel a space-borne instrument views cloud-tops and the Earth’s sur-
face properties from space. The spectral power measured at 11 µm depends on
the temperature and emissivity of the surface. Spectral signatures of cold clouds
are characterised by a reduced reflectance at 1.64 µm and 2.13 µm, in contrast
to warm clouds. This allows an algorithm to discriminate between liquid and
ice-phased clouds with otherwise similar optical and spectral properties. The
algorithm is less effective at identification of mixed phased clouds, where the
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cloud-top temperature are typically between -15◦ C and 0◦ C. At these locations,
contrasting spectral signatures are received by the radiometers from a mix of both
ice and water clouds.
2.3.3 Other A-train Satellite Platforms
CloudSat and CALIPSO - Cloud and Aerosol Monitoring The Cloud
Satellite (CloudSat) and Cloud-Aerosol Lidar and Infrared Pathfinder Satellite
Observation (CALIPSO) are a pair of cloud monitoring satellites, principally
designed to detect cloud type, structure and phase. They make very close mea-
surements just 15 seconds apart and are positioned in the centre of the A-train
constellation, see Figure 4. Data from CloudSat and CALIPSO are not used
in this thesis, as comparisons were not possible with the MLS until an orbital
reconfiguration was completed during July 2008. Ideally further studies would
undertake comparisons between MLS, CloudSat, and CALIPSO whose footprints
are within 3 to 4 km in the horizontal plane.
CloudSat and CALIPSO were both launched on April 26th, 2006. CloudSat
carries a 94 GHz Cloud Profiling RADAR (CPR) nadir viewing instrument with a
0.5 km vertical resolution. The CPR measures the power back-scattered by clouds
as a function of distance from the radar. The RADAR provides information about
the cloud type and structure. CALIPSO’s payload includes a Cloud-Aerosol Lidar
Instrument with Orthogonal Polarisation (CALIOP), a passive Infrared Imaging
Radiometer (IIR), and visible Wide Field Camera (Dunbar 2007), providing valu-
able insight into the role that clouds and atmospheric aerosols play in regulating
weather and climate. The CALIPSO operates in the visible and near-infrared
part of the electromagnetic spectrum by sending pulses of light directly into the
atmosphere and measuring cloud and aerosol back-scatter. This enables infor-
mation to be gathered on the 3-d distribution of aerosols, their formation and
evolution. Cloud phase can be obtained by orthogonal polarisation in the visible
scanning instrument.
2.4 Observational data from the Low to Mid-Troposphere
Whilst the MLS instrument provides a reliable set of atmospheric composition,
temperature and ice cloud data for much of atmosphere; scientifically useful mea-
surements are not reported for the low to mid-troposphere. Limitations in the
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MLS detections at these low altitudes are principally the result of high water
vapour mixing ratios, which readily saturate a broad section of the microwave
spectrum. Retrievals of atmospheric gases are especially problematic in thick
cloud, notably for water vapour whose continuum absorption becomes readily
overlapped with the cloudy-sky signal. For gaseous profiles, GEOS-5 atmospheric
data assimilation system (ADAS) data is the “a-priori” information source for
MLS, as detailed by Reinecker et al. (2007). GEOS-5 data is the main data
source reported when profile data is not scientifically useful.
High clouds that form by free convective processes in the low latitudes fre-
quently have liquid water at their base. These clouds are characterised by a warm
cloud based at a lifting condensation level, a point where water becomes saturated
for rising air parcels. The received microwave signal used in cloud detection is
also frequently shadowed due to the relative high number concentration of liquid
cloud droplets found within warm clouds. The near real-time representations of
these underlying warm clouds is needed at the same location and time as high
cloud detections, since a complete cloud profile is required to fully describe their
association with circulation features, physical and microphysical cloud processes,
and local radiative heating and cooling at different altitudes. Furthermore, more
detailed information is needed on low to middle level clouds to explore how they
are formed from the descending motions associated with neighbouring tropical
storms.
2.4.1 European Centre for Medium-range Weather Forecasts (ECMWF)
Data Products
The European Center for Medium-range Weather Forecasts (ECMWF) Re-
analysis (ERA) Interim data product, detailed by Dee et al. (2011), is used in
this study where no equivalent MLS data product is available. For temperature
and water vapour data, GEOS-5 data is already located to each MLS profile and
is therefore a preferred source. Later in this study liquid water content and ver-
tical wind tendencies are examined (the latter generated as a derivative product
of other atmospheric variables). The ECMWF provide 4D-Var assimilated data
on a 6 hourly basis that can be used to provide additional information on cloud
life-cycles and the processes responsible for their formation. Data assimilation
is an analysis technique whereby observational data is combined together in a
model that considers the consistency of each, how parameters change with time
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and the physical properties of processes in the Earth’s system 6. 4D-Var is a
simple generalization of representing data in 3 spatial dimensions (on a standard-
ised horizontal and a vertical grid), commonly known as 3D-Var, that are also
distributed in time.
ERA data products provide Global analyses that describe the state of the
atmosphere, land and oceans from mid-1957 to mid-2002. ERA-Interim is used
in this study and is described in Dee et al. (2011). It is a reanalysis of the period
1989-present for the next-generation of extended reanalysis to replace ERA-40
data. There are several differences in the data assimilation and use of observations
for ERA-40 and ERA-Interim products. The ERA-interim product contains many
meteorological parameters on a N80 Reduced Gaussian horizontal grid and on 37
vertical levels. A daily coverage of assimilated data comprises of 5 global datasets
that are reported at: 0000, 0600, 1200 and 1800 UTC on the day of analysis; and
also at 0000 UTC on the following day.
ERA Interim Re-Analysis Data Products Cloud Liquid Water Content
(LWC) is used for radiation budget calculations later in this study, which is the
mass of liquid water contained within a unit volume of dry air. Vertical motions
were also investigated, which are provided by the ERA-Interim data product in
pressure coordinates of Pa s−1. The main advantages of the assimilation include
improvements to; spatial and temporal gridding, numerical predictions of vari-
ables, efficiency and accuracy of radiative transfer calculations. ERA-interim
data uses improved representations wind, ozone and clear-sky radiance observa-
tions using higher quality observational data from a variety of sources.
2.5 Overview
Many different A-train satellites carry instruments capable of observing high
clouds, all of them providing measurement data in close succession. Whilst the
Aqua MODIS instrument through its cloud product monitors cloud-tops, the
CERES instrument on-board the same platform can monitor radiation emitted
from the same clouds. It is clear that through combination of these two datasets
several questions could be answered about the cloudy-sky radiation budget; yet
additional information is required to describe each cloud and to understand how
6http://www.ecmwf.int/newsevents/training/rcourse notes/
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the features of these clouds impact upon the outward flow of thermal energy.
This requires us to explore several features of A-train cloud products such as the
particle thermodynamical phase, particle sizes and shapes, and the cloud layer
depth and thickness in which different cloud particles are suspended.
The CloudSat comprises of the CPR that detects many thick clouds, mean-
while the CALIPSO’s payload includes a Lidar (CALIOP) calibrated to detect
thin high-altitude clouds and aerosols. Together, these near coincident observa-
tions by active sensors are highly useful in the study of clouds, partially because
their observation times are just 45 s apart. Whilst there is definitely future scope
to study for the use of these measurements in high cloud studies, the focus of this
thesis is specifically geared toward examination of the longwave energy transmis-
sion in the local of high clouds. One of the goals of the thesis is to attribute cloud
features to the cloud radiative forcing defined by IPCC (2001) as the difference
between the all-sky Earth’s radiation budget and the clear-sky Earth’s radiation
budget. Since non-mixed greenhouse gases experience large variability in the
presence of cloud, coincident greenhouse gas profiles are required at high verti-
cal resolution for these calculations to be successful. The models that are used
to compute the broadband energy emitted from these cloudy-sky profiles using
composition and temperature data are collectively known as radiative transfer
models.
The MLS instrument forms part of the atmospheric chemistry mission and
provides many gas composition products through a set of inverse retrieval al-
gorithms. MLS products provide insight into the spatial distribution of many
greenhouse gases present in the Earth’s atmosphere including the mixed gases:
water vapour, ozone, nitrous oxide, carbon monoxide. These are reported on
levels that are just 2 − 3 km apart. In conjunction MLS also reports temper-
atures, and high cloud data through its ice water content product. MLS views
with microwave-viewing telescopes, telling us much more about the icy layers of
high clouds than previously possible - the focal cloud genre of this thesis. These
measurements are still not complete; as such data is also needed on low to mid-
tropospheric clouds. ECMWF data is used as a choice of liquid water content and
vertical motion data, which in conjunction with MLS data allows the exploration
of several possible formation and maintenance mechanisms of tropical cirrus.
The validation methods that follow in Chapter 3 show how narrow limb sound
measurements, which there are now a growing number of, differ from measure-
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ments as viewed at off-track angles from nadir. Studies in Chapter 4 show
how by suitable spatial averaging about the limb measurement footprint, cross-
instrument comparisons can be can be made in a valid manner to determine the
bias and uncertainties in space-borne measurements of high clouds. This study
shows that MLS has the ability to locate high clouds at the same regions across
the globe and at an altitude that is broadly consistent with both MODIS and
CERES products. After exploring the consistency of high cloud and radiation
budget measurements, later studies isolate two low latitude high cloud types and
establish causal links between their respective cloud radiative forcing.
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3 Validation of MLS Cloud Data with Co-
located A-train Datum
3.1 Introduction
There is a need for accurate data on ice clouds for numerical weather prediction
(NWP) and climate models, as present representations vary considerably (Ed-
wards et al. 2007, Li et al. 2005). This proves problematic, as measurements of
many cloud parameters are difficult to monitor with more than one instrument
due to the highly dynamic behaviour of clouds. Many cross-instrument com-
parisons of cloud datum are therefore subject to large uncertainties that result
from off-sets in spatial and temporal sampling. In addition, coincident data are
essential for in-flight validation studies. Whilst many local-scale studies have
been conducted using space-borne measurements in the past using: ground based
Lidar, vertical radiosonde profiles, flight path measurements, or direct observa-
tions from other in-situ devices (McFarquhar et al. 2000, Heymsfield 1984); these
datasets have been validated only against a sparse network of local ground-based
observations (Allan 2000, Wong et al. 2000). The recent launch of the A-train
satellites provides a wealth of coincident measurements, with derived cloud prod-
ucts provided from the perspective of different instruments that are suitable for
synergistic combination.
Previous validation studies have been undertaken by the science team at the
Jet Propulsion Laboratory (JPL) to produce an improved version of MLS cloud
ice data (Wu et al. 2008). Their studies compare cloud top pressure (CTP)
estimates from MLS detections to data from Global Climate Model (GCM) sim-
ulations, Goddard Earth Observing System model version 5 (GEOS-5) data, and
Numerical Weather Prediction models such as European Center for Medium-
range Weather Forecasts (ECMWF) analyses (Li et al. 2005, Wu et al. 2009). The
studies conducted in this chapter discuss additional comparisons between MLS
measurements and those from other A-train instruments, to determine whether
or not their detections are consistent. In this study, co-located Aqua nadir-sensed
data is used to validate detections from the MLS (Aura) instrument, which make
coincident observations of the same clouds within a narrow time-frame of no more
than 9 minutes.
The main objective of this study is to conduct a large scale sampling of high
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clouds by comparing point to point data. The questions addressed by this study
are: What are the limitations of the MLS instrument associated with its viewing
geometry and design? Are high clouds detected at the same altitude and the same
measurement locations as other A-train instruments? How can synergistic infor-
mation on cloud phase from the Moderate-resolution Imaging Spectroradiometer
(MODIS) be used to improve these comparisons? Does the horizontal homogene-
ity of high cloud affect comparisons with MLS? This study will also indicate the
effect of differences in instrumental design, to suggest improved versions of the
MLS cloud-ice product and to develop future cloud monitoring instruments.
Vertical profiles of MLS ice water content (IWC) data, and Outgoing Long-
wave Radiation (OLR) data from Clouds and the Earth’s Radiant Energy Sys-
tem (CERES) are each used to generate cloud-top pressure data. Co-located
CTP datasets were then inter-compared with the MODIS cloud product using a
sample of sixteen days of data. An initial processing was undertaken to spatially
average nadir A-train data within the sensor footprint area of MLS, which is
detailed in Section 3.2. The methods for estimating CTPs are then discussed in
Section 3.3. The analysis begins by examining the ice concentrations within the
cloud’s interior detected by MLS and also examines the tops of the same clouds
observed by MODIS. Initial studies compare and contrast MODIS cloud-top pres-
sure measurements with MLS IWC detections. This study examines a cluster of
tropical high clouds over the Pacific Ocean and the results are reported in Sec-
tion 3.4. Several of the structural components of these high clouds are discussed
in the context of the respective instrument viewing geometries and horizontal
resolutions. Later in the chapter analysis was performed in the low latitudes and
extra-tropics, where MLS detected high clouds are found most frequently.
By the use of MODIS thermodynamic phase data, the later part of this chap-
ter demonstrates how to discriminate ice clouds to permit valid comparisons of
MLS CTPs with nadir-sensed data. The results from point-to-point MLS CTP
comparisons with MODIS are discussed in Section 3.5. Validation studies between
MLS and CERES CTPs data are then discussed in Section 3.6. A summary of
co-located CTP comparisons from A-train instruments concludes the chapter in
Section 3.7.
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3.2 Method for Co-location
The nature of the A-train orbit ensures that measurement footprints are dis-
tributed evenly over the globe, so that studies of clouds are representative of the
analysis area. Comparing A-train measurements by matching neighbouring points
by a gridding system that does not consider the polar inclination and difference
in instrument geometries would however lead to a significant discourse between
cloud measurements. A more valid system is described here known as co-location
that ensures the same cloud scenes are analysed. For suitable across-track scan-
ning instruments an initial first processing step is employed that is known as data
subsetting, which is described further in Section 3.2.2. It proves useful for wide-
viewing EO instruments, as it offers a simple and therefore more rapid processing
routine that can remove much of the non-coincident measurement points. Com-
parisons using subsetted data alone would not be considered spatially coincident
in the horizontal plane without the additional use of “co-location”.
Co-location allows us to undertake spatial averaging over each MLS tangent
point using the Great Circle distance to construct a triangulation. Three lengths
are used to determine the off-track and along-track components for selection,
denoted as d0, d1 and dm on Figure 10. Data from MODIS and CERES were only
used for comparisons with MLS clouds in they were spatially coincident.
3.2.1 Co-location of A-train Measurements with MLS
Even though the central tracks of A-train satellites are almost coincident, dif-
ferences in viewing geometry mean that the surface footprints and resolution of
observed atmosphere by different instruments vary considerably. Figure 10 shows
an example of a coincident MODIS or CERES measurement footprints with their
coincident observations marked by a red oblong. The MODIS cloud product is
subsetted so that limb scans from the MLS, whose measurement footprint indi-
cated by the blue oval, span approximately the same across track width. The
data processing to prepare this data involved spatial averaging nadir data, of
which there are many measurement points within each limb, over broadly the
same horizontal area as MLS and during the same time window. CERES Aqua
data on the other hand must be subsetted post-download. MLS sensor footprints
cover an equivalent horizontal area in the x-y plane with an along-track scale
of y = 300 km and a narrow across-track view of x = 7 km for the version 2.2x
65
Figure 10: Figure showing the location of surface measurement footprints from two different
satellite instruments; MODIS or CERES (Aqua) outlined in red, and MLS (Aura) in the blue
oval. By using their coordinates and the off-track angle χ, data processing for this study cal-
culates the separation distance between a correlative data point φc, θc (marked as a filled green
square) and a nearby MLS tangent point φi, θi (marked as the central filled red dot). The process
is used to assess whether the measurements are suitable for co-location. MLS sensor points are
marked at three positions along the MLS ground track with a longitude (φ) and latitude (θ) at
positions i, i − 1 and i + 1. The correlative data point is marked as (φc, θc).
IWC product. In this study the variability in off-nadir measurement data was
calculated within each MLS sensor footprint to obtain more detailed information
on high clouds properties.
The following method describes how to screen each nadir data pixel to assess
the suitability for spatial co-location with MLS. Firstly we define a measurement
point from MODIS or CERES at a position (c). This correlative point is marked
with a co-ordinate φc, θc on Figure 10. A triangulation system is then constructed
and calculations performed to compute the across-track (marked dp) and along-
track (marked dm) separation distance between the MLS tangent point and each
correlative nadir data point. There are three distances that are needed for the
triangulation process to report these outputs and allow us to select coincident
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measurement data.
Two distances of the triangulation are obtained by calculating the shortest
length between φc, θc and each of the two adjacent MLS tangent positions. One
MLS tangent point is denoted φi, θi at an initial point in time, whilst another
φi, θi is observed 24 s later at the time of a consecutive scan cycle. The distance
to MLS tangent point at index i is denoted d0, whilst the length d1 to point i + 1
as shown by Figure 10. The third distance lies between the two adjacent MLS
tangent points, in the along-track orientation (marked dm). All these lengths are
“Great circle distances”, the shortest distances measurable between two points
on the Earth’s surface. To calculate these distances the haversine formulae was
used, as shown by Equations 5 to 7. The radius of the Earth is represented here
by re = 6.371 × 106 m, whilst φi, θi defines the co-ordinates of the MLS tangent
point at profile index (i).









































Angle χ and distance d0 are required to calculate the off-track distance dp in
metres. χ is the off-track angle between the ground track and the line adjoining
the correlative data point (φc, θc). It is calculated using the Law of Cosines, as
indicated by Equation 8.
χ = cos−1
(




To calculate dp, the sine rule is applied according to Equation 9, where d0
is an arc length in radians. Length dp is directed perpendicular to the A-train
track and adjoins a point on the MLS ground track and the correlative nadir
measurement point.
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dp = re × d0 × sin(χ) (9)
The along-track separation dn was also calculated, to allow selection of mea-
surement points in close proximity to the centre of the A-train track. dn lies
between [φi, θi] and the intersect of dp with dm (Figure 10). Calculation of dn
applies Pythagoras’s theorem to the right angled triangle with sides of d0 and dp,
as shown by Equation 10.





For the analysis in this thesis, data from different instruments is only co-
located if it meets the conditions of two spatial constraints. Firstly, the across-
track distance between the correlative measurement points must be satisfied by
dp < 15 km. Secondly, only data within dn < 150 km of the MLS tangent point
are included in the following analysis to ensure valid comparisons. Measure-
ment data outside this range are excluded from our analysis. The choice of dp
was largely compromised by the size of the equivalent diameter of the CERES
product of 20 km, with larger reported grid cell dimension than reported for the
MODIS cloud-top product. dp must therefore be sufficiently large to ensure that
the correlative data from CERES is in a continuous strip along-track, whilst
small enough to be broadly consistent with the narrow across-track view of MLS.
An additional swath-width allowance of 5 km considers small variations in the
alignment of the Aqua and Aura measurement tracks along their orbits. A time-
constraint is also applied on the correlative data comparisons. Co-location in
this thesis analyses data points from correlative instruments only if the Aqua
observation time is less than 9 minutes ahead of Aura MLS measurements.
3.2.2 Subsetting Datasets
Subsetting is a useful first attempt to select useful measurement data for compar-
ison with a specified set of instrument products by the use of an off-track viewing
angle. Subsetting reduces the required server space substantially, depending upon
the swath widths of the instrumental measurements being compared. MODIS
data can be obtained with a swath subset width of 200 km prior to download
from the NASA Goddard Earth Sciences Data and Information Services Center7.
7http://mirador.gsfc.nasa.gov/
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Datasets were subsetted further in this study by identifying measurement points
within close proximity to the central swath of the nadir measurement footprints.
Subsetting was performed post-download for both MODIS and for CERES (Aqua)
data. Since sensor footprints from A-train instruments are centred over broadly
the same region of the Earth’s surface, observations by different instruments over
the central track are coincident.
MODIS and CERES products were provided as hourly datasets and their
data subsetted prior to co-location, to vastly limit the processing of data to those
measurement points that were largely constrained to within the 7 km across-track
view of the MLS instrument.
3.3 Estimating Cloud-top Pressures Using A-train Mea-
surements
In this study cloud measurements from MODIS and CERES were compared with
MLS cloud observations using the co-location methods described in Section 3.2.
Cloud top pressure analysis was performed using correlative data within each
MLS sensor footprint from 1st to 16th September, 2006. An autumn equinox
data period was chosen for analysis to represent a similar portion of high clouds
from both the north and south hemisphere. During this period the solar zenith
angle is zero at the equator, such that the daytime surface heating drives the most
intense and therefore deeper convection over the tropical continent. The pattern
of solar heating during the autumn season therefore favours high cloud formation
that is hemispherically symmetric. The choose of data from the equinox also gives
consideration to the diurnal cycles in high cloud properties, since irrespective of
latitude the sampling period ensures that equal portions of daytime and nighttime
scenes are observed by the A-train instruments. Daytime sampling is in the early
afternoon (1:30pm local time) in the northbound (ascending) satellite orbit. At
this time of day intense solar heating over the continent means that more tropical
storms are in the developing stage of their lifecycle.
In this chapter, comparisons were undertaken in the tropics and subtropics
between the latitude range 50◦S to 50◦N. The latitude restriction to this study
is applied to assure low latitude high cloud comparisons resulting from deep
convective plumes. Extending the analysis to higher latitudes would encompass
different types of high clouds that form part of extra-tropical storms; synoptic
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type cirrus associated with weather fronts, and local thunderstorms that form on
a much smaller length-scale than the MLS along-track field of view.
Two methods were developed in this study to estimate the Cloud Top Pres-
sures (CTPs). One method estimates CTPs from a vertical set of cloud IWC
observations from MLS. Another method estimates CTPs by calculating the effec-
tive emitting temperature viewed from CERES that measures outgoing longwave
radiation, using the Stefan-Boltzmann relationship described in Section 3.3.3 and
a co-located MLS temperature profile. The MODIS GSFC team provides a CTP
product for analysis of ice clouds in the atmosphere, so no further algorithm
was developed using this data. Valid comparisons were restricted to ice clouds,
as the MLS cloud product reports no measurements of warm clouds in the low
to mid-troposphere. The MLS signal is frequently saturated at lower altitudes
by warm clouds, as discussed in Section 2.4. This was achieved by the use of
thermodynamic phase data from the MODIS cloud product. For each MLS sen-
sor footprint area containing high clouds statistics were collected and compared
with the MLS observed high clouds. This includes information on the percentage
coverage of high clouds of the total cloudy-sky scene, the average cloud-top pres-
sures, and standard deviation of MODIS and CERES cloud-top pressures. The
information was used to investigate whether CTPs are consistently measured by
MLS, MODIS and CERES and how scattered or discontinuous sections of high
cloud may adversely affect these measurements.
3.3.1 Estimating Cloud-top Pressures from MLS (Aura) Cloud Ice
Measurements
CTPs were calculated at each MLS sensor location by examining ice water con-
tent, reported on 6 logarithmic levels from 261 hPa to 100 hPa. Ice clouds were
not reported by the MODIS instrument at p < 100 hPa, thus not allowing com-
parisons between MLS and MODIS cloud products at these lower pressures. A
description of the MLS IWC product can be found in Section 2.3.1. The algo-
rithm developed in this study identifies the lowest reported MLS pressure level
where cloud IWC exceeds 0.5 mg m−3, as illustrated by Figure 11. A value greater
than zero was necessary, as the MLS IWC product is subject to point-to-point
noise in the signal that introduce significant uncertainty in the presence of thin
ice clouds located at lower altitudes.
The chosen concentration threshold for this study was selected by examining
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the gradient of MODIS versus MLS CTP correlation using different threshold
concentrations for IWC between 0.3 and 1.4 mg m−3 in intervals of 0.05 mg m−3.
The analysis region was chosen using estimated mid-tropospheric precision in the
version 2 IWC product, as reported by Livesey et al. (2007) that over the range
0.6 to 1.3 mg m−3 at 215 hPa. Data was collected by undertaking a Pearson’s
correlation between MODIS CTPs and estimated MLS CTPs. This initial study
with a 16-day sample revealed a correlation with MODIS CTP data that is mostly
linear and reports the lowest mean bias. The best threshold value must therefore
be sufficiently high to ensure that a reported level contains ice clouds, yet not too
low as to cause the algorithm to become over-sensitive to optically thin clouds and
instrument noise. This leads to a low pressure bias in MLS CTP data. This may
result in a weaker positive correlation of CTPs between MLS and the validating
instrument.
In general, the cloud ice particle number density decreases at a rate that is
proportional to the inverse logarithm of altitude. This is because the absolute
humidity of the surrounding air-mass decreases at a similar rate. In this study,
cloud profiles reported by the MLS are examined from the cloud top to the base
assuming a negative vertical lapse rate in the relative humidity of environmental
profiles and a tendency toward lower ice particle concentrations at lower pressures.
The lowest pressure level is identified where a critical IWC concentration (yc[i])
was exceeded. In this study yc[i] = 0.5 mg m
−3 as justified above and marked on
Figure 11. On Figure 11, the adjacent height level for interpolation is indicated by
a major x-axis marking at a higher pressure level (lower altitude value) of κk +1[i].
For MLS IWC profiles where interpolation is not successful, the corresponding
co-located limbs are discarded from the analysis.
The mathematical notation for the linear interpolation scheme is highlighted
by Equation 11, where k represents the retrieved pressure level from p = 261 hPa
(k = 1) to p = 100 hPa (k = 8) and ζc[i] ∝ − log(κc) at an MLS index position i
and indicates the cloud-top height (CTH) in kilometres. To create CTPs using the
MLS algorithm a CTH scale is used for the linear interpolation, since this gives
a set of fixed physical depths for each sampled slab of atmosphere that comprise
an atmospheric column. Providing that each unit volume of the atmosphere
is sampled equally, the instrumental offsets in units of kilometres between each
dataset and the errors in their detection methodology are the same at all CTPs.
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Figure 11: Example of an ice water content (IWC) profile (filled circles and line graph) for
MLS sensor position i. The profile is shown with respect to a logarithmic pressure scale −κ
that is directly proportional to atmospheric altitude. 261 hPa> p > 100 hPa is a set of MLS
pressure levels, as indicated by the minor divisions where IWC is reported. The grey-filled region
indicates altitudes where the V2 IWC product does not report clouds. The figure demonstrates
the location of cloud-top pressure (CTP) by the open circle at the intersection of the dotted lines
where κ[i] = κc[i]. The cloud-top pressure is found by linear interpolation between MLS pressure
levels κk + 1 and κk to find the point where y = 0.5mgm−3, a critical ice particle concentration
that considers the IWC precisions reported by the V2 MLS product.





(yk+1[i] − yk[i]) (11)
The interpolation scheme in this study can estimate CTPs using MLS IWC
data near the tropics to a vertical resolution of CTHk+1 − CTHk = 1.2 km,
where CTHk = 16 × (3 + ζk). The height scale CTH used here is an approxi-
mation to the altitude in the low latitudes (Wu et al. 2009). Later comparisons
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between CTP in this study are comparing a direct proportion of log (CTP1)
against log (CTP2), where CTP1 and CTP2 are the cloud-top pressures of two
independent datasets. The empirical relationship between the logarithm of pres-
sure and altitude is based on a 16 km atmospheric thickness between the surface
and dynamical tropopause, which is based on the standard tropical atmosphere
as defined in Cole & Kantor (1962). All the algorithms generated for this chapter
are calculated on a pressure scale, though the correlative data and regression in
this study are strictly comparing the logarithm of CTPs.
The MLS cloud product only reports ice clouds, whilst MODIS view the same
clouds from above at a higher horizontal resolution. Within each MLS footprint
there are many MODIS measurements, with only a fraction of these viewing icy
tops of clouds. As a result, near-nadir viewing instruments can often see through
gaps in overlying ice clouds to lower altitude clouds that are composed of liq-
uid cloud droplets and mixed (ice and liquid) phase clouds. To overcome this
difference in viewing geometry and ensure like comparisons with MLS, MODIS
thermodynamical phase data from the cloud-top product was used in this study
to separate the cloud scenes into three portions. The thermodynamic phase al-
gorithm discriminates between mixed-phase clouds, water clouds and ice clouds
and forms part of the MODIS cloud top pressure (CTP) algorithm (Ackerman
et al. 1997, King et al. 1997). Co-located data for cloud scenes were produced
for this study within equivalent measurement footprint areas indicated by Fig-
ure 10. Later in this study, the analysis is focussed upon those scenes with almost
homogeneous ice tops.
Statistical data on the percentage of ice clouds is produced for each MLS
sensor location using the thermodynamic phase product that is detailed in Sec-
tion 2.3.2. The high cloud fraction was estimated in this study, by counting the
number of cloudy measurement points detected by MODIS (ng∧ x[i]) at a nomi-
nated MLS tangent point i, where x represents off-nadir detections of cloud with
ice phase tops a or mixed phase b. The subscript g ∧ x indicates the a condi-
tional probability, where the correlative data is both suitable for comparison (g)
and also meets another condition x that describes the thermodynamic phase of
clouds.
The high cloud fraction detected from MODIS (Aqua) was determined by
examining each cloud phase (ice (a), mixed (b), liquid (c)) in turn. Successfully
detected cloudy pixels of each phase x at each MLS position i are each multi-
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plied by a weighting according to their likelihood of containing ice clouds. The
sum of these values (A + B + C) are subsequently divided by the total num-
ber of cloudy measurements within the same MLS measurement footprint i.e.
ng∧ a[i] + ng∧ b[i] + ng∧ c[i]. This data processing provides an estimate of the rel-
ative fraction of ice cloud phase grid cells within each MLS sensor footprint. The
percentage of cloud-tops with ice tops that are contained within a 150 km× 15 km




(ng∧ a[i] + ng∧ b[i] + ng∧ c[i])
× 100 % (12)
The algorithm assigns a weighting of 1.0 where 100 % for coincident clouds
viewed by MODIS within a MLS sensor area have tops composed of ice crystals.
The total number of ice cloud measurement data from good MODIS pixels (white
squares on Figure 12) is denoted A[i] = ng∧ a[i] × 1.0. Mixed phase grid-cells
(pixels) were allocated a weighting of 0.5 (50 % ice composition). The number
of ice grid cells within a mixed-phase scene is given by (B [i] = ng∧b [i] × 0.5),
assuming a 50:50 ratio of liquid and ice. For MODIS grid cells that are reported as
liquid cloud scenes, represented by C[i] = ng∧ c × 0.0, the algorithm asserts that
no ice clouds are present (i.e. C[i] = 0). At the location of each MLS measurement
footprint, correlative CTP data is only analysed where MLS views high clouds and
MODIS also reports clouds. If the algorithm reports MLS CTPs (p < 261 hPa),
but no thermodynamic phase information is available from MODIS, then the
atmospheric limb at that MLS position is considered to be cloud free.
Clear grid cells were not included in the analysis, since no cloud of any phase
was detected by MODIS in the nadir pixel cluster. The geometry of the MLS
footprint and off-nadir grid cells from MODIS or CERES are indicated by Fig-
ure 12.
Limitations CTPs are highly subjective, especially as there is often no well-
defined transition between ice water and clear sky within a nominated MLS pro-
file. The choice of a 0.5 mg m−3 threshold value for detection of CTP works only
for well defined tops, since there is a lower uncertainties in the altitude for which
this value corresponds. This is particularly relevant for high clouds that are
thick, where the neighbouring cloud in the MLS field of view induces a modest
radiance signal at higher altitudes thus leading to a significant low pressure bias.
74
Figure 12: MODIS or CERES (Aqua) measurement points (square boxes with thin outlines)
within a limb footprint of MLS (Aura). The A-train ground track is indicated by a central solid
red line in the along-track orientation. A solid red diamond in the centre indicates the MLS
tangent point location. To make comparisons between correlative data points, cloud-top pressure
data from the nadir viewing instrument is averaged within the 30 km by 300 km strip. MODIS
/ CERES measurement data that are discarded are indicated by the filled black squares, which
indicate nadir-sensed data that is not considered scientifically useful. Image is not to scale.
In contrast, thin high clouds with ice particle concentrations close to the cut-off
threshold may go un-detected. Due to the variability in cloud top properties on a
point-to-point basis, estimates are likely to either underestimate or over-estimate
the CTP.
The main source of error arises from high clouds with a high IWC and scenes
where ice clouds are unevenly distributed across the MLS limb. In particular,
poor detection can result from shadowing or extinction associated with scattered
clouds occupying a small fraction of an MLS limb (Read et al. 2007). In the best
case scenario the MLS instrument can only resolve CTPs to within half a reported
pressure level yielding uncertainties in the order of 20 hPa. Further details of the
MLS cloud ice product are detailed in Section 2.3.1.
3.3.2 Cloud-top Pressure Estimates from MODIS (Aqua)
In this study, data from the MODIS cloud product was used to validate high cloud
detections from the MLS. The NASA GSFC team was responsible for generation
of cloud-top pressures using spectral information from different absorption bands
in the infrared, as described in Section 2.3.2. Cloud data was extracted from the
NASA MAM06S0 product and subsetted post download by selecting comparison
data within 15 km (three grid boxes) from the central MLS ground track. The
across-track grid-cell selection with respect to a central MLS tangent point is
indicated on Figure 12. In this study, horizontal inhomogeneities in cloud cover
were identified using calculations of standard deviation of MODIS CTP within
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each footprint region. Higher CTP standard deviations indicate where clouds are
viewed at off-nadir angles at a broad range of pressure levels within a MLS mea-
surement footprint. Since the calculations are performed within the dimensional
scale of a single MLS measurement footprint, they indicate the effect of viewing
geometry and horizontal resolution on the validity of cloud comparisons. Since
MODIS views at a wider across-track angle than MLS many clouds observed
by MODIS are not observed by MLS. Successful comparisons of cloud products
from different A-train instruments were achieved by restricting analysis to uni-
form cloud layers. These are defined by correlative data points with cloud height
scatter lower than 100 hPa i.e. within the 4 km vertical resolution reported by
Livesey et al. (2007). The layout of mapped MODIS grid cells within an MLS
footprint are shown by Figure 12
Limitations There are several limitations to the MODIS CTP algorithm, such
that some correlative cloud measurements are not suitable for comparison. Bad
pixel clusters that comprise a grid cell may be caused by multi-layered clouds,
where optically thin cirrus is highly scattered on a sub-grid level and overlies
clouds of contrasting spectral properties. At these locations the MODIS algo-
rithm is often unable to distinguish the thermodynamical phase and cloud-top
properties that are responsible for signatures in the observed band radiances.
Multi-layer clouds are identified using shortwave channels and analysed on di-
mensions of 1 km× 1 km and so are analysed on a sub-cell level for the MODIS
CTP product. Bad grid cells may also be reported for cloud-tops greater than
100 hPa, where the CTPs cannot easily be resolved due to a near-neutral tem-
perature lapse rate (Frey et al. 1999). Data from grid cells “flagged” as bad,
reported as a fill value of -999, were not included in the mean and standard
deviation calculations at that nominated co-located position.
3.3.3 Cloud-top Pressure Estimates from CERES (Aqua) OLR
CTPs were estimated from using measurements from the Outgoing Longwave
Radiation (OLR) reported in the Single Scanner Footprint (SSF) product from
the CERES (Aqua) instrument team. The SSF OLR product is described in
Section 2.3.2 and detailed further in Wielicki & Barkstom (1997). Post-download
subsetting was first undertaken to first discard 98.5 % of the unsuitable data,
leaving only those measurements points that surround the central MLS measure-
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ment footprint. Co-located analysis was then undertaken for the remaining grid
cells within a 1.2◦ across-track angle of the CERES field-of-view at the surface
(approximately ± 15 km from the nadir-view). This pre-processing is possible
through routine examination of the SSF product metadata.
A processing system is developed for this study to estimate CTPs using in-
direct measurements of cloud-tops from CERES OLR, initially examining mea-
surement to check whether the algorithm can perform valid calculations of CTP.
Where no imager pixels can be identified as either clear or cloudy the CERES
SSF parameters for those measurements are set to default values. Data at these
grid cell locations are deemed poor quality and are not used in the CTP analysis.
In addition, radiant intensities above 500 W m−2 (with associated brightness tem-
peratures exceeding 306 K) were excluded from our high cloud analysis. For this
study, it was assumed that these radiances are associated with either clear-sky
or near-surface cloudy-sky emission. The resulting data is therefore assigned a
CTP of 1013 hPa that is representative of the global mean surface pressure. The
CERES CTP algorithm described below is not valid for these cases, because the
Planck relationship between emission and temperature assumes a uniform repre-
sentation of emissivity that is not the case for the Earth’s surface. In addition the
surface emissivity is independent of the character of the overlying cloud layers,
making it difficult to attribute CTP data to cloud properties reported by MODIS
at the same locations.
The CERES CTP algorithm functions by estimating the brightness tempera-
ture (Tc[j] / K) from single point CERES OLR measurement data. The bright-
ness temperature refers to the apparent temperature of a surface by assuming an
emissivity (ε) of 1.0. This is the temperature a black-body would be in order to
produce the radiance perceived by the sensor, in this case the radiance received
by the CERES broadband radiometer that is calibrated for λ > 4 µ m. At each
point j that is located within the MLS footprint area, the algorithm resolves a
CTP were valid CERES OLR data (F+[j] / W m−2) is detected. The method
assumes that F+[j] measurements and Tc[j] are related by the Stefan-Boltzmann
law, indicated by Equation 13. In this expression, the Stefan-Boltzmann constant
is represented as σ = 5.6704 × 10−8 W m−2K−4. Tc[j] was calculated for each










The routine interpolates each value of Tc[j] to one of the 12 per decade pressure
levels k where MLS version 2 temperature data is reported (Tm[k]). The MLS
temperature at pressure level k, is given by (Tm[i, k]), for values of k in the range
k = 0, ... 14 (1000 to 68 hPa) at MLS sensor position i. The closest pressure level
(where Tm[i, k] is close to Tc[j]) was obtained by Equation 14, which shows the
mathematical notation for this process by set-theory. In this expression, k ∈ N
indicates that k is an element of a set of natural numbers, which is given by
0 ≤ k ≤ 14.
{k ∈ N : |Tc[j]− Tm[i, k]| = min (|Tc[j]− Tm[i, k]|)}
= {0 < k < 14, Tc[j]− Tm[i, k] > 0}
(14)
Equation 14 shows that for each singular CERES OLR measurement, reported
at a certain grid-cell location j, the corresponding brightness temperature can be
assigned to black-body emission from a finite pressure level k where the MLS
temperature Tm[i, k] is closest. For this to be true the difference between the
CERES brightness temperature and MLS brightness temperature must be at its
minimum, i.e. |Tc[j] − Tm[i, k]| = min (|Tc[j]− Tm[i, k]|) , but values of k must
first satisfy on further condition Tc[j] − Tm[i, k] > 0. This first condition states
that the brightness temperature must be higher from CERES. As a result, the
actual retrieved level (k) may correspond to a lower altitude than where the
minimum difference between the brightness and measured temperatures, so it
appears within the correct range of possible solutions. This ensures a consistent
interpolation between Tm from pressures of pm[k] to pm[k + 1], rather than in
the downward direction from levels k + 1 to k. The resolved pressure level
resulting from the linear interpolation is referred to here as pc[j]. To obtain pc,
the algorithm developed for this study resolves a theoretical pressure level where
Tc[j] = Tm[i, k]. This pressure level is located in the region pm[k] < pc[j] <
pm[k + 1].
In a consistent fashion to MODIS data, CERES CTP estimates were then
averaged over each MLS footprint within an area of 300 × 30 km by the methods
described in Section 3.2. There are many CERES measurement points or grid-
cells contained within each MLS sensor footprint, as indicated by Figure 10, with
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each at a position defined by a profile number j. The co-location examines the
algorithm output of the estimated CTP at each point, averaging them in the
same region where MLS and MODIS also view clouds.
Limitations CTP estimates using CERES OLR data are most reliable for deep
clouds that have an emissivity close to unity such as thick and uniform high clouds
detected in the low latitudes. For suitable clouds, a large portion of the OLR
must originate from the upper section of the cloud and the emission must also
be well represented by a black body emitter. The effective emitting temperature
used to estimate CERES CTPs depends crucially upon the transmission through a
cloudy-sky column of atmosphere, a function poorly known for optically thin high
clouds. In addition, the algorithm disregards upwelling emission that corresponds
to a higher brightness temperature than the surface, making it invalid for thin or
highly scattered cloud scenes. The CERES algorithm cannot alone distinguish
the spectral properties of ice clouds and liquid water clouds unlike the MODIS
cloud-top algorithm yet co-location with MODIS can help us to select suitable ice
clouds for comparisons by combining cloud information from the same location.
Some further limitations and errors associated with the use of CERES SSF data
for CTP estimates are identified in Chapter 4.
Since the CERES instrument has broadband radiometers, the algorithm is
deemed less accurate than high cloud observations from MODIS that can build
a more complete picture of the cloud-top properties through the use of multi-
spectral data. Generating estimates of the CTP from CERES are still considered
useful for this study, as they demonstrate the general concept of how the longwave
energy budget is related to the altitude of clouds. The data will also identify
the types of cloud scene where this approximation is mostly valid and highlight
locations where the energy budget is overwhelmed by the properties of other
cloud features. Specifically, the consistency of the MLS CTP data is assessed
by coincident comparisons with CERES derived CTPs to indicate a casual link
between the rate of longwave cooling and tropical ice clouds. These comparisons
form an important basis for more focussed studies of high clouds and the longwave
energy budget in Chapters 5 and 6.
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3.4 Case-study of a Tropical Cloud Cluster: Connections
between MLS Cloud Ice and MODIS Cloud Top De-
tection
Observations are compared from the two A-train satellite instruments: MODIS
and MLS, for a selected tropical location over the East Pacific Ocean. Figure 13
shows a “curtain-plot” of MODIS CTP and MLS IWC measurements over the
latitude range from 15◦S to 19◦N on 20th April, 2005. The data is not co-located
in this example, so along-track averaging does not smooth over the MODIS cloud-
top pressure data. Instead the central 5 km of the MODIS (Aqua) track is plotted
to highlight the importance of co-location for comparisons between different in-
struments that observe clouds in close succession. The case study demonstrates
where observations of the same clouds monitored by MODIS on-board Aqua satel-
lite and MLS on Aura during consecutive satellite passes are best consistent with
each other. A curtain plot analysis is used for this analysis, which allows us to
visualise the scene as a 2-d vertical cross-section that is swept out as a function of
MODIS observation time as satellites travel across the Equator from the southern
hemisphere (SH). The study makes direct comparisons of MLS IWC with MODIS
cloud top data to assess whether their detections are consistent.
The lower panel of Figure 13 shows the x-y (horizontal) plane of the same
region as the upper panel. The cloud product displayed on this panel demon-
strates that only a narrow cross-section of the high cloud is sampled by the MLS
instrument and that MLS IWC detections within the high cloud may not be rep-
resentative of the entire cloud-mass. The horizontal length-scale of the central
plume of these high clouds is ∼ 900 km in the “y” direction. The tropical storm is
characterised by a region of banded high cloud surrounding the main cloud-mass,
where the MLS detects a maximum ice crystal concentrations of 12 mg m−3 at
p = 146 hPa. The high values of IWC at observation times from 21:57 to 21:58
extend through much of the mid to upper troposphere, and the high altitude
cloud tops detected by MODIS as low as p = 146 hPa, are characteristic features
of a deep cumulonimbus plume. Data from Figure 13 show that the along-track
variability in MODIS CTP is relatively small in this region, with standard devi-
ations in the order of ± 25 hPa. These high clouds extend to the altitude of the
tropical tropopause, which may be the result of locally strong vertical motion.
The data in Figure 13 also reveals some scattered high cloud formations
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Figure 13: Coincident measurements undertaken by two different Aqua A-train instruments:
MODIS and MLS, which both observe large-scale regions of high clouds. Top panel shows a
vertical profile of cloud top pressure measurements from MODIS (purple line) and MLS IWC
(filled colours) centred at MLS tangent points (marked by dotted line). Ice particle concentra-
tions detected by MLS are shown at intervals of 1.0mgm−3. The lower panel shows a plan view
of the same section of atmosphere viewed by the across-track scanning MODIS (Aqua) instru-
ment. The image maps MODIS data bounded by the co-ordinate [136W, 108W, 16S, 20N],
with latitude and longitude lines marked at 4◦ intervals. A grey strip shows the position of the
MLS ground track. The “x” and “y” lengths indicate the across-track and along-track lengths
of the measurement footprint respectively. The analysis used data from 20th April 2005 between
21:50 and 21:55UTC.
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at observation times between 21:55 and 21:57 that are detected by MODIS at
800 hPa > p > 261 hPa. The satellite imagery on the lower panel of Figure 13
indicates that there are narrow gaps between these high clouds that appear to
be cirrocumulus striations, a structure that commonly forms on the leading edge
of up-drafts within super-cells (NOAA National Weather Service 2010). The
MODIS CTP data plotted on the top panel of Figure 13 shows a relatively large
amount of variability in CTP in the order of ± 40 hPa, indicating that the high
clouds are quite scattered within these MLS sensor footprints. Since these high
clouds are associated with discontinuous ice clouds and their CTPs are very
close to the maximum pressure for MLS detection, no IWC is detected above
0.7 mg m−3 at this location. These scenes appear to show cirrocumulus, which is
often characterised by patchy ice clouds with isolated filaments rather than uni-
form horizontal layers. The data indicates that MLS may be particularly poor
at detecting this type of high cloud, perhaps due to its broad along-track field of
view.
There are some noticeable regions of discrepancy at the edge of a high cloud
mass, where MODIS views low to mid-tropospheric clouds yet MLS views ice
clouds. This region is associated with a tropical storm that extends some
∼ 1000 km along the A-train ground track, with an edge indicated by the bound-
ary of the purple colours on the lower panel of Figure 13. The top panel of Fig-
ure 13 shows that shortly after 21:59 MLS detects a well-defined region of high
clouds with ice concentrations exceeding 6 mg m−3. The lower panel of Figure 13,
showing the broad across-track view of MODIS, highlights the location of high
cloud-tops in a dark blue to black shading. It indicates that there are several lo-
cations where isolated clouds in the pressure range 500 hPa > p > 400 hPa, whilst
the MODIS line plot of cloud-top pressure resolved to a 5 km pixel shows that
the surface is visible at some of these points. These cloud clearings in-between
high cloud are detectable at MODIS observation times of 21:56 and 21:57 and
shortly after 21:59.
One reason why MODIS views lower clouds in this region is due to differences
in its instrument viewing geometry compared to MLS. Since MODIS is able to
view between fragments of scattered ice clouds, it can see down to the underlying
surface and low altitude clouds, whereas MLS cannot since it views along the
limb. The MODIS data reveals that there is often a sharp along-track contrast
in cloud-top pressure, which could prevent MLS detecting these clouds with its
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300 km along-track field-of-view. Some of the discrepancies in the measurements
may also arise from version 2 IWC product, which reports clouds on more levels
than the MLS detection capability. The maximum vertical resolution indicated
by Livesey et al. (2007) is 4 km at p = 215 hPa (i.e. 300 hPa > p > 200 hPa).
Reported IWC concentrations are sensitive to detections from neighbouring IWC
pressure levels, with lower altitude thick ice clouds affecting the cloud-induced
radiances in the levels above.
The case study highlights the importance of co-located analysis, a pre-
processing ensures that MODIS and MLS comparisons are made valid. Later
studies show that by averaging MODIS data within the measurement footprint
of MLS, as shown by Figure 10, more valid comparisons can be made of a quan-
titative nature between instruments of different viewing geometries.
3.5 Co-located Comparisons of MODIS and MLS Cloud-
top Pressure
Comparisons were made between MLS and MODIS measurements of CTP to
assess whether their CTPs are consistent and how differences in their viewing
geometry may affect the quality of future high cloud comparisons. For this study,
a large sample of coincident satellite data (n = 1082 MLS profiles) were processed
from 1st to 16th September. During this period, high cloud comparisons were
reported only for cloudy-sky locations detected by the MLS instrument. This
includes all scenes where the v2 MLS IWC algorithm reports scientifically use-
ful i.e. in the pressure range 261 hPa > p > 82 hPa. This analysis reports the
pressure between two adjacent MLS pressure levels where a 0.5 mg m−3 detection
threshold is met. Further details of this interpolation and the MLS CTP algo-
rithm developed for this study is described in Section 3.3.1 where the choice of a
suitable IWC threshold is also justified.
Figure 14 shows a weak positive correlation between the estimated cloud-top
height (ζ) from MODIS and MLS data. When the analysis is confined to ice clouds
only, with tops reported above κ (MODIS) = 261 hPa, the positive relationship is
much stronger with a Pearson’s correlation coefficient of r = 0.72, (n = 508). The
colours on Figure 14 show measurement points where MODIS thermodynamic
phase data reports single phase ice (red), mixed phase (green) and liquid water
(blue) clouds, as described in Section 3.3.1 (Figure 12). As colder ice clouds are
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found at higher altitudes in the atmosphere, the corresponding red measurement
points are more densely populated in the mid to upper troposphere from 5 to
16 km than the lower troposphere. These correlative data points are visible in
the upper right quadrant on Figure 14. In contrast, liquid water clouds are more
frequent at lower altitudes. This data is indicated by the dense blue measurement
points to the left-hand side of Figure 14, located between the surface and 5 km.
Figure 14: Correlative data showing cloud-top pressures (CTPs) measured by MODIS
(κ(MODIS)) and MLS (κ(MLS)) at the same locations. The study includes all cloudy-scenes
from 50◦S to 50◦N during the 16 day period 1st - 16th September, 2006. The correlative data
demonstrates that cloud-top comparisons are more consistent for ice clouds (marked by open
red circles). The blue triangles and green square correlative data points indicate the CTPs for
liquid and mixed phase scenes respectively. Upper and lower best-fit lines of high ice clouds are
shown by black dot-dashed lines.
The apparent mixing ratio of ice within clouds (Ig[i]) is calculated using
MODIS thermodynamical phase data using Equation 12 (Section 3.3.1). In Fig-
ure 14 a spatially averaged cloud thermodynamic phase is also reported. The
cloud phase indicates the fraction of MODIS measurements that are classified
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as ice within an MLS measurement footprint. For liquid water clouds this is
defined as (Ig[i] < 33 %), whilst for mixed-phase clouds (33 % < Ig[i] < 66 %)
and (Ig[i] > 66%) for ice clouds. These correlative points are marked as red
open circles in the top-right quadrant of Figure 14. The best fit analysis between
co-located MODIS and MLS CTP measurement data, minimised by variance in
ζ (MLS), is indicated by the two black-dashed regression lines. These show the
minimum and maximum least-squares best-fit, using estimates of the CTP preci-
sions associated with the respective detection methods. The best-fit analysis for
ice clouds was also conducted in the scientifically useful range of v2 IWC mea-
surements of 261 hPa > κ > 82 hPa. The data in Figure 14 shows a general bias
toward MLS cloud top heights (CTHs) higher than those indicated by co-located
MODIS data, with a mean bias of ∆ CTH (MLS − MODIS) = 2.0 km. Mixed
and water phase (warm) clouds are excluded from the analysis, since these detec-
tions are not deemed valid for comparisons with the MLS that does not report
these clouds.
The measurement points in the top left quadrant show correlative CTPs where
the MODIS instrument views both low and middle-layer clouds, whilst the MLS
only views overlying ice clouds at the same location. Co-located data in this
quadrant indicate locations associated with scattered high cloud. The more scat-
tered high clouds become, the greater the fraction of lower clouds that can be
observed at nadir by the MODIS instrument. The result is a higher CTP reported
by the MODIS algorithm in comparison to MLS observations. In addition, differ-
ences in viewing geometry result in a weak positive relationship between MODIS
and MLS CTPs for mixed and liquid phase cloud observations. These correlative
data are indicated by blue triangles and green squares and are mostly visible in
the left side of Figure 14. The data indicates that this accounts for much of the
observed bias between co-located CTP estimates, since MODIS views many low
clouds when the scene is covered in scattered high clouds, whilst the MLS cannot.
For a specified MODIS CTP value, the results indicate a low precision in CTP
estimates, with a mean co-located MLS-MODIS CTH point-to-point variability
in CTP detections of ± 3.0 km.
In the bottom-right quadrant of Figure 14, any cloud present is at p > 261 hPa
and therefore MLS detects no cloud-tops and no correlative data points in this
region. In the bottom left quadrant of Figure 14 co-located data is not reported,
since these detections consist of low to mid-tropospheric clouds, rather than high
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clouds that are only detected by MODIS and not by MLS. This area is represented
by grey shading.
3.6 Analysis of Co-located CERES and MLS Cloud Top
Pressures
The correlative data in Figure 15 shows a positive correlation between the
log(κ (MLS)) and log(κ (CERES)). To relate the brightness temperature to cloud-
tops only low latitude ice clouds were considered, since these are the focus of later
studies. The lowest altitude where ice clouds could feasibly be detectable by
CERES in the tropics is 490 hPa. This is based on the assumption that the ambi-
ent air temperature must be below 258 K for frozen water to dominate e.g. Liou
(1986), Platt (1989), and a dry environmental lapse rate assumption from the
boundary layer. The best fit analysis between MLS and CERES CTPs (log (κ))
are conducted up to 100 hPa, a pressure level that is consistent with MODIS
CTP comparisons. At the tropics p = 100 hPa coincides with the cold-point
tropopause, above which clouds are a rarity due to a temperature inversion. This
inhibits the influx of moist tropospheric air from convection into the stratosphere.
The Pearson’s correlation coefficient of CERES versus MLS CTP data is r = 0.70
(n = 1103). The mean CTH(MLS) − CTH(CERES) point-to-point variability
is ∼ 5 km for the correlative data points shown, that decreases the strength of
the positive relationship between the two datasets. In general the data from Fig-
ure 15 demonstrates that MLS views high clouds, at the same locations as those
viewed by the CERES instrument.
The results also show that depressed longwave emission is linked to high cloud
tops for uniform high clouds located in the tropics. The relationship between cor-
relative CTP data in Figure 15 is statistically significant at the 99.9 % confidence
level; however the relationship is non-linear at lower altitudes. The non-linearity
is likely to be a result of scattered high clouds scenes, where CERES views low
clouds rather than continuous horizontal layers of high cloud. As for compar-
isons with MODIS, the results indicate that differences in instrumental viewing
geometry dominate the correlation between the two CTP datasets. Again, com-
parisons with MLS data indicate that nadir instruments observe lower level clouds
through scattered ice clouds. This results in a low altitude bias for both MODIS
and CERES CTP measurements with respect to MLS CTP.
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Figure 15: Similar to Figure 14 using co-located cloud phase data from the MODIS (Aqua)
instrument (colours). Red, green and blue correlative data points indicate ice, mixed and liquid
phase cloud detections respectively. The figure shows Cloud Top Pressures (CTPs) observed by
CERES (Aqua) (κ (CERES)) identified by an algorithm developed from FM3 outgoing longwave
radiation data on the x-axis. At the same locations, MLS (Aura) CTPs (κ (MLS)) are reported
on the ordinate. The range of best-fits between the CERES and MLS κ values for high ice clouds
are indicated by dot-dashed black regression lines.
Co-located data in Figure 15 shows a significant off-set between MLS and
CERES CTPs, with high ice clouds detected by MLS from 261 hPa to 100 hPa
correspond to an effective emitting temperature from levels in the atmosphere
from 600 hPa to 200 hPa. Data in Figure 15 show that the mean bias in ζ(MLS −
CERES) is greater at lower altitudes. This results in a weak positive Pearson’s
correlation coefficient of r = 0.37 when considering cloud data of all particle
phases. The mean off-set between CTHs detected by the two instruments; CERES
and MLS, range from ∆ CTH (MLS − CERES) = 4.3 ± 0.5 km for κ (CERES)
values of 261 hPa, to ∆ CTH (MLS − CERES) = 4.3 ± 0.5 km at κ (CERES) =
100 hPa. This is a result of OLR for optically thin clouds scenes that are general
lower than over deep cumulonimbus where the ε ∼ 1 approximation is more
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valid. For these clouds, a large portion of longwave emission may arise from
the atmosphere below the cloud base, explaining some of the observed CTH off-
set. Variability in low level cloud cover and properties also play a significant
role in moderating the outgoing longwave emission than high clouds for scattered
scenes. In addition, contrasting temperatures between high and low clouds tend
to become more influential as the average cloud-top altitude increase, also causing
a small positive bias in the CERES CTH data.
3.7 Discussion / Conclusions
Valid comparisons between clouds observed by different A-train instruments are
achieved by co-location. Co-location ensures that the area of atmosphere sampled
by different instruments is the same, so that measurements can be compared that
are observed at different times and that are viewed with different geometries. In
this study cloud measurements from different A-train instruments are compared
to assess whether they are consistent. CTP methods are first developed to validate
the version 2 MLS cloud product against other A-train satellite data. The results
obtained from analysis of co-located cloud measurements, which allows us to
confirm whether or not low latitude high clouds reported by MLS algorithm at
higher altitudes are also detected in the same locations at higher altitudes by the
MODIS and CERES (Aqua) instruments. By combining information reported by
the same clouds by different instruments, this study shows that comparisons are
best for horizontally uniform ice phased clouds.
On a case-study basis a “curtain plot” provides a visual tool to identifying
discrepancies between cloud ice detected by MLS and cloud-tops measured by
MODIS. This study investigates a tropical cloud mass and its neighbouring high
cloud bands by the use of data subsetting without using co-location to resolve
measurements to the same area. The results show that MODIS views high cloud
where the MLS detects high ice particle concentrations in the mid- to upper tropo-
sphere, but only on length-scales that are generally less than the MLS along-track
field of view. The MLS instrument however only reports clouds at p < 261 hPa
and reports an average IWC across a 300 km along-track strip even when much of
the high altitude region is cloud-free. The same scenes are viewed on a much finer
horizontal resolution by off-nadir instruments that can detect many low altitude
clouds in the same regions as thick ice clouds. Previous studies with CALIPSO
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satellite data indicate that tropical clouds extend through much of the tropo-
sphere, with bases located at pressure between 890 hPa (z ∼ 2 km) and 950 hPa
(z ∼ 0.8 km) (Stith et al. 2002). MODIS views much of the clouds at these
altitudes that extend outward from the tropical cloud base, so its mean cloud
detection altitude is consequentially much lower where high clouds are horizon-
tally scattered. As a result, later work in this thesis focusses on comparisons of
large-scale collections of cumulonimbus, rather than scattered high cloud scenes.
Case study analysis in this chapter also shows that where narrow filaments
of banded high clouds aligned orthogonal to the satellite track they are not well
detected by the MLS instrument whose detections extend much further in the
along-track than across-track orientation. On the other hand, at the edges of
tropical clouds there is evidence of some detection of thin high clouds by MLS
where MODIS only reports low clouds although this may partially be due to the
MLS vertical field of view that extends into the mid-troposphere. The results
again indicate that non-uniform high clouds, whose properties vary on length-
scale less than 300 km, are generally poorly detected than larger scale clouds.
This is due to the poor along-track field of view of the EOS MLS instrument.
More valid studies are then undertaken by calculating the standard deviation
within each co-located MLS measurement area. This allows the selection of more
horizontally homogeneous cloud scenes, specifically where CTP standard devia-
tion values are less than 100 hPa. The data shows that these scenes are monitored
most consistently by different A-train satellite instruments. Further validity is
achieved by constraining CTP comparisons to ice clouds, according to the MODIS
thermodynamic cloud phase data.
Further cross-instrument comparisons are undertaken using CTPs. The re-
ported Pearson’s correlative coefficient between MLS and CERES CTP data, and
MLS and MODIS CTP data were both significant at the 99.9 % level, indicating
a general consistency in their detections of high cloud. Specifically, the study
demonstrates that on average MLS detects high clouds at higher altitudes (lower
pressure) than the MODIS instrument with a relatively small point to point bias
of 2 km. Although CERES CTP estimated from OLR broadly demonstrates that
less longwave radiation emerges from higher altitude clouds, its comparisons with
physical cloud-top data from MLS IWC reveals a substantial offset and a 4 km
point-to-point disagreement in CTP. The positive CTP bias presented in the
CERES CTP data compared to MODIS CTP is thought to be attributed to the
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non-uniform and grey-body nature of tropical high clouds. As a result, underlying
low to mid-troposphere clouds greatly impact the cloud-top brightness temper-
ature for nadir-sensed measurements. Overall, the data indicates that CTP is
not an ideal input into climate models, whilst noting that the 4 km vertical field-
of-view for IWC detection may account for much of the discrepancy with other
A-train data.
MODIS thermodynamical phase data is used to demonstrate that MLS CTPs
are both consistent with MODIS and CERES CTPs for ice clouds only. When
the CTP comparison is constrained to ice clouds, much smaller biases are re-
ported than when liquid and mixed phase clouds are viewed at off-nadir angles.
Viewing geometry may also causes some discrepancy in the definition of CTP.
This produces inconsistencies where MODIS does not report data on thin high
altitude cirrus but MLS does. Further discrepancies in CTP are likely where
the MODIS algorithm observes multi-layered clouds and cannot discriminate be-
tween the spectral properties of each cloud layer. Whilst MLS derived CTPs are
unaffected by warm clouds, when scattered high clouds are present a low altitude
bias is introduced when averaging MODIS CTP data in each MLS measurement
footprint due to warm clouds that are visible in the downward view. This means
that valid comparisons of CTPs for high cloud scenes must only include those
scenes that are predominantly covered by a single layer of ice clouds. Previous
studies by Dalanoe & Hogan (2010) demonstrates that synergistic measurements
from CloudSat and CALIPSO penetrate further down into the clouds interior
than MODIS, producing a low CTP bias.
Despite the reputed accuracy of MODIS CTP measurements, the MLS in-
strument provides extra detail on the interior ice particles and the atmospheric
composition of high clouds. This data could be used to make further estimates
of the OLR that can be compared in a much more valid fashion with co-located
CERES measurements. Future algorithms to determine MLS derived CTPs may
also prove more successful for thin high altitude cirrus. This could be achieved
by adopting a detection threshold value that varies as a function of altitude,
since the V2 MLS IWC product reports much higher precisions near the tropical
tropopause.
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4 Statistical Comparisons of MLS High Clouds
with Co-located A-train data
4.1 Introduction
Few studies have been undertaken using data from the MLS cloud product to
investigate the consistency of their high cloud measurements. Studies of this
kind are valuable, as they demonstrate how data from different A-train instru-
ments can be combined to improve our understanding and confidence of several
high cloud properties. The combined information provided by multiple prod-
ucts on the same clouds is used to build a more detailed and accurate profile of
cloud properties, which make some A-train measurements synergistic (Savtchenko
et al. 2008). Past studies by Dalanoe & Hogan (2010) demonstrate how the use
of synergistic data from the CloudSat and CALIPSO instruments can enhance
our understanding on high clouds. Despite recent advances in space-borne ob-
servations, the distribution of high clouds and their future change in response to
climate change remains uncertain (Solomon et al. 2007). Synergistic comparison
can provide the accurate cloud data that is required for climate studies, super-
seding those currently provided by the International Satellite Cloud Climatology
Project (ISCCP) Rossow & Schiffer (1999). This study shows how data from
several A-train satellites can be closely cross-validated by co-location, offering
an improved and more consistent record of high cloud data for future climate
studies.
In this study, high cloud obtained from A-train MLS cloud ice measure-
ments are validated against coincident Cloud-Top Pressure (CTP) data from the
Moderate-resolution Imaging Spectroradiometer (MODIS). Comparisons are also
undertaken with a derived CTP from the Clouds and the Earth’s Radiant Energy
System (CERES) instrument, using Outgoing Longwave Radiation (OLR) from
the Single-Scanner Footprint (SSF) product. To achieve this, 16 days of data (an
orbital repeat period) are analysed to represent each of the four seasons during
2006. During these periods, a representative coverage of surface measurements
are reported by the MODIS, CERES and MLS instruments equatorward of 82◦.
The data is used to investigate the regional changes in high cloud distribution
and fractions. This analysis also provide insight into the patterns of large scale
circulation, and the relationship between high cloud fraction and the OLR from
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which CERES high cloud fraction is determined. Profiles of ice water content
(IWC) are first converted into high cloud fractions by co-location and further
data processing. Statistics are then generated on a regional basis, using a set of
fixed grid-cells, to determine whether two independent sets of high cloud data are
significantly different. The bias between high cloud fractions is then presented as
visual “traffic-light” coded maps, by examining the variability in co-located CTPs
within each regional grid-cell using their respective cloud-top pressure mean and
standard deviations. T-test statistics are then used to determine whether the
datasets are different in a more quantitative fashion.
In this study, the success of the MLS instrument for detecting high clouds
is investigated. This is achieve by coincident comparisons of MLS high cloud
occurrence frequency with CERES and MODIS detections. Several questions are
addressed: Are MLS measurements of high cloud fraction and seasonal distribu-
tion in the low latitudes consistent with other A-train instruments? Are cloud
products sensitive to different types of high clouds situated at different altitudes?
What is the relationship between deep tropical ice clouds and the longwave ra-
diation budget? The study in this chapter investigates the regional character of
high clouds, in contrast to Chapter 3 that compare the point-to-point correlation
between cloud-top pressures (CTPs) to validate the MLS IWC product. The find-
ings from this chapter will help improve confidence in the synergistic combination
of satellite data for future climate records.
The study begins by developing a process for generating seasonal and re-
gional distributions of high clouds using co-located CTPs. These methods and
the associated error estimates of each method are detailed in Section 4.2. The re-
sults from this mapped cloud data and the inter-satellite covariance statistics are
then presented in Section 4.3. This study then addresses whether MLS seasonal
high cloud fraction and its regional distribution are consistent with MODIS and
CERES in Section 4.3.1. Section 4.3.2 presents the covariance statistics for cloud-
top datasets based on the mean and standard deviation of each to assess whether
they are consistent. Discussions and conclusions are detailed in Section 4.4.
4.2 Methodology for High Cloud Mapping
The distribution of clouds can be mapped by further processing of the CTP data,
produced in Chapter 3, to generate high cloud fractions. In addition, methods are
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developed in this chapter to visualise and quantify the bias between high cloud
fractions from MLS data and those estimated from the Aqua nadir instruments:
CERES and MODIS. To decide whether high cloud data from different A-train
instruments are consistent with one another, regional (or seasonal) discrepancies
are quantified by examining the sensitivity of high cloud fractions to uncertainties
in the upper and lower pressure range estimated for each CTP dataset. The
overlap of different high cloud fractions are then examined using Welch’s t-test
statistics, which are aggregated to each grid box to quantify the likelihood of any
bias between two different cloud data. To perform a statistical analysis, cloud-top
data was averaged both spatially over each regional grid-box and also over the 16
day time period that represents a season.
Co-located A-train data was collected as described in Chapter 3 and cloud-
top pressures (CTPs) generated for 5th - 20th April (spring), 14th - 29th June
(summer), 1st to 16th September (autumn) and 14th - 29th December (winter) all
in 2006. The average high cloud fraction was reported on a set of grid-boxes with
dimensions of 12◦ longitude by 6.5◦ latitude, with regular grid-cell dimensions of∼
725 km in the extra-tropics. Within each grid-cell approximately 64 measurement
tracks are represented of which half are ascending A-train orbits. The data was
mapped in the range 52◦S to 52◦N, the maximum range in which significant high
cloud data was reported in the CTP algorithm using MLS ice water content data.
The CTP algorithm developed in this study allocates a high cloud confidence to
the co-located nadir-sensed measurements that is classified with a 1 bit code: 1
for 100 % cloudy, and 0 for 0 % cloudy. High cloud is defined as either present
(CTP < 261 hPa) or absent (CTP > 261 hPa). This critical pressure is based
on earlier studies in Chapter 3, which show that cross-instrument comparisons
with MLS are only valid when constrained to ice clouds at these pressures. Since
MLS views along the limb it does not report information on the lower altitude
mixed and warm phased clouds that are frequently viewed at off-nadir angles
at the same locations as many high clouds. Each MLS footprint contains many
MODIS and CERES measurement points as indicated by Figure 3, where CTP
from MODIS and CERES is spatially averaged. Consideration is later given to
the error in CTP to estimate the upper and lower range of CTPs within each
MLS measurement footprint and therefore provide a likely range of high cloud
fractions.
There are two main caveats of the data sampling used in this study. Firstly,
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on an individual profile basis, a sparsely distributed set of data points are used to
report cloud statistics. The quantity of nadir measurement data used to gener-
ate statistics depends on the instrument’s horizontal sampling. For the CERES
instrument 20 − 30 measurements are co-located to each MLS profile, compared
to 60 − 90 for MODIS. Since the reported measurement grid-cell dimensions are
sufficiently large and co-location ensures that they are equal, sampling errors are
not considered as a significant uncertainty. Despite this, the irregular sampling
of high clouds within each grid-cell would produce slightly different results if the
analysis was replicated for the same regions using a different set of representative
measurements. In addition, a limited selection of data is analysed from each sea-
sonal period in 2006 that may not be representative of all years. As a result, only
broad signatures and large-scale features of high cloud fractions are discussed.
4.2.1 Estimating Cloud-top Pressure Uncertainties
Each A-train instrument that observes high clouds has errors associated with its
detection algorithm. Errors are dependent upon the vertical precision of cloud
detections, which introduce uncertainties into each CTP methodology. These
uncertainties are then combined with errors derived from instrument noise that
is received by the sensor from cloudy-sky scenes. The precision of the MLS IWC
product is determined by the noise at 240 GHz where cloud-induced radiances are
reported, whilst measurement uncertainties are also associated with the CERES
longwave calibrated radiometer. MODIS CTP errors are pre-calculated during
in-flight validation studies by Ackerman et al. (1997), King et al. (1997).
The CTP data investigated in this study are produced using different A-
train detections of various cloud properties. To calculate the differences in high
cloud fractions at each region, the individual CTP errors are examined from each
instrument. Cloud data is considered “very likely” to be significantly different,
if the distributions of CTP data given by their respective mean and standard
deviation on a regional grid-box scale do not significantly overlap. This is initially
determined from the population mean of the two correlative measurement c̄ and
d̄ each with a corresponding standard deviations (σ) where c̄ + σc < d̄ − σd for
d̄ > c̄. In the case that the two correlative data do not meet this condition they
are deemed significantly different, and a significant bias exists in their CTPs. The
likelihood of two correlative datasets being similar is quantified by the use of a
Welch’s t-test statistics, which is conducted a seasonal basis for all regional grid-
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cells equatorward of the mid-latitudes. These values are used to decide whether
high cloud data from MLS are more than 99 % likely to be different than MODIS
or CERES (Aqua) cloud data.
MODIS The errors associated with the MODIS (Aqua) cloud-top slicing are de-
tailed by Menzel & Strabala (2006) and are summarised in Section 2.3.2. Valida-
tion of the MODIS (Aqua) cloud-top algorithm was achieved by comparisons with
radiosonde moisture profiles and other remotely sensed cloud products. A CTP
root-mean-square error estimate of 40 hPa is reported in the (MYD035) cloud-top
product algorithm theoretical basis document by Ackerman et al. (1997), Menzel
& Strabala (2006). This study adopts this CTP error estimate to calculate the
likely range of high cloud fractions at each grid-cell location.
CERES There are several sources of error associated with CERES CTP esti-
mates developed for this study. Firstly the quality of the Outgoing Longwave
Radiation (OLR) data for generation of cloud-top information is assessed. A
CERES radiometer is calibrated to detect longwave photons that are emitted
from cloud, aerosols, atmospheric molecules and the Earth’s surface. Uncertain-
ties arise from estimate of upwelling irradiance (flux density) from different scene
types. For high clouds from optically thick plumes and for overcast scenes, the
root-mean-square error associated with the Single Scan Footprint (SSF) top-of-
atmosphere flux from the edition 2A algorithm8 is estimated at 6 %. This value
differs by less than 0.1 % between the land and ocean surface scene types. The
quality of the angular distribution models (ADMs) that describes how detected
radiances vary as a function of instrument viewing angle, also affects the pre-
cision of the longwave estimates that are used to estimate cloud-top pressures
for this study (Wielicki & Barkstom 1997). Further details on how the CERES
instrument functions and ADMs are discussed further in Section 2.3.
The main source of uncertainty in CTP estimates arises from our algorithm
design. Principally, the method outlined in Section 3.3.3 limits cloud-top esti-
mates to those below the tropopause, where a well-defined vertical temperature
gradient exists. In the tropics, a saturated lapse rate is associated with tropical
convection (Tompkins & Craig 1999). This enables the algorithm to function for
most cloudy-sky profiles in the vicinity of the equator, except for profiles where
8http://eosweb.larc.nasa.gov/
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convective anvil outflows are detected in the tropopause. In this case the algo-
rithm may not be able to interpolate to an MLS temperature at that MLS sensor
location. To achieve a valid study, the MLS and MODIS data at these profile
locations are also removed from the analysis. In addition, the CERES algorithm
developed in this thesis views optically thin high clouds at a much lower altitude.
This is because thin ice clouds are largely transparent to upwelling longwave ra-
diation that originates from the underlying cloud layer. Optically thin ice cloud
is characterised in a radiation budget context by an emissivity of ε << 1.0 (Fu
& Liou 1993).
As detailed in Section 3.3.3 the CERES algorithm relies upon a vertical tem-
perature profile, which was obtained from the version 2 MLS product. CERES
CTP estimates are therefore not strictly independent data; since their calculation
are subject to higher uncertainties in presence of thick cloud that arise from lim-
itations in the MLS temperature retrieval (Livesey et al. 2007). Clouds have an
unpredictable effect on the retrieved V2 MLS temperature detection, reporting
individual biases on a profile basis that are as large as 10 K within deep tropical
plumes. For these calculations, the assumption is that cloud-screening of the ver-
sion 2 temperature product data is adequate to keep these errors to a minimum,
allowing CERES data to provide additional insight into the high clouds distri-
bution and fraction. An MLS temperature input is preferred over alternatives,
since its data can be co-located to exactly the same location as CERES views
cloudy-sky emission.
MLS temperatures are used to estimate the radiant flux densities on a set of
15 levels for comparison with those observed from CERES at the same locations.
The error in this CTP algorithm is estimated on a profile basis and is given
by ∆ ζ =
√
(a2 + b2). In this expression “a” is the uncertainty in the vertical
placement of clouds in units proportional to height (ζ km) and is assessed by
the separation of reported pressure levels of the V2 MLS temperature product
i.e. a = ζ1 ± 0.5 ∆ ζ where ∆ ζ = ζ2 − ζ1. Here ζ1 and ζ2 are the adjacent
vertical co-ordinates of the MLS product in the vicinity of Tc where ζ2 < ζ1. For
data correlations, the assumption is that ζ height scale is directly proportional to
− log (κ), where κ is the CTP. This proportionality was demonstrated previously
in Chapter 3 (Figures 14 and 15). Linear interpolation used in the MLS CTP
algorithm also uses this metric.
“b” is the maximum error in ζ that results from uncertainties in the input
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of F+, the measured outgoing longwave radiation (OLR) from the CERES SSF
product. The errors from component “b” are also dependent on the local vertical
gradient in the v2 MLS temperature profile and are greatest when the environ-
mental temperature lapse rate, the rate at which temperatures decrease with
respect to altitude, is close to zero. b is largely insensitive to small errors in
the CERES measurement data F+, as the brightness temperature of the cloud
top Tc is related to in the CTP algorithm by the expression Tc = (F
+)0.25. The
errors in F+ are almost consistent for all brightness temperatures although are
higher for observations of optically thick clouds within tropical scenes, where a
6 % uncertainty is reported by Wielicki & Barkstom (1997).
MLS There are several limitations to cloud detection developed by the JPL
science team. A major factor is shadowing of microwave radiation that arise
from ice clouds whose length-scales occupy less than the separation distance be-
tween adjacent scans (Read et al. 2007). For those profiles, the detection can
be either over or under-saturated. Ice clouds with high particle concentrations
overwhelm the emission, shielding microwave emission emerging from clouds ly-
ing in the near-view of the limb before it reaches the MLS detector. In contrast,
ice clouds in the far-view often appear warmer than the space and higher atmo-
sphere that they shield, causing an enhancement of microwave detection. In this
case, the MLS algorithm reports negative cloud induced radiances and cloud ice
concentrations. The CTP algorithm in this study is therefore limited to dense
ice clouds that extend the entire length of an MLS limb. These high clouds are
associated with deep convective plumes (cumulonimbus formations), which are
the focus of this study. Cumulonimbus scenes are defined by strongly positive
IWC values exceeding a vertical mean of 5 mg m−3 between 261 hPa and 100 hPa.
This restriction avoids errors in CTPs that exist for multi-layered cloud profiles,
ensures that MLS detects high clouds above the 2 σ (95 % certainty) threshold
and that a definite single cloud-top can be identified irrespective of viewing ge-
ometry. Cross-instrument comparisons with these uniform high cloud profiles are
therefore deemed more valid.
In this study, CTP errors are calculated according to the pressure difference
between adjacent vertical levels of MLS. Clouds reported by MLS have depths
∆ κ (hPa) in the range of 20 hPa < ∆ κ < 60 hPa (Livesey et al. 2007). The error
estimates in this study assume that IWC can be resolved to within a half-interval
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of CTP± 0.5 κ. Errors also arise from limitations in the precision of the MLS ice
water content product, which are reported by Wu & Jiang (2004) as a function of
pressure. The resulting MLS CTP errors from each source were combined using
a similar analysis as described earlier in this section for CERES CTP errors.
4.2.2 Methodology for Determining High Cloud Statistics
Statistics of high cloud fraction were mapped onto a regular grid by calculating
the frequency of “cloudy” co-located footprints where the mean CTP is classified
as high, using the methods described in Section 4.2. The lower altitude bound
(maximum CTP of 261 hPa) represents the critical threshold level that interfaces
high and mid-level cloud levels. The JPL science team only report clouds at lower
pressures than this threshold e.g. Livesey et al. (2007), which are assumed to be
entirely composed of cloud ice in this method. The upper altitude bound (min-
imum CTP of 100 hPa) represents the critical threshold for MODIS cloud-top
slicing estimates to be deemed valid (King et al. 1997). CTPs below this value
from MLS and CERES are all discarded as unsuitable, since they are not con-
sistent with the limitations of the MODIS cloud-top slicing methodology. In our
analysis, the minimum high cloud fraction reported is 5 % (one contour interval).
This allows us to focus the analysis on patterns of large-scale high clouds in the
low latitudes. The threshold was carefully selected to filter out short timescale
variability in the mid-latitudes high clouds from the character of quasi-stationary
high clouds that dominate the seasonal pattern of the tropics. Smaller high cloud
fractions indicate that local ice water content detections are detected on short
timescales (of 1 day out of 16), which occur most frequency at high latitudes
as isolated systems track poleward following a tropical storm. These detections
present great inter-annual variability and are not therefore representative of the
seasonal mean high cloud fraction.
4.3 Analysis of High Clouds in the Tropics and Subtropics
4.3.1 Analysis of High Cloud Distribution Observed by A-train In-
struments
The results of our seasonal high cloud distribution investigation are displayed
by Figures 16, 17, 18 and 19. The data reveals that high clouds are more
abundant over the tropical oceans, with patterns that migrate northward during
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the northern hemisphere (NH) summer. The prevalence of high clouds over the
tropics is due to convective instability and a deeper troposphere (Tompkins &
Craig 1999). The mapping also demonstrates that regions with high cloud frac-
tions exceeding 50 % are most frequent over the tropical regions: Central Africa,
Central America and Indonesia. During the September and March Equinoxes the
mid-day Sun is directly overhead at the equator and the Inter-Tropical Conver-
gence Zone (ITCZ), a discontinuous band of high cloud, is aligned directly over
the equator. During these periods > 95 % of high clouds are detected within
the latitudes of φ < 25◦, by all three A-train instruments; MODIS, CERES and
MLS. Notable discrepancies between estimated cloud fractions are found in the
Indian Ocean and Indonesian regions (tropical warm pool). At these locations
high cloud fractions are generally the greatest, with maximum values of around
90 %.
High clouds are also detected in the extra-tropics, but are sparsely distributed
(< 5 % of global coverage) and are generally isolated. The rarity of optically
thick mid-latitude ice clouds is likely to be attributed a lower tropopause height,
restricting the prevalence of deep convection in the extra-tropics characterised
by CTP < 261hPa. During September MODIS detects a local region of high
clouds at [37◦S, 10◦W] over the South Atlantic Ocean that is resolved at just
one grid-cell location. These extratropical high cloud detections by MODIS are
prevalent during September and are likely to be synoptic type ice clouds in the
wake of large scale planetary wave displacements. Neither the MLS nor CERES
instruments view much of these high clouds above a 5 % coverage at the same
locations, indicating that MODIS tends to view more high clouds in the extra-
tropics. This is consistent with studies by Wu et al. (2008) that show a low
bias in V2 IWC product at extratropical latitudes compared to CloudSat due
to systematic errors in the MLS retrieval. These clouds are also found at the
tops of tropical storms and decayed hurricanes. On Figures 16(b) and 18(b) a
large-scale region of high cloud is observed over the south-eastern states of the
USA. These clouds arise from a dissipating tropical storm named Alberta, visible
on the Geostationary Operational Environmental Satellite (GOES) East infrared
imagery after 14th June (Franklin & Brown 2007). The tropical storm accounts
for a ∼ 5 % high cloud fraction in this region.
Another isolated region of high clouds is detected by both MODIS and CERES
































































































































































































































































































































































































































[30◦N, 90◦W] during June, whilst during September the high clouds tend to cover
a larger scale region extending from the Central American tropics. The MLS
data does not detect mid-latitude ice clouds at this location, again indicating
that MLS is more sensitive to tropical clouds.
The annual signature of high cloud reveals MODIS detections of high cloud
coverage that is approximately 10 % lower than MLS, 5.6 % for MODIS com-
pared to 6.2 % for MLS over the same seasonal period and regions. In general
the data shows a larger high cloud fraction from MLS than either MODIS or
CERES during September, 2006. These findings are in agreement with results
from Chapter 3, indicating that the scattered nature of some high cloud scenes
results in a systematic high altitude bias of 2.0 km and 4.3 km in comparison to
those from MODIS and CERES respectively.
The maximum cloud fractions detected during each season are identified by
MLS and MODIS in the same general regions of the globe. During the April
period, high clouds are detected most frequently over north Brazil, whilst during
June high clouds are highly prevalent, with a coverage exceeding 60 % in a gen-
eral band over equatorial South-America. Both the MLS and MODIS algorithms
identify these seasonal cloud features. During the September and December pe-
riod, MODIS and MLS are both in agreement that a greater high cloud coverage
is found just south of the equator, associated with the Asian monsoon. These
clouds extend from 10◦E to 100◦E, with maximum grid-cell high cloud coverage
of 65 % during September within a large-scale tropical disturbance.
Seasonal maps of high cloud fraction indicate that MLS detects more low lat-
itude clouds than either MODIS or CERES where convective plumes are most
frequently observed. In particular, data shows a seasonal dependency of high
clouds detected by MLS in the Asian monsoon region with an annual mean frac-
tion that is approximately one third greater. This data presented in Figure 16(b)
provides evidence that MLS may detect some thinner outflow cirrus, since the
atmospheric tape-recorder effect implies that higher upper tropospheric humidi-
ties succeeds the peak of the Asian monsoon (Gettelman et al. 2004, Udelhofen
& Hartmann 1995). This source of water vapour is transported around the globe
by upper level winds, with higher relative humidities detectable in the tropical
tropopause layer that are a pre-cursor to thin cirrus (Haag et al. 2003). This may
explain why during the autumn period, when Asian convective clouds are dissi-
pating, our data reveals that significantly (∼ 53 %) more high clouds are observed
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from MLS than either CERES or MODIS that exceed differences identified from
all other seasons.
4.3.2 Cross-Instrumental Statistics
Figures 20 and 21 present the covariance statistics for the presence of high cloud
on a grid-box scale, as inferred from different A-train satellite observations. The
data shows that all three instruments agree that high clouds are most prevalent
over the tropics between 30◦S to 30◦N. Correlative comparisons with MLS also
demonstrate agreement on high cloud presence in the vicinity of the tropics during
all four seasons, and the results from both validating instruments indicate that the
spring is characterised by the least tropical ice clouds, with only a 10 % grid-box
coverage by synergistic combination of MODIS and MLS high cloud data. For
comparisons of CERES with MLS, cloud fractions indicate that 11 % of regions
are confidently covered in some high cloud. All three instruments are in agreement
that the autumn period from September 1st to 16th is pronounced with a higher
frequency of high clouds. During this period 15.2 % (16.4 %) of grid-boxes are
likely to contain high clouds within the mapped region using MLS and CERES
(MODIS) data combinations respectively. For CERES and MLS comparisons the
annual mean agreement on high cloud fractions was 32.9 %. This was calculated
by dividing the fraction of grid-cells with overlapping CTP error bounds, with
the total number of high cloud grid-cells.
Welch’s t-test Statistics Further analysis on the cross-instrument consistency
of CTP data was conducted using Welch’s t-test statistics (Clarke 1973). This
is similar to the student t-test, but allows two independent samples of the same
size to be compared with unequal rather than the same variance. The use of
co-location ensures that the number of MLS, MODIS and CERES CTP data
measurements within each regional grid-cell is the same. In this study the variance
of CTP data is calculated from the error analysis described earlier in this Section.
The test assumes a Gaussian distribution of values about the sample mean of each
data. In the case of the CERES CTP methods, the main assumptions is that the
errors of the MLS temperature product reported by Livesey et al. (2007) are not
the greatest source of error in the analysis. Another assumption is that Version 2
MLS temperature retrievals are not biased, such that the spatially gridded data













































































































































































































































































































































of freedom (d.o.f.), where N is the number of regional grid-cells where MLS and
the validating instrument both report high cloud fractions exceeding 5 %. The
d.o.f. indicates the number of values in the final calculation of the statistics
that are allowed to vary. A two-tailed t-test is assessed, since no hypothesis is
made about which high cloud fraction data may be higher than the other. The
null-hypothesis was rejected if the magnitude of look-up value exceeds a 99 %
probability threshold.
In this study, the null hypothesis states that the two samples have the same
mean high cloud fraction given the unique variance of each, given that the samples
are independent of one another. Rejection of the null hypothesis confirms that
the mean high cloud fractions estimated from two specified A-train instruments
are significantly different. The sign of the t-test value informs about the direction
of bias between the two sets of data, where a positive (negative) value indicates
that the mean high cloud fraction reported by MLS is greater (lower) than the
validating instrument. The degrees of freedom and t-test results are reported for
each season and are displayed on the top of Figures 20 and 21 in red typesetting.
The results show a significant difference in high cloud fractions for most seasons,
with a (p > 99 %) bias reported between MLS and the validating instrument.
The sign of the t-test statistics are positive during most seasons, which indicate
a greater high cloud fraction is detected using MLS data than either MODIS
or CERES. This bias is most significant in the mapped statistics for September
(t = 17), when the ratio of deep blue to red grid-cells in Figures 20 to 21 is
highest. In contrast the December data shows the converse, where MLS high
cloud fractions are lower than either MODIS or CERES.
The null hypothesis was also rejected for high cloud fraction comparisons with
CERES, for all periods with exception of April where the null hypothesis is ac-
cepted. By increasing the sample size using data from multiple years, replication
of the analysis is less than 1 % likely to demonstrate that CERES and MLS cloud
fractions are consistent given the error estimates. The annual t-test value for
CERES and MLS high cloud fraction validations in 2006 was 6.95 (N = 372),
which suggests that the mean reported high cloud fraction from MLS is signif-
icantly greater than CERES (p > 99 %). In contrast, for comparisons between
MODIS and MLS, the results indicate that the null hypothesis was accepted for
half the seasonal periods during 2006. The overall mean t-test value was 15.29
(N = 498), an overall rejection of the null-hypothesis, supporting the case that
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MODIS high cloud fractions are significantly greater than MLS. As a final test,
the CERES and MODIS cloud fractions were analysed to test the null hypothesis
that their means are significantly different. The results demonstrate that our
method for generating CERES and MODIS high cloud fractions produces results
that are broadly consistent (t = 0.49, p < 99 %), and the null hypothesis was
accepted. This result is consistent with warm CTP biases reported by MODIS
and CERES in contrast to MLS reported by Figures 14 and 15 in Chapter 3.
The bias is likely to be due to differences in the viewing geometry of MODIS and
CERES instruments, which allows warm cloud data to be reported whilst more
trust is provided by MLS measurements that reports data only on high clouds.
Seasonal Cycles in High Cloud Fraction To examine whether the seasonal
cycle in high cloud fraction is consistently monitored, regional data was combined
to give a single value for each period using cloud-top pressure data from three
A-train instruments: MODIS, CERES and MLS. From this data, estimates of the
high cloud fraction for each season are refined by synergistic combination. The
high cloud fractions for each period are displayed by Figure 22, assessed by the
mean regional grid-box high cloud fraction, equator-ward of 52◦ using the data
presented in Figures 16 to 18. Each instrument detects high cloud properties using
different frequencies and with different algorithms that convert their respective
measurements into cloud-top pressures. Despite this, their co-located data shows
striking similarities even though the previous results from Figure 20 to 21 show
no in agreement on an individual grid-box level, on average they agree reasonably
well.
A quantitative comparisons of seasonal high cloud coverage from the MLS,
MODIS and CERES A-train instrument are presented in Figure 22, revealing a
broad cross-instrument consistency. In particular, the vertical error bars in blue
and red indicate the agreement between high cloud data from CERES and MODIS
(Aqua) data broadly consistent, since their two independently measured values
present standard deviations that coincide with one another (i.e. they present
significant covariance). The A-train instruments report the most disagreement in
the September period, with 6.5 ± 1.5 % high cloud coverage observed by CERES,
yet a significantly larger 10.4 ± 1.3% from MLS. This is in agreement with our
findings from Section 4.3.1 that indicate that a larger portion of thin high clouds
may form during the dissipative stages of the Asian monsoon, which MLS is more
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Figure 22: Bar chart indicating the percentage high clouds by averaging A-train high cloud
fraction data within 12◦ × 6.5◦ in the latitude range from 52◦S to 52◦N using 16-days of co-
located satellite data for each. The analysis presents the data mean and expected measurement
range in a colour coded fashion with bars and lines respectively in blue (MODIS), red (CERES)
and green (MLS). The figure also indicates the synergistic combination of the data to produce
a collective mean and standard deviation, as annotated in text for each seasonal period. The
mean and range of this combined value is indicated by the dashed-dot and black vertical lines
respectively.
sensitive to. In general the data presented by Figure 22 indicates that CERES
and MODIS generally observe less high clouds than the MLS instrument in 2006,
which is consistent with the overall positive sign observed by the earlier Welch’s
t-test scores.
The horizontal black lines of Figure 22 show the mean seasonal high cloud
fractions by combining the three A-train data; MODIS, CERES and MLS by
weighting each CTP mean by 1 ∆ κ, where ∆ κ represents the errors in CTP for
each dataset. A requirement for synergistic comparisons of this kind is a minimum
of three independent data, to make any refinements valid. These seasonal mean
high cloud values reveal more high cloud during September 2006, represented by
8.6 ± 1.8 % of regional grid-cells in the latitude range 52◦S to 52◦N, again con-
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sistent with the tropical monsoon season. During the spring and winter periods
of April and December 2006, the number of grid-cells containing high clouds are
consistently lower with cross-instrument means of 5.1 ± 1.2 % and 3.9 ± 1.8 %
respectively. The results demonstrate that CERES OLR data is closely linked
to the regional patterns of high clouds during different seasons across all the
four seasons of 2006 that is consistent with MODIS instrument. MODIS CTPs
are deemed the most trust-worthy, since they are provided by the NASA GSFC
product development team and report the lowest errors of all three datasets.
By combining this trio of A-train data, the confidence in the seasonal pat-
terns in the high cloud fraction is increased. The uncertainty in these estimates,
indicated by the black error bars on Figure 22 using a combination of MODIS,
CERES and MLS data is just ± 1.5 %. Uncertainty in the representation of high
clouds could be reduced further through an increase in the quantity and quality
of coincident measurement data from a variety of different sources - such as by
the inclusion of CloudSat and CALIPSO A-train data. In general, the data in-
dicates that future improvements in the quality of high cloud measurements are
generally needed to help refine our estimates for input into global weather and
climate models.
4.4 Discussion / Conclusions
4.4.1 MODIS High Cloud Detection
Consistency in the definition of CTP is essential to make valid comparisons with
MLS. The study in this Chapter compares high clouds over the same regions
by averaging co-located data. This allows us to conduct a statistical analysis of
high cloud fractions. CTPs were estimated from MLS and CERES using different
methods and so introduce considerable sampling bias, as confirmed by our results
both in this chapter and Chapter 3. Co-location reduces the sampling errors, by
examining the same locations at a similar time, but cannot account for differences
in instrument geometry. Viewing geometry strongly influences the detection of
non-uniform and smaller scale high clouds, as surface and low level clouds are
viewed by nadir instruments that are not detected by MLS. It is foreseeable
that without careful spatial co-location of MODIS data, the sampled region of
atmosphere may be strikingly different to that observed across the narrow FoV of
MLS. There are also errors associated with MODIS cloud-top retrievals algorithm,
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since unlike estimates using CERES OLR data they do not depend upon the
vertical structure and composition of cloud.
This study indicates that whilst MODIS views more mid-latitude ice clouds
than MLS, it reports smaller high cloud fractions in the low latitudes. As a result
MODIS reports significantly less high clouds during the year of 2006, a result that
is consistent with CERES and is most pronounced during the autumn when the
Asian monsoon is dissipating. During this period the tropopause relative humid-
ity in this region is at its peak, so thin cirrus is more likely to form. Differences
between the reported MLS and MODIS high cloud fraction may be attributed to
the higher sensitivity of MLS to thin high clouds that frequently surround trop-
ical convection. The fraction of high cloud detected from MLS was found to be
44 % greater than MODIS. The inability of MODIS to detect the uppermost high
clouds may in part be a consequence of invalid measurements of cloud-tops in the
vicinity of a temperature inversion that characterises the dynamical tropopause.
This is a result from the design of the MODIS CTP algorithm that bases its
calculations on radiances viewed at infrared and shortwave window bands that
are highly sensitive to the cloud-top brightness temperature.
4.4.2 CERES High Cloud Detection
The method for calculating CTPs from CERES assumes that the MLS tem-
perature profile, from which CERES brightness temperatures are referenced to,
are accurate and the dataset does not exhibit any systematic bias for cloudy
scenes. The CERES detection methodology demonstrates a significant covari-
ance with MODIS data, although the high uncertainties associated with gener-
ation of CERES CTPs make its data a poor choice for synergistic combination.
The results from Figure 22 show that there is considerable discordance between
cloud-top data, with CERES detections much lower than MLS and reporting a
range of values that are mostly outside the A-train mean of high cloud fractions.
In agreement with MLS CTP data, September data from CERES exhibits the
highest fraction of all observed high clouds at 6.8 ± 1.2 %, in agreement with the
seasonal high cloud cycle observed by MODIS and MLS.
There are many assumptions to the CERES algorithm presented in this study.
The black-body approximation used to calculate brightness temperatures can only
be valid for deep convective clouds, since small perturbations to the upwards
flux of thermal radiation from low altitude emission causes large errors in the
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estimate of a suitable CTP. This warm bias is presented in the results of Chapter 3
Figure 15. It is worth noting that CTPs are subjective and are perhaps not
the best way to demonstrate consistency between different A-train cloud data.
Further work needs to be undertaken to establish the link between MLS IWC
detections and CERES OLR.
4.4.3 MLS High Cloud Detection
The regional MLS high cloud patterns are in general keeping with remotely sensed
observations derived from the Aqua instruments; MODIS and CERES, as demon-
strated by synergistic comparisons. MLS also captures the main features and
distribution of high cloud successfully with few large-scale regions of high cloud
that are undetected by either the CERES and MODIS algorithms.
There is a general agreement between large-scale regions of high cloud detected
by MLS, MODIS and CERES are consistent during all four seasonal periods dur-
ing 2006. The results indicate that the grid-cell locations with the maximum
high cloud prevalence are close to the equator and commonly occur at longi-
tudes around 90◦E, 30◦W and 60◦W, irrespective of season or instrument. These
regions of the globe are associated with quasi-permanent clusters of deep cumu-
lonimbus type convection. In the extra-tropics, ice clouds are often detected less
successfully.
4.4.4 Overview
High cloud mapping in this chapter shows that MLS high cloud distribution
shows a general consistency with other cloud-top measurements, with the benefit
of its highly vertically resolved measurements of ice water content. Its signifi-
cantly higher fractional coverage of reported high clouds tends to indicate that
the limb-viewing instrument is more sensitive to high altitude tropical cirrus than
either the MODIS and CERES nadir sensors. As the MODIS CTP and CERES
OLR measurements are sensitive to surface temperature they cannot easily de-
tect clouds in the vicinity of the cold-point tropopause that is characterised by
an inversion layer. Microwave limb-sounding instruments therefore offer a much
better sensitivity to the upper troposphere than infra-red nadir-sounders. Since
climate predictions depend upon valid representation of high thin cirrus for cal-
culations of the top-of-atmosphere radiation budget - emission from the cloud in
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the cold-point tropopause can result in significant reductions in the flow of outgo-
ing longwave radiation leaving the Earth’s climate system. The seasonal nature
of the high cloud consistency provides tantalising evidence to support the case
for enhanced MLS detection of thin anvil outflow clouds that emanate from deep
tropical convection, which are more prevalent during the autumn period due to
higher relative humidities in the tropopause region following an influx of moisture
from the Asian monsoon in the preceding summer.
The study in this chapter attempts to minimise differences in viewing geom-
etry between nadir and limb-viewing instruments by undertaking cloud compar-
isons of equivalent sampling area. This is achieved by averaging of CERES and
MODIS data over the larger horizontal footprints of MLS. In addition, the nature
of the A-train ensures that the same high clouds are observed at approximately
the same time. Despite this co-location process, previous investigations in Chap-
ter 3 indicate that scattered cloud within a limb footprint can allow instruments
to view lower clouds when observed from above, which may introduce a high
pressure bias in the horizontally averaged nadir-sensed data. A caveat is there-
fore introduced to ensure that only high clouds are monitored (p < 261 hPa).
Indications from the seasonal variability in the consistency of the comparisons
indicates that a dynamical feature, such as large-scale circulation or convection,
affects the consistency of high cloud data during the autumn sampling period
(1st to 16th September, 2006). This feature is likely to result from low-latitude
vertical wind shear that leads to a higher prevalence of thinner cirrus following
the Asian monsoon season.
Further validation of the ice water content product with operational data, such
as from the European Center for Medium-range Weather Forecasts (ECMWF),
would be needed to confirm whether MLS views additional thin cirrus that is
not currently reported for numerical weather prediction models. The study also
highlights the need for improved horizontal resolutions of limb-sounding data.
Comparisons with current limb-sounding measurements, such as with HIRDLS
(Aura) multi-spectral radiance data, could be used to ensure that differences
in viewing geometry cannot be attributed to differences in high cloud fraction.
Future validations between MLS IWC and the HIRDLS Ice Water Path data
product described by Gille et al. (2011), could confirm whether MLS is able to
detect thin cirrus. This validation may explain the apparent autumn bias in
MLS high cloud fraction over the Asian Monsoon compared to nadir detections.
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HIRDLS data could also provide a positive alternative to the use of CERES OLR
data, whose uncertainties are enhanced due to its broadband radiometers.
Since MLS detections are proves proficient in monitoring high clouds in the
extended low latitudes (equatorward of 35◦) the IWC product is useful for specifi-
cally estimating the coverage of tropical convective clouds and their anvil outflow
cirrus in these regions. Future high cloud mapping would benefit from a multi-
level and synergistic approach to make best use of a wealth of cloud-top and
interior data. These improved climatologies of high clouds could provide a mod-
ernised update to those currently reported by Rossow & Schiffer (1999).
Later in this thesis, studies will calculate the outgoing longwave radiation
emerging from tropical high cloud scenes using a radiative transfer model, with a
suitable input from the ECMWF, MLS atmospheric gas retrievals and cloud mea-
surements. This will identify areas of improvement for future satellite detections
in the presence of low latitude high clouds. Some detailed case studies of these
high clouds will also aid the identification of several interesting characteristics of
high clouds and their representation in climate models.
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5 Longwave Radiative Transfer through Low
Latitude Anvil Clouds
5.1 Introduction
One of the main uncertainties in our prediction of future climate arises from dif-
ferences in the model representation of ice particles within low latitude convective
clouds. A wealth of data is now available from Earth Observation System satellite
instruments that provide more detailed and accurate information on high clouds.
The observations can provide more adequate representations of the microphysical
ice particle properties and large-scale physical processes involved in the formation
and maintenance of high clouds. Detailed Earth Observations of high clouds are
therefore essential to enable accurate simulations of cloud feedback responses in
General Circulation Models (GCMs) (Lohmann & Roeckner 1995, Solomon et al.
2007). Furthermore, a deeper understanding of low latitude high cloud processes
such as; their influence on stratospheric dynamics, interactions with aerosols and
their role in the hydrological cycle, has large societal benefits (Seidel et al. 2008).
In this chapter, comparisons are made between the observed and estimated
outgoing longwave radiation (OLR) using coincident data. The study focuses
on the longwave (LW) energy transfer through tropical ice cloud scenes that are
difficult to monitor due to their short life-cycle. This study is unique, as it under-
takes valid comparisons of cloud properties in conjunction with radiation budget
measurements by using coincident A-train observations. The analysis of this
co-located data allows the wider climate science community to refine model esti-
mates of LW energy transfer. Earlier studies in Chapter 4 indicate that tropical
ice clouds are well detected by Aura Microwave Limb Sounder instrument. This
study initially shows, using coincident Clouds and the Earth’s Radiant Energy
System (CERES) Single Scanner Footprint (SSF) data, that these high clouds
exert a strong longwave radiative forcing on climate. Representations of tropi-
cal clouds in climate models can be improved by better descriptions of regional
circulation patterns and the dynamical, chemical and radiative coupling between
the stratosphere and troposphere (Holton 1995).
A study by Stevenson et al. (2006) highlights the importance of correctly rep-
resenting stratosphere-troposphere exchange (STE) that occurs most frequently
at the tropics, since an influx of ozone into the troposphere exerts a relatively
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long-lived positive forcing on our climate (Solomon et al. 2007). Reductions in
the stratospheric ozone concentration also have adverse impacts on health, allow-
ing dangerous levels of ultra-violet electromagnetic radiation to reach the surface
(Randel et al. 2006). Much of the measured stratospheric ozone is produced at
low latitudes where intense solar radiation causes photolysis of oxygen molecules.
Ozone is then transported poleward by the Brewer-Dobson circulation (Goddard
Space Flight Center Retrieved Jan 2012). Future change in tropical dynamics
can therefore alter the global distribution of stratospheric ozone, since increases
in humidity can lower its concentration.
Tropical Mesoscale Convective Systems (MCSs) are a major element of the
global circulation system, since they account for much of the precipitation and
latent heating within the low latitudes (Cetrone & Houze 2009). MCSs are cloud
systems that consist of a collection of supercell “thunderstorms”, which produce
a region of precipitation exceeding 100 km in horizontal scale, with lifetimes of
several hours or more. The character of these systems makes them ideal for
detailed analysis using A-train satellite data. Within the MCS cores, deep and
moist convection of plumes containing water and ice hydro-meteors frequently
overshoot the tropopause cold-point with a vertical circulation that is partially
driven by convective overturning (Cetrone & Houze 2009). It is both valuable to
understand the effect of MCSs on the tropical hydrological cycle and to improve
our representations of STE processes Seidel et al. (2008).
Past studies reveal a high frequency of thin clouds detected by the Cloud Pro-
filing Radar (CPR) of the Aura CloudSat instrument that are attributed to anvil
outflow clouds (Cetrone & Houze 2009). These ice outflows extend outward at
altitudes between 14 and 20 km and extend several hundred kilometres outward.
Outflow cloud form when ice cloud at the top of the convective anvil is swept
horizontally due to strong vertical wind shear in the proximity of the tropopause.
In this chapter several features of tropical clouds are explored. These include
the spatial variability in atmospheric greenhouse gases, cloud composition; and
physical processes such as atmospheric motion, temperature and longwave energy
transfer. All these components together characterise the atmospheric dynamics
and conditions that are present in different tropical and sub-tropical atmospheres
where high clouds form most frequently.
The features annotated (1) and (2) in Figure 23 indicate the main high clouds
that will be identified in this study, which are both are associated with deep
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tropical convection. This study focusses on the identification of anvil cirrus (f)
where warm convection “d” prevails. In contrast, isolated cirrus (e) is often
thinner and therefore more difficult to measure and locate, generally formed at a
distance from convection by an unknown mechanism (Jensen et al. 2001, Lee et al.
2009). Feature (1) describes the bulk properties of ice clouds that form directly
at the top of deep tropical convection, whilst (2) indicates the adjacent outflow
cirrus swept outward laterally from its top that is generally much thicker than in-
situ cirrus e.g. Lee et al. (2009). High clouds are found either side of a boundary
point “f”, with the postulation that their bulk properties are distinguishable from
each other.
Previous studies of tropical atmospheres indicate that deep convection, and
the strong LW radiative cooling associated with these scene types, may be par-
tially counteracted by neighbouring subsidence (Sun & Lindzen 1993). Strong
subsidence is found where the water vapour (WV) concentration is much lower
than its surroundings, allowing more thermal energy to escape to space by lower-
ing the local greenhouse effect. Other studies show that the vertical and horizontal
variability of WV and thin cirrus in the vicinity of the tropical tropopause layer
(TTL) both play a significant role in the LW radiation budget (Trenberth 1998).
There is a general consensus that variability in these upper tropospheric (UT)
components exhibit a much greater impact on the longwave transmission to space
than low cloud and moisture (Jensen et al. 1996, Boehm et al. 1999, Hartmann,
Holton, Fu et al. 2001). In addition, thin cirrus can result in a weak LW radiative
cooling if it overlies a convective anvil e.g. point “e” on Figure 23. In contrast,
thin cirrus in the absence of an anvil may result in a modest warming (Jensen
et al. 1996, Boehm et al. 1999, McFarquhar et al. 2000).
In this chapter, the goal is to identify structural features of high clouds in
the vicinity of the tropopause and relate these to physical and chemical features.
Several pieces of data are analysed to provide a more complete picture of the low
latitude atmosphere that include: ice water content (IWC), potential tempera-
ture, WV and ozone from version 2.2x MLS data; liquid water content (LWC),
vertical motion from assimilated European Center for Medium-range Weather
Forecasts (ECMWF) ERA-Interim data; and OLR and longwave radiative heat-
ing rates (LW HRs) simulated from the Atmospheric and Environmental Research
(AER) Rapid Radiative Transfer Model (RRTM) code Version 3. Data from the
MLS instrument is used to perform accurate RT calculations for selected high
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Figure 23: Vertical cross-section of model convective atmosphere, showing structural formations
of convective scenes in coloured shading and their associated dynamical features as marked by
black arrows. On the left, ice clouds are shown “d” that reach the tropical tropopause by free
convection and are then swept out laterally as anvil outflows across a midway point “f” over a
region of subsidence. This formation represents a region of mature or intense convective with
cloud that extends from the top of the boundary layer into the tropical tropopause layer (shaded
in grey) by over-shooting. The neighbouring subsidence is associated with shallow low level
warm clouds “b” that are either located below or just above the boundary layer. Icy interior
of high clouds are indicated by the pale blue colours, which are located within the mid to upper
troposphere “d”. Liquid (warm) clouds associated with convective clouds droplets are shaded
in pale red / pink “a”, whilst mixed-phased clouds are indicated by deep blue “c”. A second
scene-type is identified, on the right, where thin cirrus form in-situ as isolated thin cirrus “e”
outside of deep convection or within a region of weaker or developing convection without an
anvil. This case is shown on the right of the schematic. Two neighbouring and distinct high
cloud scenes are marked (1) and (2), which are the focus of our studies.
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cloud profiles in the tropics.
Two case study profiles are were selected that pass equatorial high clouds,
which are discussed further in Section 5.2.1. The advantage of the MLS instru-
ment over other space-borne instruments is its limb scanning geometry. This
allows the instrument to provide precise data on several greenhouse gases, tem-
perature and IWC, with a high sensitivity above the mid-troposphere, and a
higher penetration depth through clouds layers than many instruments with a
nadir-viewing geometry. It is first demonstrated how by the use of co-location,
valid comparisons of the measured and simulated OLR can be made for the same
high clouds. To achieve this, CERES data is examined at the same time and
location as LW energy transfer calculations that are performed using MLS data
inputs.
The OLR and radiative cooling rates are examined across a broad range of
tropical and subtropical latitudes using MLS, CERES and ECMWF data for
the suitable choice of case studies in Section 5.2. A method is also detailed
for the selection and running of a RT model for the simulation of LW energy
flow. The following analysis then examines the general features of low latitude
circulation processes, and chemical and physical anomalies that are associated
with high clouds. The distribution of ozone in the presence of deep convection is
also explored, to investigate the role of local dynamics on STE. The results and
associated errors are discussed in Section 5.3. Discussions and general conclusions
from the case study analyses are then presented in Section 5.4.
5.2 Methodology
5.2.1 Local Studies of High Clouds and the Radiation Budget
In this study two curtain plots are examined to assess the ability of the cloudy-sky
RT model to detect the general characteristics of cumulonimbus type clouds over
the extended low latitudes. The validity of these comparisons is aided by the use
of co-located Outgoing Longwave Radiation (OLR) measurement data from the
CERES (Aqua) SSF data product. CERES data was co-located for each MLS
measurement point using the method described in Section 3.2.1. In addition,
the characteristics of the atmosphere are explored in the presence of ice particles
that contribute to LW radiative cooling, vertical motions and potential temper-
ature anomalies both in the stratosphere and troposphere. To investigate STE
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mechanisms, ozone is mapped over the same region and is used as atmospheric
tracer. For the same case studies, WV is used to locate the likely locations of thin
anvil outflows, where the reported absolute humidities are often higher than the
surrounding atmosphere. Each case study examines high clouds that are viewed
along satellite tracks of equal length, with measurements that are centred about
the equator on 19th September, 2004.
The two case studies differ considerably in the extent of deep convection cov-
ering the low latitudes from 25◦S to 25◦N. Previous studies in Chapter 4 indicate
that MLS identifies high clouds of the Inter-Tropical Convergence Zone (ITCZ)
that are consistent with both the Moderate-resolution Imaging Spectroradiometer
(MODIS) and CERES (Aqua) instruments during 2004. This study focusses upon
the character of these tropical clouds to aid our understanding of the feedback
processes that control the El Niño Southern Oscillation (ENSO) and monsoon
rains described in Section 1.5.2. For each study, the properties of the air mass
surrounding the high clouds are examined in an attempt to discern the physi-
cal and chemical properties that are characteristic of convective ice clouds. This
study also explores the possibility of developing methods to discriminate thin
high altitude cirrus from convective ice clouds, and to estimate the LW cloud
radiative forcing (CRF) of each.
5.2.2 Running the Radiative Transfer Model
Atmospheric and Environmental Research RRTM LW Model A full
description of the AER code attributes and its function in our cloudy-sky radiative
transfer calculations are discussed in Section 1.6. MLS (Aura) data is used as the
main source of input in this study, since it is reported at the same locations as
ice clouds. The version 2 MLS data products used for our calculations include:
temperature, ice water content (above the mid-troposphere), water vapour, ozone,
nitrous oxide and carbon monoxide. Carbon dioxide input is assumed to be well-
mixed throughout the entire troposphere, with a volume mixing ratio of 370 ppmv
that is representative of the September 2004 study period. Since no warm cloud
data is reported by the MLS, suitable inputs are provided for p > 261 hPa using
ECMWF data, as justified in Section 2.4. The ECMWF Re-Analysis (ERA)
interim product provides liquid water mixing ratios (kg kg−1) that must first be
converted to liquid water content (LWC) values using the method described in
Section 5.2.4. LWC must also be co-located to each MLS measurement footprint,
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a process that is discussed further in Section 5.2.3. The AER RRTM input for
surface emissivity is represented by a uniform value of 0.98, as also adopted by
Borbas & Ruston (2011). Further studies would be needed to represent the local
emissivity over the land and ocean surfaces.
A factor of 0.27 was applied to the IWC data, which was found to effectively
reduce the mean bias between the RT model outputs and co-located measurement
data from CERES. The exact cause of the bias is unclear and there may be a
combination of factors at play such as; the parameterisation schemes e.g. Acker
et al. (1996), Iacono et al. (2000), optical coefficients adopted by the CCM3 in
the RRTM, a general cold bias in the MLS temperature data in the presence
of thick cloud, or a high altitude bias in MLS data that is consistent with our
cloud-top pressure comparisons in Chapter 3. An iterative scheme was devised
to systematically select different IWC factors to minimise the mean difference
between the estimated OLR produced by the radiative transfer model and direct
measurements undertaken at the same locations. The iterative scheme was per-
formed for 100 MLS sensor positions in the extended low latitudes i.e. for profiles
equatorward of 35◦. The effect of ice water content measurement uncertainty on
the RT inputs was also factored accordingly at each reported level, although ice
water content data presented in Figure 27 present values directly from the version
2 IWC product.
The AER model required inputs of heights z[k] that divide each model layer,
although measurements from MLS and ECMWF are reported on pressure levels.
To resolve this input issue, coincident data from the Version 2 MLS temperature
product was used to calculate the density of each layer m using the expression
( ¯ρ[m] = (ρ[k] + ρ[k + 1])/2). Heights of each model level are then computed from
the surface upward, using the hydrostatic approximation given in Equation 15 to
iterate from level k to k + 1 with the initial condition of k = 0 at the surface.
Equation 15 demonstrates how the rate of pressure decreases with respect to










) = −ρd[k] g (15)
Longwave Radiative Heating Rates The local longwave radiative heating
rate (LW HR) can be visualised by first considering a stack of 14 cuboid volumes
that each represent a model of MLS inputs on 12 levels per decade. The surface
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layer extends from 1000 hPa to 825 hPa, with along-track and across-track lengths
in accordance with the MLS field-of-view at 240 GHz. The RRTM LW computes
the transmittance (χLW) to the top of the highest model level, which is located
at p = 56 hPa (z ∼ 20 km). Together these cuboids comprise that atmospheric
profile, with the approximation that each 3-d volume of atmosphere can be treated
as horizontally averaged 2-d profile for treatment in RT calculations i.e. with only
an upward and downward varying profile. Each cuboid has sides of [x, y, z], which
possess lengths of [7 km× 300 km × 4 km] that correspond to the across-track,
along-track and vertical levels of the version 2 cloud ice water content product
provided by the NASA JPL Science team (Wu et al. 2008). Each cuboid of air has
a nominal temperature (T ) and pressure (p) and density ρd averaged between the
layers boundaries, contains the five main absorbing gases (CO2, H2O, O3, N2O,
CO) and may also contain cloud particles. LW HRs (HLW) were calculated by
the AER RRTM code and output on the same set of model layers (m) as the RT
model inputs.
The interpretation of radiative heating rates is described in Section 1.4.3. The
magnitude of the LW HR is partially governed by the ambient air temperature at
the mid-point of each atmosphere layer m that lies between the levels k and k + 1
where z[m] = (z[k] + z[k +1])
2
. LW HRs also depends upon the LW transmittance
averaged over the upward hemisphere χLW, which considers all slanting paths.
The vertical gradient in transmittance is referred to as the atmospheric weighting
function. When the weighting function ( δ χLW(z,∞)
δz
) is at its maximum, the heating
rate is more sensitive to small changes in temperature. In contrast, when the
weighting function is low the temperature of a layer has a much smaller effect on
the magnitude of the HLW.
Outgoing Longwave Radiation The outgoing longwave radiation (OLR) was
calculated by the AER RRTM LW model for each co-located MLS profile, by
reading the longwave radiation output for the upper-most model level (p = 56 hPa
or ∼ 20 km). The following analysis assumes that this represents a suitable top-
of-atmosphere value. The modelled OLR was then compared with data from the
FM3 CERES (Aqua) product that reports OLR at the same locations. Measure-
ment data from the CERES (Aqua) instrument in the rotating azimuth plane
(RAP) mode was used to validate the modelled OLR, whose mode of operation
is discussed in Section 2.3.2. RAP data was preferred, since its data presents a
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higher density of surface measurements in the centre of the track than for the
cross-track scanning mode, as indicated by Figure 9 in Chapter 2. Its measure-
ments are therefore more spatially coincident with MLS, allowing more of its data
to be co-located and therefore leading to more valid comparisons.
5.2.3 Co-location of Liquid Cloud Data from ECMWF
Additional information is required to obtain a more complete picture of the warm
clouds located in the mid to lower troposphere (LT) and for radiative transfer
simulations of the longwave energy budget. The choice of this data that is de-
scribed in Section 2.4 and forms the input for the first 6 layers of the RRTM input
i.e. p > 261 hPa (z ∼ 9.33 km). The ERA-interim product described in Dee et al.
(2011) and reports both liquid water mixing ratios and vertical motions that are
discussed later in this Chapter. ECMWF data was interpolated to the same set
of pressure levels as our MLS inputs, spanning the surface to 261 hPa. The ver-
tical model levels in the RRTM model need not be regularly spaced throughout
the column, however they must remain consistent for each atmospheric input. A
regular vertical grid ensures that ECMWF data can be effectively combined and
inter-compared with MLS products at the same pressures.
To maximise the spatial coincidence between ECMWF and MLS data inputs
the measurements were co-located. Observation times were compared to identify
the 6 hour data segment of ECMWF data that covers the same sampling time as
MLS. ECMWF re-analysis data is reported for numerical weather predictions and
so a daily coverage of assimilated data comprises datasets at 6 hourly intervals
(detailed further in Chapter 2). As a consequence, a t < 3hrs temporal offset
exists between MLS and ECMWF compared to t < 0.15hrs between co-located
Aura and Aqua data. As clouds often evolve on short time scales, horizontal
variability in ECMWF data may not be directly associated with A-train data
features, whilst it provides a good indication to larger scale atmospheric features
without the need for further analysis of A-train data.
To combine data in the most valid manner, gridded ECMWF data was co-
located over a 0.7◦ by 1.4◦ (1 by 2 grid-cells) in the longitudinal and latitudinal
orientations respectively about each MLS sensor point. The process of co-location
reduces the ECMWF data products to a ∼ 100km2 grid that is broadly consistent
with the MLS instrument. As a consequence ECMWF data is used to analyse
the larger scale features of circulation and warm clouds in the tropics, such as the
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free convection and bands of subsidence associated with the tropical circulation.
Vertical wind tendencies were also obtained from the same data product, to gain
a clearer picture of the dynamics associated with tropical ice clouds. This data
was co-located using the same method as for LWC.
5.2.4 Calculation of Liquid and Ice Water Paths
To perform accurate RT calculations for cloudy-sky profiles, the RRTM code
required inputs of liquid and ice water paths (IWPs). The IWP is defined as
the integral of the ice water content (IWC), through the depth of an ice cloud
layer (Heymsfield et al. 2003). This was based on data from the version 2 IWC
product described in Livesey et al. (2007). To convert the cloud inputs into the
correct format it was necessary to determine the thickness of each model layer
(m = 0, ... 14). Model layers are separated at 12 levels per decade, with the surface
layer m = 0 located at 1000 hPa > p > 825 hPa. The top model layer m = 14 is
located at 68 hPa > p > 56 hPa. The cloud water paths (CWP [m]) in g m−2 were
then calculated using the inputs of CWC (CWC[m]) in g m−3 at each tropospheric
model layer using Equation 16. The values produced by Equation 16 consist of
LWC for warm clouds that is input between layers m = 1, ... 5, whilst model
layers m = 7, ... 14 comprise of IWC within high clouds. The transition layer
between upper-troposphere ice clouds and liquid clouds (layer m = 6) assumes a
50 % contribution from ECMWF ERA-Interim liquid water content and version
2 MLS IWC data.
CWP [m] = CWC[m] × (z[k + 1] − z[k]) (16)
The total column of the RT model uses inputs on 15 levels (k) from 1000 hPa
to 56 hPa where k = 1, ... 15 represent the 12 per decade MLS levels. To calculate
the thickness of each layer, it was necessary to determine the boundary altitudes
of z[k + 1] and z[k]. The thickness of each model level was calculated by the use
of the hydrostatic equation, whilst the mean layer density (ρ[m]) was determined
using the ideal gas equation using version 2 temperature data from MLS. Using
an iterative scheme, the altitude at level k was calculated using Equation 17, with
the boundary conditions of z(0) = 0 m and z[k] > z[k + 1].
z[k + 1] =
p[k + 1] − p[k]
−ρ[m] g + z[k] (17)
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5.3 Case Studies of two A-train Satellite Passes
Two case studies are presented in this chapter to identify reinforcing similarities
in the general character of high clouds and their associated atmospheric features
in the extended low latitudes. The analysis follows on from studies in Chapter 4,
which identifies more extensive high cloud coverage over the Asian monsoon dur-
ing September and a distinct region over the equatorial Pacific that is marked
by a discontinuous band of high clouds in a less defined and rather discontinuous
region of the inter-tropical convergence zone. These case studies offer a more
detailed insight into both these regions and will explore, by examining bias be-
tween the modelled and measured OLR, whether the MLS can successfully detect
features of thin high clouds in addition to the anvil clouds of tropical convection.
Case studies were selected that show both a large dynamic range in OLR and
at least one well-defined region of high clouds around the equator-line. The first
case study, referred to as case study c1, reveals high clouds centred at 10◦N of
the equator over the east Pacific Ocean. The tropical Pacific is examined during
the daylight hours at 23:15 to 23:35 UTC approaching from the south, whilst the
Southeast Asian clouds (case study c2) are viewed at night-time from a descending
half-orbit of the A-train at 19:05 to 19:20 UTC. During this period the CERES
and MLS instruments both observe regions of tropical convection centred around
1000 km north of the Equator. The suppressed OLR in this region of high clouds is
marked by the light blue to purple coloured measurement points that correspond
to CERES (Aqua) FM3 OLR values below 200 W m−2 in Figure 24.
A second case study c2 examines a section of atmosphere where the humidity
and high cloud coverage indicates a much broader Hadley cell, with widespread
deep tropical clouds associated with the late monsoon season. The variability in
OLR related to these high clouds is presented by Figure 25. Case study c2 was
selected as it identifies an interesting feature of high clouds over the same low
latitude band, which is more widespread in nature rather than isolated. Whilst
both case studies highlight a general region of convection detected by both the
MLS and CERES instruments, c2 presents a scene with a large range in the OLR
of 100 to 280 W m−2. Travelling southward, the CERES instrument views a small
region of high clouds at 31◦N, with the main section of high clouds extending from
18◦N to 8◦S later in the Aqua satellite pass.
Both studies locate the high clouds of the ITCZ centred between 5 and 12◦N of
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(c1)
Figure 24: Mapped CERES (Aqua) footprint from the FM3 instrument (Single-Scanner Foot-
print (SSF) product) operating in the rotating azimuth scanning mode. Figure shows an equa-
torial satellite pass on 19th September, 2004 from 23:15UTC to 23:35UTC during the daylight
hours. A red line indicates the centre of the A-train surface track over the Pacific Ocean. The
black dashed lines indicate the longitude and latitude grid-lines at 3.75◦ and 10◦ intervals respec-




Figure 25: Mapped CERES (Aqua) footprint from the FM3 instrument (SSF product) operating
in the rotating azimuth mode for an equatorial satellite pass on 19th September, 2004 from
19:05UTC to 19:25UTC during the night-time hours over the Indian Ocean and Southeast
Asia. The red line indicates the centre of the A-train surface track where MLS and CERES
measurements are compared. The black dashed lines indicate the longitude and latitude grid-
lines at 2◦ and 10◦ intervals respectively, whilst the solid black line indicates the equator-line.
The black arrow shows the direction of orbital motion.
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the equator, marked by a pronounced band of convective clouds associated with a
local minimum in the measured and simulated OLR. Three more deep plumes are
visible on Figure 27 of case study c2 than c1 over the same along-track distance,
indicating more active free convective that takes place west of the dateline that
is consistent with our knowledge of the Walker Circulation pattern described in
Section 1.5.2.
Points marked “e” and “f” on the measurement data and LW HRs of Fig-
ures 27 to 31 identify the same features as in Figure 23 to help characterise the
physical and chemical conditions for each. There are two additional points of
interest marked. The letter “g” is a direct indicator of where minimum long-
wave radiative cooling rates are found within the dense cloud, based on the AER
RRTM LW output analysed in Section 5.3.4. Points marked (h) indicate the plau-
sible locations of stratosphere-troposphere intrusions that are diagnosed from v2
MLS water vapour measurements are discussed further in Section 5.3.6. The
slanted lines on Figures 26 to 31 marked at MLS profile positions 3410 − 3413
(case study 1) and 2797 − 2800 (case study 2) indicate the postulated locations
of upper troposphere - lower stratosphere (UT-LS) exchange, appearing adjacent
to overshooting moist convection. These features are identified by relatively dry
atmosphere that is identified by MLS water vapour profiles and are discussed
further in Section 5.3.6.
5.3.1 Comparisons of OLR Measurements and Simulations
Figure 26 (c1 and c2) presents co-located comparisons of the high clouds and
along-track OLR variability associated with the ITCZ. On the left-hand ordinate
of Figure 26 a reverse scale is used for OLR, as lower values result from deeper
tropical convection that extends to higher altitudes. Where the red and grey
coloured bands overlap, the modelled and measured OLR demonstrate a general
consistency within those co-located footprints of MLS.
Measurements of cloud ice are plotted along-side longwave radiation budget
measurements from CERES. The analysis in Figure 26 (c1) shows a region of
depressed OLR in both the CERES measurements and RT simulated data that
extend the MLS profile positions i = 3410 to 3418. Case study c2 shows several
peaks and troughs in the along-track OLR that is associated with clouds, with a
noticeable region of discrepancy in the modelled OLR (F+) at i = 2813, ... 2822 in




Figure 26: Figure shows the outgoing longwave radiation (OLR) measured and modelled dur-
ing two A-train satellite passes. For case study c1 the A-train satellites travel northward for
the ascending half orbit, whilst (c2) shows a southward scan during the night-time. OLR is
calculated using AER RRTM LW (version 3) that is fed by MLS (Aura) data and ECMWF
liquid water composition data and is shown by the open blue circles. The red shaded overlay
corresponds to the RT calculation error from uncertainty in v2 MLS IWC. CERES (Aqua) SSF
measurements of OLR are indicated by the black crosses, with a grey shaded underlay area in
accordance with the standard deviation in OLR within each co-located MLS point. The black
long-dashed and dotted lines indicate the respective values when CERES OLR is averaged at
along-track distances of 50 and 500 km about each MLS tangent point. A solid black vertical
line indicates the position of the equator.
of F+obs = 300 to 280 W m
−2. Despite the lower prevalence of high clouds that
extend through case study c1, the root-mean-square of the model-measurement
error is comparable with c2 at ∼ 25 W m−2.
The analysis of OLR over the mapped region shown by Figure 26 (c1 and
c2) reveal that co-located CERES OLR measurement data show a depression
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associated with tropical high clouds just north of the equator that is consis-
tent with the broader along-track view presented in Figures 24 and 25. In
these regions OLR is typically ∼ 100 W m−2 lower in our case studies than
measured at 5 degrees to the north or south in the surrounding atmosphere.
The lower OLR in these regions is largely attributed to the positioning of the
Inter-tropical Convergence Zone (ITCZ), described in Section 1.5.2. Figure 26
shows a vertical cross-section of modelled and measured OLR across the centre
of the same sections of atmosphere and reveals a similar picture. In case study
c1 modelled (mod) outputs of OLR reach a minimum at profile position 3413
(F+mod[3413] = 115 ± 5 W m−2), with CERES reporting a nearby minimum at the
adjacent MLS profile of F+obs[3414] = 150 ± 30 W m−2 at the adjacent northerly
profile. In general agreement, case study c2 presents modelled and observed val-
ues of OLR that reach a minimum at MLS profile 2800. In contrast, data from
Figure 26 (c2) indicates a sharper along-track gradient in OLR on the northerly
edge of the curtain plot, which is likely to be due to a clear patch in the low to
middle level clouds around profile i = 2792. The results are in agreement with
studies by Fueglistaler et al. (2009) that identify a distinct transition in the height
of the tropical tropopause between its low over regions of subtropical subsidence
in the northern hemisphere (NH) to its high at the tropics.
Figure 26 (c1 and c2) also explores the possibility of two different co-locations
to produce a minimum and maximum possible coincident set of CERES OLR
measurement data. One is spatially averaged within MLS sensor footprint with
an along-track length (y) of ± 50 km, whilst another assume at y = 500 km. The
two outcomes presented are shown by the black long-dashed and dotted lines
indicate how uncertainties in the MLS footprint size impacts upon comparisons
between CERES and MLS data. The data reveals maximum uncertainties of
∼ 15 W m−2 equatorward of 20◦N. Outside of the tropical plume far smaller co-
location uncertainties are present, particularly where CERES and MLS are shown
to be consistent. For these profiles, indicated by overlapping shades grey and red
on Figure 26, co-location errors are less than ± 5 W m−2. This study focuses on
a high cloud pass covering the extended low latitudes, so the RT model input
errors (red shade) is not representative of the average global atmosphere.
In case study c2, the magnitude of the co-location errors are largest at point
i = 2790, using the spatially averaged CERES OLR measurements of y = 50 km
and 500 km. The OLR data shows that this cloud “window” is rather isolated
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with F+obs(y = 50 km)−LWobs(y = 500 km) = 20 W m−2. The low variance in
F+obs in this region indicates a gradual transition between two contrasting scene
types with strikingly different longwave emission. It is more likely that any
convective outflow clouds would be detectable at i = 2794, ...2796, as the gradient
in OLR with respect to the A-train satellite orbit is most sharp. The data in
Figure 26 (c2 and c1) both suggest a large model - measurement offset of F+mod −
F+obs ∼ 50 W m−2 at MLS profile positions at the edge of tropical convection. The
data therefore indicates that significant bias and random errors may arise from
longwave radiation budget calculations in the vicinity of the tropical plumes and
their convective outflows.
There are also small uncertainties in the RRTM LW simulation of OLR rela-
tive to line-by-line RT calculations of 0.30 W m−2 averaged over all atmospheric
scenes (Iacono et al. 2000). The results from our study, based on the earlier
analysis of data from Figure 26 (c1), indicate that these errors are likely to be
overwhelmed by uncertainties in the quality of MLS input and the uncertainties
involved in co-location of CERES OLR measurements. Later in this Chapter
our data shows that much of the variability in OLR can be attributed to upper
tropospheric water and high clouds, so RT calculations depend critically upon
their accurate input.
The red shaded region of RT modelled OLR in Figure 26 shows the v2 MLS
IWC uncertainties reported by Wu et al. (2006). Three sets of LW RT calcu-
lations were performed; one for the lower (IWC[i] + 1 σ), mean (IWC[i]) and
upper (IWC[i] + σ) thresholds values, where IWC[i] represents the reported
MLS IWC at point i. The resulting uncertainty in the OLR output (ε) is then
given by ε F+[i] = F+max[i] − F+min[i], where the subscripts represent the maximum
and minimum likely values of OLR. The resulting red vertical range on Figure 26
indicates that uncertainties are smaller (ε F+mod < 10 W m
−2) where the OLR is
lowest i.e. from 5 to 15◦N where tropical clouds are present. In contrast, un-
certainties up to 35 W m−2 are present for optically thin high cloud scenes. The
results indicate that RT model is highly sensitive to thin high altitude ice clouds,
whilst are most valid for studies of tropical plumes than for their adjacent out-
flows. The converse is true when examining errors from the co-location of CERES
measurement data, with a maximum uncertainty of ε F+obs > 65 W m
−2 over the
same regions, indicating a large horizontal variability in OLR. These errors over-
whelm instrument errors that result from calibration and measurement noise of
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the CERES radiometers, which report small RMSE in the order of 3 W m−2 over
the tropical oceans (Currey & Green 1998).
For this case study our RT analysis is able to simulate the magnitude of OLR
within the bounds of 85 % (36/41) profiles using data input on liquid and ice
clouds, the main absorbing gases and atmospheric temperature. The large error
bars within the central plume represent the range of CERES OLR observed within
the selected co-location region. Localised clusters of scattered high cloud can be
totally bypassed by the narrow MLS limb scan, though by extending the along-
track length-scale for our co-located analysis it is more likely that a representative
cross-section of this ice cloud will sampled. The main discrepancies between
the model and measurements arise at the edge of the tropical plumes, in the
postulated regions of anvil outflow and subsidence at profile positions i = 3405
to 3406 and i = 3411 ...3413. The MLS instrument does not detect any ice clouds
in these regions; however CERES measurements indicate a substantial amount
of variability of ε F+obs > 35 W m
−2 at the same location that is likely to be the
result of scattered high clouds.
There is a sharp contrast in both the measured and modelled OLR in both
case studies that is likely to be associated with the contrasting scene-types viewed
either side the high cloud edge. At these points uncertainties in the horizontal
positioning of high clouds are apparent. Whilst both the modelled and measured
OLR report the largest along-track gradient in the same general locations, at
MLS profile positions 3410 < i < 3416 in case study c1 and 2794 < i < 2799
(c2) they are offset by up to 1 MLS profile position in each direction. As a re-
sult, the largest discrepancies between the modelled and observed OLR occur at
these locations, with F+mod − F+obs differences of ∼ 60 W m−2 at i = 3412 and
∼ 45 W m−2 at i = 2796 that result from this along-track offset. This finding
highlights the importance of close spatial and temporal comparisons of high ver-
tical resolution and accuracy for studies of high clouds. Later studies must allow
for these uncertainties when identifying the division point between tropical high
clouds indicated by points marked “f” on Figure 23.
MLS data offers no detailed knowledge of the LT, where low to middle level
cloud and WV influences the magnitude of OLR. The detections in the UT must
be combined with LT data to obtain a full representation of the LW radiation
budget. ECMWF LWC data offers some detail on low clouds that enables us to
refine our RT simulations. The inclusion of LT data, and its implications for our
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high cloud characterisation, is discussed in further detail in Section 5.3.5.
Errors Associated with Co-located Comparisons of Clouds The data
in Figure 26 present a very good relative comparison between simulated and
observed OLR. There are several discrepancies however between model and mea-
surements in the presence of high clouds, which are thought to arise from uncer-
tainties in their position. These are investigated further using a larger sample
of co-located data in Chapter 6. Accurate estimates of the cloudy-sky radiative
forcing calls for improvements to instrument spatial resolution for future space
observations of cloud. High quality composition data is required for input into
the RRTM to provide reliable estimates of the longwave radiation budget, whilst
the parameterisation of ice particle size and shape distributions in the model also
impact cloudy-sky calculations. In particular, the RT model neglects the effects
of LW scattering that may be significant for calculations within thick high cloud
profiles that contain ice. Improvements to the parameterisation of ice particles
within high clouds may be aided by detailed co-located comparisons to test the
validity of each scheme against direct observations.
It is apparent from Figure 24 and 25 that the narrow field of view of MLS
results in an atmospheric dissection that may not be representative of the entire
high cloud system. Positioning uncertainties may occur as clouds move orthogo-
nal to the A-train track i.e. off-track placement errors. Since MLS and CERES
measurements are undertaken up to 10 minutes apart, this could account for sev-
eral kilometres of misalignment. These uncertainties are however less significant
than in the extra-tropics where a zonal jet-stream drives low pressure systems
and their associated clouds. Small across-track offsets are generally only rele-
vant for scenes dominated by scattered and small-scale high clouds (less than
25 km across), where they could plausible impact upon the quality of co-located
comparisons.
5.3.2 Links between Potential Temperature and High Clouds
Both case studies show high clouds that are located between the equator and
20◦N , that are characterised by IWC > 36 mg m−3. Three deep convective clouds
are detected by the MLS instrument through the northward cross-section (Fig-
ure 27 c2). These are found at profile positions i = 3411, 3412, ... 3414, 3417 with
pronounced OLR signatures associated with subsidence in-between these plumes.
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The CERES measurements of OLR indicate a rather continuous decrease in OLR
towards the dense icy centre of the tropical cloud at profile 3411 where the aver-
age IWC exceeds 45 mg m−3 across the limb scan. In contrast to c1, case study
c2 shows a more extensive region of high clouds characterised by shallower con-
vection at i = 2784, ... 2789, where IWC is less than 20 mg m−3. Both studies
reveal significant anomalies in the potential temperature field in the presence of
mid-tropospheric clouds that point to small-scale intrusions, with a horizontal
length-scale of x ≤ 150 km, where cold-dry air from the stratosphere mixes into
the troposphere from above.
The solid red isentrope on Figure 27 (c1) represents the θ = 350 K surface,
which is aligned almost parallel to the pressure surface in the vicinity of the
tropopause boundary. In the presence of high clouds a local dip (i = 3413)
on the p = 150 hPa level indicates a modest cool region, with a +2 K anomaly
relative to the mean for case study c1, just to the north of the deep convection at
profile 3412. Case study c2 also shows an overall peak in the θ surface associated
with warm convection, which also presents a characteristic dip. At the limbs of
the convective cell, the UT air possesses a much lower potential temperature.
As a result, the θ = 345 K isentropic surface is located on a pressure level of
p = 316 hPa, compared to p = 147 hPa within the centre of the tropical plume.
The θ = 345 K surface demonstrates a distinctive warm anomaly at the location
of the deep ITCZ convection in both case studies, as high mass concentrations of
cloud ice and WV provide a source of latent heating.
Studies by Holton & Gettelman (2001) indicate that the temperature pro-
file of the stratosphere is characterised by a large static stability that extends
from the tropopause upward. The data in Figure 27 indicate that the result-
ing increase of potential temperature, a result of decreasing pressure and a weak
environmental temperature profile, causes the observed large LW radiative cool-
ing anomalies discussed in Section 5.3.4 that tend to increase in magnitude from
−2.0 < LWHR < −0.5 K day−1 from 100 hPa to 68 hPa. Further examination of
the v2 MLS temperature data also indicates that temperatures are above 228 K
(−45◦C) at p = 316 hPa where the input into the RRTM LW code assumes mixed




Figure 27: “Curtain plots” showing the measured ice water content (IWC) from the EOS MLS
instrument for the same case study as Figures 26 to 26. The curtain plot indicates the potential
temperature field by black contours labelled at 5K intervals up to 360K and 10K intervals for
higher values. A solid red isentrope indicates the 350K surface. MLS v2 IWC is contoured
at intervals of 4mgm−3 with a range indicated by the lower colour bar. Points marked “e”
indicate the postulated locations of thin cirrus outflows, “f” shows the likely location of anvil
outflow cirrus, “g” indicates the location of maximum longwave cooling, whilst “h” and the
slanted line highlight the dry air intrusions from the stratosphere.
5.3.3 Links between Water Vapour and High Clouds
Figure 28 reveals a high saturation of the tropical troposphere near the ITCZ
relative to the extended low latitudes to the north and south. Within the tropical
plumes, WV concentrations ([WV ]) are often an order of magnitude higher than
the sub-tropics at [WV ] > 10 mg m−3 at 261 hPa at MLS profile indices i =
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2791, 3413, 3416. MLS WV appears to be positively correlated with high clouds,
with more frequent icy plumes indicated by Figure 27 (c2) in contrast to c1
that is attributed to the broader band where raised water vapour concentrations
above the surroundings are found up to 200 hPa in the location of plumes that
extend in the extra-tropics. Locally, at the top of deep convection marked “f”,
the water vapour concentration exceeds regional average at pressure levels up to
150 hPa. This is associated with vertical transport of water vapour within the
vertical columns of convection. The data also shows that the convective clouds
associated with the ITCZ are noticeably broader in Figure 27 (c2) than c1 that
appears to be associated with higher absolute humidities in this region. The case
studies show that the [WV ] = 2 mg m−3 (light blue to dark green) surface in the
low latitudes is ∼ 100 hPa higher in Figure 28 (c2) than c1, based on 40 profiles
in each case-study. The enhanced low to mid-tropospheric moistening is also
associated with more defined drying of in measurement profile from 150 hPa to
100 hPa, associated with the cold temperatures of the tropical tropopause layer
(TTL).
Past studies by (Sherwood & Dessler 2001) indicate that nearby circulation
may provide a steady supply of water vapour to these relatively cold regions
that enables the sustenance of high relative humidities required for in-situ high
clouds. At points marked “e” on Figure 28 the vertical gradient in water vapour
drops off readily with increasing altitude up to 150 hPa, with largely homogeneous
concentrations of 0.5 to 2 mg m−3 in the TTL. It is plausible that a balance exists
between sedimentation and evaporation to maintain a narrow layer of thin ice
cloud in these regions, which is not detectable by MLS.
An interesting feature shown by Figure 28 (c1) is that the WV data shows a
more defined tropopause boundary than case study c2, which may provide more
favourable conditions for the formation of outflow cirrus that emanates from deep
convective plumes. The sharper transition between the two atmospheric layers
also indicates an inhibition to cross-tropopause transport. This is in agreement
with the findings from Chapter 4, which indicate that the high clouds of the
autumn ITCZ are much more widespread over Southeast Asia than other tropical
regions.
Some relatively drier air detectable in the MLS WV product in the vicinity
of convection are postulated to be the result of stratospheric air intrusions and




Figure 28: “Curtain plots” showing the measured water vapour (WV) from the EOS MLS
instrument for the same case study as Figures 26 to 29. WV concentrations are contoured on
16 logarithmic levels with a rate of increase of 3 per decade according to the divisions on the
lower colour bar. Annotations refer to the description in Figure 27
(c1) indicate a subsiding air mass that is likely to be part of the compensatory
overturning of the tropical convective cells. These mesoscale dynamics associated
with convective cells appear to be a frequent occurrence of the tropics, appearing
also in case study c2. The advection of cool and dry air from the stratosphere
into the troposphere vastly reduces the local greenhouse warming by reducing
the absolute humidity and by the clearance of ice clouds. Studies by Forster &
Shine (1999) also indicate that water vapour entering the stratosphere from the
troposphere is important to the radiative energy budget and a plausible cause of
stratospheric cooling.
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Errors associated with MLS Water Vapour Measurements Uncertain-
ties in the MLS WV detection in the presence of thick high clouds are difficult to
remove by screening, as described in Section 2.3.1, however a larger scale study
with numerous co-located profiles could feasibly be used to describe their bulk
properties. Co-located averaging of different MLS data products cannot always
ensure spatially coincident measurements, as each has a different along-track res-
olution. Notably, the v2 MLS water vapour product has approximately half the
vertical and horizontal resolution as the IWC product at 261 hPa of 1.5 km and
200 km respectively.
Livesey et al. (2007) also indicates that a known systematic bias exists in the
V2 MLS detection for volume mixing ratios > 500ppmv with occasional erroneous
low mid-tropospheric values found in the tropics of < 1ppmv. This documented
artefact may account for the apparent intrusion of dry air from the stratosphere
into the tropical troposphere in the presence of deep convection. Further detailed
studies are required to examine whether the WV anomalies reported by the v2
MLS data product result in a general bias or artefact in the modelled longwave
radiation through direct comparisons with co-located CERES measurement data.
5.3.4 Links between Longwave Radiative Heating Rates and High
Clouds
Figure 29 (c1 and c2) LW HRs on a curtain plot for the same case study introduced
in Section 5.3. To examine the character of the ITCZ in further detail the general
features of the data are analysed in the context of earlier findings. Figure 27 high-
light the main components of the general global circulation system. The absence
of high clouds and low WV concentrations in the sub-tropics result in relatively
low LW HRs in the UT, indicated by negative values of |HLW| < 1 K day−1 i.e.
indicating modest longwave radiative cooling. Whilst in the lower stratosphere,
the dominant source of LW radiative cooling is from low concentrations of WV.
Figures 29 (c1 and c2) show dry slots in the posterior of the high cloud de-
tection at MLS points i = 3414 and 2801. These features may be a result of
MLS measurement error known as “shadowing”, a process whereby absorption
in the near-view block the microwave signal from penetrating from the tangent
point to the receiver is known as shadowing as described by Read et al. (2007).
Case study data indicates that these anomalies only occur for dense ice clouds.




Figure 29: “Curtain plots” showing the simulated longwave heating rates from the AER
RRTM LW version 3 radiative transfer code. Coloured contours are shown at -0.13, -0.25,
-0.50, -1.00, -2.00, -4.00, -8.00, -16.00, −32.00Kday−1) based on the lower colour scale for
the same case studies as Figures 26 to 29, with annotations according to the description in
Figure 27.
deep ice plume, which Figure 27 suggests is characterised by IWC > 36 mg m−3.
A significant dry anomaly does not occur in the data at i = 2787 behind a less
pronounced plumes of ice clouds, of IWC < 24 mg m−3. An extended co-located
analysis is undertaken in Chapter 6 to determine whether or not comparisons
between measured and modelled OLR can shed light on these features and the
plausibility of stratospheric intrusions in the vicinity of deep convection.
Figure 29 (c1 and c2) are both are in general agreement that the strongest
longwave radiative cooling rates are found in the mid-troposphere (600 hPa > p >
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400 hPa) of up to −8.0 K day−1 and also at (200 hPa > p > 150 hPa) above the
maximum ice concentrations of high clouds. Interestingly, the LW cooling rates
are almost neutral within the interior of thick clouds or very moist air, an obser-
vation that arises from radiative cooling that is shielded by weak transmission to
space in these regions of the tropical cloud scene. Relatively large rates of LW
radiative cooling may be maintained within convective plumes by a compensating
process that opposes the rate of radiative cooling. This is based on the assump-
tion that shortwave (SW) absorption is an order of magnitude smaller than LW
absorption within optically thick cumulonimbus (Harries 2000, Hartmann, Moy,
Fu et al. 2001, Hartmann & Larson 2002). The AER output indicates that the
strong longwave cooling to space that dominates aloft of high clouds may be
intensified by the presence of any dry intrusion.
Whilst the MLS v2 ice water content product does not currently detect thin
in-situ cirrus, longwave radiative cooling rates shown by Figure 29 (e) that char-
acterise near-neutral longwave radiative cooling rates of HRLW > −0.3 K day−1
in the tropical tropopause layer (TTL) where past studies by Jensen et al. (2001)
implies it may form. The TTL is a non-distinct boundary that exhibits both
properties of the troposphere and stratosphere, which is defined by Fueglistaler
et al. (2009) as the bound 150 hPa > p > 100 hPa in the extended low latitudes.
The observed longevity of in-situ cirrus, existing on timescales of up to 1 day e.g.
(Fueglistaler et al. 2009) and radiative stability must be required during both the
day and night-time period. As a result, a hypothesise is made that the simulated
near-zero points in the LW HRs at these regions are attributed to isolated thin
cirrus, marked “e” on Figure 29. Interestingly, the stability of these heating rates
in Figure 29 within the TTL are notable in both case studies (day and night)
and are almost independent of the variability in tropospheric water vapour con-
centrations outside of deep convection plumes. Any other conditions would lead
to unstable temperatures that would readily lead to either evaporation or sedi-
mentation. These high cloud features in the LW HR data tend most often extend
outward from the convective plumes.
Past studies by Jensen et al. (1996) indicate that radiative heating of these
clouds may lead to diabatic uplift, by a process known as cloud lofting. The
ice that is evaporated during this heating is replenished through freeze drying,
whereby water vapour is removed by deposition in low relative humidities and
strong horizontal winds. Figure 29 also shows a −0.3 K day−1 LW radiative cool-
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ing in a postulated region of subsidence as indicated by the black slanted lines. At
these regions a strong horizontal (along-track) gradients are observed in the rate
of LW radiative cooling within the TTL. Further examination of these intrusions
is discussed in Section 5.3.6.
Errors associated with RRTM Longwave Heating Rates There are sub-
stantial RT model errors in the simulation of LW radiative cooling in the strato-
sphere. The average maximum stratospheric LW HR error is 0.27 K day−1 com-
pared to lblrtm calculations for RRTM LW (Clough et al. 2005). Errors in the
simulated LW HRs also arise from the chosen number of measurement input
layers, as inferred from Equation 1 in Section 1.4.3. Since the RRTM model cal-
culates LW HRs using the LW transmittance between neighbouring model layers,
significant uncertainties arise at the model slab boundaries. As a result, the two
layers at the top of the co-located profiles (68 to 82 hPa) and at the bottom (1000
to 825 hPa) are subject to large inaccuracies and are not scientifically useful.
The data shows that MLS IWC detections also carry significant uncertainties
that dominate the error in the output of OLR, as indicated by the red shaded on
Figure 26. LW HRs in the presence of high clouds should also consider sampling
errors. Since the LW HR error of the AER RRTM LW output scales closely with
that of the speculated thin tropical cirrus, marked at points “e” on Figure 29
it is difficult to locate these high clouds on a case study basis. This could be
tackled by examination of a large number of cases to produce a population mean
or their errors minimised using co-located synergistic cloud data from many other
independent observations.
5.3.5 ECMWF Vertical Motion and Liquid Water Content Data
Figure 30 (c1 and c2) show the positioning of warm clouds and their associated
vertical wind tendencies for the same curtain plot area examined in Figures 24
to 27. ECMWF Re-Analysis interim (ERA-interim) data was used for this anal-
ysis, which was co-located to each MLS profile by the method described in Sec-
tion 5.2.3. Figure 30 presents the underlying liquid water clouds that underlie
a region of deep tropical convection with a LW heating rate minimum (marked
“g”) at 200 hPa > p > 150 hPa. Data from the curtain plot c2 (Figure 30) indi-
cates enhanced warm convection over the Asian monsoon compared to tropical
Pacific, with 26 profiles where liquid water clouds extend to the mid-troposphere
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compared to just 7 in case study c1.
(c1)
(c2)
Figure 30: “Curtain plots” showing the assimilated ECMWF ERA-interim liquid water content
(LWC) data and vertical wind tendency in Pa s−1 co-located to the same MLS sensor locations
as data presented from the same case studies in Figures 26 to 29. The LWC in mgm−3 is
contoured on 16 logarithmic levels with a rate of increase of 3 per decade according to the
divisions on the lower colour bar. The lengths of the vertical arrows indicate the strength of the
vertical motion relative to the scene maximum, whilst the arrows point toward the direction of
motion. Lettering and the black slanted line refer to the descriptions in Figure 27. Additional
letters “q” and “s” indicate the case study maximum ascent and descent rates of the co-located
ECMWF ERA-interim vertical wind tendency respectively.
Adjacent to large-scale deep convection, shallow regions of cloud are present
, i.e. below the proposed anvil regions marked as “f” on Figure 23. Within
these zones, the descending branch of the cumulonimbus plumes is dominated
by slow descent of air from latent cooling (hydro-meteor evaporation within sub-
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saturation air) and falling cloud particles (with vertical motions less than particle
fall speeds) that suppresses moist ascent and increases the stability of the envi-
ronmental temperature profile. In agreement, the liquid and ice water content
data indicates that high cloud formations are almost entirely absent with warm
clouds largely confined to the lower troposphere. This is indicated by liquid
water content (warm clouds) in Figure 30 that extend 1000 hPa > p > 600 hPa
at 10 − 25◦N in c1 and 15 − 25◦S in c2, which is frequently associated with
subtropical high pressure zones.
The length of the vertical arrows in Figure 30 indicates that the maximum
relative vertical wind tendencies from the ECMWF ERA-interim data product
described in Section 2.4. The maximum vertical ascent and descent in both
curtain plots are marked by the blue letters “q” and “s” respectively. For case
study c1 (Figure 30) these are indicated within a region of mid-troposphere.
In this case study, the lower level subsidence is located at MLS profile positions
i = 3422, ... 3423, with a peak in vertical tendency centred at 250 hPa and marked
“s”. The MLS WV and ECMWF liquid water content data (Figures 28 and 30)
both indicate a transition in tropopause chemistry in this region that is likely to
be due to the northern hemisphere sub-tropical jet-stream. It is noted therefore
that the ECMWF vertical wind tendencies reported here may not be trustworthy,
since small absolute uncertainties in the horizontal motion of this jet-stream may
lead to large errors in the assimilated vertical motion from ECMWF. A region
of strong descent marked “s” is noted in the lower troposphere where MLS IWC
detects an overhead deep icy plume. This is perhaps due to broader neighbouring
subsidence that compensates for locally confined ascent, which is therefore better
resolved than the upward motion we commonly associate with deep convection.
The ECMWF data appears to better resolve large-scale circulations, such as those
associated with the Walker circulation.
For case study c2 in Figure 30, the ECMWF data indicates that the maximum
relative vertical descent “s” is also found within a column of thick ice cloud iden-
tified in Figure 27 that is associated with deep convection, again suggesting that
the ascent associated with tropical convection is more localised than its neigh-
bouring subsidence. This has implications for weather and climate predictions,
calling for the need of down-scaling to correctly resolve tropical cloud processes.
The ECMWF ERA-interim data again indicates that the maximum ascent in Fig-
ure 30 (c2) is found near a transition point in liquid and water composition data,
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suggestive of a link between vertical motion and the sub-tropical jet-stream lo-
cated at 10◦S in the southern hemisphere. In both case studies maximum implied
vertical ascent from the ECMWF is located at 300 hPa > p > 100 hPa within the
tropopause layer.
The results presented in Figure 30 demonstrate that optically thick clouds that
extend as high as p = 350 hPa are often associated with ice clouds aloft, confirm-
ing that ECMWF and MLS are both viewing the same clouds in broadly the same
region of atmosphere. Features in the data reinforce one another, since the MLS
ice water content product is not currently assimilated into numerical weather pre-
diction models and is therefore independent of the ERA-Interim ECMWF liquid
water content product used in our analysis. The analysis also demonstrates that
strong along-track gradients in LWC also exist at the edge of tropical plumes. Be-
low point “e” at profile i = 2815 (case c2), at the OLR maximum, it is apparent
that LWC is only present in the lower model layers from the surface to 600 hPa
(3 km), with little vertical motion present within the atmospheric column. The
absence of high clouds in this region is likely to be associated with the presence
of a Pacific high pressure system that increases atmospheric stability and inhibits
convection. The character of case study c2 also presents a shallow layer of low
clouds between profiles i = 2814 to 2817 that coincide with a maximum in the
measured and simulated OLR over the Indian Ocean.
At the location of deep convection, presented by icy plumes on Figure 27,
warm clouds are reported by ECMWF at MLS profile positions with vertical
wind tendencies that extend upward to the mid-troposphere. In spite of a clear
link between vertical motion and warm convection in the lower atmosphere, it is
worth noting that high vertical winds above the middle troposphere (p < 261 hPa)
are often reported by the ECMWF within many of the smaller scale ice plumes.
Convection to the far north (LHS) of curtain plot Figure 30 (c2) does not coincide
with any significant ascent in the ECMWF data, perhaps due to the up-scaling
of ECMWF to the coarse spatial resolution of the MLS data.
Within the regions of deep convection, where dry intrusions are visible, strong
vertical wind tendencies are often reported by ECMWF. Specifically, at profiles
i = 3413 to 3414 and i = 2787 to 2798 where LWC locally exceeds 10 mg m−3.
Within the depths of warm clouds the vertical wind is generally stronger here,
with a noticeable region of intense subsidence centred at profile 3420 that coin-
cides with a column of drier air in troposphere on Figure 30. Strong subsidence
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acts to dry the air by an adiabatic (katabatic) thermodynamical process, as cool
and dry air from the UTLS displaces the warmer and moister air below.
Subsidence usually takes place in a stable atmosphere that is characterised by
the dry adiabatic lapse rate of d T
d p
< 2.5 × 10−3K Pa−1 at p = 261 hPa. The MLS
v2.2x data indicates a near-neutral static stability in the TTL region, consistent
with the findings of Fueglistaler et al. (2009).
5.3.6 Stratospheric Intrusions and Evidence of Cross-Tropopause Ex-
change
The mechanism for entrance of moisture into the stratosphere at the tropics is
important in the understanding of stratospheric chemistry and circulation (Ran-
del et al. 2006). In particular, the maintenance of vertical motions within tropical
convection provides a dynamical forcing for the poleward transport of both mois-
ture and ozone e.g. Goddard Space Flight Center (Retrieved Jan 2012). The data
in Figure 29 (c1 and c2) show two locations where stratosphere air appears to mix
with the troposphere. These regions are indicated by the black sloping lines and
labelled “h” at their intersection with the tropopause. The dynamics in these
regions indicates a stratosphere-troposphere exchange (STE) process, which is
diagnosed by cross-tropopause transport of high altitude water vapour (an atmo-
spheric tracer). The MLS measurement WV data presented in both case studies
by Figure 28 show that dry slots of air characterised by [WV ] ≤ 0.5 mg m−3
with reported retrieval errors in the order of 30 % (Livesey et al. 2007). These
WV concentrations are more typical of the stratosphere; appearing in the WV
data to extend 4 km across the tropical tropopause (p ∼ 100 hPa) into the mid-
troposphere to p ∼ 250 hPa. Water vapour concentrations are much higher at the
neighbouring MLS profile positions at ∼ 2 mg m−3. Deep plumes of high cloud
are also detected by MLS at these regions, as shown by Figure 27.
MLS WV data presented by Figure 28 highlights at least one proposed STE
in each case study, occurring only where deep tropical convection is present.
These are located at MLS profile 3411, with perhaps a smaller scale subsidence
at i = 3413 in c1. Whilst in c2 only the northerly most plume at i = 2788
reveals a dry-slot in the MLS WV data. Not all ice clouds show these features,
notably with three small-scale convective plumes detectable at i = 2785 and
2789 in c2 around 25◦N no significant dry-slot is detectable in the MLS WV
data. Since these dry slots in the WV data are only visible in thick ice clouds,
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they may only be a tropical feature. The plume is only identified by a single
MLS profile, so convective ascent is very local in nature. Due to the localised
nature of cumulonimbus, it is plausible that isolated stratospheric intrusions occur
throughout the tropical atmosphere that is not measured by the MLS due to its
narrow field of view.
The MLS WV data in Figure 28 indicates that stratospheric air at these
positions either has negative buoyancy or is forced to descend by a neighbouring
convective cell. It is plausible that the STE may be the result of freeze-drying
upon heterogeneous deposition of WV on the surface of ice crystals (Jensen et al.
2001). The local drying of the air that results from freeze-drying at the top of
convection may lead to isolated pockets of negative buoyancy, exchanging with
the moist air of the upper troposphere. Downward motion may also be generated
in the vicinity of the tropopause by falling ice crystals, with a mean terminal
velocity that outweighs the ascent generated by latent heating and free convective
ascent. In either case, for the freely convective atmosphere to experience drying
at its top the vertical mass flux of WV must be outweighed by the rate of ice
deposition and fall-out.
The ECMWF vertical wind tendency data presented in Figure 30 show maxi-
mum downward motion where ice clouds extend to the tropopause (points marked
n). Interestingly, case study c2 shows downward motion that extends throughout
the entire tropospheric column, whilst in c1 descent is confined to the low to
middle troposphere (p > 500 hPa) with apparent ascent aloft. This is most likely
a consequence of the broader region of high clouds in c2 compared to c1 (Fig-
ure 27), whose dynamics are better spatially resolved. As a result, a larger sample
of co-located data is required to support any link between MLS ice detections and
UT winds.
In case study Figure 28 (c1) the dry intrusion is located aloft of deep tropical
convection, which crosses the cold point tropopause at points “h”. Initial tracing
calculations indicate that adiabatic cooling associated with the descending strato-
spheric air mass at the dry adiabatic lapse rate (−9.8 K km−1) over a depth of
4.5 km would result in a +44 K increase in temperature, whilst conserving much
of its moisture in the process. A deformation of the isentropic surface is therefore
also an indicator of vertical motion, inferred by changes in the rate of potential
temperature increase from the tropical tropopause layer into the stratosphere.
Whilst the θ = 350 K surface (maroon line) on Figure 27 (both cases) indicates a
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significant pool of warm air above deep convection, a similar feature is not seen
at the θ = 360 K surface that would indicate STE. This is possibly due to the
localised effect of the exchange process, which is not spatially resolved by the
MLS. In addition, the rapid evaporation of ice crystals as the relative humidity
with respect to ice is lowered is likely to result in entrainment of the dry tongue
of air, with additional mixing within the warm and moist ambient air of the
neighbouring convection.
The horizontal length-scale of the intrusions must scale closely with the MLS
IWC along-track resolution ∼ 300 km, since they only occur for a single MLS
profile. The intrusions also appear to be aligned off-vertically in the direction of
A-train satellite orbital motion, as indicated by the gradient of the slanted line
in Figures 26 to 31. Since there is a low level convergence of moist air into the
tropics from higher latitudes, a slight equatorward tilt may be expected. This
may indicate a small horizontal mis-alignment in the MLS WV product in the UT
that is level dependent. More detailed studies are needed to confirm this finding.
Later in this thesis the effect of cloud shadowing on anvil cirrus detection is
investigated, to assess the influence of measurement error on radiative budget
calculations.
MLS measurements of water vapour and ice water content indicate that deep
convection penetrates the tropopause and appears to “inject” a plume of moist
tropospheric air into the stratosphere displacing dry stratospheric air that sub-
sides into the adjacent convective outflow. Whilst upper tropospheric water
vapour measurements in Figure 28 are locally lower, analysis of the modelled
OLR data in their presence shows some inconsistencies with respect to measured
OLR. At the location of these intrusions, indicated by the blue slanted lines in
Figure 26, large relative model-measurement off-sets are found of ∼ 30 W m−2.
Subsidence associated with the intrusion may be part of the mechanism for
the formation of outflow cirrus. Studies by Sherwood & Dessler (2001) indicate
that cross-tropopause transport takes place through radiative cooling and large-
scale sinking around the location of deep convection that may be balanced by
radiatively balanced lofting. This is an interesting feature, since the latent heat
exchange and tropical dynamics that drive deep convection generally do not ex-
tend into the stratosphere due to a temperature inversion that limits the height
of the vertical plume.
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5.3.7 Ozone Anomalies Associated with High Clouds
To investigate further the possibility of STE in the low latitudes, the ozone mixing
ratio was examined for the same case study of high cloud scenes over the Pacific
Ocean. The data from this analysis is shown on Figure 31 for the pressure levels
p < 215 hPa. Data reported on these levels are scientifically useful in the absence
of optically thick cloud scenes (Livesey et al. 2007). Cloud particle scattering
can lead to low reported mixing ratios of ozone mixing ratios in the UTLS. The
version 2 MLS ozone product was used as a suitable input into the RT model
that formed part of the gaseous input. The version 2 MLS ozone product is
considered a valuable component of the RT calculations since it is co-located
directly to other MLS gas retrievals, with limitations to scientific use at altitudes
above the tropopause where its concentrations are highest.
At points marked “h” on Figure 31 (c1 and c2) locally enhanced mixing ratios
of ozone up to 200 ± 180 ppbv are found at the cold-point tropopause. This is
coincident with the tops of deep convection and upper tropospheric ice clouds,
aloft of points “g” where the LW HR maximum points are found in Figure 29.
These disturbances in the retrieved MLS ozone coincide with the underlying warm
convection, where WV measurements and liquid water clouds are also found in
Figures 28 and 30. Highly elevated values of ozone with respect to the tropopause
mean that are coincident with high clouds indicate a process of STE, whilst the
smaller scale along-track fluctuations in ozone mixing ratio that occur frequently
irrespective of tropospheric composition may indicate artefacts in the version
2.2x ozone data (Livesey et al. 2007). Ozone data provides supporting evidence
of a convection related stratosphere to troposphere exchange process, whilst due
individual measurement uncertainties an extended study is generally required due
to the large relative errors (∼ 55 ± 5 ppbv) reported by Livesey et al. (2007). In
addition, uncertainties in the ozone data also arise from systematic errors in the
MLS instrument calibration and spectroscopy on the retrieval.
Despite known errors in MLS ozone retrieval, both case studies reveal a gen-
eral pattern of disturbance around the centre of the ITCZ at 100 hPa > p >
80 hPa, just above the cold-point tropopause. These are located at profiles
i = 3410 ...3417 in Figure 31 (c1) and for c2 at i = 2788 ...2803. The exchange
of ozone between the stratosphere and troposphere may have implications for




Figure 31: “Curtain plots” showing the Version 2.2x MLS ozone mixing ratios from the same
case studies as Figures 26 to 27. Ozone is contoured on 16 logarithmic levels with a rate of
increase of 12 per decade according to the divisions on the lower colour bar. The black slanted
line and lettering indicate the same high cloud features as Figures 27 (c1 and c2).
TTL than shortwave heating (Fu et al. 1995). The longwave radiative cooling
rate output from the AER RRTM LW, presented in Figure 29 also indicates that
cooling at the top of high clouds plays a significant role in the local radiative
forcing.
Large scale features in the ozone data are also presented in Figure 31 that
is located at off-equatorial latitudes of 20◦ to 25◦. These are characterised by
relatively high mixing ratios [o3] > 100 ppbv at p ∼ 200 hPa. The vertical dis-
tribution of ozone indicates that the tropopause undergoes a sharp transition
to lower altitudes in the region of the sub-tropical jet-stream. Studies of the
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meridional distribution of ozone by Stevenson et al. (2006), Highwood & Hoskins
(1998) also support this finding. The MLS data shows that ozone measurements
could be used as an atmospheric tracer, since ozone is bound in the stratosphere
by the tropopause. In addition, the data shows that ozone is found only at
low humidities of [WV ] > 5 mg m−3 as indicated by Figure 28. Previous stud-
ies by Randel et al. (2006) agree with this finding, indicating that low water
vapour concentrations and cold temperatures in the lower stratosphere were cou-
pled with an observed depletion in the global ozone concentration from 2001 to
2005. The lower tropopause altitude in the sub-tropics explains why earlier high
cloud distribution studies in Chapter 4 show that large-scale free convection to
levels sufficiently cold for ice cloud formation is a rarity outside of the tropics,
partially explaining the absence of stratosphere-troposphere exchange at higher
latitudes.
5.3.8 High Clouds and the General Circulation
The Hadley cell is an important component of the general circulation that is
associated with low level convergence that dominates the dynamics in the vicinity
of the equator and upper level transport of water vapour to the extra-tropics. In
our data large scale subsidence between the Ferrel and Hadley cells are most well
observed at 19◦N for case study c1, whilst in c2 a region of descent is present at
21◦S. In both cases the subtropical jet that defines this boundary is marked by an
abrupt lowering of the tropopause with a dry transition at 261 hPa > p > 178 hPa
moving poleward. The asymmetry in the humidity about the equator is attributed
to regional and seasonal weather patterns and surface temperature. In this study
the local scale transport of WV is explored within several tropical convective cells,
however further studies of a larger sample of tropical cloud scenes are necessary
to investigate the general character of UT WV.
The northward displacement of the ITCZ (Hadley convective cell) during the
autumn equinox of the NH (at around 10◦N) is consistent with the findings from
low latitude high cloud comparisons in Chapter 4. The study in this chapter shows
the “drier” intermediate zones (WV < 10 mg m−3 at p = 261 hPa) associated
with the boundary between the Ferrel and Hadley cells. Figure 28 also shows
dry regions can be observed at MLS profile positions i = 3396, ... 3403 and i =
3418, ... 3422 in both hemispheres for case study c1, and less noticeably at i =
2819, ... 2822 for c2 in the SH only. The general dynamics of the sub-tropics is
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characterised by bands of large scale ascent that are centred at around 16◦S and
22◦N in case study c1.
Between the convective zones large regions of subsidence take place within dry
tropospheric air, which is almost entirely clear of ice clouds. Case study c2 also
shows a general circulation feature from 10 to 20◦ that is associated with large
scale subsidence. At this location low WV concentrations extend the profiles
from i = 2819 to 2822, due to a sub-tropical anticyclone over the Indian Ocean.
The region of subsidence forms part of a compensatory motion of the Hadley and
Walker Cells, which characterises the general circulation of the tropics (Kelly &
Randall 2001).
5.3.9 Summary of Results
Figure 32 shows a summary of the main structure and features of an overshooting
convective plume that frequently form at the tropics, as identified in Section 5.3.
The analysis uses data from ice water content, water vapour, ozone (version 2
MLS products); liquid water content, vertical wind tendencies (ECMWF ERA-
Interim); outgoing longwave radiation (CERES SSF FM3 and AER RRTM LW);
and longwave radiative heating rates (AER RRTM LW).
Using a combination of MLS measurements and RT outputs a deep convective
plume is defined by cloud ice water content measurements above 4 mg m−3 that
extend from 261 hPa (the mid-troposphere) to pressures below 150 hPa, which
represents a continuous deep region of moist convection in the sub-zero tropo-
sphere. Near neutral LW HRs are used to identify the tropopause e.g. An-
drews (2000), associated with the cold-dry signal of the tropopause at ∼ 20 km
(100 hPa). The field of view of the MLS instrument at 240 GHz indicates an un-
certainty of ∼ 50 hPa in the vertical MLS position, as estimated in Section 4.2.1,
which is considered in our identification of tropical clouds with anvils. As deep
convection extend the low to mid-troposphere, further confidence of their detec-
tion can be provided by identifying those regions where higher MLS water vapour
mixing ratios are present from the surface to 400 hPa. This cannot include the
mixed-phase region of atmosphere, since this part of the troposphere is not well
specified by measurement data.
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Figure 32: Key features of tropical troposphere scenes (clouds in white) identified from co-
located measurement data from MLS (Aura), ECMWF ERA-Interim and the AER RRTM LW.
The analysis summarises findings from case study data from 19th September, 2004 (c1, c2).
Tile 1 shows a cross-equatorial transect of high clouds with altitude and latitude indicated by
the vertical and horizontal plane of the schematic and latitudes relative to the Inter-Tropical
Convergence Zone (ITCZ). A red circle indicates the position of the subtropical jet-stream, whilst
the red arrows indicate the relative amounts of Outgoing Longwave Radiation (OLR). Tiles 2
and 3 show the sub-structure of the high clouds of the ITCZ (centre of Tile 1), indicating
the mesoscale convective clouds with an anvil and the location of maximum longwave radiative
heating (HRLW). Tile 3 shows the finer structure of the same cumulonimbus clouds and relative
vertical motions (thick black arrows). Tile 4 (top) shows the anvil cloud within the Tropical
Tropopause Layer (TTL), with stratospheric exchange of ozone (O3) and water vapour (WV)
and outflow of ice particles indicated by black arrows. This figure is not to scale.
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5.4 Discussion / Conclusions
The study in this chapter demonstrates how co-located measurements can en-
hance our understanding into the character of high clouds that can be used for
the benefit of climate science. This is achieved by investigating the chemical and
radiative characteristics of high cloud scenes that are signatory to their detection.
The case study examines two “curtain plots” that cover the subtropical branches
of the general circulation and pass the equator at the tropics and explore the
key features including WV, ozone, potential temperature and longwave radiative
cooling. In particular, the v2.2x MLS data reveals some interesting features in
the WV and θ = 350 K potential temperature field that are characteristic of the
tropical tropopause aloft of deep convective clouds. The analysis also reveals
that the mid-tropospheric air within a deep convective plume contains more than
twice the concentrations of WV than the neighbouring profiles. This observation
is thought to be partially attributed to a process of STE.
A more unique signal in the water vapour data is noted from MLS at the edges
of convection, which are defined by much drier air than the UT than the back-
ground level. In these regions two to four times less WV is detected than within
the surrounding air in the absence of high cloud detection. The characteristic
is likely to be part of a compensatory subsidence within the convective outflow
region. Analysis in this chapter also indicates that routine examination of the
along-track variability in WV concentrations could be used to ascertain whether
a region is likely to be cloudy. In particular, the use of along-track characteristics
of high clouds could be used in combination with a statistical technique to explore
MLS measurement signals that are a high cloud pre-cursor.
The presence of anvil outflow cloud in this chapter is speculatory and warrants
further statistical analysis using a larger sample of high cloud scenes, however this
study shows that the UT air adjacent to the convective plumes is characterised
by a negative longwave (LW) radiative heating (cooling) in the order of HLW ≥
−0.3 K day−1. Studies by Fueglistaler et al. (2009) indicate that outflow cirrus in
the presence of the tropical tropopause layer are both optically and sub-visually
thin, which may contain ice mass concentrations equating to less than 0.02 mg m−3
at 100 hPa. As the reported precision of the MLS ice detection at the same
pressure is 0.05 mg m−3, the instrument may not be able to detect much of the
thin outflow cirrus (Livesey et al. 2007).
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LW HRs also coincide with potential temperature anomalies, indicating a pro-
cess of STE that appears at least one plausible location in each of the two low
latitude case studies. Fluctuations in the vertical profile of potential temperature
and WV data from their mean values also hint at a large scale dynamical process
at the same locations. Although the MLS ozone data is not scientifically use-
ful in the mid-troposphere, some significant lower stratospheric anomalies in the
ozone data appear above deep convection in both case studies. WV and ozone
anomalies above the convective cloud tops indicate a downward motion through
diabatic cooling and an associated TTL dehydration. These results are consistent
with findings of UTLS ozone anomalies from Chase et al. (2011), using 9 months
of co-located CloudSat, CALIPSO and MLS data over the tropics. The anal-
ysis indicates that tropical dynamics and the LW radiation budget are closely
linked by a process that acts to dry the troposphere whilst injecting moisture
and latent heat energy into the stratosphere. The dynamical forcing observed in
these locations may arise through a mass balance of air masses with neighbouring
convection e.g. Lindzen et al. (2001).
Whilst ECMWF ERA-interim low troposphere cloud data provides a useful
confirmation of deep convection where MLS also views high clouds, its vertical
wind tendencies provide little extra insight. The analysis tends to suggest that
small-scale vertical motions on a similar scale to water vapour anomalies may
be found within tropical cloud, neither of which can be resolved on MLS length-
scales. This calls for space-borne instruments with better horizontal sampling,
particularly in the presence of dry stratospheric intrusions where local WV fluc-
tuations may cause much of the observed model-measurement bias in OLR. Since
UT WV is a major contributor to the OLR, much lower longwave suppression
are locally observed in the dry atmosphere adjacent to high clouds that need to
be better represented in future weather and climate models.
Studies in this chapter also explore the consistencies of OLR simulations by
the RRTM in the presence of ice clouds. This is achieved by the use of co-
located comparisons of OLR simulations with CERES measurement data that is
monitored over the same low latitude locations. The estimated errors in the OLR
simulations only include the quality of the MLS data input, whilst uncertainty in
the measurements from spatial variability in the nadir data arise from co-location
at each MLS sensor footprint. The results indicate that the sensitivity of OLR
to IWC is greater for optically thin clouds at high altitudes. This highlights the
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importance of using cloud products that report a good vertical precision in the
upper troposphere to accurately monitor tropical cirrus.
CERES measurements are also used to assess whether the high cloud scenes
are horizontal homogeneous, a condition that is only valid for a subset of MLS
profiles. A scene may consist of scattered clouds of different altitudes, so the
OLR on a point-to-point basis often varies considerably within a nominated sensor
footprint. In contrast to the errors in the simulations, the results indicate that the
greatest spatial co-location errors are present around tropical high clouds where
the variability in OLR has the greatest implication for climate. The variability in
nadir-sensed OLR data within limb-sensor footprints provides a useful diagnostic
tool for future studies that calculate Cloud Radiative Forcing (CRF) uncertainties
in the presence of high clouds. In Chapter 6, it is shown how a combination
of MLS data and coincident CERES OLR observations can be used to refine
estimates of the longwave CRF.
Past studies indicate that tropical expansion exceeds projections produced by
climate models (Solomon et al. 2007). This may be due to inadequate under-
standing of the tropical hydrological cycle and representations of STE processes.
This case study analysis reveals details of several intricate processes that take
place within tropical convection and their ice clouds, providing coincident mea-
surements that suggest coupling between atmospheric chemistry and composition
within. The findings in this chapter make advancements on previous studies, pro-
viding direct observations of OLR and atmospheric composition in the presence of
tropical high clouds. More detailed studies of tropical ice clouds and their impact
on the longwave radiation budget are undertaken in Chapter 6. This study uses
a large sample of atmospheric composition data, which is examined in presence
of two different high cloud scene-types.
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6 A Focussed Study of Tropical Cirrus OLR and
Radiative Forcing under Different Conditions
6.1 Introduction
This investigation examines the local change in the rate of longwave (LW) cooling
through radiant energy loss under the conditions of different tropical high clouds.
Two prevalent high cloud scene types are identified in the low latitudes: optically
thick ice clouds within deep cumulonimbus plumes, and the thinner ice clouds
associated with the anvil outflow that emanate from mesoscale convective storms.
Earlier studies in Chapter 4 using synergistic A-train measurements show that
mesoscale convective storms are almost entirely confined to the extended low
latitudes (equatorward of 35◦) and cover 3 to 7 % of the Earth’s surface. Other
studies by Liou (1986), Rossow & Schiffer (1999), Stephens, Starr, Sassen & Lynch
(2002) indicate that the high clouds associated with this convection account for
15 to 40 % of the total global ice cloud fraction. As these high clouds coincide
with substantial reductions in the rate of longwave cooling to space they play a
significant role in the regulation of global climate.
The formation and maintenance of thin cirrus is particularly poorly under-
stood are therefore poorly represented in weather and climate models (Lohmann
& Roeckner 1995, Solomon et al. 2007). Detailed investigations of upper tro-
pospheric water vapour in the presence of tropical convection are therefore re-
quired. Further studies are particularly needed to explain why relatively thin
tropical anvil cirrus, that is frequently observed to extend outward from con-
vective plumes, is a stable feature of the tropical atmosphere. This is in spite
of the high vertical wind shear and the high ambient humidities of the tropical
tropopause layer that leave the relatively small ice crystals of anvil cirrus both
prone to vapourisation and to sedimentation. There is presently insufficient evi-
dence from in situ measurements to support the freeze-drying hypothesis (Jensen
et al. 2001), a concept that implies a net flux of water vapour (WV) from the
stratosphere to the troposphere via the diffusional growth of ice crystals within
the over-shooting plumes followed by gravity driven fall-out of larger ice particles.
Tropical cirrus also has implications for global warming of the Earth’s at-
mosphere and surface. In particular, thin high cloud poses a potentially strong
positive forcing on climate, which is directly exerted by the suppression of long-
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wave radiative cooling. Observational evidence from the Earth Radiation Budget
Experiment (ERBE) show that the longwave (LW) and shortwave (SW) com-
ponents of the radiative budget are both strong over the tropics and are in near
cancellation (Harries et al. 2001, Ramanathan & Inamdar 2006, John et al. 2011).
Other studies indicate that the forcing of tropical thin cirrus may be overwhelmed
by the strong greenhouse effect imposed by a thick layer of WV (Larson & Hart-
mann 1999). High clouds are also responsible for many indirect effects on other
components of the global climate system through less well understood cloud feed-
back mechanisms. In particular, changes in cloud parameters play a fundamental
role in the response of climate to future changes in greenhouse gas concentrations
(Wielicki et al. 2002, Chen et al. 2002). A full description of ice clouds is therefore
required to fully understand their impact on the global radiation budget.
The radiative feedback response of low latitude high cloud to global climate
change is a particular subject of debate (Solomon et al. 2007). A recent study
by Williams & Webb (2009) indicate that differences in the representation of the
cloud feedback response accounts for much of the variation in climate sensitivity
amongst Global Climate Models (GCMs). Several studies into tropical clouds
propose a fixed temperature hypothesis, whereby anvil temperatures are largely
independent of changes in surface temperature imposed by rising greenhouse gases
(Hartmann & Larson 2002). Other studies indicate that the vertical position of
mid- and upper-tropospheric (UT) ice cloud and humidity signatures are depen-
dent upon the surface temperature (Tompkins & Craig 1999). In favour of a
negative climate feedback process, Lindzen et al. (2001) speculated that the over-
all tropical area covered by anvil clouds may decrease with rising temperature;
this idea is known as the “iris hypothesis”. High quality WV measurements are
therefore important for a complete and accurate characterisation of the Earth’s
global circulation and energy balance; in particular increases in UT WV present
a dominant positive feedback in response to global temperature increase (Soden
et al. 2005).
In this study, the Outgoing Longwave Radiation (OLR) is examined in a range
of different conditions in the extended low latitudes. Specifically, the longwave
(LW) Cloud Radiative Forcing (CRF) is calculated - the difference between the
all-sky Earth’s radiation budget and the clear-sky Earth’s radiation budget in
W m−2 (Solomon et al. 2007, Chap. 8). LW CRF calculations are examined in the
context of upper tropospheric water vapour and cloud ice, which account for much
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of the observed variability in cloudy-sky greenhouse effect. Model calculations of
the CRF are currently subject to large uncertainties, particularly for thinner
cirrus that is often poorly detected and whose ice particles are more difficult to
parameterise (Wyser 1998, Iacono et al. 2000, Hong et al. 2009). The resulting
calculations of the LW CRF will help quantify the uncertainty in the climate
sensitivity, a metric used to characterise the response of the global climate system
to a given forcing (Solomon et al. 2007).
To correctly represent high clouds within numerical models that emulate fu-
ture change, it is first necessary to ensure reliable representations of cloud obser-
vations for input into Radiative Transfer Models (RTMs) that simulate the OLR
in cloudy-sky and cloud-cleared conditions (i.e. by removal of cloud layers). To
validate calculations of the LW CRF, a set of low-latitude Aura Microwave Limb
Sounder (MLS) measurement data are firstly identified as a reference scene, where
neither anvil outflow nor convective plumes are detected. The simulated LW
CRF is then directly compared against observational data from the Clouds and
the Earth’s Radiant Energy System (CERES) at the same locations to assess the
uncertainties associated with high cloud forcing and its consequences for climate
uncertainty. This study therefore shows how spatially coincident “co-located”
A-train data can be used to refine estimates of cloud radiative properties. The
Clouds and the Earth’s Radiant Energy System (CERES) instrument onboard
the Aqua satellite platform offers highly stable and accurate radiation budget
data (Smith & Wielicki 2004, Wielicki et al. 1996). The findings will assist the
climate community in identifying the main sources of error in calculations of OLR
in the presence of tropical high clouds.
A method is first described in Section 6.2 that identifies two high cloud scene-
types using previously identified features in the Version 2.2x MLS Ice Water
Content (IWC) data and ECMWF ERA-Interim Liquid Water Content (LWC).
Section 6.3 then presents an analysis of co-located OLR within tropical convective
plume and a prototype anvil scene-type using low latitude measurements. The
OLR variability is examined in each scene that is supported by direct observa-
tions to calculate estimates of the LW CRF. The second part of the analysis in
Section 6.4 then explores the attribution of differences in LW radiative cooling
and its relative sensitivity to ice clouds and water vapour in the mid- to upper
troposphere. The final conclusions are then summarised in Section 6.5, where the
validity and implication of the proto-anvil cloud detection scheme is evaluated.
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There are several purposes of this study: (a) to produce valid estimates of
the cloudy-sky greenhouse effect under different conditions, (b) to explore pos-
sible discrepancies in CRF estimates from MLS and CERES and the implica-
tion of these uncertainties for climate prediction, (c) to make suggestions of the
main limitations in instrumentation and atmospheric measurements that must
be overcome to further refine these estimates. This study also addresses the key
questions: Can the MLS instrument detect any discernible features that char-
acterise the properties of anvil outflow cirrus and its respective LW CRF? How
can coincident A-train measurements help to refine and characterise high clouds
radiative properties?
6.2 Methodology
The study in this chapter investigates the radiative properties of high cloud scenes
between the extended low-latitude bounds of 35◦S and 35◦N on 19th September
2004, representing 57.4 % of the total Earth’s surface. The Single Scanner Foot-
print data product (FM3) is used in this study to provide direct observational
evidence of how high clouds affect the OLR. At the same locations OLR is also
simulated using the Atmospheric and Environmental Research (AER) Rapid Ra-
diative Transfer Model (RRTM) with input of coincident MLS ice clouds and
greenhouse gases, and European Center for Medium-range Weather Forecasts
(ECMWF) Re-Analysis (ERA) Interim data. Further details about the choice of
radiative transfer model can be found in Chapter 2. The data was prepared and
input into the AER RRTM LW using the same methods described in Chapter 5
to simulate the OLR.
Convective profiles with anvil cirrus were identified by a high cloud scene
detection algorithm detailed in Section 6.2.1. Data from three different low lat-
itude scene types were investigated that comprise: (a) deep convective profiles;
(b) their adjacent outflow clouds located at an MLS profile either side; (c) a
reference scene referred to as the “background” that consists of all other profiles
not detected by (a) or (b). For cloud radiative forcing calculations this reference
scene is more specifically defined as a cloud-cleared background scene. This is the
RRTM LW simulated OLR in scene (c) with all cloudy-sky layers removed. Data
that characterises scene (c) may contain scattered high clouds (detected by MLS
at p < 261 hPa), low to middle-level clouds (reported by ECMWF at p > 383 hPa)
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of varied optical thicknesses and an intermediate layer of mixed-phase cloud.
Features in the simulated OLR data in these conditions was validated against
coincident observations of OLR from CERES, and was modelling using MLS and
ECMWF data. A schematic of a region of deep convection and neighbouring
anvil outflow region is indicated by Figure 33, where 7 < k < 13 indicates the
pressure index levels at 12 per decade where MLS IWC is reported and fed into
the Atmospheric and Environmental Research (AER) Rapid-Radiative Transfer
Model (RRTM) code to simulate OLR. The lower troposphere is indicated by
0 < k < 5, where co-located ECMWF ERA-Interim LWC data (downscaled to a
100 km× 100 km grid) is input in the model at the same pressure levels. There
are a total of 15 model layers, which are indicated by the letters (m) on Figure 33.
Calculations of atmospheric density, temperature, atmospheric path-length and
cloud water path calculations are reported for each of these layers. Intermediate
levels (5 < k < 7), shaded in grey, indicate the mixed phase layer where a
combination of ECMWF and MLS data is used to represent a 50:50 mix of liquid
and ice cloud particles.
The analysis in this study is limited to a daily dataset, as large amounts of RT
calculations are computationally tiresome. Calculation times are substantially
reduced by using the Atmospheric and Environmental Research (AER) Rapid
Radiative Transfer Model (RRTM) that is detailed in Section 5.2.2. The longwave
component of the model (RRTM LW) is used that incorporates MLS retrieved
gases including WV, ozone, nitrous oxide, carbon monoxide; a well-mixed value
of carbon dioxide (370 ppmv) and cloud data (MLS IWC and ECMWF LWC).
Outputs of the OLR from the RT model used in this analysis were obtained using
the upward flux emerging from the top of the model slab located at p = 56 hPa
(k = 15).
Measurement Uncertainties This study makes use of 1186 extended low
latitude atmospheric profiles on 19th September, 2004 to undertake reliable and
quantifiable estimates of the tropical high cloud radiation budget and its uncer-
tainty in different conditions. By averaging the data over many different tropical
high cloud cases, random error is reduced. To quantify the absolute accuracy, the
variance (mean differences) in each identified high cloud measurement is assumed
to arise from systematic bias alone. These systematic errors cannot be reduced
by increasing the sample size, but do not affect the relative comparisons between
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Figure 33: Schematic of a Proto-Anvil Detection Scheme and model input layers for the At-
mospheric and Environmental Research (AER) Rapid Radiative Transfer Model (RRTM) using
data from the MLS version 2 Ice Water Content and ECMWF ERA-Interim Liquid Water
Content (LWC) products. Points marked i and i ± 1 indicate an MLS profile located at the
edge of a tropical plume poleward of 35◦. The white area shows the interior of the convective
cloud, whilst the grey region indicates the mixed-phased component of the cloud that is not well
specified by measurement data. The black circles indicate the centre of a model layer (m); whilst
n indicates the model levels used in the AER RRTM LW radiative transfer simulations. Dashed
horizontal lines indicate a gradient between two adjacent MLS profiles.
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different scene-types.
The relative uncertainty in CERES OLR is reported as the standard devia-
tion of all the individual measurement data at a MLS sensor footprint location i
and is denoted ε(F+obs). Smaller errors of up to 8 W m
−2 (∼ 1 %) in F+obs arise for
the clear-sky ocean due to the CERES Single-Scanner Footprint (SSF) Angular
Distribution Model (ADM) described in Section 2.3.2. Similar uncertainty exists
in the modelled OLR data. The reported error (ε(F+mod)) indicates the simulated
output when IWC[i] ± 1σ[IWC[i]] values are fed into the AER RRTM LW
model. The respective IWC precisions of the version 2.2x Ice Water Content
(IWC) were obtained from Livesey et al. (2007). Meanwhile, MLS uncertainties
arise from small spatial misplacement of ice clouds in the vertical and horizontal
and from errors in MLS ice water content (IWC) detection. The relative magni-
tude of measurement errors in different atmospheric conditions is discussed earlier
in Section 5.3.1.
Oceanic measurements were used in this study due to the high variability in
OLR over land surfaces due to a diurnal cycle, contrasting land-sea temperature
gradients, non-uniform surface emission from differences in land surface type and
striking differences in the sensible and latent heat fluxes. A diurnal cycle in
solar radiation and clouds still exists however, since A-train measurements are
consistently undertaken during the early afternoon and night-time local times as
described in Section 2.3.
Each selected high cloud scene was flagged according to whether the postu-
lated anvil-outflow cirrus was viewed behind or ahead of an adjacent convective ice
profile with respect to the MLS viewing geometry presented by Figure 3 (Chap-
ter 2). The ratio of these high clouds that were detected in the near and far-view
were analysed by routinely counting the instances of each. Where convective
plumes were identified by the proto-anvil detection scheme at a consecutive pro-
file position i + 1 and outflow cirrus at index position i the outflow is in the
near-view (behind in both space and observing time). The converse is true for
the i − 1 case when the plume appears in the profile proceeding the outflow
cirrus. The data shows that anvil outflow scenes are most frequently detected
in the far-view of MLS (120 cases) then in the near-view (113), indicating a sig-
nificant shadowing effect in the MLS retrieved radiances. The consequence is a
general low IWC bias in the MLS data when thin cirrus is viewed behind thick
icy plumes, which would also lead to a falsely low sensitivity of upper troposphere
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ice concentration to OLR suppression.
6.2.1 Description of a Proto-Anvil Detection Scheme
Extensive analysis of measurement data in Chapter 5 reveal how atmospheric
measurements coincide with tropical convection and indicates several identifiable
features of high clouds. A detection scheme to identify deep convective and anvil
outflow high clouds is described here based on this analysis and is referred to as
a proto-anvil detection scheme. A detection scheme such as this has implications
for climate science, since it allows us to report the radiative properties of different
high cloud types including the poorly understood anvil outflows. The detection
scheme is based on characteristics in the mid to upper tropospheric MLS (Aura)
Ice Water Content (IWC) and co-located lower troposphere Liquid Water Con-
tent (LWC) data from the European Center for Medium-range Weather Forecast
(ECMWF) Re-Analysis (ERA) Interim data product. Much of the emphasis is
on the version 2.2x MLS cloud ice water content (IWC) product, which provides
the most valuable insight into the interior of tropical convection at both high ver-
tical resolution and precision. The MLS IWC product demonstrates good inter-
satellite consistency with CloudSat IWC (Wu et al. 2008, 2009), whilst earlier
studies in Chapters 3 and 4 demonstrate that A-train MLS high cloud distribu-
tions and heights are also broadly consistent with both the Moderate-resolution
Imaging Spectroradiometer (MODIS) cloud-top pressures and the spatial distri-
bution of OLR suppression observed at the same locations by CERES (Aqua).
The main features of intense and deep tropical free-convection are plumes of
ice cloud that tower above liquid clouds over a broad 500 km to 1000 km area of
the extended low latitudes. Whilst these large-scale tropical systems are char-
acteristic of Mesoscale Convective Systems (MCSs); each of these contains a
smaller sub-structure of isolated cumulonimbus plumes that frequently extend to
the Tropical Tropopause Layer (TTL). The detection scheme described in Sec-
tion 6.2.1 identifies discontinuous ice clouds adjacent to deep convection where
Figure 23 (Chapter 5) indicates that outflow cirrus is typically found. Anvil
outflow cirrus, defined outward swept ice crystals, is an inherent feature of over-
shooting free convection that penetrates into the TTL or lower stratosphere.
The proto-anvil high cloud detection scheme combines more than one indepen-
dent measurement feature to reinforce a consistent picture of these deep tropical
plumes.
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The key features of deep tropical convection with anvil outflow cirrus are
annotated by Figure 33 at neighbouring MLS profile indices of i ± 1 and i.
The proto-anvil scheme first identifies a MSC with mature cumulonimbus plumes
identified in Chapter 5. These are characterised by a high ice particle density
with a maximum value of IWC > 4 mg m−3 in the upper-troposphere (261 hPa >
p > 82 hPa) according to the MLS v2.2x data product. To ensure that these high
clouds are located at the edge of a plume, where anvil outflows may be found at an
adjacent MLS position, a maximum horizontal gradient (|IWC[i ± 1] − IWC[i]|)
of 2 mg m−3 must be detected at any reported pressure level. At the position of
the largest gradient (the most well defined cloud-edge) the minimum IWC must
also be less than 0.03 mg m−3, indicating that no ice clouds are present below
the tropical tropopause layer (TTL (p < 150 hPa) according to the precision of
Livesey et al. (2007). This condition must be true, since anvil outflows occur
outside of the free upper-tropospheric convection and could not be stable within
due to strong up-drafts. To confirm that the ice clouds are associated with a
deep plume that extends throughout the atmosphere, the data must also satisfy
the condition LWC[i] > 1 mg m−3. This critical value represents the minimum
LWC where previous analysis in Chapter 5 shows deep convection takes place
with confidence.
The proto-anvil detection process does not make use of OLR observations,
since any information about its variability in the presence of high clouds would
unnecessarily bias the calculations of radiative forcing. Instead a hypothesis
is made, supported by observation data in Chapter 5 that states: for successful
detection of anvil-outflow cirrus, the average magnitude of OLR suppression rela-
tive to the clear-sky atmosphere must be less than for the convective scene-type.
There are two structural features of convective clouds which also support this
view: Firstly, convective plumes and their neighbouring anvil outflows are char-
acterised by similar cloud top pressures due to quasi-horizontal detrainment of
ice particles. Secondly, a larger portion of longwave (LW) emission is transmitted
from the surface and low level clouds for anvil outflow scene types, since warm
convection within the plumes are associated with a thick and deep column of
cloudy-sky.
The maximum IWC threshold value is deemed sufficiently large to identify
the majority of tropical storms with anvil outflows, although the scheme cannot
detect all cases due to limitations in the definition of each scene-type. The scheme
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best detects the edges of larger scale tropical plumes, with a horizontal length
that scales closely with the MLS along-track field of view (150 km to 300 km) i.e.
with the anvil displaced at exactly one MLS profile aside. Whilst this seems like
a crude detection method, it is likely that anvil outflow profiles identified contain
many of the distinguishable features of thin cirrus emanating from the plumes. It
is also likely that tropical plumes contain many of the features of deep convection
that extends into the TTL. The proto-anvil detection scheme can therefore be
used to generalise about the bulk properties and longwave radiative properties in
the different conditions of these tropical scene-types.
6.2.2 Pre-Assessment of CERES and MLS Spatial Consistency
For each MLS sensor footprint many off-nadir CERES measurements of OLR
are undertaken within the same area. To make valid comparisons, MLS and
CERES high cloud data footprints must be first made spatially equivalent to
resolve features of the same scale. As each MLS product used in this analysis is
based on received radiances at different viewing frequencies and also depends on
the scene-type, such that a spatially consistent footprint dimension is unknown.
To test the consistency between correlative A-train measurements ten evenly
spaced along-track distances were selected to spatially average CERES data. The
chosen intervals are centred around the version 2 MLS Ice Water Content (IWC)
along-track field-of-view at p = 261 hPa presented by Livesey et al. (2007), since
earlier studies indicate that IWC accounts for much of the observed large-scale
reductions in tropical OLR. Each limb-scan of MLS occupies an along-track range
of y in either direction about a central tangent point at index point i, where the
retrieved signal is closest to the Earth’s surface.
Pre-analysis of CERES OLR for spatial consistency with MLS was achieved
by averaging data from y = 25 km to 250 km at intervals of 25 km. Processed
CERES OLR data (F+obs[i]) was then compared to a simulated OLR value (F
+
mod).
The data revealed that a y = 150 km threshold was most suitable, reporting the
smallest mean model-observation difference in OLR of +0.8 W m−2 and a root-
mean-square error (RMSE) of 23.1 W m−2 for convective plume and anvil scene-
types. A processed OLR dataset was then produced that is broadly equivalent
to MLS (i.e. F+obs[i]). Further details of the general co-location process can be
found in Chapter 3.
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6.2.3 Reporting Atmospheric Properties in the Presence of High
Clouds
Ice water paths (IWPs) and water vapour paths (WVPs) were calculated for each
profile within the selected scene types through the depth of any ice cloud layer,
as in Equation 16 in Chapter 5. The vertical ice-cloud thickness was calculated
for modelled layers from m = 7 to 14, as indicated by Figure 33 annotations,
assuming a zero layer thickness where no ice was present. WVP calculations
are based on the same model layers are used as for the IWP calculations, so
path-length increases with the ice cloud thickness.
Cloud Water Path (CWP) values were used to assess the relative effect of
WV and clouds on the LW CRFs within profiles of the two scene types. Values
of the IWP and WVP are useful in characterising the high cloud scene types,
since in a given profile they both exhibit a near linear proportionality to OLR
and logarithmic relationship to optical depth (Allan et al. 1999, Heymsfield et al.
2003).
6.2.4 Calculating the Longwave High Cloud Radiative Forcing
Calculations of the longwave CRF are important for validating Global Climate
Models (GCMs), which currently reported wildly different sensitivities to clouds
(Williams & Webb 2009, Solomon et al. 2007). A method is discussed here
to calculate the longwave CRF (CLW) using simulations and measurements of
the top-of-atmosphere (ToA) longwave radiation budget, known as the Outgo-
ing Longwave Radiation (OLR). Whilst the clear-sky ToA radiation budget can
be estimated reasonably well using OLR data, a latitude constraint is imposed
upon this analysis to limit RT computation time. This makes the all-sky RB an
unsuitable choice for comparison, especially as any other estimate would need to
consider the seasonal and inter-decadal variability for the chosen period of study.
This calculation is not necessary however, since CRFs from the high clouds in
this study are not evenly distributed across the globe. Analysis in Chapter 4
indicates that few large-scale high clouds are outside the subtropical band that
defines the transition from the tropics to extra-tropics.
In this chapter, a spatial mean OLR value is calculated in the absence of
tropical ice clouds and is used as a suitable “background” (or reference) scene
reference (F+background). By subtraction of the mean OLR over a specified high
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cloud scene (F+cloudy) a single LW CRF value for CLW is produced as indicated
by Equation 18. Since high clouds reduce the OLR, a component that acts to
warm the planet, LW CRFs are almost exclusively positive. MLS profiles are first
used to diagnose different high cloud scene types, so estimates of the LW CRF
(CLW) can then be undertaken using coincident CERES (Aqua) measurements.
Similarities in the simulation of CRF are then reinforced from the co-located
measurement data, whilst highlighting uncertainties in representing high clouds
in global circulation models. Whilst the AER RRTM calculations have already
been shown to be broadly consistent with measurements (Section 5.3.1), a large
quantity of direct observational evidence is needed to validate these simulations.
CLW = F
+
background − F+cloudy (18)
In Equation 18 F+ in W m−2 is the simulated or measured OLR in W m−2
averaged over all the profiles of a specified scene type. Rather than past studies
that base calculations on the all-sky OLR, a near-equivalent reference scene is
represented by the surrounding profiles in the low latitudes equatorward of 35◦.
The definition of the cloudy and clear-sky scenes for LW CRF calculations dif-
fers slightly from Solomon et al. (2007). The adapted calculation was undertaken
on the assumption that clear-sky OLR values can only be accurately calculated in
the absence of thick ice clouds, owing to the unreliable MLS gas retrievals in their
presence. In addition, only high clouds are well monitored by MLS with a much
poorer specification about clouds in the low to mid-troposphere by the ECMWF.
This means no truly clear-sky scene can be determined, rather the remaining
scene that consists of all co-located data where the atmosphere is likely to be
free of ice clouds. Later analysis in Section 6.3.1 describes how a reference scene
is emulated to provide an estimate of the OLR. This is achieved by a process of
cloud-clearing, whereby the AER RRTM LW cloudy sky input layers are set to
zero.
The shortwave (SW) component of the CRF is neglected, as this is subject
to high uncertainties from the complex single-scattering properties of ice clouds
and any resident aerosols. The reflected SW component of the Earth’s RB ex-
hibits a strong diurnal and seasonal variability, as unlike the longwave compo-
nent the upwelling shortwave irradiance is dependent on both the zenith angle
and the Earth’s position in its orbit with respect to the Sun. The SW CRF
is therefore particularly difficult to monitor with instruments onboard the same
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Sun-synchronous polar orbits due to their fixed ascending and descending local
equator-crossing times. Sensed data from several different polar or geostationary
orbits must therefore be combined to provide realistic estimates of the shortwave
CRF. In addition, measurements are particularly prone to variability in surface
albedo and Ocean sunglint issues that deem some data unsuitable.
LW CRF calculations in the following analysis are valid only for chosen period
on 19th September, 2004 due to variability in cloud coverage and properties up to
decadal time-scales. Future analysis will assess whether it is justified to expand
the sampling period, at the expense of extensive computational time.
Global Cloud Radiative Forcing Currently it is not seen as scientifically
sound to expand the LW CRF analysis to a global mean forcing, due to large un-
certainties in the fractional coverage of each high cloud scene-type. Whilst these
calculations could be achieved by applying a factor to scale the regional forcing
to a global unit area, this is based on several assumptions. The main assumption
in the global LW CRF calculations is that no large-scale cumulonimbus scenes
are detected by the MLS poleward of 35◦. In addition, the regional to global
up-scaling of the analysis assumes that the effect of high clouds on the OLR is
only felt on local to regional spatial scales. The method is therefore only valid
if tropical high clouds have no de-localised impact on the clear-sky OLR in the
extra-tropics. This is because tropical clouds feedback upon both the poleward
export of heat and moisture by altering the global circulation patterns. The
hydrological cycle is also perturbed by tropical weather, specifically by enhance-
ments in the lower stratosphere and upper tropospheric water vapour and the
seemingly related impact on ozone depletion as discussed in Chapter 5. Studies
by Lindzen et al. (2001) also imply that the character of tropical high clouds
may be intrinsically linked to the surrounding clear-sky radiation budget by a
radiative feedback process.
6.3 Direct Comparison of Simulated Outgoing Longwave
Radiation with Observations
This analysis explores the contrasts in OLR between two high cloud scenes
that are selected by the cloud-scene detection algorithm described in Sec-
tion 6.2.1. Specifically, deep convective plumes are defined by thick ice
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plumes (max (IWC) > 4 mg m−3) and underlying liquid clouds (max (LWC) >
1 mg m−3) as indicated by Figure 33. Thinner ice clouds are identified adja-
cent to these plume, with a vertically discontinuous ice column, defined by
min (IWC) < 0.03 mg m−3. These are referred to as the anvil outflow scene-
type. The remaining scene-type forms a reference for LW CRF calculations and
is known as the “background-scene”.
AER RRTM LW simulations (modelled OLR) show estimates of how the rate
of longwave cooling to space, whilst spatially coincident CERES measurements
(observed OLR) provide a direct verification of features in the modelled output.
The main sources of measurement error in these calculations are discussed in
Section 6.2. Firstly the selection of a suitable background scene is discussed and
the justification for its cloud-clearing to provide a more reliable and long-term
record of the clear-sky OLR.
6.3.1 Characterisation of a Reference Scene for Cloud Radiative Forc-
ing Calculations
A background scene is first analysed that consists of all non-convective profiles
in the latitude bound 35 S < φ < 35 N on 19th September 2004, defined as scene
(c) in Section 6.2. The background data comprises 1186 MLS profiles and is
plotted by Figure 34. Notably, the extended low latitude OLR is more spatially
uniform owing to the absence of thick high clouds. The scene is characterised
by a minimum of 250 over the Asian sub-tropics attributed to the thick low
clouds of the monsoon and a maximum of 300 W m−2 over the clear-sky tropical
Ocean. These clouds are apparent in Figure 24 (Chapter 5) as suppressions in
the OLR in the proximity of the A-train ground-track. Despite this, the OLR
of this background scene is likely to lack long term reliability due to covariance
between water vapour and remnants of tropical convection that are not identified
by the proto-anvil detection scheme. In support of this view, John et al. (2011)
describes a dry bias in calculations of the UT humidity in the low latitudes with
the exclusion of convective zones. The study indicates dry anomalies of up to
−30 % in the calculated UT RH data that coincides with periods of widespread
tropical convection.
Ideally a clear-sky reference scene that is representative of the entire analysis
region is required to calculate the CRF. This can be achieved by cloud-clearing,
whereby the modelled OLR is generated with all cloudy-sky layers set to zero.
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This is problematic for several reasons; mainly because cloud-clearing thick layers
of ice and liquid water requires a detailed knowledge of cloud properties. Any
false detection of ice clouds by the MLS in clear-sky conditions can produce by
large uncertainties and bias in the local simulation of OLR. Secondly, greenhouse
gas retrievals by MLS in thick cloud are often inaccurate. In particular, for
this study reliable simulations of convective OLR by the AER RRTM LW code
depend critically on UT water vapour retrievals. The model output is therefore
adversely impacted by the erratic behaviour of the Version 2 MLS water vapour
product, as reported by Livesey et al. (2007). A more consistent reference scene
and therefore reliable CRF estimates are instead achieved by cloud-clearing the
background scene (c) where only thin ice clouds and low altitude liquid clouds are
present. As a result, much more reliable MLS gas retrievals are found that ensure
a valid cloud-clearing process. As expected the cloud cleared values (on the x-
axis) indicate higher OLR when both ice and liquid clouds are removed from the
model, noticeably with some consistency from 210 to 330 W m−2 (with cloud), to
240 to 350 W m−2 (cloud cleared). The data therefore implies a 28 ± 22 W m−2
longwave forcing (CLW(background)) from liquid and thin ice clouds in scenes
identified as non-convective.
A spatially uniform rate of longwave radiative cooling (OLR) is indicated by a
weighted best fit slope of near unity (1.07) between the cloud-cleared and cloudy-
sky simulations. The data therefore indicates a bank of low clouds across ice-cloud
free areas that are largely independent of the regional and latitudinal variability
in surface temperature. This is implicit of a near-constant cloud-top brightness
temperature for low clouds in the extended low latitudes, seemingly independent
of regional variability in surface and atmospheric conditions. The data indicates
that low clouds are therefore much easier to account for in future climate change
predictions, rather than high clouds whose cloud-top temperatures vary wildly
from location to location. These low clouds exert a rather uniform reduction in
the rate of longwave radiative cooling.
The most noticeable feature from Figure 34 is a region at the lower tail of the
correlative data with RT simulations of OLR including cloud layers of 110 W m−2
compared to correlated cloud-cleared OLR values of ∼ 240 W m−2. This im-
plies that relatively small numbers of background scene profiles present a rela-
tively strong positive cloud forcing. These profiles are likely to be found over the
northerly extent of the Asia Monsoon clouds, as indicated by Figure 24 (Chap-
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Figure 34: Correlation between the reference “background scene” Outgoing Longwave Radiation
(OLR) with both liquid and ice water clouds included (with cloud) against OLR simulated for
the same profiles with all cloud layers set to zero (cloud cleared). Both background scenes
indicate the Outgoing Longwave Radiation (OLR) simulated by the AER RRTM LW, using the
Version 2 MLS data products: O3, CH4, N2O, Water Vapour, Temperature and Ice Water
Content. Additional ECMWF ERA-Interim Liquid Water Content data is input at p > 316
and a well-mixed CO2 concentration of 370 ppmv. The analysis indicates the longwave Cloud
Radiative Forcing (LW CRFbackground) as the mean difference of OLR (with cloud) minus OLR
(cloud cleared) equatorward of 35◦ on 19th September 2004. The background is defined as the
remaining MLS sensor locations where no convective plume and anvil outflow detections are
found by a proto-anvil detection scheme. The solid red line indicates the best fit of the data.
ter 5), or over the American sub-tropics where thick mid-latitude liquid clouds
are most frequently found. Since the specification of these clouds by the ECMWF
ERA-Interim product are poorer than ice clouds detected by MLS and are not
well spatially co-located, cloud-clearing calculations at these locations are likely
to produce greater uncertainty in the description of the reference scene OLR.
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6.3.2 Longwave Component of the High Cloud Radiative Forcing
The correlation of OLR simulations in the “convective plume” and “anvil outflow”
scene-types with observation were analysed. These were then referenced against
the background scene using the cloud-cleared data described in Section 6.3.1 to
provide an indication to the LW CRF. The remaining 32 % of the extended low
latitudes consisting of 466 profiles, as specified by the method in Section 6.2.1,
with an equal sample size of the convective plume and adjacent anvil outflow
scene-types. As the observations cannot be cloud-cleared, the cloudy-sky back-
ground scene data is shown by the grey circles on Figure 35). Notably, the
simulated cloudy-sky background data demonstrate excellent consistency with
CERES OLR measurements. Observations and the model both report a mean
OLR of 260 W m−2, with an expected error of just 10 W m−2.
Figure 35: Comparisons between CERES (Aqua) Outgoing Longwave Radiation (OLR) mea-
surement data (F+obs), versus AER RRTM LW simulated OLR (F
+
mod) using co-located MLS and
ECMWF data. The analysis uses data from 19th September 2004 equator-ward of 35◦. Panels:
(left) Correlative data for convective plume scenes; (right) adjacent anvil outflow cirrus. Both
scene-types were identified using the proto-anvil detection scheme described in Section 6.2.1.
The short dashed black lines show the expected correlation between the two data. The grey open
circles and long-dashed line of bet fit refer to the remaining “background” co-located profiles
in the low latitudes. Red and blue correlative data points indicate where the RRTM simulates
OLR values that are higher and lower than the measurements respectively. The area of each










in the region i ± 1, where i is the MLS index position of a convective plume identified by a
proto-anvil detection scheme.
The strength of the fit and point-to-point variability in the OLR correlative
data for is shown by the offset of the solid lines from unity and scatter about
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the line of equivalence respectively on Figure 35. AER RRTM LW simulations
demonstrate that in general the rate of longwave cooling to space is broadly con-
sistent with spatially coincident observations, giving rise to a positive covariance.
Whilst it is worth noting that individual measurement point error (F+mod − F+obs
bias) is as high as 180 W m−2, indicating a high level of uncertainty in this rela-
tionship. The data indicates that spatial variability in the mid- to upper tropo-
spheric measurement data, where high quality MLS measurements are fed into
the RT model, is accountable for much of the relative magnitude of the observed
OLR. Figure 35 shows a positive relationship between high cloud and OLR in the
plume scene, with the underlying points in grey representative of the background
scene (all other low latitude scene-types).
Figure 35 also indicates the OLR mean difference (background - cloud) local
mean CRF in the conditions of the two convective scene-types. By comparing
the consistency of the modelled and measured, it is possible to estimate the
errors associated with CRF in the conditions associated with thick ice plumes and
thinner adjacent cirrus. The key finding is that OLR modelling in the convective
plume (rplume = 0.56) region is much worse than for the adjacent thin ice cloud
data identified as the anvil outflow (routflow = 0.74). For each scene-type equal
sized datasets and equivalently sized measurement footprints were used, so there
are no differences in scene sampling that could be responsible for this observed
difference.
Figure 35 also highlights, by direct observational data, areas of potential weak-
ness in radiative transfer simulations and the validity of its input fed from MLS re-
trieved atmospheric composition in tropical atmospheres. Notably, the convective
plume scene data consists of co-located profiles where simulations reveal a much
colder cloud-top brightness temperature (large OLR suppression) with respect to
direct CERES OLR measurements. This cold model bias is indicated by the large
offset of 100 to 200 W m−2 of the blue circles on left-hand plot of Figure 35 from
the short-dashed line. Further indications of a high altitude bias in estimated
cloud-tops from MLS (of ∆ P ∼ 100 hPa) are noted from inter-comparisons with
MODIS (Aqua) cloud-top pressure data, presented in Chapter 3 (Figure 12). In
spite of these uncertainties, the data are in general agreement of a strongly posi-
tive LW CRF in regions of thick tropical ice clouds, with observed (CLW(obs)) and
measured (CLW(mod)) of 52 ± 16 W m−2 and 79 ± 28 W m−2 respectively and are
therefore broadly consistent. The main uncertainty in cloudy-sky measurements
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arises from the poor horizontal sampling of MLS, with a large spatial variabil-
ity in OLR measurements from CERES that comprise the spatially equivalent
co-located data.
In contrast, the thinner ice clouds of that represent some of the properties of
an “anvil-outflow” indicate a lower relative local LW CRFs, as expected. The
observations and modelled LW CRFs are in general agreement that that thinner
ice clouds are responsible for a significant (but less strong) longwave radiative
warming of the Earth’s atmosphere, with respective values of CLW(obs) = 33 ±
20 W m−2 and CLW(mod) = 58 ± 18 W m−2. The relative magnitude of the
difference and uncertainties of each indicate a large error in the simulation of local
high cloud CRFs in the order of 60 % of the absolute mean. This is mainly due
to the coarse horizontal field-of-view of MLS, which cannot resolve the isolated
plumes of ice water content associated with convection. Notably, in spite of
the view that thin cirrus is poorly represented in Global Circulation Models
e.g. Lohmann & Roeckner (1995), Solomon et al. (2007), the more spatially
uniform nature of cloud-top pressures for stratified layers of high clouds enables
us to report lower uncertainties in the measured OLR data that produces a much
clearer positive relationship with the simulations.
The gradient of the error-weighted fit for this high cloud scene-type of
routflow = 0.74 and its function indicates a slight overestimate of OLR reduction
where thinner ice cloud is present (at higher OLR values). This apparent effect
is relatively larger in the convective plume data than for anvil outflow cirrus. In
contrast, for thicker ice clouds of the anvil outflow, a notable warm-biased OLR
is presented by the model indicating that the OLR suppression induced by ice
clouds is underestimated. The effect may be due to a dry-bias in the water vapour
data in the presence of thick cloud. This finding is supported by the apparent
stratosphere-troposphere exchange (dry-slot) in the Version 2 MLS measurement
data Chapter 5 (Figure 28).
6.3.3 Evaluation of the Longwave High Cloud Radiative Forcing
The co-location procedure used to convolve the CERES (Aqua) SSF OLR data
to MLS uses an along-track averaging distance of ± 150 km. The coincident OLR
data with these MLS sensor footprints are therefore sensitive to clouds of a sim-
ilar horizontal length-scale. If the length-scale of isolated convective plumes is
much shorter than the MLS along-track field-of-view, the sensitivity of simu-
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lated OLR to MLS IWC concentration is overestimated. Since scattered tropical
cirrus is more common at higher altitude the correlative data corresponding to
these profiles may present themselves as an apparent as a cold model bias for
low OLR suppressions, characterised by CERES OLR measurement of 100 to
200 W m−2. In contrast, lower altitude ice cloud is more prevalent (characterised
by the densely populated correlative data points of 200 to 300 W m−2 and occupy
a much broader horizontal length-scale, so the modelled OLR is more closely
consistent with measurements.
The smaller correlative measurement points of Figures 34 and 35 indicate a
high magnitude of combined modelled and observed OLR measurement error.
The poorer consistency for these measurements may reflect the presence of scat-
tered high clouds. These are most noticeable in the cold-biased simulated OLR
data for the convective plumes of Figure 35. Past studies in Chapter 4 also indi-
cate that scattered clouds are often less well represented than uniform clouds due
to the poor along-track resolution associated with the limb-viewing geometry of
MLS.
Many gaseous MLS retrievals are adversely affected by the presence of cloud
and so are not recognised as valid inputs by the AER RRTM LW. The result can
be that the RRTM is not able to calculate the OLR for a particular profile and
instead reports data from the previous successful calculation. Precautions were
made so these model “out-of bound” events were restricted by applying minimum
concentration values to the water vapour and IWC data to correctly simulate the
parameterised optical properties of ice clouds. Other sources of error arise from
the simulation of OLR by the AER RRTM LW, which are detailed further in
Section 6.4.4.
The convective plume LW CRF cannot be realistically expanded into a global
CRF, since the percentage coverage of each high cloud type is not well defined.
The results instead indicate the relative effects under two strikingly different
tropical ice cloud conditions where LW CRF (CLW) values are typically 30 to
40 % lower in the presence of anvil outflow clouds than for neighbouring convective
plumes.
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6.4 Sensitivity of Cloud Radiative Forcing to Upper Tro-
pospheric Ice and Water Vapour
The response of high cloud parameters to future change temperature change is a
cornerstone in the climate debate (Solomon et al. 2007, Chapter 1). In particular,
cloud ice and upper troposphere water vapour (UT WV) exert the largest impact
on the rate of longwave cooling in the tropical atmosphere. The sensitivity of
the Earth’s radiation budget to these parameters depends upon the atmospheric
conditions in which high clouds are formed. In this study “Bulk analysis” was
undertaken using data from the same proto-anvil and convective plume data as
analysis in Section 6.3.2. An indication is given to the pressure that high clouds
form in each scene type, by applying a linear cloud-ice weighting for each MLS
profile. In addition, the precisions of the MLS Version 2 IWC data product are
examined at each reported pressure level to provide a range of sensitivities are
also provided.
This study will indicate how parameters are related to the longwave CRF
that will help improve future representation of high cloud within Global Climate
Models (GCMs).
6.4.1 The Effect of Atmospheric Conditions on Longwave Forcing in
a Convective Plume Scene
Ice Water Path and LW CRF Figure 36 shows the local LW CRFs under
the conditions identified as tropical plumes, as indicated by the ∆ OLR ordinate.
The data shows that these thicker and deeper ice clouds are characterised by
10 g m−2 < IWP < 400 g m−2. LW CRFs calculated from simulations shown in
Figure 36(a) present a clear linear simulated LW CRF versus log(IWP ) relation-
ship, with a confidence of 99.9 % indicated by a Pearson’s correlation coefficient
of r = 0.94. The steepness of the weighted best fit of the observed OLR con-
trasts on Figure 36 indicates the relative sensitivity of log(IWP ) in the upper
troposphere to LW CRF. The top panel Figure 36(a) shows the calculation for
simulated OLR data, whilst the lower panel (b) shows the analysis at the same
locations for the measured data.
The dashed best-fit lines on the left of Figure 36(a) indicates a range of ∆ OLR
sensitivities to IWP of 61 to 95 W g−1 that is broadly consistent with the sim-
ulations (b) of 86 to 113 W g−1. Due to the large uncertainties for single point
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correlative measurements, as discussed in Section 6.3.2, it is not possible to refine
the range of sensitivities reported by this data. It is however worth noting that
both datasets indicate that high altitude ice clouds within tropical storms are a
major contributor to the observed LW CRF.
a
b
Figure 36: Correlation of Outgoing Longwave Radiation (OLR) suppression with Upper Tro-
posphere (UT) cloud ice water path (IWP) and water vapour path (WVP). OLR difference
is calculated in the same two tropical high cloud conditions as Figure 35 with reference to a
simulated cloud-cleared “background” scene. Panels: (a) Simulated longwave Cloud Radiative
Forcing (LW CRF) in Wm−2; (b) observed LW CRF at the same locations. Open circles indi-











and the black least squares fit lines on panel (a) plots show the range of simulated contrasts in
OLR using MLS (Aura) and ECMWF ERA-Interim data input into AER RRTM LW. Black
circles and red best-fits on panel (b) indicate the OLR contrast for the same locations using
the CERES (Aqua) SSF data product (FM3). Left panel: Relationship of LW CRF to IWP at
261 hPa> p > 82 hPa; (right) same profile data expressed in terms of WVP. The mean prop-
erties of the background, convective plume and anvil outflow scene-types are indicated by green
dashed, blue dashed and dotted lines respectively.
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LW CRF observation data reported in Figure 36(b) show a seemingly stochas-
tic covariance with MLS IWP for individual high cloud cases, yet present an
overall statistically significant (yet weak) positive correlation. In contrast, the
modelled data for the same cloud profiles presented in Figure 36(a) indicate a
strong positive relationship with IWP. The more scattered character of the ob-
served data may reflect local uncertainties in the RRTM LW parameterisation of
tropical convective ice crystals by the Cloud Community Model (CCM) Version
3. Modelled OLR generated by the RRTM appear to be show a direct proportion-
ality to log (IWP ), with little or no sensitivity to changes in the size of particles.
This may be because the plume data is characterised by a thick ice cloud col-
umn with a near-constant cloud-top pressure and temperature of the Tropical
Tropopause Layer (TTL). To support this view, bulk property analysis reveals
that the IWC weighted mean pressure indicates that the thickest region of this
cloud is rather consistently centred at 216 ± 1 hPa in the mid-troposphere. This
indicates a rather uniform vertical scale of tropical plumes.
Another plausible cause of the apparent discrepancy between the random
observed data and rather deterministic modelled data of Figure 36 is through in-
tense tropical precipitation and thermal instabilities that are both characteristic
features of deep convection. The resulting fall-out of ice crystals and consequen-
tial vaporisation and melting result in latent heat removal from the atmosphere.
This provides the energy for descent in the location of free tropical convection.
As ice particles descend they also generate a downward motion of air, which in
combination with latent heat exchange fuels turbulent exchange. As a result of
these local dynamics and diabatic heat exchange, crystals may not be at an equi-
librium temperature with the surrounding environmental air-mass. The optical
characteristics that describe the longwave absorption and emission may therefore
behave in an unpredictable fashion in nature, but not in climate models.
Water Vapour Path and LW CRF Figure 36 show that the anvil-outflow
scene-type is characterised by 10 g m−2 < WV P < 700 g m−2 and that WVP, as
with log(IWP ), is positively correlated to LW CRF. The notable difference is that
the strength of this correlation is weaker (r = 0.61) with a lower sensitivity than
for IWP comparisons with a gradient of 0.16 W g−1. The unpredictable nature
of MLS water vapour detection in the presence of thick ice clouds means that
uncertainties are large and cannot easily be quantified. The notable difference
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with IWP is its linear rather than logarithmic relationship to LW CRF. The
sensitivity in the rate of longwave cooling due to variability in water vapour
mass in thick “tropical plumes” is therefore ∼ 100 fold smaller than for ice water
content. There is a general correlation between these data, although the data
presents a large point-to-point variability between individual high cloud cases
and its related uncertainty. The modelled OLR suppression in Figure 36(a) for
WVP is much weaker than for IWP indicating that UT WV plays a much less
important role in the contribution to longwave radiation budget in the presence
of thick cloud. In opposition, this finding is not supported by direct observational
data from CERES presented in Figure 36(b), or by other recent studies by Harries
(2000), John et al. (2011) that indicate that UT moisture plays a key role in the
observed OLR variability.
6.4.2 The Effect of Atmospheric Conditions on Longwave Forcing for
a Proto-Anvil Outflow Scene
The proto-anvil detection scheme described in Section 6.2.1 identifies an adja-
cent high cloud scene-type adjacent to the plume profiles. The profile detection
specifically states that the minimum IWC in the upper troposphere model layers
(7 < m < 14) must contain ice free layers of IWC < 0.03 mg m3, so a discontin-
uous upper troposphere cloud ice layer is present for all the anvil outflow data.
Figure 37 present two different types of anvil outflow detections: one in the near-
view and one at the far-view. Firstly it is worth noting that the far-view data
(48 % of profiles) are affected by limb-viewing shadowing of the MLS received
radiance at 240 GHz. This measurement error results in artificially lowered IWPs
that will cause an over-sensitivity of IWC in both the observed and simulated
LW CRF data.
Ice Water Path and LW CRF Analysis of the IWP data concurs with the
view that thinner columns of ice clouds are present in the conditions associated
with anvil outflow cirrus. Figure 37 indicates that this scene-type is characterised
by 1 g m−2 < IWP < 400 g m−2. Notably, the data presents a positive correlation
simulated between log(IWP ) and CLW(outflow) as for the plume data, although
considering the large point-to-point uncertainties in measurements indicated in
Section 6.3.2 it is rather difficult to refine their relative impact on the LW CRF.
The Pearson’s correlation coefficient that indicates the strength of the log(IWP )
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to LW CRF relationship is just r = 0.44 for the modelled anvil outflow data. This
is significantly lower than for the convective plume data presented by Figure 36(a)
that reflects higher measurement error and indicates a much lower confidence in
the future feedback response of anvil outflow cirrus. In general, the AER model
indicates a weaker sensitivity of LW CRF to anvil cirrus than for the plumes
with a positive gradient of 17 to 28 W g−1. This finding is supported by direct
observational data from CERES presented in Figure 37(b) that reports a cloud
ice sensitivity of 19 to 34 W g−1.
a
b
Figure 37: Same as Figure 36, but for convective anvil outflow cirrus scene-type identified using
the proto-anvil detection method described in the text.
There are several fundamental differences in the character of the two high
cloud scene-type data presented in Figure 37 that may cause the stochastic re-
lationship. Firstly, it is noted that anvil cirrus is defined by a discontinuous
cloud layer with ice at the top and often liquid water clouds below. The inter-
mediate zone between these clouds is located in the mid-troposphere. As anvil
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outflow cirrus is rarely often thin enough for thermal radiation to pass through,
the longwave radiation leaving the upper cloud-top to space is most sensitive to
the mixed-phase and low troposphere clouds. These properties and spatial dis-
tribution of these clouds is not as well specified in the model simulations as ice
clouds. In addition, warm cloud data may not be temporally consistent with the
clouds above due to a significant temporal off-set between MLS and ECMWF
observations of up to 3 hours and partially uncoupled circulation features of the
upper and lower clouds for anvil cirrus. The combination of these factors may
account for much of the apparent random point-to-point scatter in the LW CRF
data of Figure 37.
The weighted least-squared best fits of the correlative data in Figures 36
and 37 reinforce the view that significantly lower cloud ice sensitivities are found
in the anvil outflow scene than for the convective plumes. This supports the
view that the ice crystal properties of the two scene-types are fundamentally
different. One plausible cause of this difference is that tropical anvil outflow
cirrus is its closer proximity to the cloud-point tropical tropopause layer (TTL),
where colder temperatures are often found. Ice clouds are on average located at
pressures 15 ± 2 hPa lower in the anvil outflow than the convective plumes. The
precision of this calculation and its significance within the reported error margin
is achieved by averaging a large data sample of 233 profiles that eliminates local
bias and sources of error that exist for individual profiles. In addition, whilst a
4 km vertical field-of-view is reported for the version 2 MLS IWC product e.g.
Livesey et al. (2007), any systematic bias in cloud-top pressure is likely to be
equivalent at each sensed pressure level for both scene-types data and cannot
account for this discrepancy.
Water Vapour Path and LW CRF The WVP data presented in Figure 37
shows a similar bulk property in WVP and LW CRF sensitivities as Figure 36,
with little distinction between the two data given the large variability between
individual data points. There are two notable differences: smaller suppressions
in OLR are found at the same WVP values in the presence of anvil outflow
conditions than within the plumes; and secondly that lower mean WVPs are found
in the anvil outflow conditions than for the plume data, as indicated by the blue
dotted and dashed lines respectively. The first observation is likely to be a result
of a stronger coincidence between UT WVP and IWP for tropical convection
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than for anvil outflow cirrus. The second observation of a lower mean WVP is
a direct consequence of lower absolute humidities outside of moist convection.
Lower WV concentrations in the anvil outflow cirrus are also consistent with
the higher characteristic altitude of this stratified cloud, extending outward from
the convective anvil top rather than an icy column that extends into the mid-
troposphere (as for the convective plume). Anvil cirrus clouds often form in
lower temperatures that are more often found at these higher altitudes, which
correspond to a lower water vapour saturation point with respect to ice.
6.4.3 Bulk Property Analysis in Different Scene-type Conditions
Figures 36 and 37 also indicate the bulk properties of each scene-type i.e. the
average properties that characterise each set of conditions (scene-types). The
vertical blue lines indicate that the mean IWP is approximately 50 % (20 ±
5 g m−2) higher in the conditions of plume scenes than for the proto-anvil outflow
scene-type. The upper tropospheric absolute humidity is only 30 % lower in
the presence of the anvil outflow, as expected given owing largely to the higher
altitude outflow cirrus, with an absence of a cloudy associated with sub-saturated
air that lies beneath it.
The background scene (green dashed line) contains the least water vapour that
is noticeably drier, and it is this drier air that means that the scene is almost
entirely cloud-less in the upper troposphere. Even though the background scene
is non-convective defined by a near-zero IWC, the data indicates a relatively
high point-to-point variability in IWP in the order of 0.3 g m−2, which reflects
the MLS instrument measurement noise at the 240 GHz viewing frequency. A
higher sensitivity to lower IWP values are required for subvisual and thin cirrus
detection (e.g. Massie et al. (2011)), indicating the limitation of MLS detection
to thicker anvil cirrus.
6.4.4 Uncertainties in Estimates of Longwave Energy Transfer
The data in this chapter show that the OLR is not affected solely by high clouds
and that other factors play an important role in the RT of longwave radiation from
the atmosphere to space. The atmospheric parameters or factors that strongly
influence the RT simulated OLR include the following:
1. Cloud top height and spatial location - The vertical position of ice clouds
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is critical in accurate calculations of the OLR by RT models. Uncertainties
in the MLS detection of cloud-top pressure and cloud ice concentrations
cause large uncertainties, since high clouds that are optically thick emit
much less OLR than clouds of the same altitude that are optically thin.
It is also essential that warm clouds are coincident in space and time with
the overlying measurements, since uncertainties in the horizontal position
of warm clouds input from the ECMWF can impose significant RT errors.
2. Cloudy-sky gas retrievals - The MLS data presented in Section 5.3.3 shows
that middle and UT WV exhibits a great spatial variability that is often
spatially coincident with tropical convection. Since upper tropospheric WV
and other non-mixed greenhouse gases such as ozone are highly dynamic in
the tropical troposphere, as indicated in Chapter 5, accurate retrievals that
are spatially consistent with high cloud data are essential. In particular,
cloud parameterisation calculations are highly dependent upon reliable MLS
temperature retrieval that is particularly unreliable in the presence of thick
high clouds. There are currently large errors associated with the cloud-
clearance process for in the presence of thick cloud, such as for MLS ozone
and temperature retrievals (Livesey et al. 2007).
3. Stratospheric intrusions - Exchange of moisture across the tropical tropopause
layer could potential exert a strong greenhouse forcing in the presence of
deep tropical convection. There is evidence from WV and ozone measure-
ment data presented in Chapter 5 of significant anomalies aloft of tropical
plumes in the UTLS, which can affect the representation and estimated
cloud forcing in the presence of ice clouds.
4. Ice and water particle parameterisation - Particles with shorter effective
radii are less absorbing in the infra-red than larger ice particles at the same
mass concentration, in accordance with a log10(IWP) relationship (McFar-
quhar & Heymsfield 1998). The atmospheric conditions of the surrounding
outflow cirrus are often characterised by smaller and irregularly shaped
ice crystals (Wyser 1998, Iacono et al. 2000, Hong et al. 2009). The mis-
representation of different absorption properties in RT models that result
from different particle size and shape spectra mean longwave RT simula-
tions present large uncertainties in the presence of high clouds (Jensen et al.
2009).
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5. Horizontal inhomogeneities along the limb view - IWC is reported by MLS
as an average value that represents an extensive along-track distance. Un-
less the cloud is horizontally homogeneous in nature; the local IWC may
deviate substantially from the mean along-track concentration. As a result,
CERES OLR measurement may not be representative of the local scene
viewed by MLS. For valid studies with MLS ice clouds must be sufficiently
large, ideally with horizontal length-scales of y > 150 km. To improve this
analysis, future observations must therefore have a much better along-track
sampling to better validate cloud parameterisation schemes for climate pre-
diction.
6. MLS IWC measurement uncertainties - When the local IWC concentra-
tion is low, measurement uncertainties are highly influential on the OLR
variability and quality of the RT calculations. Further MLS measurement
errors are detailed in Section 6.2. In particular, some systematic biases exist
in the data analysis for optically thin ice clouds where measurement noise
presents negative IWC values from the V2 product that are not allowed
inputs for the RRTM LW.
7. RRTM LW input errors - Further sources of error in LW RT arise from the
cloudy-sky part of the RRTM LW code, which neglects the effects of LW
scattering. Its absence may produce small errors when examination of high
cloud scenes, although the quality of the cloudy input often carries much
larger uncertainties.
Sampling errors are associated with the limited period of study, which should
ideally be extended to multiple days and seasons. Variability in high cloud prop-
erties operate on many different time-frames. In particular, the Asian monsoon
is most pronounced in the autumn months and exerts a seasonal trend in calcula-
tions, with higher cloud fractions reported in Chapter 4. Several cycles introduce
internal climate variability into the system and could affect the LW CRF calcula-
tions. In particular, an intraseasonal oscillation dominates the variability of high
clouds in the tropical atmosphere that is known as the Madden Julian Oscillation
(MJO). In addition, the El Niño Southern Oscillation (ENSO) in the tropical Pa-
cific, the Meridional Overturning Circulation (MOC) in the Atlantic, and other
natural variability in the climate system also play a role in the low latitude cli-
mate. During the period of study the positive phase of the ENSO dominated the
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global climate system that is associated a more intense radiative cooling (Cess
et al. 2001). The variability in the character of the tropical ocean impose a feed-
back on the sensitivity of OLR to changes in the cloud ice concentration (Larson
& Hartmann 2003).
6.5 Discussion / Conclusions
In this chapter the longwave radiative forcing of high cloud are investigated using
AER RRTM LW simulations of OLR that are compared against direct CERES
(Aqua) OLR observations. This study identifies two distinctly different scene-
types. One set of high cloud data consists of thicker and continuous vertical
columns of deep convection that are easily identified in the MLS measurement
data, of 50 to 80 W m−2. A less well defined scene-type is identified that is called
the proto-anvil outflow cirrus, which represents a higher altitude thinner cloud
layers with CRF values of 30 to 60 W m−2. This analysis allows a better charac-
terisation of tropical anvil cirrus, whose radiative properties and representation
in climate models are currently a subject of particular uncertainty (Solomon et al.
2007). Some of the differences between high clouds are identified that may in-
dicate how to best improve this level of confidence. The results of this study
are broadly consistent with Hartmann & Wood (2008), who estimate that LW
CRF equator-ward of 30◦ peaks around 50 W m−2 within strong ascent. The
uncertainties in LW CRF (CLW) calculations are however large, in the order of
∆ CLW ± 30 W m−2.
The relatively good consistency between simulations and measurements indi-
cates that LW CRF of anvil outflow is comparatively easy to characterise due
to the better sampling of this more extensive and laminar high cloud type. In
contrast, the convective plume scene-type is characterised by relatively smaller
length-scales of variable cloud-top pressure. Scene-type sampling differences are
in part a consequence of the coarse horizontal field-of-view of MLS. In addition,
the horizontally homogeneous structure of anvil cirrus increases the sensitivity
of the MLS to low ice crystal concentrations that are typical of thin anvil cir-
rus. Interestingly, the anvil clouds data also reveal some contrasting properties
that mark the transition between warm convection and the background scene,
with characteristics that can be distinguished from the surroundings. Accurate
representations of these thin high clouds in climate models may help account for
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a steady rise in the OLR reputed by Rossow & Schiffer (1999), Wielicki et al.
(2002) equator-ward of 20◦, a finding that is not well verifiable through model
simulations.
The main source of error involved in anvil outflow cirrus arises from a poorly
specified lower to mid-troposphere composition and mixed phased clouds. In
addition, the higher occurrence of anvil outflow detection ahead of a plume in-
dicates that MLS shadowing of profiles in the far-view of thick clouds produces
a low IWC bias. A finer horizontal sampling by space-borne instruments is also
required to monitor the high spatial variability in cloud altitude, ice particle num-
ber density, ice layer thickness and scattered high cloud scenes. Several aspects
of the data support the case for large uncertainties in the UT WVP measurement
data in the presence of high clouds. In general, the data from this study indicate
that improved greenhouse gas retrievals in the presence of cloud are essential for
confirmation of several characteristics of high clouds.
The apparent strong positive correlation between log(IWP ) and LW CRF,
with a sensitivity value broadly consistent with observations, supports the view
that high clouds are the main contributor to the rate of longwave cooling in the
tropics. The stochastic nature of the observation data in contrast to simula-
tions indicates that parameterisation issues may be especially important in the
representation of high clouds. In contrast, UT WVP appear to present a less
clear linear relationship to LW CRF with some inconsistencies between 200 and
1000 g m−2 (supported by observations) that indicate a higher sensitivities of LW
CRFs at high WVPs. This observation in the data may be entirely attributable to
measurement errors, such as a significant dry-bias in the Version 2 MLS data for
thick ice clouds. Studies by Fueglistaler et al. (2009) indicate that discrepancies
between water vapour measurements in the presence of the tropical tropopause
layer substantially impede accurate climate modelling.
Further errors are associated with both the measured and simulated OLR
that cause the large range of plausible LW CRFs. One source of error arises from
the degradation of CERES OLR data to make it spatially consistent with MLS.
At the 300 km length scale of each measurement point many high clouds are too
small to be correctly resolved. Whilst the use of co-located comparisons enables
valid comparisons, the horizontal resolution of measurements is essential for future
cloud studies. This study indicates that MLS detections of several absorbing gases
encounter large uncertainties and inaccuracies in the presence of high clouds;
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therefore it is difficult to represent the absolute impact on the LW CRF. In
addition, since there is a strong seasonal cycle in high cloud fraction, further
studies using inter-annual and seasonal data may reveal striking differences in
the low latitude LW CRF.
Uncertainties in the RT output of OLR could be reduced by incorporating ac-
curate greenhouse gas retrievals in the presence of clouds, an area of atmospheric
modelling that warrants further work. Since MLS WV retrieval presents a bias
and unreliable data in the presence of thick cloud e.g. Livesey et al. (2007), a
cloud-cleared scene that excludes thick ice cloud profiles is used as an alternative
reference scene. Whilst this reference scene is cloud-cleared, climate feedback
studies based on changes in cloud fraction alone are likely to lead to a slight
over-estimate in climate sensitivity, i.e. the equilibrium change in the annual
mean global surface temperature following a doubling of the atmospheric equiva-
lent carbon dioxide concentration (Solomon et al. 2007). This is because satellite
observations indicate that an increase in the tropical convective area coincides
with a decrease in the surrounding upper tropospheric water vapour concentra-
tion (Lindzen et al. 2001, John et al. 2011). The clear-sky variability in water
vapour concentration poses a larger forcing on climate than in the convective area,
where thick ice clouds account for much of the observed suppression in OLR. Fu-
ture LW CRF must therefore consider the non-local effect that convection poses
on the radiation budget, especially the drying of neighbouring atmosphere.
The cloud parameterisation that characterises the ice particle shape and size
spectra of ice clouds also poses another significant source of error. By using an
updated version of RT model, with improved inputs for cloud optical properties,
it is plausible that improvements could be made to this study to refine estimates
of the LW CRFs for thin anvil outflow clouds. In addition to space-borne mea-
surements a combination of in-situ balloon and aircraft data, a range of passive
and active microwave and infra-red satellite instruments with different viewing
geometries, and ground-based lidars are also essential to provide a near-complete
representation of ice cloud properties (Buehler et al. 2007, Waliser et al. 2009).
Currently, the fourth generation of NCAR’s Community Climate Model described
by Acker et al. (1996) adds further detail to ice cloud parameterisation, however
the representation of cloud radiative properties remain uncertain in climate mod-
els (Solomon et al. 2007, Chapter 1.).
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6.5.1 Evaluation of the Proto-Anvil Detection Scheme
The proto-anvil outflow detection scheme described in this study examines ice
mass concentrations (IWC) and along-track gradients in low troposphere cloud
to identify two contrasting scenes in the transition zone between deep convection
and the surrounding ice-free atmosphere. This scheme could have been devised
differently to identify two quite different high cloud scenes, yet the relative pat-
terns of IWP and WVP sensitivities to LW CRF would be similar. The method
in this chapter effectively divides the convective scene, which consists of the anvil
outflow and plume, into equal divisions. This method provides an equal sample
size for each high cloud scene-type and presents equivalent comparisons of upper
tropospheric humidity and ice clouds. This is particularly important for investi-
gating the relative effects of different atmospheric parameters in the presence of
different high clouds on the future climate.
The contrasting radiative properties of the two high cloud scene types indicate
that the cloud edge detection algorithm is identifying some desired bulk properties
of anvil outflow compared to the convective plumes. This includes lower absolute
humidities and ice water content, and a distinctly different pattern in the sen-
sitivities of UT WV and IWP that is supported by observations. The findings
are consistent with the view that anvil cirrus is characterised by a horizontally





Investigations in this thesis demonstrate how co-located cloud data from A-train
instruments, whose measurement footprints cover the same locations at the same
times, lead the way to improved comparisons of high cloud radiative proper-
ties that have previously been scarce. A validation study first confirms that
Microwave Limb Sounder (MLS) on-board the Aura satellite views higher cloud
tops where the CERES and MODIS (Aqua) instruments also view higher altitude
clouds at the same locations. The study also shows a consistent pattern in high
cloud distribution and fractional coverage from CERES, MODIS and MLS whilst
noting that MLS may be more sensitive to thinner ice clouds. Whilst cloud-top
heights provide a rough indication to cloud radiative properties, later investiga-
tions show that MLS offers a much deeper understanding of the role of high clouds
in the rate of longwave cooling that can only be obtained from instruments that
report information about a clouds interior. In particular, it is shown that the
coincident footprints of A-train measurements that are undertaken from differ-
ent satellite platforms offers particular promise in reporting reliable estimates of
the seasonal high cloud fraction. Validation studies indicate that nadir-sensors
report cloud-top heights that are consistent with MLS, yet their finer horizontal
sampling produces gaps between measurements for scattered high cloud scenes.
Overall, the data shows that limb sounding is more successful for detailed high
cloud studies. This is because MLS provides a higher vertical resolution of thick
tropospheric clouds than many infrared nadir-viewing sensors.
Detailed examinations of high cloud are undertaken later in the thesis, demon-
strating that the MLS alone can provide a great deal of composition data includ-
ing water vapour; the most abundant of the Earth’s greenhouse gases, which is
found in its highest concentrations within tropical storms. Whilst water vapour
retrievals are a known source of error in the presence of thick clouds, the MLS
alone provides adequate data to simulate much of the observed variability in the
observed longwave energy budget. The most valuable feature of MLS is its di-
verse data product portfolio that describe much of the atmospheric composition
of the mid- to upper troposphere. Its main pitfall is that its limb radiances are
easily saturated in the moist and frequently cloudy low to mid-troposphere below.
Later in this thesis it is shown how co-located liquid cloud data from the European
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Center for Medium-range Weather Forecasts (ECMWF) is a used to improve our
descriptions of the tropical atmosphere. The ECMWF ERA-interim data product
provides further confidence that MLS is successful at detecting deep plumes of
tropical cloud that extend from the planetary boundary layer up to the tropical
tropopause. The combination of ECMWF data with MLS allows in particular
permits more accurate simulations of the longwave energy budget, which can be
used to better attribute the influence of high clouds to climate forcing. In addi-
tion, co-located ECMWF data enables deep convective profiles to be identified
with better confidence.
Co-located analysis of simulated Outgoing Longwave Radiation (OLR) is
achieved by the use of a radiative transfer model, which is fed with both MLS
and ECMWF data. The chosen model simulates the broadband longwave emis-
sion and is a common choice for use in global climate models. Later studies in
the thesis demonstrate that by direct comparisons of the modelled OLR with
direct observational data from CERES that the longwave Cloud Radiative Forc-
ing (CRF) can be refined in the conditions of two scene-types typical of tropical
storms. The refinement of this parameter is only possible by direct validation
against observations, as the modelled differences in the sensitivity of CRF to
upper tropospheric ice and humidity are only valid when supported by observa-
tions of the same section of atmosphere. Direct observational data from CERES
enables the quantification of uncertainties in climate forcing. The results again
support the view that MLS provides a broadly accurate representation of the
tropical atmosphere that reflects the main features of the observed atmosphere.
The study also reveals some atmospheric conditions where MLS is least success-
ful; noticeably with apparent dry artefacts and unreliable retrievals in the water
vapour data.
Overall, early validation studies show that synergistic methods offer partic-
ular value for future climate studies, with each instrument sensitive to different
high cloud properties; MODIS views low to middle troposphere clouds well and
MLS only reporting data on ice clouds. Valid combination of these data with
the wealth of other cloud products now available, must carefully consider the
spatial resolution of each. This combination is usually limited by the instrument
that offers the poorest horizontal resolution; the MLS instrument in the case
of this study. Whilst value is generally added by the MLS, the quality of the
cross-instrument comparisons in this thesis is significantly degraded by the rela-
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tively poor along-track resolution of MLS and its narrow across-track sampling
in contrast to nadir sensors.
Future synergistic datasets that describe clouds must add value or additional
features to the existing cloud datasets from which it is composed. This would al-
low new datasets to be provided with a better specification of cloud properties for
use in climate models at seasonal timescales and beyond. More detailed studies
of cloud properties and processes would therefore be possible in the context of re-
gional to global changes in atmospheric composition and Earth system processes.
Comparisons of this type are particularly useful in refining cloud parameterisa-
tion schemes - the descriptions of cloud particle sizes and shapes. This thesis
demonstrates this success by exploring the differences between the modelled and
observed radiation budget data using coincident data.
Further details of specific thesis findings and their implications for climate un-
certainty and prediction are discussed in Section 7.2. Section 7.3 then proceeds
to discuss the current availability of alternative ice cloud products and whether
their measurements offer consistency with MLS. Section 7.4 then presents a fu-
ture vision of high cloud studies and the requirements for Earth Observation
instrumentation to overcome present challenges.
7.2 Co-located Studies of Ice Clouds - Implications
In this thesis several components of the atmospheric composition and physical
conditions are examined that contribute toward calculations of longwave energy
budget in the presence of tropical ice clouds. Specifically, it is shown how close
comparisons of MLS data with other spatially coincident measurements allow the
high Cloud Radiative Forcing (CRF) to be refined. This is achieved using co-
incident measurements of OLR from CERES (Aqua) that report relatively low
measurement errors and high stability (Spence et al. 2003). Overall, the study
demonstrates how co-located measurements enhance descriptions of high cloud
radiative properties and could be used to improve representations of cloud prop-
erties in response to climate change.
There are several different methods for estimating the longwave (LW) radi-
ation budget (RB) in cloudy sky conditions. Chapter 3 shows that CTPs are
subjective, with no robust method for their estimation, often with no defini-
tive boundary between cloud layers and overlying clear sky. Instruments such
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as MODIS therefore provides a much better opportunity to study the shortwave
component of the radiation budget, since much of the solar radiation is scattered
from the surfaces of low clouds and thicker ice clouds. In contrast, broadband
instruments such as CERES offer no detailed information about high clouds.
Inter-comparisons of MLS CTPs with CERES (Aqua) CTPs derived from bright-
ness temperatures, reveals a weak positive correlation with a mean low altitude
bias of 3 − 4 km. The application of CERES is later proved invaluable; providing
direct observational evidence of the longwave radiative forcing of tropical clouds.
Co-located studies of high clouds in Chapter 3 demonstrate a general consis-
tency of MLS with both MODIS and CERES; whilst the uncertainties involved
in the use of CTPs in climate models are much too high. Comparisons between
nadir and limb-viewed measurements also show inconsistencies for scattered cloud
scenes and differences in viewing geometry and horizontal resolutions. As a con-
sequence, MLS data reports a low pressure CTP bias, with lower altitude clouds
visible at nadir that are undetected across the limb. Despite this, data in Chap-
ter 3 shows how complementary cloud properties; such as thermodynamic phase
and cloud mask information from co-located MODIS data viewed at nadir, can
be used in conjunction with MLS to determine horizontal homogeneity of cloud
and therefore to allow focussed studies on thick tropical ice clouds. This kind of
synergistic comparison is valuable to increase the validity of future cloud studies.
Later work in Chapter 5 and 6 shows that many others variables account for
the observed regional variability in the longwave radiation budget, rather than a
cloud-top view on climate.
In Chapter 4 methods are developed to estimate the high cloud fraction and to
present seasonal maps of its global distribution and occurrence frequency. These
kinds of study are useful for inter-comparisons with other cloud measurements,
since often direct comparison of cloud products is not possible due to differences
spatial coverage and field of view. Valid A-train comparisons are undertaken
by spatially averaging nadir-sensor data within each MLS measurement foot-
print. This process allows the quantification of cross-instrument differences in
high cloud fraction. The data shows how by combining information from dif-
ferent instruments confidence can be greatly improved in the presence of high
cloud and the seasonal distribution in its occurrence frequency. These studies
find that large-scale regions of convective high clouds detected by the MLS are
found infrequently outside the tropics. In addition, accurate and reliable data
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on the global high cloud fraction in Southeast Asia, Central Africa and Central
America may be critical in the future prediction of extreme rainfall events and
regional forecasts for agriculture and management of water resources.
Coincident simulations and observations of OLR are examined Chapter 5.
The correlative data shows that accurate specification of clouds and spatially co-
incident measurement are essential to correctly represent the radiation budget,
as large uncertainties are often found in the presence of tropical high cloud. This
is mainly due to large horizontal variability in the OLR at the location of deep
convection. Largely as a result of the poor along-track view of MLS, individ-
ual profile level bias as large as 120 W m−2 are found in the presence of tropical
convection. This is a major limitation for accurate calculation of cloud radiative
properties and calls for a much better horizontal resolution of clouds future cloud-
climate studies. In addition, whilst numerical weather data (from ECMWF) is
shown to successfully supplement MLS data with information about low clouds,
temporally coincident data is required. This could be provided through syner-
gistic combination from other ice cloud sensors onboard the A-train constellation
(discussed later in Section 7.3), which offer a unique set of measurements from
satellites in the same orbit.
Whilst case studies cannot ascertain whether any ice water content anomalies
can be assigned to thin outflow clouds, they present some anomalies in the data
retrievals in the presence of clouds that are often missed with large-scale data
analysis. Several LW radiative Heating Rate anomalies (HRs) in the order of
0.5 K day−1 are apparent from the analysis in Chapter 5 in the tropical tropopause
layer (TTL). These features are thought to be associated with thin cirrus that
is maintained by a balance between sedimentation and radiative driven lofting
(Jensen et al. 2009). Correctly locating thin cirrus is important in climate studies,
since comparisons with radiative budget data at the same locations can help refine
estimates of the cirrus radiative forcing and feedback processes that present great
uncertainty for climate predictions.
On a profile basis several characteristics of tropical high clouds were identified
in Chapter 5, using two case studies to reassert findings in each case. Atmospheric
composition data, comprising upper troposphere to lower stratosphere ozone and
water vapour were studies for equatorial satellite passes within the warm and
cold-pool regions of the Pacific. Noticeably, the data shows that higher abso-
lute humidities in the mid-troposphere coincide with ice detections and high LW
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heating rates (HRs) aloft of dense cloud. Rather than low to mid-tropospheric
WV coinciding with higher absolute humidities of the TTL, several dry anomalies
are detected in the case studies of Chapter 5. Whilst this data could indicate
artefacts, it may also indicate that convective overshooting of moisture causes
cross-tropopause exchange of moisture. To further support these findings it is
imperative that water vapour retrievals are improved in the presence of thick
cloud, which could only be achieved realistically by examining the spectral sig-
nature of ice clouds. These kinds of studies could be achieved by the use of a
fine-resolution infra-red instrument, such as HIRDLS (Aura) that is discussed
later in Section 7.3.1.
Ozone anomalies are also found above thick tropical ice clouds. These features
may be associated with dynamic exchange across the tropopause, or indicate that
high absolute humidities readily promote ozone depletion in convective zones. As
the tropical convective zone may be expanding as the climate warms, accurate
retrievals are essential to correctly represent the role of tropical convection in
the chemical transport of ozone and the recovery of the ozone layer. This has
direct implications for both human and plant life. Large uncertainties currently
exist in MLS ozone retrievals above thick ice cloud that must be remedied. These
limitations in the ozone data product for thick cloud currently inhibit the pro-
gression in the understanding of heterogeneous ozone chemistry the presence of
tropical convective clouds and anvil outflow cirrus. To meet these scientific goals,
future instrumentation must therefore be designed to allow accurate cloudy-sky
retrievals of ozone at mid-troposphere to lower stratosphere altitudes.
A focussed study in Chapter 6 explores the sensitivity of longwave Cloud
Radiative Forcing (LW CRF) to upper troposphere water vapour and ice water
content in the conditions of two tropical scene types. A proto-anvil outflow de-
tection scheme is devised to identify thick ice clouds that extend the troposphere.
The success of this proto-anvil detection is supported by coincident observations,
with deep plumes characterised by a mean LW CRF of 50 to 80 W m−2 and the
anvil outflow by a significantly lower LW CRF of 30 to 60 W m−2. The anal-
ysis shows that the thicker anvil outflow cirrus is apparently well detected by
MLS, with the radiative properties of convective plume scene limited by large
uncertainties in the upper troposphere water vapour. The study emphasises the
need for accurate humidity retrievals in the presence of thick cloud to correctly
simulate the Earth’s radiation budget.
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Later in Chapter 6 it is shown ice particles of the anvil outflow form at slightly
lower pressures, with a significantly lower sensitivity to cloud ice that is 15 to 40 %
of the convective plume scene. The high point-to-point scatter in the data re-
flect the poor along-track resolution and narrow across-track view of MLS, whilst
uncertainties in ice water content are too high to adequately refine LW CRF calcu-
lations. The coincidence of A-train measurements is invaluable in these estimates
of cloud-climate uncertainty. Ideally future polar orbiting satellites are required
with closely consecutive measurements to further advance the understanding of
clouds and their representation in global climate models.
To add complexity, the mesoscale convective systems where tropical ice clouds
form most frequently are associated with strong vertical motions and dynamical
driven mixing. These turbulent tropical conditions are known to alter the number
concentration of small crystals (Barahona & Nenes 2008, Ichkawa et al. 2012). In
addition, heavy precipitation is frequently found in the vicinity of these storms
alter the local latent and sensible heat budget. The consequence is that parame-
terisation schemes that describe tropical ice clouds are often invalid, particularly
as large hydrometeors that form in turbulent conditions are not well specified.
There is therefore a need for additional ice cloud properties to be reported by
satellite instruments, such as their size and shape, which could be achieved by
analysis of the radiance polarisation. These kind of cloud measurements are cur-
rently undertaken by the CALIOP sensor on CALIPSO, discussed in Section 7.3.2.
Refining LW RT simulations in radiative transfer models are also essential to
understand the high cloud feedbacks. The findings in Chapter 6 are in support of
a general “cold bias” in the presence of thick tropical cirrus, which may indicate
that General Circulation Models (GCMs) overestimate the LW CRF. In addition,
accurate representation of thin cirrus in climate models is required that covers
a relatively large area of the Earth’s surface. Thin cirrus may account for the
observed steady rise in the tropical OLR that is not yet attributable by model
simulations (Rossow & Schiffer 1999). The correct representation of cirrus is
therefore of particular importance, since it exerts a relative strong warming effect
on climate. An improved portfolio of anvil outflow cirrus measurements are also
required to gain a better understanding of its maintenance and formation mech-
anisms, so future change in the distribution of cirrus can be better represented
in models.
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7.3 Present Studies of Ice Clouds
7.3.1 Consistency of MLS Cloud Ice with Other Limb Sounding Sen-
sors
There are many other limb-sounding instruments currently in operation that are
capable of monitoring ice clouds. Together these instruments provide complemen-
tary information on the same clouds, yet viewed by a set of differently designed
instrumentation. Their antennas receive radiance data of varied frequency that
is processed by different detection algorithms. In particular, the consistency of
MLS cloud-ice detection is discussed in the context of cloud data products from
two infra-red sounders that general offer a higher sensitivity to thin anvil cirrus.
Onboard the NASA A-train there is one other satellite instrument that reports
ice water content; the High Resolution Dynamic Limb Sounder (HIRDLS) on
Aura (Gille et al. 2011). Another valuable IR limb sounder with a cirrus data
product has been funded by the European Space Agency (ESA) and is located on
the EnviSat “Environment Satellite”. This instrument is known as the Michelson
Interferometer for Passive Atmospheric Sounding (MIPAS).
Whilst ice clouds cause a broadband reduction in the longwave transmission,
HIRDLS provides a detailed infrared spectral signature of ice clouds with a resolu-
tion of 0.025 cm−1. This information sheds light on the intricacies of ice cloud op-
tical properties in radiative transfer models. The HIRDLS instrument also offers a
similar vertical resolution as MLS of 3 km. The main distinction between HIRDLS
and MLS (Aura) are their useful detection range for cloud ice that is determined
by the saturation of received radiances. Both the HIRDLS and MLS ice water
content products offer almost mutually exclusive data products. Whilst HIRDLS
reports successful ice cloud detections of IWC > 0.03 mg m−3 typically of high
altitude thin cirrus, MLS detects ice clouds typically of IWC > 0.3 mg m−3 found
within thicker tropical ice clouds. HIRDLS IWC data is therefore particularly
akin to synergistic combination with MLS, particularly as its housing on the same
satellite ensures its measurements footprints are positioned at broadly the same
locations and report data at the same times. Analysis of HIRDLS data by Massie
et al. (2010), Sembhi et al. (2012) reveal that thin cirrus is distributed in the same
general locations as detections of convective clouds by MLS and their respective
products could be well combined.
A good cross-instrument consistency of MLS ice cloud detections is also found
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with both the HIRDLS and MIPAS instruments. Notably, global maps of MI-
PAS (EnviSat) ice cloud data by Greenhough et al. (2005), Sembhi et al. (2012)
presents similar seasonal distributions of tropical cirrus. The most comparable
features of the MIPAS, HIRDLS and MLS data are characteristic peaks in the
high cloud frequency occurrences over the Asian, Central African and Amazon
regions. Further recent comparisons with the HIRDLS ice water content product
by Sembhi et al. (2012) also reveal a similar peak occurrence frequency in high
clouds as MLS of 50 to 80 %.
The notable difference between MLS cloud ice data and MIPAS cloud detec-
tions reported by Greenhough et al. (2005) is the detection of polar stratospheric
clouds (PSCs) by MIPAS over the both poles during the respective hemisphere
winter. These PSCs are composed of either water-based ice crystals or a through
a combination of nitric acid (HNO3) and water vapour and are not too thin to
be viewed by the MLS that principally reports thicker ice clouds in the tropics.
Recent work by Sembhi et al. (2012) also show that MIPAS is sensitive to smoke
and pollution aerosol clouds, such as those released by intense Australian bush
fires of 2009.
7.3.2 Consistency of MLS Cloud Ice with Nadir-Viewing Sensors
In addition to the MLS and HIRDLS, the NASA A-train payload also includes
another detector that views ice clouds at a high vertical resolution. This instru-
ment is an active visible to ultra-violet frequency nadir sensor and is known as
the Cloud-Aerosol Lidar with Orthogonal Polarization (CALIOP) (Winker et al.
2006). Comprising part of the CALIPSO satellite payload, CALIOP provides
a valuable insight into the vertical extent of clouds and aerosols (Massie et al.
2010, Sembhi et al. 2012). Complementary to the MLS, CALIOP also discrimi-
nates between ice clouds and water clouds by depolarization measurements. This
feature allows the discrimination between non-spherical aerosol and ice particles.
In contrast, the MLS ice cloud product is solely based on the spherical particle
assumption (Livesey et al. 2007). MLS detections therefore lack sufficient detail
on thin cirrus that is required to better calculate their radiative properties for
improved representation in global climate models. CALIOP however can detect
thin high altitude cirrus and aerosol that is invisible to microwave sensors, whilst
is saturated by the thicker ice clouds viewed by MLS (Sembhi et al. 2012). In
resemblance to MIPAS detections, a similar pattern in the seasonal high cloud
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frequency occurrence is observed by CALIOP and MLS that again indicates the
connection between thin anvil cirrus and tropical convection.
Closely twinned with CALIPSO in the A-train constellation, the CloudSat
Cloud Profiling Radar (CPR) radar backscatter sensor offers a product that is
sensitive to ice clouds of a similar thickness as the MLS instrument. In its favour,
the nadir-viewing CPR receives information on most cloudy-sky scenes from the
tops of cirrus to low level lower troposphere even for thick layers of tropical cloud.
The CPR therefore provides a much better representation of extratropical cirrus
(poleward of 30 degrees) that is not possible by MLS. The CPR also offers a higher
along-track resolution than MLS, with approximately 10 times more profiles per
day. The main advantage of MLS is its higher vertical resolution and sensitivity
to lower ice water content values that comprise thin cirrus. In contrast, CloudSat
detections are not so easily saturated and therefore report additional information
on the larger snow and ice hydrometeor ice contained within high clouds. In spite
of the shorter path-length of CloudSat Radar signal compared to the limb view,
the infrared viewing frequency limits its detection to IWC < 5 mg m3 (Waliser
et al. 2009).
Recent work by Waliser et al. (2009), Wu et al. (2009) show that ice clouds
are detected in broadly in the same regions by MLS and CloudSat CPR instru-
ments, whilst at the altitude of greatest interception between the instruments
(p ∼ 200 hPa) the CPR on average views ∼ 50 % more ice water content. Future
studies with liquid water content from CloudSat would add great value to future
climate modelling studies; particularly as studies in this thesis required addi-
tional lower troposphere data from ECMWF that lacks the consistency offered
by co-located A-train data.
7.4 Future Ice Cloud Studies and Final Remarks
Further co-located studies of high clouds are required to help improve descriptions
of properties and processes and their representation in weather and General Cir-
culation Models (GCMs). This study shows that RT simulations efforts are cur-
rently hampered by uncertainties in retrievals of greenhouse gases in the presence
of clouds, such as upper tropospheric WV. Improved gaseous retrievals within
cloudy-sky plumes will help increase confidence in cloud data that obtained us-
ing a range of different space-borne instruments. Whilst each cloud monitoring
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instrument presents its own limitations, many different measurements techniques
are needed to reduce the likelihood of bias. In addition, the unique instrument
designs of space-borne instruments provide different clues about the properties of
the same high clouds.
The CloudSat (radar) and CALIPSO CALIOP (lidar) instruments follow each
other in close succession in the NASA A-train and are therefore highly valued for
studies of clouds that are move and evolve over relatively short periods of time.
The CloudSat CPR can be used to report data on both thick and thin clouds,
whilst CALIPSO is sensitive to thinner high clouds and aerosols and with rapidly
attenuated back-scatter induced by dense cloud particles (Chase et al. 2011).
Due to their strikingly different view-point on the same clouds, the combination
of their products would greatly increase confidence in cloud properties. Future
simulations of the LW radiation budget would also be greatly improved by the
better treatment of ice clouds using this data.
An extended study with many days of satellite data is generally required to
help refine estimates of cloud-climate processes and the monthly to decadal vari-
ability in LW CRFs. More work using detailed cloud interior data is also required,
which is now provided by many space-borne detections. Specifically, the climate
community would benefit from studies that isolate several contrasting high cloud
scene-types and characterise these scenes in terms of physical properties such as
local scale dynamics, and also their chemical compositions. These parameters
are not generally included in cloud parameterisation schemes, but are essential
for more detailed studies of high clouds. Standard classifications of high clouds
by Rossow & Schiffer (1999) include only optically thick and thin layers. These
broad definitions encompass a large spectrum of clouds with different formation
mechanisms, vertical layering and large and micro-scale processes. By improv-
ing the classification and identification of different cloud-types from space-born
instruments, using a more improved scheme than described in this thesis, fu-
ture cloud parameterisations could be undertaken on a scene-specific basis. This
could be achieved by combining many Earth Observation data on cloud proper-
ties, physical conditions and atmospheric composition measurements.
The response of high cloud to climate change varies considerably between
different GCMs, with the largest feedback response simulated over the tropics
(Solomon et al. 2007). A much better horizontal sampling of high clouds are
therefore required than MLS to refine calculations of the tropical LW CRF. Since
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many high clouds reveal sharp horizontal contrasts in their properties, future
studies are best resolved with nadir instruments, with supporting evidence from
co-located MLS cloud data. The Ice Cloud Imager (ICI) concept microwave in-
strument provides an alternative future choice, with a comparable sensitivity to
tropical ice clouds as MLS. ICI offers the main advantage of its conical scan-
ning mode that provides a better horizontal resolution, which is invaluable for
detailed studies of high clouds Buehler et al. (2007). ICI is a multi-spectral
Microwave Imaging Radiometer that is expected to operate in a similar set of
viewing frequencies as the MLS. It will form part of the MetOp-Second Genera-
tion (MetOp-SG) satellite payload and is jointly funded by the European Space
Agency (ESA) and EUMETSAT (Alberti et al. 2012).
Since a basic cloud-edge analysis can isolate two distinct high cloud scene
types, the JPL science team could incorporate a different parameterisation
schemes to detect ice within the anvil outflow regions. The current version 3
of the MLS cloud detection is based on a spherical particle parameterisation.
Although this representation functions well for deep convective plumes, it is gen-
erally less successful the ice crystals of anvil outflows that are characterised by
irregular and much smaller ice particles (Stephens 1984, Fu et al. 1995, Iacono
et al. 2000). The proto-anvil detection scheme developed in this study shows
that future schemes could be implemented to provide a higher confidence on the
locations where conditions are most favourable for thin cirrus formation.
Further work is needed to assess the sensitivity of LW RT to differences in the
cloud particle shape and size distributions. In particular, location based (in-situ)
measurement data has previously been successful in determining the properties of
ice crystals, such as the Central Equatorial Pacific Experiment (CEPEX) (McFar-
quhar & Heymsfield 1997). Co-located comparisons of aerosols on cloud processes
also warrant further work, and has been identified as a major source of uncer-
tainty in anthropogenic climate change assessment and prediction (Solomon et al.
2007).
Future satellite missions must explore ice cloud properties for a range of dif-
ferent scene-types across the globe, particularly as every cloud-type has a unique
set of properties and spatial coverage that exert a different forcing on the Earth’s
climate system. Space-borne detection of ice cloud offer much more detailed in-
formation than many other ground-based or in-situ sensors and should remain a
priority for future data collection. Earth Observations now offer a great deal of
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detail about the interior of clouds and offer a relatively inexpensive alternative
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