Abstract. We study the algebras of differential operators invariant with respect to the scalar slash actions of real Jacobi groups of arbitrary rank. These algebras are non-commutative and are generated by their elements of orders 2 and 3. We prove that their centers are polynomial in one variable and are generated by the Casimir operator. For slash actions with invertible indices we also compute the characters of the IDO algebras: in rank exceeding 1 there are two, and in rank 1 there are in general five. In rank 1 we compute in addition all irreducible admissible representations of the IDO algebras.
The brackets of this basis are as follows: those on sl 2 are standard, [e r , f s ] = −2Z rs , and as noted, M T N is central. Under ad(H), the e r are of weight 1 and the f r are of weight −1. The ad(E) and ad(F ) actions are given by ad(E) : e r → 0, f r → −e r ; ad(F ) : e r → −f r , f r → 0.
There is an automorphism θ of g Proof. Check (v) directly for τ and θ on E and F ; the rest then follows from [E, F ] = H and the definition ofθ. (If one proved an appropriate uniqueness property of ν, (v) would follow more elegantly.) For (vi), check that both θ and τ fix Ω sl2 and then apply (v). We leave the rest to the reader.
3.1. The slash actions | k,L . As described in the introduction, our results concern the invariant differential operator algebras of the G We will use the algebraic description of the IDO algebras developed by Helgason; see for example [He77, He79, BCR12] . This description depends only on the representation of K J N defining the vector bundle, so we will not need the explicit descriptions of the slash actions given in [CR] . In fact, since K J N is connected, we need only consider representations of its Lie algebra k J N . Helgason's algebraic machinery works for arbitrary representations of k J N , regardless of whether or not they exponentiate to K J N ; we will in fact treat all those with invertible indices (see below). To put it differently, we will describe the IDO algebras of the scalar slash actions with invertible indices of all covers of G J N on our homogeneous space; in particular, the metaplectic double cover.
The slash actions | k,L in [CR] are defined for all k ∈ Z and L ∈ M T N (C). In that paper the matrix L is known as the index of the slash action, and in the numbertheoretic applications it is taken to be positive definite symmetric with entries in 1 2 Z and diagonal entries in Z; see Definition 2.9. As discussed there in Section 5.4, the representation π k,L of k
We will write C k,L for the space of π k,L . The set of all irreducible representations of k J N is obtained by taking arbitrary k ∈ C and L ∈ M T N (C). In the main results of this article we assume that L is invertible.
The IDO algebras. Let us write
of differential operators invariant with respect to the slash action | k,L . We now apply results stated in [He77] to give an algebraic description of this algebra. We will use the notation of Section 4 of [BCR12] : by Theorem 4.1 of that paper, D k,L is isomorphic to a certain algebra D π k,L , which is defined by means of an auxiliary algebra E π k,L . For clarity we will suppress the π in the subscript π k,L .
Here
and Takagi's factorization of complex symmetric matrices: since L is invertible and symmetric, there exists M such that M LM T = I N .
We conclude this section with an obvious but useful lemma which follows from the fact that since
The proof of this theorem occupies the remainder of this section. By Corollary 3.4, it suffices to prove it for any one invertible L. The most convenient choice is L = 1 2π I N , so we define
We remark that the Casimir operator of D k,L is denoted by C k,L in (2.4) of [CR] . Here it will be more convenient to use the equivalent operator
We begin by using Theorem 2.1 together with Lemma 3.1 to replace (4) by two more useful bases of D k . Let us write ≡ for congruence modulo the ideal (I k )
defining D k , and δ rs for the Kronecker function. For brevity, we set X ν := ν(X) for X ∈ sl 2 . Tracing definitions gives
Tf .
Proposition 4.2. The IDO algebra D k has basis
In order to write the D k -product of two basis monomials as a linear combination of basis monomials, use the following rules. First, X ν commutes withf andẽ for all X ∈ sl 2 . Second, [Ẽ ν ,F ν ] =H ν , and any occurrence ofH ν may be moved to the far right according to its weight commutation rules and replaced by k +f
Proof. The fact that (6) is a basis follows from the fact that (4) is a basis: one may use an inductive argument based on the degree function on S(m J N ) given by lettingF andẼ have degree 2 andf r andẽ s have degree 1. Theorem 2.1 shows that ν(sl 2 ) commutes with r J N . The rest follows from (6) . Observe that by Lemma 3.1,
The idea leading to the basis of D k given in the next proposition is that elements of (6) with both i F and i E non-zero can be replaced with monomials involving C N,k and at most one ofF ν andẼ ν . The proof is left to the reader.
In order to write the D k -product of two basis monomials as a linear combination of basis monomials, use the rules in Proposition 4.2 together with the facts that 
This is because by Lemma 4.4 (v), the only elements of the basis of Proposition 4.3 commuting with E have |I f | = |I e |, which forces i
To prove this, use Lemma 4.4 (ii) and (iv) to check that the isomorphism from a N to gl N carries the a N -module Span{f
is the m th symmetric power of the standard module of gl N . This is the tensor product of an irreducible module with its dual, so by Schur's lemma it contains a unique trivial submodule. Equating dimensions gives
Finally, since C N,k and E are clearly algebraically independent and D k contains elements of non-zero E-weight, we find that the center of D k is contained in, and therefore equal to, C[C N,k ]. 
Note that L f is the span of the elements of the basis (6) other than 1, becausẽ f r andẼ ν commute. Therefore it is of codimension 1. By the multiplication rules given in Proposition 4.2, the product of two non-identity elements of (6) is a linear combination of non-identity basis elements. Hence L f k is a two-sided ideal. The existence of the isomorphismθ k follows from Corollary 3.4 (i) and its proof. The formula for its action on the elements of (6) follows from (5) and Lemma 3.1 (iv). The fact that |I f | + |I e | is even for all elements of (6) gives
The next lemma gives generators for D k . It follows easily from Proposition 4.3 and the fact that D k is commutative up to symbol. 
Theorem
The kernel of χ must contain all commutators, and in particular all elements of non-zero E-weight and all elements of the copy of sl N inside a N . Therefore χ annihilates the generatorsF νẽrẽs ,Ẽ νfrfs , and those E rs with r = s, and maps all E rr to the same value, say x. Note that In this section we study the case N = 1: we classify the finite dimensional representations of D k . In particular, we classify its characters: there are usually five, sometimes four. We also prove that D k ∼ = D k ′ if and only if k ′ = ±k. Our strategy is to embed D k in the universal enveloping algebra U(sl 2 ) and apply the techniques used to analyze representations of sl 2 .
Writef forf 1 ,ẽ forẽ 1 , and C k for C 1,k . Recall that E ≡fẽ + 
Keeping in mind the fact that D k is commutative up to symbol, we obtain: Corollary 6.2.
(i) The following is a complete set of relations for the generatorsF νẽ 2 ,Ẽ νf 2 , E, and
2 and −Ẽ νf 2 and maps E to −E and C k to C −k .
We remark that applyingθ
At this point it is convenient to define an abstract copy of sl 2 :
Let ω be its Casimir element and, as in Section 2.1, let θ be its Cartan involution:
By Corollary 6.2 (ii), we may define a linear map ι
Proof. ι k is injective by the PBW theorem for U(sl 2 ), so it suffices to check that it preserves the relations given in Corollary 6.2 (i). Clearly ω is central and y(h−k− 1 2 ) and x(h − k + 1 2 ) are of ad(h − k)-weights −2 and 2, respectively. The image of (8) holds because
The reader may check θ • ι k = ι −k •θ k . Applying it to (8) gives (9).
Via the embedding ι k , any representation of sl 2 may be regarded as a representation of D k . For reference we give the images of the generators of D k :
In keeping with the representation theory of sl 2 , we make the following definition:
Definition. A representation of D k is admissible if the action of E is semisimple with finite dimensional eigenspaces.
6.1. Admissible representations. We now proceed to classify the irreducible admissible representations of D k , and to prove that they include its irreducible finite dimensional representations. First we establish some notation. Let V be any representation of D k . We say that it has central character c if C k acts on it by the scalar c. Because ι k (E + k) = h, we define the λ-weight space V λ of V to be the λ-eigenspace of E + k. We say that λ is a weight of V if V λ is non-zero, and we say that V has consecutive weights if its weights are the intersection of a convex subset of C with an additive coset of 2Z. On each such coset λ + 2Z we put the obvious left-to-right order transferred from 2Z: for any µ and µ ′ in λ + 2Z, we say µ > µ Proof. For (i), use Corollary 6.2 (ii) and the facts that C k is central and v λ is a joint eigenvector of E and C k . For (ii), use (7). For (iii) and (iv), note that v λ±2r0 = 0 implies v λ±2r = 0 for r ≥ r 0 . Hence there exist m
is a basis of D k v λ . Apply (8) and (9) to obtain
Suppose that m − (v λ ) > −∞, and write µ for it. Then v µ−2 = 0, so (12) must be zero. But v µ = 0, so either µ is k + 
, since the basis (10) is determined by λ, m − (v λ ), and m + (v λ ), it will suffice to prove that the action of D k on v µ is determined by µ and c. We know
The action ofF ν e 2 on those v µ with µ > λ follows from (11), and the action ofẼ ν f 2 on those v µ with µ < λ follows from (12). For (vi), check that if µ ∈ λ + 2N, then Span{v ν : Proof. If V is a non-zero admissible representation, let V λ be a non-zero weight space. Then V λ is finite dimensional and preserved by C k , so it contains an eigenvector v λ . If V is irreducible it must be equal to D k v λ . Part (i) now follows from Lemma 6.4. If V is finite dimensional it contains eigenspaces of E, so the same argument works. 
2 . These five characters are distinct unless k ∈ ± 1 2 , ± 3 2 , when two of them coincide. We remark that these four special values of k, being half-integral, correspond to genuine slash actions of the metaplectic group. Also, for N = 1 the characters from Section 5 are
Representations of sl 2 . Another way to prove the existence of V k (c, λ) is to realize it as a subquotient of the restriction to ι k (D k ) of an irreducible admissible representation of sl 2 . Let us briefly recapitulate sl 2 -theory. A representation V of sl 2 is said to be admissible if h acts semisimply with finite dimensional eigenspaces.
The eigenvalues of h are called weights, and the λ-weight space is denoted by V λ . If ω acts by a scalar c, V is said to have central (or infinitesimal) character c.
It is well-known that the irreducible admissible representations of sl 2 have central characters, consecutive weights, and 1-dimensional weight spaces. Moreover, they are classified by their central character and weights, and given any scalars c and λ, there is up to equivalence a unique irreducible admissible representation with central character c having λ as a weight. Here is the classification:
• L(λ) for λ ∈ N, the irreducible finite dimensional representation with weights {λ, λ − 2, . . . , −λ}. Its central character is λ 2 + 2λ.
• M − (λ) for λ ∈ N, the irreducible Verma module with weights λ − 2N. Its central character is λ 2 + 2λ.
• M + (λ) for λ ∈ −N, the irreducible Verma module with weights λ + 2N. Its central character is λ 2 − 2λ.
• P (c, λ) for c + 1 = (µ + 1) 2 for any µ ∈ λ + 2Z, the irreducible principal series module with weights λ + 2Z and central character c.
The following proposition gives the reductions of the restrictions to ι k (D k ) of the irreducible admissible representations of sl 2 . Its proof is an elementary application of the formula for ι k and is omitted.
Recall from Lemma 5.1 (ii) and Corollary 6.2 (iii) that there is an isomorphism
Under this assumption µ sends the weight 2 space (
Applying µ to the second equation and distributing, we obtaiñ
It follows that q is a scalar d + . Similarly, µ(F νẽ 2 ) = d −Fνẽ 2 for some scalar d − . Now apply µ to (8) to obtain the following equation in D k ′ :
. Compute the product on the left using (8) in D k ′ to arrive at
and then comparing coefficients of EC k ′ gives p = 0. Simplifying gives
Equating all coefficients gives a = 1, b = 0, and k = k 
Remarks
We conclude with some directions for further investigation. One possibility is the representation theory of D k for N > 1. Comparing Sections 2.3 and 6, it would be natural to try to realize D k as a subquotient of U(sp 2N ), and thus obtain its irreducible representations as a subset of those of sp 2N . Note that D k cannot be realized as subalgebra of U(sp 2N ), because it has no trivial representation.
Concerning the case of non-invertible indices, we have computed the characters of D k,0 for N = 1. Probably this can be done for arbitrary N , but such indices are not of interest in number theory so we know of no reason to do so.
Let G algebras. A deeper project would be to consider the irreducible vector-valued slash actions corresponding to the higher dimensional irreducible representations of SU 2 . Perhaps the most interesting of the projects we mention here is the decomposition of the space of smooth sections C 
