Abstract. In this paper we develop a new formalism for the theoretical study of stellar populations, which provides simple mathematical tools to account for the distributed nature of stellar population properties. This formalism is as accurate as large Monte Carlo simulations and as simple as standard synthesis models, being at the same time more powerful than either of them. Applying the formalism, we succeed in reproducing and explaining the features of Monte Carlo simulations with different numbers of stars, without the need of performing them. We also derive the scale relations between the luminosity distributions of stellar populations of any size, and show that it is possible to apply synthesis models even to the study of resolved stellar populations. As an additional result, we show that the distribution of stars in bins is a multinomial distribution, and that the Poissonian approximation customarily assumed is not justified. In particular, the multinomial distribution describes in a natural way the covariance effects introduced by the binning. On the other hand, the covariance effects are also predicted by our formalism, without the need of any explicit assumption on the distribution of the number of stars in bins. We also show that there is a bias in the variance customarily computed by synthesis models. By means of our formalism, we provide mathematical tools to obtain exact confidence intervals of synthesis models. We suggest ways to estimate the shape of a distribution, as is necessary to do before applying goodness-of-fit tests that assume normality, such as the χ 2 test. Accordingly, we provide means to detect those cases in which the standard deviation σ cannot be used as the unit of confidence intervals as a consequence of non-gaussianity. We show that the inclusion of statistical models in analysis tools must be accompanied by a proper statistical treatment, given that not all the features of the electromagnetic spectrum are equally suitable to be used in the fitting of theoretical to observational data. We also show how the present formalism can be applied to the distribution of globular clusters and to chemical evolution models. Finally, we discuss some implications of this study for the analysis of observed clusters, and suggest its possible application to the development of analysis tools for the Virtual Observatory, such as data mining routines and Bayesian algorithms.
Introduction and motivation
The study of stellar populations is one of the most fecund topics of today's astronomy. Understanding the properties of stellar populations is a key element in the solution of a host of fundamental problems, such as the calibration of distances to extragalactic objects, the age determination of clusters and galaxies through color fitting, the characterization of the star-formation history of composite populations, the modeling of the chemical evolution of galaxies, and several more. When tackling these problems, the interaction between theory and observations goes both ways: one may want to predict the properties of a stellar population of given properties, or to recover the basic properties of an observed population from the available observables.
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In either case, to accomplish the task one needs feasible theoretical models that serve as reliable diagnostic tools.
A traditional approach to the building of such diagnostic tools has been the computation of synthesis models. Synthesis models allow one to predict the features and the evolution of stellar populations in a highly structured way, one that is apt for routine analysis and quantitative assessments. For example, synthesis models can be used, in combination with other methods, for the determination of stellar population properties of large samples of galaxies in a reasonable time (e.g. the analysis of 50362 galaxies of the Sloan Digital Sky Survey based on their integrated properties performed by Cid Fernandes et al. 2005) .
However, in recent years there has been a growing awareness that synthesis modeling also suffers from severe limitations. In some cases, we know a priori that standard mod-els cannot be applied to a given system, because the properties of the system fall outside the hypothesis space of the models; this is the case, for example, of undersampled populations (Chiosi et al. 1988; Cerviño & Valls-Gabaud 2003) . In other cases, we observe a mismatch between the properties of the system inferred from observations of their individual components and those derived from their integrated properties analyzed with synthesis models (e.g. the discrepancy between the age determined from the Color-Magnitude Diagram and the spectroscopic age in NGC 588: Jamet et al. 2004) . In these cases, we are facing a crisis in the explanatory power of synthesis models.
Previous attempts to solve this crisis and to understand the limitations of synthesis models have repeatedly pointed at the necessity of including statistical considerations in the analysis: according to this view, the predictive power breaks down because the traditional synthesis model is essentially a deterministic tool, whereas the nature of the problem is inherently stochastic. The clearest example of stochasticity is the mass spectrum of stellar populations, in which fluctuations (possibly random, although not necessarily so) in the number of stars of each type appear around the mean expected number. Until now, the efforts to take stochasticity into account in the modeling of stellar populations have moved in essentially two directions: the use of Monte Carlo techniques (e.g. Santos & Frogel 1997; Cerviño, Luridiana, & Castander 2000; Bruzual 2002; Girardi 2002; Cantiello et al. 2003, among others) and the reinterpretation of traditional models in statistical terms (e.g. Buzzoni 1989; Cerviño et al. 2002b; González et al. 2004 ). Both methods have proved able to solve some of the problems, or at least point toward possible solutions. However, they suffer from practical difficulties: Monte Carlo simulations are expensive (both in terms of CPU time and disk space, and in terms of the human time required to analyze the results); while, to date, the statistical reinterpretation of standard models has only been able to establish limits to the use of synthesis models for clusters with moderately undersampled populations (Cerviño & Luridiana 2004; , i.e. clusters with total initial masses of order 10 5 M ⊙ . This limitation brings about a serious impasse for the study of stellar populations by means of their integrated light, since the properties of clusters with lower masses cannot be reliably obtained. This class includes, for example, all of the clusters in our Galaxy (including Globular Clusters), clusters in the Large Magellanic Cloud, as well as many clusters in external galaxies. For example, this is the case of many of the clusters in the 'Antennae' studied by Zhang & Fall (1999) : in Section 7 we will show that they are too small to be analyzed without explicit consideration of stochastic effects. Furthermore, these limitations will become even more dramatic with the development of Virtual Observatory (VO) technologies, which will make possible the automatic analysis of large amounts of data. It is therefore mandatory to adapt evolutionary synthesis models to the present needs, and make them apt to be applied to observations.
In the present paper we introduce a theoretical formalism for the statistical analysis of Single Stellar Populations (SSPs). Our formalism yields results as accurate as those of large Monte Carlo simulations, but it bypasses the need to perform these simulations: that is, the method is both accurate and economic. By means of our formalism, synthesis models can be applied to clusters of any size and the confidence intervals of the results can be easily evaluated. This makes it possible to estimate the relative weights of different bands for the realistic application of goodness-of-fit criteria like the χ 2 test. Finally, the algorithmic nature of our method makes it feasible for implementation in VO tools. This paper is the fourth in a series (Cerviño, Luridiana, & Castander 2000; Cerviño et al. 2002b; Cerviño et al. 2001a) dealing with the statistical analysis of stellar populations. Although it only deals with SSPs, a fifth paper, in preparation, will be devoted to the extension of this formalism to any star formation history scenario. Additionally, we also recommend the work by Gilfanov et al. (2004) Statistical properties of the combined emission of a population of discrete sources: astrophysical implications. This paper, although not directly focused on synthesis models, suggests an alternative point of view of the problem. In some aspects, that work has inspired the present paper.
In this work we restate the problem of stellar population synthesis from a new perspective, the one of luminosity distributions, which is a powerful and elegant way to understand stellar populations. The starting point of the new formalism is the definition of the stellar (i.e. individual) Luminosity Distribution Function (LDF) and of its relation to the central problem of population synthesis (Section 2). Section 3 describes the two main variants of synthesis models by means of which the problem has traditionally been tackled: Monte Carlo and standard models. Next, we take the reader on a journey through the no man's land of population synthesis' pitfalls (Section 4), and show how these are faced by existing techniques (Section 5). This account is necessary to introduce, in Section 6, our suggested solution and show its comparative power. Finally, in Section 7, we give a few examples of applications of our formalism to current problems. Future developments of the present work are described in Section 8, and our main conclusions are summarized in Section 9.
Overview of the problem
The general problem approached by synthesis models is the computation of the luminosity 1 L tot emitted by an ensemble of N tot sources -a stellar population. From a theoretical point of view, this problem can be characterized in three basic ways.
If the luminosities ℓ i of the individual sources are known, the total luminosity L tot is obtained trivially as the sum of all the ℓ i values:
This circumstance is not very frequent. Its most common examples are Monte Carlo synthetic clusters (which will be dis-cussed in detail in Section 3) in the theoretical domain, and resolved stellar populations in the observational one.
In the more usual situation in which the luminosities of individual objects are not known, a different approach must be adopted: in this case a luminosity distribution function (LDF) ϕ L (ℓ), is generally assumed, which describes the expected distribution of luminosity values in a generic ensemble. Traditionally, the LDF has been seen as the asymptotic limit of a differential count of stars:
where ∆N is the number of stars in a luminosity bin of width ∆ℓ, and N tot is the total number of stars. The integral of the LDF is normalized to 1:
The integrated luminosity of an ensemble is traditionally obtained by means of the expression:
The bottom line of the present work is that this approach is conceptually wrong and operationally sterile. The crucial point where we part company with this approach is the definition and interpretation of the LDF: to us, ϕ L (ℓ) is a probability density function (PDF) from which the luminosities of individual sources are drawn; accordingly, the total luminosity of a cluster cannot be deterministically computed, but its mean value M ′ 1 can be obtained as:
The integral on the right-hand side of this equation is the mean value of the LDF, µ ′ 1 , so that:
Although we arrive essentially at the same equation, it is important to distinguish between the two approaches. The historical origin of our LDF lies in star counts, but it is a step further from them, in the same sense that the frequentist and the objectivist definition of probability differ: the frequentist definition depends on the realization of trials, while the objectivist definition assumes that the probability properties are built-in. The implications of either approach will be discussed at length throughout the paper. For the time being, note that Eq. 1 involves a discrete sum, while Eq. 4 and 5 involve an integral. In Section 4.2 we will discuss the consequences of binning distribution functions for numerical applications.
The main goal of synthesis models is to obtain the luminosity of a model stellar population, either by direct count (Eq. 1) or by an integral including the LDF (Eq. 4 and 5). In the following, we will see how this can be carried out in practice, under the assumption that there has been a star-forming episode in which all the stars have formed simultaneously; this is the scenario assumed by Single Stellar Population (SSP) models.
Because stellar luminosities evolve with time, the LDF characterizing a given stellar population is a function of time. Since the luminosity evolution of a star depends on its initial mass, we can explicit the time dependence of the LDF by expressing it as a function of two other functions: the isochrone ℓ(m; t) and the Initial Mass Function (IMF) ϕ M (m). The isochrone ℓ(m; t) gives the luminosity of a star as a function of its initial mass m at a given value of the age t. The IMF gives the population's initial composition in stellar mass, and has a status similar to that of the LDF, in that it can be either interpreted as the result of a star count:
or, in probabilistic terms, as the probability density for a star of being born with mass m: for reasons similar to those discussed above, we support the second interpretation (which, by the way, implies that the IMF should better be called Initial Mass Probability Density Function). According to its definition, ϕ M (m) fulfills the normalization condition:
In terms of the IMF and the isochrone, the LDF can be expressed as follows:
where we have explicited the time dependence of ϕ L . If we change the integration variable in Eq. 5 from ℓ to m, we can rewrite the mean value of the LDF in terms of the isochrone and the IMF 2 :
where m low and m up are the lower an upper mass limits respectively of the integration domain.
Solving this integral is the main task of stellar population synthesis modeling. In the following section we will describe the main types of synthesis models and how they perform this integral.
Basic strategies
Once the physical problem is framed, we must translate it into actual computations, a task carried out by evolutionary synthesis codes. These come in two basic flavors, standard and Monte Carlo. Standard simulations are models in which the initial mass mixture is analytically described by the IMF, whereas in Monte Carlo simulations the ensemble of stars is selected by random sampling the mass of each star to be included in the population, and the IMF is used as the weighting function. Therefore, the mass distribution obtained with a standard simulation is univocally determined by the population's parameters, while in Monte Carlo simulations it is not; additionally, the standard distribution is smoother than the Monte Carlo one. Both methods, however, operate on a binned mass spectrum, due to the limited resolution of numerical computation and to the discreteness of the available stellar models. This fact has important consequences, which will be discussed in Section 4.2.
Using either of these two approaches, evolutionary synthesis codes aim to characterize the integrated emission properties of an ensemble of stars as a function of its physical parameters, such as the age and number of the individual stars of the ensemble 3 . Standard codes perform this task by carrying out the integration of Eq. 10. As described in Section 2, the result can be interpreted in two alternative ways: either a deterministic one -µ ′ 1 is the sum of the luminosities of all the stars included in the ensemble modeled, normalized to one star -, or a probabilistic one -µ ′ 1 is the mean value of the LDF. Although the two interpretations may seem close at first sight, they are fundamentally different, both from a conceptual and from a practical perspective: this point will be furthered in Section 6. We call these two alternative interpretations of standard synthesis models the deterministic and the statistical one. Note that these labels do not identify different classes of models, but rather different interpretations within the same class of models -standard models. In practice, some codes do not explore this interpretation, while others have built-in statistical tools that add estimates of other statistical parameters of the distribution to the main result -the mean luminosity.
In either case, µ ′ 1 is eventually scaled to the size of the ensemble by multiplying by N tot . Note, however, that many codes do not use ϕ M (m) in Eq. 10, but rather a proportional function ϕ ′ M (m) = const ϕ M (m) normalized in such a way that:
Since ∞ 0 m ϕ M (m)dm is the mean mass value m of the IMF, using ϕ ′ M (m) instead of ϕ M (m) in Eq. 10 yields the mean luminosity of one star divided by m : in this case, the mean total luminosity is found by multiplying by the total mass of the ensemble M tot instead of N tot .
As for Monte Carlo models, their task is essentially the computation of the sum in Eq. 1. Each time a simulation is run, a particular realization is drawn from the underlying distribution. The result of the simulation is the integrated luminosity L tot of that particular realization. If many Monte Carlo simulations are available for a fixed set of input parameters, an estimate for M ′ 1 can be obtained as the mean of the L tot values. This implies that the results of Monte Carlo simulations depend not only on the underlying luminosity distribution, but also on the number of simulations used to sample such distribution. If the set of simulation is sufficiently large, the Monte Carlo method has also the potential to provide the actual distribution function of the luminosities of the ensemble. Hence, an important drawback of the method is that it is intrinsically expensive, because the accuracy of the results increases with the number of simulations.
In summary, the goal of determining the luminosity of stellar populations reduces to the computation of a sum (Eq. 1) or an integral (Eq. 10). However straightforward this may seem, this computation is hindered in the practice by several intrinsic features of the problem: these will be the topic of next Section.
Pitfalls in the handling of the LDF
Our previous discussion has taken place on an abstract level. In the practice of synthesis modeling it is necessary to translate the concepts discussed above into specific prescriptions for the handling of equations, and deal with the limitations imposed by the input ingredients, which have a finite resolution in the parameter space. In this section we will discuss a specific aspect of this task, namely the difficulties inherent to the determination of the mean value of the LDF. As a first step, let us revisit a few well-known results in terms of the LDF.
Domain limits and average properties
In synthesis modeling it is a well established fact that the integrated luminosity of the ensemble is dominated by the most massive stars in the cluster. In the following we will illustrate this point by means of three simplified scenarios that are representative of real LDFs. These are shown graphically in Fig. 1 . In each panel, the position of the mean µ ′ 1 and the region corresponding to µ ′ 1 ± 1 σ are explicitly marked.
Case 1: Main sequence luminosity function In the first case let us assume that all the stars are in the main sequence (MS), and that ℓ ∝ m β . Assuming a power-law IMF with index −α, the LDF can be expressed as:
The constant factor can be determined by imposing the normalization condition:
The mean value of the luminosity is then: If 1 + β − α > 0, the mean luminosity is driven by ℓ max . In a typical situation with β ≈ 3, the most luminous stars will dominate the luminosity if α < 4: this is the case of Salpeter's IMF (Salpeter 1955) . If the IMF departs from a simple power law, the conclusions are less straightforward. For example, if we consider the log-normal IMF by Miller & Scalo (1979) and approximate it as a power-law series, a value of α > 4 is reached near 100 M ⊙ (see Fig. 1 in Kroupa 2001) . In this case, the dominant stars will not be the most massive ones.
Case 2: LDF with a constant post main-sequence contribution Let us go a bit further and add a post-main sequence (PMS) contribution to the LDF. The LDF can now be divided in two regimes, corresponding to the MS and to the PMS respectively. As a first approximation, we will assume that the PMS phase gives a constant contribution to the LDF, implying that any point of the PMS portion of the isochrone is equally probable. The LDF can be described by the expression:
where ℓ TO is the turn-off luminosity. The absolute value of the PMS contribution is chosen so as to yield the same coefficient A for the two regimes, while preserving the overall normalization; that is, we are forcing the PMS to have a fixed weight with respect to the MS phase. This choice allows us to keep the complexity of the expressions to a minimum, but it has no influence on the general conclusions, which would be reached even if we dropped this assumption.
If we further assume that ℓ
min , the mean value of the LDF is:
. (16) That is, the mean depends on both ℓ TO and ℓ max . Note that, since in the PMS phase the relation between the mass and the luminosity is not simple anymore, the above result cannot be easily expressed as a function of the initial mass. As a trivial example, if the age t is larger than the lifetime of a star of initial mass m up , then ℓ(m up , t) = 0.
Case 3: LDF with a bumpy post main-sequence contribution As a final example, let us assume that the LDF has a narrow peak in addition to the MS contribution. This scenario describes the case in which PMS stars have all the same luminosity, as in the horizontal branch or in the red giant clump phase; this case can be modeled by adding a pulse function to the MS section of the LDF. Since PMS luminosities are larger than MS luminosities, the pulse function is located at ℓ max . The LDF is therefore:
Again, we are forcing the PMS to have a fixed weight with respect to the MS phase for simplicity reasons. In this case, assuming again that ℓ
So, again, the mean depends on both ℓ TO and ℓ max .
These three examples illustrate the general fact that the mean luminosity depends strongly on the value of ℓ max . The dependence on ℓ max (t) would be even stronger for higher-order moments of the distribution. As Gilfanov et al. (2004) point out, the dependence of the results of synthesis models on the high-luminosity end of the LDF is so strong that, without such a limit, synthesis models could not even be computed! As a further example of the relevance of the upper limit of the LDF, we have shown in a previous paper that it also defines a lower limit for the luminosity of real clusters to be described by standard synthesis models (Cerviño & Luridiana 2004) .
These examples also illustrate the following interesting facts: (i) The mean value does not give any information on the distribution of luminosities, to the extreme that there can be situations in which the probability to find a source in the region around the mean value is zero (Fig. 1, bottom panel) . This is the opposite of a Gaussian distribution, in which the mean is also the most probable value. (ii) Different distributions can have the same mean value but different variances. In fact, this circumstance permits to use Surface Brightness Fluctuations (SBF: the ratio between the variance and the mean value of the luminosity function) to break the age-metallicity degeneracy, which makes clusters with different ages and metallicities have the same µ ′
. (iii)
The value of µ ′ 1 −σ is negative in our three examples. This shows clearly that assuming, e.g., that µ ′ 1 ± 1σ includes ∼ 68% of the elements of the distribution can be grossly mistaken in the case of non-gaussian distributions. As we will see later, this can also be the case with the distribution function of the integrated luminosity of an ensemble: this limits the use of goodness-of-fit methods based on the comparison with the mean, such as the χ 2 test. Summing up, our schematic but realistic LDFs show that knowledge of the mean and the variance does not provide a handle on the problem if the shape of the distribution is not known. As Gilfanov et al. (2004) argue, the use of the mean value instead of the most probable one produces a systematic bias in the determination of integrated properties.
Real-life luminosity functions: implications of mass binning
Although Eq. 10 is expressed as an integral, synthesis codes approach it through numerical approximations. There are several reasons for this: first, the input data are available in tabular format rather than as analytical relations; e.g., given the enormous complexity of stellar evolution it is not possible to derive stellar properties as analytical functions of, say, initial mass and stellar age. Rather, stellar tracks are computed for a discrete and finite set of mass values, and their properties are conveniently interpolated a posteriori. Even the results of such calculations are generally expressed in tabular form, although there have been sporadic attempts at expressing them in analytical form (e.g. Tout et al. 1996) . Second, even if analytical relations existed, their integration would plausibly require numerical methods. Third, the numerical precision of computers is limited. These circumstances force the actual calculations of synthesis models to be numerical rather than analytical: as a consequence, the mass variable must be binned. We will focus here on the implications of mass binning for Eq. 10. Introducing binning, Eq. 10 can be expressed as:
where the index i identifies the mass bin and ℓ i (t) is the (timedependent) luminosity of the i-th bin; the approximation holds only if the luminosity ℓ i (t) is indeed representative of the whole mass bin. The coefficient w i is computed by means of the expression:
where m low i
and m up i are the lower and upper limits of the i-th mass bin (the specific way in which these limits are defined varies from code to code). In the framework of deterministic synthesis models, w i is deterministically interpreted as the fraction of the total number of stars enclosed in the given bin. In the probabilistic approach, however, such number is not fixed. Each star is either born within a given mass bin i, with a probability w i , or outside it. When N tot stars are selected, the number of stars in each mass bin follows a binomial distribution. Furthermore, since all the bins share the same number N tot of stars, there is a finite covariance among bins: that is, the collection of the mutually covariating binomial distributions constitutes a multinomial distribution. According to this approach, w i also represents the mean (as opposed to exact) contribution of each bin to the total number of stars. This interpretation is shared by statistical standard codes and Monte Carlo codes.
Distribution of stars in each bin
The statistical strand of standard models was born with the goal of devising statistical tools to be applied to synthesis models. In this context, the binomial probability distribution of stars in individual bins had been approximated by a Poisson distribution to simplify its handling (Cerviño et al. 2002b) . As is known, the Poisson approximation is accurate only when the number of events N is large and the probability p is vanishingly small, in such a way that N p stays finite: we will show in the following that such approximation is not always accurate enough for our problem.
A first point to consider is that speaking of a distribution of stars in bins only makes sense if a value of N tot is considered. In both cases considered, Poisson and binomial, the mean value of the number of stars in a bin is µ i (n i ) = N tot × w i . Let us now illustrate the difference between the two distributions for the case of N tot = 1. The probability for the source to fall in the i-th mass bin is, in the Poisson approximation, p P i (1) = w i e −w i . In the binomial case such probability is p b i (1) = w i , which is the correct value. The difference is non-negligible for large w i values, which is typical for bins at small masses.
Furthermore, when N tot stars are considered, the Poisson approximation predicts the ratio M 2 /M ′ 1 of the variance to the mean to be unity, whereas in Monte Carlo simulations this ratio shows a trend toward smaller values for small bin masses ( Fig.  1 of Cerviño et al. 2002b) , revealing the underlying binomial distributions, in which:
Note that, as expected, the discrepancy with respect to 1 grows larger for larger w i values -i.e., bins at lower masses. Unfortunately, Cerviño et al. (2002b) failed to interpret this result in term of a binomial distribution, and proposed to solve the discrepancy by reducing the size of the bins, while keeping the Poisson approximation. Of course, reducing the size of the bin (or, equivalently, w i ) leads to a closer similarity between the two distributions, but this solution is not possible due to the limited resolution of the input ingredients. A further point is that, because N tot is shared by all the bins, the numbers of stars in different bins covariate: while this effect is neglected when the bin distributions are modeled by independent Poisson distributions, it arises naturally when a multinomial distribution is used.
The difference between the Poissonian approximation and the multinomial description is particularly clear if we compute the variance of the LDF. Consider the expression for the variance obtained assuming that the number of stars in each bin is described by a Poisson distribution, and that there is no correlation between bins (e.g. Cerviño et al. 2002b , among others):
Now, consider the expression corresponding to a multinomial distribution, where, by definition, cov(n i , n j ) = −N tot w i w j :
Comparing Eq. 22 to Eq. 23, it can be seen that the latter contains two additional terms: the term N tot × i (w i ℓ i ) 2 arises as a result of dropping the Poisson approximation, and the term i j i ℓ i ℓ j cov(n i , n j ) represents the mutual dependence of bins, and hence arises as a direct consequence of binning.
These considerations show that the Poisson approximation, motivated by simplicity of handling, may break down in our problem. While the distinction between the Poisson approximation and the multinomial description is important in order to make sense of Monte Carlo simulations, it is fundamental in view of the discussion on our proposed statistical formalism (Section 6).
A long-standing problem: fast evolutionary phases
In writing Eq. 9, we have tacitly assumed that the luminosity is a well-behaved function of the mass so that the isochrone is always defined. However, this condition is in fact often violated, since a typical isochrone features shallow sections as well as peaks and discontinuities in the (ℓ, m) plane. Shallow sections correspond to quiescent phases of stellar evolution, where evolution is slow (e.g. the MS); peaks correspond to faster phases (e.g. the asymptotic giant branch, AGB); and discontinuities correspond to abrupt transitions between phases (e.g. the onset of central helium burning in intermediate mass stars) or Girardi et al. (2002) from the evolutionary tracks by Marigo & Girardi (2001) . Bottom: same as above, for L V .
jumps in stellar behavior (the transition between WR and non-WR-type structures). In the following, peaks and discontinuities will generically be referred to as fast evolutionary phases. Some of these cases are illustrated by the color-magnitude diagrams of Fig. 2 , which show isochrones for selected ages computed by Girardi et al. (2002) 4 from evolutionary tracks by Marigo & Girardi (2001) , and by Fig. 3 , which shows the relation between the initial mass and the luminosity in the V and K bands at different ages, focusing on fast evolutionary phases.
If the mean value of the LDF is determined through the numerical approximation of Eq. 19, fast evolutionary phases are difficult to handle, because a small difference in initial stellar mass yields a large difference in luminosity, so that the result of the numerical integration depends crucially on which luminosity is chosen to be representative of a given mass bin. In principle, this difficulty can be dealt with by decreasing the width of the mass bin and choosing mass bins that do not go across discontinuities; however, the available resolution in mass is governed by the evolutionary tracks used by the code, and is gen- 4 These models are available at http://pleiadi.pd.astro.it/.
erally too low to resolve adequately such phases in synthesis models. This is a severe problem, since fast evolutionary phases are ubiquitous in post main-sequence evolution, and at certain frequencies they bear a major weight in the luminosity balance. Unfortunately, the way in which this problem is tackled is often labeled a 'technical detail' of the computation and dismissed as unimportant, and thus the papers describing evolutionary synthesis models do not generally make any reference to its solution -in spite of its difficulty and of the potentially disastrous consequences of incorrect assumptions. Here are a few examples of the ways in which this problem has been approached: a) in the Starburst99 synthesis code (Leitherer et al. 1999) , for certain metallicity values, an undocumented stellar track at 1.701 M ⊙ is added to the tabulated track of 1.70 M ⊙ by Schaller et al. (1992) and Schaerer et al. (1993a) , to avoid the mass bins going across the discontinuity of the stellar models' behavior at such mass (C. Leitherer, D. Schaerer, & G. Meynet, private communication); b) to deal with the same problem, additional evolutionary tracks around the same mass range are used in the computation of the isochrones by Castellani et al. (2003) and Cariulo et al. (2004) (S. Degl'Innocenti, private communication) and Brocato et al. (1999) (E. Brocato, private communication); c) to avoid the intrinsic discontinuity in the isochrones, the same mass is used twice in the isochrones by Girardi et al. (2002) , namely at the end of the Red Giant Branch and at the beginning of the Horizontal Branch (S. Bressan, private communication).
As a final point, consider that fast evolutionary phases are those stages in which the evolution is rapid in any of the relevant luminosity bands, and not only the bolometric luminosity. Therefore, an adequate sampling of isochrones should ideally be done by ensuring that the evolution is not undersampled in any band, otherwise spurious effects arise.
Inclusion of transient phases and fuzzy stellar behavior
Traditional synthesis models rely on the possibility to express the luminosity as a function of mass (Eq. 9), so that the integrals over luminosity are transformed in practice into integrals over mass. However, there are stellar phases in which this is impossible to do, because the luminosity at a given age is not univocally determined by the mass. A few examples are: the thermal pulse phase in AGB stars, which is poorly resolved by stellar evolutionary models; supernova (SN) light curves, in which a star of fixed mass spans a large range of luminosity almost instantaneously; variable stars; rotating stars, in which the luminosity emitted depends on both the rotation velocity and the inclination angle. Because of this difficulty, these phases are generally not included in synthesis models. However, by treating the problem from the point of view of distribution functions, transient phases, variability and rotation can be naturally accounted for, by being simply included in the LDF. We refer to Gilfanov et al. (2004) for an example on the inclusion of variability.
Implementation of model atmospheres
Usually, the available model atmospheres form a coarse grid in the (log g, log T eff ) plane, whereas isochrones are generally continuous in the plane. In order to assign a model atmosphere to each isochrone location, one can either choose the nearest atmosphere of the grid, or interpolate between nearby atmospheres. Assigning the nearest atmosphere implies a further binning of data and may originate jumps in the results, although it is often assumed that these jumps cancel on average when a whole population is considered. This problem will not be further discussed here.
In the next section, we will review the ways in which the basic task of synthesis codes is accomplished, given the difficulties outlined here.
Computational algorithms
This section outlines the basic ways in which the task of computing the luminosity is specifically performed by standard codes. The first two parts, 5.1 and 5.2, describe techniques implemented in standard models. The third part, 5.3, describes how the Monte Carlo method is put into practice.
Isochrone synthesis
The commonest technique to compute the luminosity of stellar populations is known as isochrone synthesis. Isochrone synthesis is the numerical integration of the product between the IMF and the isochrone approximated as in the rightmost part of Eq. 19: µ ′ 1 (t) = i w i ℓ i (t). The strongest assumption of this numerical approximation is that each ℓ i (t) is representative of all the stages included in it. Fast evolutionary phases evidently pose a problem in the integration, since a small interval in mass can correspond to very different luminosity values. In isochrone synthesis, the problem is solved increasing the number of mass bins that map fast evolutionary phases. However, an important drawback of this strategy is that it eventually requires assuming mass bins narrower than the precision of the published tracks and isochrones. It is interesting to note that one of the main advantages of isochrone synthesis mentioned by Charlot & Bruzual (1991) is that it produces 'smooth' results; however, this advantage only hides the problem of fast evolutionary phases, but does not solve it.
The Fuel Consumption Theorem
As an alternative method, one can avoid using the expression of Eq. 19, and switch back instead to the integration of ℓ ϕ L (ℓ): in this way, the integral is performed in the luminosity rather than in the mass domain, so that the fast evolution of luminosity is automatically taken care of. This is the basis of the so called Fuel Consumption Theorem (FCT): to understand fully the FCT and its assumptions, we refer the reader to the original paper (Renzini & Buzzoni 1986; Buzzoni 1989 , see also Maraston 1998) .
Note that isochrone synthesis and the FCT can be coupled: the computation of isochrones can be done so as to fulfill the FCT requirements. We refer to Marigo & Girardi (2001) for an extended discussion on the subject (see also Bressan et al. 1994 ).
Monte Carlo methods
The Monte Carlo method can be implemented in different ways, which take advantage of its potential to varying degrees, so they are not completely equivalent. To understand this point, consider how a sample of stars selected through a Monte Carlo mass assignment can be handled: first, the stars can be either followed individually throughout their evolution, or grouped in mass bins characterized by average properties; second, in either case an atmosphere, used to transform the bolometric luminosity into observable quantities, can be assigned by either choosing the nearest model in the available grid, or interpolating between nearby atmospheres (see 4.5). Therefore there is a total of four ways in which a Monte Carlo-selected stellar population 5 can be treated. In the literature, there are examples of at least three of these:
5 A further degree of freedom in Monte Carlo simulations is that they can be performed by either fixing the number of stars or the to-1. The stars obtained through the Monte Carlo selection are grouped in bins; to each bin, the nearest available atmosphere model is assigned, which depends on the age considered. That is, the total luminosity is computed by means of the expression
where n i is the number of stars that have fallen into the i−th mass bin, and ℓ i is the luminosity of the atmosphere assigned to the bin; Eq. 24 is analogous to Eq. 19, with the only difference that the n i values vary from simulation to simulation. This strategy is followed by Bruzual (2002) ; Bruzual & Charlot (2003) (G. Bruzual, private communication) . This implementation of the MC method is not very time-consuming, so it is quite effective in obtaining an overview of the effect of sampling in different observables, which is in fact the goal of the quoted papers. It has, however, two important disadvantages: the mass binning hinders a proper sampling of the discontinuities in tal stellar mass. This aspect will not be discussed here, and we will consider only Monte Carlo simulations with a fixed number of stars.
the isochrones, and the ℓ i assignation may either smooth out or spuriously amplify transient spectral features (see Section 4.5). 2. The stars obtained through the Monte Carlo procedure are followed individually throughout their evolution, but the luminosities are assigned as in the previous method, that is choosing the nearest model in the grid. This approach, although similar to isochrone synthesis, is fundamentally different in that it avoids the additional rebinning implicit in the isochrone synthesis method. Models of this kind have been presented, for example, in Mas-Hesse & Kunth (1991); Cerviño & Mas-Hesse (1994); . These models work better than the previous at mapping discontinuities in the isochrones (i.e., the value of dℓ/dm is better evaluated: see, e.g. 
Old tools for a new approach: the statistical formulation
The conclusions arising from this brief overview of population synthesis can be summarized in the following points:
-Deterministic standard models are based on a misunderstanding of the computed quantities. While it is generally claimed that they compute the integrated luminosity of a model cluster, they in fact compute the mean luminosity of the stellar LDF. -Statistical standard models give the correct interpretation, but the Poisson approximation is not sufficiently accurate.
On the other hand, the multinomial distribution is difficult to handle. In either case, without a grasp of the underlying statistics we have no indication on how to extend the formalism to derive relevant quantities. For example, although the variance can computed correctly in the multinomial description, obtaining higher moments of the distribution would not be trivial: as we will show in the remainding of the paper, higher moments are necessary to characterize the properties of stellar clusters. -Suitably-done Monte Carlo simulations have the potential to bypass most of the problems of population synthesis arising as a consequence of the statistical nature of the problem. However, they are extremely expensive in terms of CPU time and disk storage space, and require a considerable human effort to be analyzed. Furthermore and most importantly, the analysis of a set of Monte Carlos simulations performed without a grasp of the underlying statistics would be purely phenomenological, precluding the possibility to generalize the results to further simulations or real clusters.
In this section, we will propose and describe a statistical formalism that automatically frames the problem in its most natural interpretation, and opens the way to a deep understanding of the underlying physical problem. The first subsection is devoted to recall standard statistical concepts for those readers without a background in statistics. Those who are already expert in this field can skip this part.
Basic statistical concepts
As we have seen in Section 2, the luminosity of stars can be characterized in terms of an underlying LDF (Eq. 5). The exploitation of this approach permits finding an effective solution to the problem of computing the integrated properties of stellar populations. The formalism presented here to this scope is not new in terms of statistics and can be found in any advanced textbook of statistics (e.g. Kendall & Stuart 1977) . For completeness, we briefly review here the relevant concepts.
The properties of the LDF as a distribution can be studied by computing its moments; the first moment is the mean, which we already encountered in Eq. 5:
The general definition of the n-th moment of the LDF is the following:
If a = 0, we call it 'raw moment', while if a = µ ′ 1 we call it 'central moment'; in particular, the mean luminosity, which is the main output of synthesis models, is the raw moment of 1st order.
In the following, we will adopt the notation µ n to indicate central moments, and the notation µ ′ n to indicate raw moments. Let us write down explicitly the expressions for the second central moment (or variance) and the second raw moment of the LDF, and their mutual relation:
and, analogously, for the third and fourth moments:
Let us also introduce the characteristic function of the LDF, φ(p), that is its Fourier transform:
The characteristic function has the following properties: the coefficients of its Taylor expansion in ip are the raw moments of the distribution, while the coefficients of the Taylor expansion in ip of its logarithm ln φ L (p) are the so-called cumulants of the distribution, κ n :
It follows that moments and cumulants are related by the expression:
In particular, the relations between the first four moments and cumulants are the following:
An important property of cumulants is that they are independent of the assumed origin of the distribution, except for κ 1 : they are also called sometimes "semi-invariants" due to this property. If the origin is taken at the mean of the distribution,
Finally, the skewness, γ 1 , and the kurtosis, γ 2 , of the distribution are defined through ratios of the third and the fourth central moments respectively to appropriate powers of the variance:
(Note that the definition of skewness and kurtosis may vary from author to author; alternative definitions can be found at http://mathworld.wolfram.com.) These two quantities enclose information on the shape of the distribution: the skewness gives an idea of how asymmetric the distribution is, and it can be related to the difference between the value of the mean and the mode (the most probable value). The kurtosis is a measure of peakedness, i.e. of the symmetric deformation of the distribution with respect to a Gaussian. In particular, Gaussian distributions have γ 1 = 0 and γ 2 = 0; flatter distributions have negative kurtosis values, while peaked distributions have positive kurtosis values.
From stellar to population luminosity functions
In the previous section we have characterized the properties of the luminosity function of individual stars. Let's see now how the luminosity function of an ensemble of N tot sources may look like. As a general rule, the PDF of an ensemble of variables is obtained as the convolution of the PDFs of the individual variables. For example, let ϕ x (x) be the PDF of a variable x and ϕ y (y) the PDF of a variable y independent of x. The probability density of a variable u = x + y is given by the product of the probabilities of ϕ x (x) and ϕ y (y) summed over all the combinations of x and y such that u = x + y:
which is the definition of convolution. In our case, we are assuming that all the stars have luminosities distributed following the same distribution function, ϕ L (ℓ). We are also assuming that the stars are independent on each other. Therefore, the PDF of an ensemble of N tot stars is obtained by convolving ϕ L (ℓ) with itself N tot times:
Convolutions in the normal space are equivalent to products in the Fourier space, so that:
Hence, the cumulants of the luminosity distribution of an ensemble of N tot sources, K n , can be obtained directly from the cumulants of the LDF, κ n , through the relation:
Since κ 1 = µ ′ 1 , this also implies that:
where M ′ 1 is the mean value of the distribution that describes the luminosity of an ensemble of N tot sources: in other words, the mean luminosity obtained by synthesis models is scalable to a cluster of any size -including one with only 1 source! Thus, statistical reasoning confirms the intuitive expectation that the properties of an ensemble of N tot stars can be obtained by direct scaling of the properties of the LDF. This result is fundamental for the interpretation of the output of synthesis models in terms of real clusters. However, it is clear from the above derivation that this simple scaling rule only applies to cumulants, not to moments; it is cumulants that hold the scale relations between the properties of the LDF and the distribution of the total luminosity of an ensemble. But, by virtue of Eqs. ??, cumulants can be related to moments: κ 1 is the first raw moment, and the following κs are equal to the central moments of the same order: therefore, when we speak of how to characterize a distribution, we can refer either to the moments or to the cumulants.
Furthermore, it is immediately seen from Eqs. 43 and 44 that the shape of the distribution of the ensemble, when expressed in normal form (through a transformation of the distribution function to one with zero mean and unit variance:
, can be easily related to the shape of the stellar LDF:
and
where Γ 1 and Γ 2 are the skewness and the kurtosis of the distribution of the ensemble. Note that, in agreement with the central limit theorem, Γ 1 → 0 and Γ 2 → 0 for large enough N tot values, i.e. the distribution tends to a Gaussian (however, we do not know how much large enough is!). Hence, it is in principle possible to describe the distribution function of the integrated luminosity of an ensemble of N tot stars either directly by convolution processes, or by the characterization of its cumulants. The convolution is conceptually straightforward, but it poses severe numerical problems, which will be detailed in Section 7.4.1. Alternatively, one can use expressions that give an approximate functional form for the distribution function of the integrated luminosity as a function of its cumulants. Several of such expressions can be found in the literature, for example the Gram-Charlier or the Edgeworth series. We give here the formulae of the Edgeworth series, where we have neglected cumulants of order larger than 4:
where
is the normalized variable. For this particular series the mode of the normalized distribution lies at ≈ −Γ 1 /2, that is it is located at a distance of Γ 1 /2 from the mean, in σ = √ M 2 units. Note that such a distribution should be divided by σ to be expressed in a non-normal form.
It is important to note that the Edgeworth series can yield negative values of ϕ L tot (x), so it must be used with caution, for example to obtain a first estimate of how close the corresponding distribution is to a Gaussian, and to verify if a fitting test based on gaussianity, such as the χ 2 test, could be applicable. As a general rule, if successive terms in the series decrease rapidly, one can truncate the series and assume that the expression is a good approximation to the distribution; but no general recipes apply, and as with all series one must exert caution, even when higher-order cumulants are included.
Applications of the statistical treatment

Computation of the variance of the LDF
We have seen in Section 4.2 that the Poisson approximation for the distribution of the number of stars in a bin is not a safe option. The only alternative might seem using the multinomial distribution, which has the additional advantage of keeping track of covariance effects across bins. However, this choice has important drawbacks since the multinomial distribution is notoriously difficult to handle. We will show here that the adoption of the statistical formulation permits bypassing this problem, because it provides the tools to compute the relevant quantities without the need of making assumptions on the distribution of stars in bins, except its randomness 6 . As an example, let's use our statistical formalism to compute the variance of the distribution. To do so, we need not make any assumption on the distribution of the number of stars in bins: we just need to take into account the scale relations of the luminosity functions (Eq. 49) and the properties of cumulants (Eq. 42):
If we apply the approximation of Eq. 19, we obtain:
which is the same as the expression of Eq. 23. This simple example shows the power and, at the same time, the simplicity of our statistical formalism. Note that the value of the LDF variance customarily assumed in the literature (Eq 22) is biased, with the work by Cantiello et al. (2003) as the only exception we are aware of. Note that in fact, the variance obtained from Eq. 22 is the second raw moment of the LDF, and not its second central moment.
Characterization of a LDF by means of its cumulants
In Section 4.1 we showed that knowledge of the mean and the variance is not enough to characterize a LDF. As a rule of thumb, at least the first four cumulants should be taken into consideration, which describe the mean, the dispersion, the asymmetry and the peakedness of the distribution. As a first example of application of the statistical treatment, we show in Fig. 4 the first four cumulants of the LDF for different bands and ages. These results have been obtained by a direct integration of the isochrones by Marigo & Girardi (2001) . We have assumed a Salpeter (1955) IMF in the mass range 0.15 -120 M ⊙ normalized by the total number of stars. For a normalization in mass rather than in number of stars, these results must be multiplied by the mean mass, m = 0.52 M ⊙ . The figure shows several interesting facts:
1. The value of µ 2 /µ ′2 1 is in general larger than 10, with the exception of blue bands. As it has been pointed before, the way in which the variance is computed in synthesis models is erroneous since they use the second raw moment instead of the variance. The difference between the two moments is a term in µ ′2 1 , but since µ 2 is in general much larger than µ ′2 1 , the resulting µ ′ 2 becomes numerically close to µ 2 . Although the variance computed by most synthesis codes is systematically biased, in numerical terms the values is nearly correct. However, a proper computation of the variance is always better than a biased one. 2. As pointed out in previous works, the Gaussian regime is not as common in stellar populations as often assumed. This is particularly the case of infrared wavelengths, where at least 10 7 stars are needed (roughly ≈ 5 × 10 6 M ⊙ in initial mass) in the analysis building block (i.e. individual pixels in SBF studies, or the whole slit in integrated data) to ensure quasi-gaussianity. Non-gaussianity is a problem when one wants to obtain confidence intervals in terms of σ: when the distribution is non-Gaussian, it cannot be assumed that µ ′ 1 ±1σ contains ≈ 68% of the distribution. This is not necessarily a problem for goodness-of-fit tests like χ 2 , since the test also works for non-Gaussian distributions provided the deviation from gaussianity is not severe. For example, Γ 1 should be used to have an approximate idea of which test would be the best to compare the observations with the models.
Application to SBF, Globular Clusters and resolved stellar populations
As has been shown throughout the paper, synthesis models only compute either the first two moments of the stellar luminosity function (i.e. N tot = 1), and not their integrated properties. We have shown that the luminosity distribution of a stellar popu- lation can be described explicitly in shape or in terms of its moments. Of these two alternatives, the computation of moments has the advantage of being directly obtainable from a set of data, without the need of knowing the shape of the distribution. However, for the comparison of models with observed data, a set of homogeneous data is needed (not only a single observation) in order to make an estimation of the cumulants of the corresponding luminosity distribution. SBF observations from galaxies and Globular Clusters have been proposed as a test of evolutionary tracks and isochrones (e.g. Cantiello et al. 2003, among others) . SBF studies are based on large ensembles of pixels, so they fulfill the requirement of being a large set of data. However, the use of such observations for this purpose has several drawbacks (this subject will be discussed at length in a forthcoming paper):
1. Each of the building-blocks of the distribution (the pixels) is representative of the integrated luminosity of an ensemble. Although the formalism, in terms of moments, can be scaled to pixels containing any number of stars, the number of stars in a given pixel and the number of pixels with the same number of stars should be known, in order to evaluate the error in the estimation of the SBF due to the finite sampling of the underlying distribution. 2. Observational SBF are the result of an average over an additional distribution, the one that defines the number of stars falling in a given pixel. The theoretical SBF formalism doesn't take this second distribution in consideration. 3. The theoretical SBF used to date are computed under the implicit assumption of a SSP, whereas the mode of star for- Fig. 4 . Cumulants of the luminosity function in several photometric bands, obtained from the isochrones by Marigo & Girardi (2001) and adopting the IMF by Salpeter (1955) in the mass range 0.15 -120 M ⊙ .
mation of a real galaxy can be much more complex: hence, the comparison between theoretical and observational SBF may be biased by this inconsistency.
In a similar way, the luminosity distributions of globular clusters around a galaxy could be compared to the corresponding distributions obtained theoretically, both in terms of moments and in terms of shapes of the distribution. The possibility of obtaining higher-order moments, such as the skewness, helps constraining the distribution, which is necessary to test evolutionary tracks and isochrones. However, there are drawbacks similar to those of the previous case, with the only exception of the assumption on the validity of a SSP, which in a globular cluster is certainly verified. Especially stringent is the need to know the initial distribution of cluster masses.
A third possibility is to apply the first four cumulants computed by means of current synthesis models to the study of resolved populations. Resolved populations have several advantages:
1. N tot is a known quantity (i.e. N tot =1, except in the case of crowding problems, which would be treated separately).
2. The number of stars used for mapping the luminosity function and the possible luminosity bias are known, and can be incorporated theoretically (e.g. by changing the value of ℓ min in the computation of the moments). 3. The assumption of a SSP can be directly tested. Moments, and their associated sampling errors, can be estimated from simple star counts using the standard formulations for unbiased estimations of the mean, variance, skewness and kurtosis. 4. It is possible to perform a tailored analysis consistent with the used isochrones without outsiders; e.g. Blue Stragglers can be excluded from the estimation of the moments if they are not included in the theoretical luminosity function. 5. Finally, the covariance effects between different evolutionary phases are included in a natural way in the statistical treatment, both theoretically and observationally.
The method proposed yields not only the best fit of the data with the isochrone, but also the number of stars expected in each region of the isochrone (which is almost IMF-independent for PMS stars).
To illustrate the point theoretically, we show in Fig. 5 the first four cumulants of the LDF for different bands and ages using the isochrones by Marigo & Girardi (2001) , computed following FCT requirements explicitly, and by Girardi et al. (2000) and Bertelli et al. (1994) . We have assumed a Salpeter (1955) IMF in the mass range 0.15 -120 M ⊙ normalized by the total number of stars, and the results have been obtained by a direct integration of the isochrones. Note that, although the mean values and the µ 2 /µ ′2 1 ratios are similar across the isochrone sets, there are large differences in Γ 1 and Γ 2 at some ages. This tells us, without even knowing the luminosity distribution function, that there are strong differences between both sets of isochrones, which can be directly related with stellar evolution issues (i.e. life-times of different phases).
From the stellar to the ensemble LDF
One of the advantages of our new approach is that we are able to obtain the distribution function of the ensemble. This can be done either by the direct convolution of the stellar luminosity function, or, approximately, by expressing it as a function of its cumulants as an Edgeworth series. We stress here again that one must be cautious with such approximations, even when higherorder cumulants are included. The direct convolution is, in this sense, a safer method.
Technical problems in the computation of the LDF
Unfortunately, the determination of the LDF of an ensemble is hindered by a few technical problems. The first one concerns the stellar LDF: although some aspects of stellar populations (like variability of transients events) would be more easily treated via the luminosity function as compared to the standard method, the luminosity budget of fast evolutionary phases poses the same problems as in standard codes.
A second issue is the contribution of dead stars to the luminosity function. Those stars have no influence on the computation of the moments of the distribution, except for a "normalization factor" that depends on the age of the population. In terms of the shape of the luminosity distribution, dead stars show up as a pulse function located at zero luminosity with a strength equal to the probability that a random chosen star would be a currently dead star. The representation of dead stars through a pulse function located at zero luminosity can be easily understood in the following terms: let us assume an ensemble with, initially, N tot stars. At a given age (typically ages larger than 3 Ma), there is a non-zero probability that all stars are dead; the LDF of the ensemble, marginalized to such a condition, is a delta centered on zero. There is also a non-zero probability that all but 1 stars are dead: the LDF corresponding to this case is the sum of a pulse function and the stellar luminosity function, the pulse function having in this case a strength smaller than the delta. Similarly, all but 2 stars can be dead, and the corresponding LDF case is a pulse function plus the convolution of two stellar luminosity functions. In total, there are N tot + 1 marginalized cases, corresponding to N tot , N tot − 1, N tot − 2, ..., 2 and 1 dead stars. The LDF of the ensemble should include all these cases, each with the weight given by its relative probability, so that it will have a pulse contribution centered on zero. Although this result seems to contradict the central limit theorem, which states that the asymptotic shape of the LDF of the ensemble is a Gaussian, this is not the case, since the pulse contribution grows smaller and smaller as N tot increases.
As a final remark, although convolution is in principle the best way to obtain the ensemble LDF, in the practice it is not always feasible. The reason is the following. The convolution must be performed linearly in luminosity and, in the general case, the dynamic range in luminosities spans 8 orders of magnitude, from 10 −2 L ⊙ to 10 6 L ⊙ . On the other hand, most programs that perform convolutions are based on Fourier Transform routines that require a set of points ordered regularly on the x-axis; each time a convolution is performed the number of points on the x-axis is doubled. So, for a resolution of, say, 0.01 L ⊙ (necessary to span the low end of the luminosity function) 10 8 points would be needed to define the luminosity function, and this number would be doubled each time a convolution is performed. Therefore, the points necessary to compute even a very undersampled population (a moderate number of convolutions) diverge rapidly, making it numerically unfeasible. An alternative solution is making the convolution logarithmically in the Fourier space. In either case, we do not know any computational routine powerful enough to perform this task (and any feedback from the community about the subject is highly welcome).
Determination of the cluster mass function
As an example of application of the population LDF, we show in Fig. 6 the LDFs in L V , for clusters with the LMC metallicity, obtained from the isochrones by Girardi et al. (2002) using the Edgeworth approximation. We have plotted the distributions that correspond the the extremes of the age ranges The figure clearly shows that, given the shape of the stellar luminosity function, the mean luminosity value is much larger than the most probable value. As a consequence, most observed clusters will have smaller luminosities than the mean, i.e. smaller luminosities than predicted by a standard code. The straightforward implication is that the mass of observed clusters inferred by means of a comparison with standard models is, in most cases, underestimated, with a bias larger for smaller clusters (see also Gilfanov et al. 2004 ).
This effect is highly relevant for young and undersampled clusters. In particular, assuming that the age estimation obtained by Zhang & Fall (1999) is not biased, the figure clearly shows that there is a systematic underestimation of the mass of younger clusters, an hence, an overestimation of the number of low-mass clusters. In the cluster mass range considered, this effect is more relevant in the 10 4 to 10 4.5 M ⊙ interval. This result would change the shape of the distribution of the initial cluster masses obtained by Zhang & Fall (1999) , particularly in the low mass range, making it shallower or even inverting the slope. However, this result is only a first-order application of the new formalism, and the example above should not be taken literally. To establish a firm conclusion it is necessary to apply the statistical treatment also to the determination of ages, and to use the exact LDFs of the ensembles instead of those obtained as an Edgeworth series approximation.
Comparison to Monte Carlo simulations
As a further example, let us try to obtain the LDF in a more accurate way. We have shown in Section 7.4.1 that performing this task is not simple; however, in simple scenarios it is possible to solve it.
For simplicity, let us assume a luminosity function made up of two Gaussians, both for the MS and the PMS. The characteristic function of this LDF is:
where A MS , A PMS are the weights of the corresponding Gaussians, ℓ MS , ℓ PMS their locations, and σ MS , σ PMS the respective dispersions. A simple inspection shows that the exponent of the N tot -th power of this characteristic function is a sum of real exponents in p 2 (i.e. Gaussian distributions) and imaginary exponents in p (i.e. translations of the corresponding distributions). Hence the final function will be a sum of Gaussians located at different positions.
The LDFs for different values of N tot is shown in Fig. 7 . In the same figure, the Monte Carlo simulations performed by Cerviño & Valls-Gabaud (2003) 
Criteria for assessing the robustness of fits
As has been pointed several times, the main result of synthesis models is the mean value of the stellar luminosity function, which can be scaled to clusters of any size. We have also shown that the relative dispersion of the model results (the ratio σ(L)/M
However, σ(L) increases in absolute terms, since it is proportional to √ N tot , so that it should be taken into account in the comparison of theoretical data to observed clusters. Furthermore, since each monochromatic luminosity has its own σ(L), the weights used in any fit depend on the specific monochromatic luminosity considered. Finally, although some regions of the spectrum may have a quasi-Gaussian distribution, this will not happen in general with all the regions. Hence, not all the spectra (either synthetic or observed) are equivalent, or even suitable, to obtain the properties of the observed cluster.
As an example, Fig. 8 shows the first four cumulants of a region of the visual electromagnetic spectrum for the LDF of a 1 Ga cluster with solar metallicity, obtained from the synthesis code sed@ 7 using a Salpeter (1955) IMF in the mass range 0.1-120 M ⊙ . The results are normalized to mass. The isochrones used are from Girardi et al. (2002) covering a mass range from 0.15 to 100 M ⊙ and based on the solar models (Z=0.019) by Girardi et al. (2000) and Bertelli et al. (1994) that include overshooting and a simple synthetic treatment of the thermal pulses AGB phase (Girardi and Bertelli 1998) . The atmosphere models are taken from the high resolution library by Martins et al. (2005) ; González Delgado et al. (2005) based on PHOENIX (Hauschildt and Baron 1999; Allar et al. 2001) , the ATLAS 9 odfnew library (Castelli and Kurucz 2003) computed with SPECTRUM (Gray and Corbally 1994) , the ATLAS 9 library (Kurucz 1991) computed with SYNTSPEC (Hubeny, Lanz, and Jeffery 1995) , and TLUSTY (Lanz and Hubeny 2003) at [Fe/H] = 0.0 dex. The figure shows the region around Hδ. As expected from previous plots at these ages (Fig. 4 ) the values of Γ 1 and Γ 2 are quite low. However, not all the wavelengths have the same statistical significance. In particular, the Hδ line shows the largest values of Γ 1 and Γ 2 , so in undersampled clusters its profile will be difficult to fit. On the other hand, the profile of Ca  H + Hǫ is a quite robust result, with a low relative dispersion and Γ 1 and Γ 2 values close to the continuum level. Finally, the Ca  K line, with Γ 1 and Γ 2 values similar to those of the continuum, has a high relative dispersion. Summarizing, fitting the theoretical models of Ca  lines, including their profiles, to observed data would yield more realistic results than fitting either the intensity, the equivalent width or the profile of Hδ. Of course, these conclusions might change depending on the age and metallicity.
Future work
In this section we will discuss a few issues that are still unsolved at the present stage, and point to future extensions of the formalism that could have important implications for the analysis of stellar populations.
Since in this paper we have only considered the case of SSPs, maybe the most important pending issue is the extension to other scenarios of star formation. This topic will be covered in a forthcoming paper, so it will not be further discussed here.
A current limitation of the formalism is that it only deals with integrated properties that scale linearly with the number of stars in the cluster. In the future, the formalism will be extended to include the case of luminosity ratios, where, in addition to the cumulants of the distribution function of the ensemble, it is also necessary to obtain the correlation function of the corresponding quantities, and to study which the resulting distribution functions and associated cumulants would be.
A further assumption of the formalism in its present stage is that the stellar population has a given number of stars N tot . In means of the PGos3 tool. The code is written in ANSI C under GNU Public License and, currently, is managed by M. Cerviño; use of the code and its results must be referred to solely by its documentation (Sed@ Reference Manual, in preparation), its WWW address and the citations in the headers of the output VO Tables. The code is currently accessible on-line at http://ov.inaoep.mx/. Its inclusion in the VO service grid is under way. the future, we will include the case of a collection of populations with varying number of stars. This is the case, for example, of stellar populations in pixels, in which case we have to compute the global distribution resulting from the distribution of stars in each pixel and the distribution of numbers of stars across pixels, as required for a realistic comparison of theoretical SBF with observed ones under a SSP hypothesis. This can also be applied to other problems, such as the computation of the distribution of luminosities in globular clusters; the estimate of the difference between the shape of luminosity profiles in galaxies inferred by means of a comparison with the mode and the mean respectively; and the comparison among different Monte Carlo simulations performed with a total fixed mass.
Finally, the formalism developed here for the treatment of luminosity functions can also be applied to stellar yields. All the statistical considerations that we have made about luminosities can be easily translated into equivalent issues in the field of chemical evolution, although in that case the star formation history would have a fundamental role, and the differential equations that describe (deterministically) the chemical evolution would become stochastic differential equations, whose mean would coincide with the results obtained deterministically. As in the present case, comparing the mean against observations can produce a bias that depends strongly on the shape of the distribution.
We will highly appreciate any feedback or collaborations of members of the community in these or related subjects.
Application to the Virtual Observatory
The method described in this work can be implemented in the VO as an automatized tool for the analysis of observed data, since synthetic models can be given in terms of probability distributions suitable to be used in data mining algorithms or in Bayesian analysis. To achieve this goal, an appropriate theoretical data model is necessary; the definition of such model is a task that is currently being carried out by the IVOA Theory interest group. In addition, the extension of this statistical formalism to distributions of luminosity ratios, which are used in diagnostic diagrams, would be an asset for the development of more robust VO analysis tools.
Conclusions
In this paper we have developed a new statistical formalism to compute the integrated properties of stellar populations. In the first part, we have revised the current standard formalism, in order to show the problems, coincidences and differences with the one we propose. The main difference between the standard approach and ours is that the former interprets deterministically the results of synthesis models, whereas our formalism accounts for their statistical distribution. We have shown how the resulting distribution functions can be characterized in terms of their moments and cumulants, and how the shape of such distributions can be obtained, yielding the exact confidence interval of the models.
We have emphasized that standard synthesis models work by handling the stellar (i.e., individual) LDF, and not the cluster LDF. Nonetheless, we have shown that cluster LDFs are the convolution of stellar LDFs, so that synthesis models can be used to study stellar populations, either integrated or resolved, once the correct statistical formalism is included.
We have shown that the cumulants of the distribution scale with the mass of the stellar populations. We have explicited these scale relations and shown how the cumulants can be obtained in terms of the distribution moments. We have also shown that the variance as computed by synthesis models (generally in the context of SBF) is biased, as it actually corresponds to the second raw moment of the distribution, which is not a scalable quantity. Fortunately, given the high asymmetry and the power-law nature of the luminosity distribution, the numerical difference between the second raw and central moments is almost negligible. It is advisable, however, to use the right formula.
With respect to the use of the standard deviation σ as the unit of confidence intervals, we have shown that it cannot be used because the distribution is highly non-Gaussian. A nearly Gaussian regime is reached only when the sample contains more than ≈ 10 5 stars, with the precise limit depending on the spectral region among other factors. It is therefore mandatory to perform safety checks before using tests that assume normality, such as the χ 2 test. In particular, clusters with theoretical skewness larger than one should be treated with extreme caution. Let us remember that in several situations the most probable value is several σs away from the mean value. We refer to Gilfanov et al. (2004) for a more detailed analysis of this issue.
We have shown that the customary assumption of a Poisson distribution in bins is, in fact, not accurate enough. A realistic solution, fully consistent with the underlying distributions, is the multinomial distribution. The multinomial distribution describes in a natural way the covariance effects introduced by the binning, i.e. the correlations between different bins.
For practical applications, we have shown how the results of synthesis models can be directly applied to the study of resolved stellar populations in quite simple terms, i.e. obtaining the distribution moments from the observed stars. We have also shown that this formulation allows to make reliable comparison of observed data with theoretical stellar models. We have also shown that, because σ increases with the number of stars included in the observations, the inclusion of statistical models in analysis tools must be accompanied by a proper statistical treatment. As a general rule, it should be kept in mind that not all the features of the electromagnetic spectrum are equally suitable to be used in the fitting of theoretical to observational data.
With the present formalism it is possible to reproduce and explain the features of Monte Carlo simulations without the need of performing them. The new formalism has several advantages with respect to Monte Carlo simulations in terms of generality and reliability; unlike Monte Carlo simulations, it is not affected by sampling errors in the estimation of the moments. Unfortunately, we do not know any computational tool that can perform this task efficiently. Although the formalism is complete for luminosities, it must still be extended to the case of ratios.
We have preliminarily shown that current synthesis models cannot be used for comparison with observed SBF, since an additional distribution function must be included in the treatment, describing the distribution of number of stars across pixels. We have also given a preliminary example of how the present formalism can be applied to the distribution of globular clusters and to chemical evolution models. The latter would require the inclusion of stochastic differential equations.
Finally, we have derived the implications of this study for the analysis of observed clusters, and in particular for its possible application to the development of analysis tools for the VO. In particular, we are implementing synthesis models in the VO environment of a new tool called PGos3, presently under development at http://ov.inaoep.mx. The present formalism will be also used for the development of data mining and in Bayesian algorithms.
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