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Abstract. Heuristics to combine different approaches for ontology map-
ping have been proposed in the literature. This paper proposes to use
abstract argumentation frameworks to combine such approaches. We ex-
tend the Value-based Argumentation Framework (VAF)[2], in order to
represent arguments with confidence degrees. Our agents apply individ-
ual mapping algorithms and cooperate in order to exchange their local
results (arguments). Next, based on their preferences and confidence of
the arguments, the agents compute their preferred mapping sets. The ar-
guments in such preferred sets are viewed as the set of globally acceptable
arguments.
1 Introduction
Ontology mapping is the process of linking corresponding terms from different
ontologies. The mapping result can be used for ontology merging, agent commu-
nication, query answering, or for navigation on the Semantic Web.
Well-known approaches to the problem can be grouped into lexical, semantic,
and structural ones, as terms may be mapped by a measure of lexical similarity,
or they can be evaluated semantically, usually on the basis of semantic oriented
linguistic resources, or considering the term positions in the ontology hierar-
chy. It is assumed that the approaches are complementary to each other and
combining different ones reflect better solutions when compared to the solutions
of the individual approaches. Heuristics to combine such approaches have been
proposed [18][14][9][15].
This paper proposes to use abstract argumentation frameworks [6] to com-
bine approaches for ontology mapping. We extend a state of art argumentation
framework, namely Value-based Argumentation Framework (VAF)[2], in order
to represent arguments with confidence degrees. The VAF allows to determine
which arguments are acceptable, with respect to the different audiences rep-
resented by different agents. We then associate to each argument a confidence
degree, representing how confident an agent is in the similarity of two ontology
terms.
Our agents apply different mapping approaches and cooperate in order to
exchange their local results (arguments). Next, based on their preferences and
confidence of the arguments, the agents compute their preferred mapping sets.
The arguments in such preferred sets are viewed as the set of globally acceptable
arguments. Our approach is able to give a formal motivation for the composite
mapping approaches.
This paper is structured as follows. Section 2 comments on argumentation
framework. Section 3 introduces the ontology mapping approaches. Section 4
presents our agent argumentation model. Section 5 presents a walk through
example. Section 6 comments on related work. Finally, section 7 presents the
final remarks and the future work.
2 Argumentation Framework
Our argumentation model is based on the Value-based Argumentation Frame-
works (VAF)[2], a development of the classical argument system of Dung [6].
First, we present the Dung’s framework, upon which the VAF rely. Next, we
present the VAF and our extended framework.
2.1 Classical argumentation framework
Dung [6] defines an argumentation framework as follows.
Definition 2.1.1 An Argumentation Framework is a pair AF = (AR, attacks),
where AR is a set of arguments and attacks is a binary relation on AR, i.e.,
attacks ⊆ AR × AR. An attack(A,B) means that the argument A attacks
the argument B. A set of arguments S attacks an argument B if B is attacked
by an argument in S.
The key question about the framework is whether a given argument A, A
∈ AR, should be accepted. One reasonable view is that an argument should be
accepted only if every attack on it is rebutted by an accepted argument [6]. This
notion produces the following definitions:
Definition 2.1.2 An argument A ∈ AR is acceptable with respect to set argu-
ments S(acceptable(A,S)), if (∀ x)(x ∈ AR) & (attacks(x,A)) −→ (∃ y)(y ∈
S) & attacks(y,x)
Definition 2.1.3 A set S of arguments is conflict-free if ¬(∃ x)(∃ y)((x ∈ S)&(y
∈ S) & attacks(x,y))
Definition 2.1.4 A conflict-free set of arguments S is admissible if (∀x)(x ∈ S)
−→ acceptable(x,S)
Definition 2.1.5 A set of arguments S is a preferred extension if it is a maximal
(with respect to inclusion set) admissible set of AR.
A preferred extension represent a consistent position within AF, which can
defend itself against all attacks and which cannot be further extended without
introducing a conflict.
The purpose of [2] in extending the AF is to allow associate arguments with
the social values they advance. Then, the attack of one argument on another is
evaluated to say whether or not it succeeds by comparing the strengths of the
values advanced by the arguments concerned.
2.2 Value-based argumentation framework
In Dung’s frameworks, attacks always succeed. However, in many domains, in-
cluding the one under consideration, arguments lack this coercive force: they
provide reasons which may be more or less persuasive [11]. Moreover, their per-
suasiveness may vary according to their audience.
The VAF is able to distinguish attacks from successful attacks, those which
defeat the attacked argument, with respect to an ordering on the values that are
associated with the arguments. It allows accommodate different audiences with
different interests and preferences.
Definition 2.2.1 A Value-based Argumentation Framework (VAF) is a 5-tuple
VAF = (AR,attacks,V,val,P) where (AR,attacks) is an argumentation frame-
work, V is a nonempty set of values, val is a function which maps from
elements of AR to elements of V and P is a set of possible audiences. For
each A ∈ AR, val(A) ∈ V.
Definition 2.2.2 An Audience-specific Value Based Argumentation Framework
(AVAF) is a 5-tupleVAFa = (AR,attacks,V,val,valprefa) whereAR,attacks,V
and val are as for a VAF, a is an audience and valprefa is a preference re-
lation (transitive, irreflexive and asymmetric) valprefa ⊆ V × V, reflecting
the value preferences of audience a. valpref(v1,v2) means v1 is preferred to
v2.
Definition 2.2.3 An argument A ∈ AR defeatsa (or successful attacks) an ar-
gument B ∈ AR for audience a if and only if both attacks(A,B) and not
valpref(val(B), val(A)).
An attack succeeds if both arguments relate to the same value, or if no
preference value between the values has been defined.
Definition 2.2.4 An argumentA ∈ AR is acceptable to audience a (acceptablea)
with respect to set of arguments S, acceptablea(A,S)) if (∀ x) ((x ∈ AR &
defeatsa (x,A)) −→ (∃y)((y ∈ S) & defeatsa(y,x))).
Definition 2.2.5 A set S of arguments is conflict-free for audience a if (∀ x)(∀
y)((x ∈ S & y ∈ S) −→ (¬attacks(x,y) ∨ valpref(val(y),val(x)) ∈ valprefa)).
Definition 2.2.6 A conflict-free set of argument S for audience a is admissible
for an audience a if (∀x)(x ∈ S −→ acceptablea(x,S)).
Definition 2.2.7 A set of argument S in the VAF is a preferred extension for
audience a (preferreda) if it is a maximal (with respect to set inclusion)
admissible for audience a of AR.
In order to determine the preferred extension with respect to a value order-
ing promoted by distinct audiences, [2] introduces the notion of objective and
subjective acceptance.
Definition 2.2.8 An argument x ∈ AR is subjectively acceptable if and only
if x appears in the preferred extension for some specific audiences but not
all. An argument x ∈ AR is objectively acceptable if and only if, x appears
in the preferred extension for every specific audience. An argument which is
neither objectively nor subjectively acceptable is said to be indefensible.
2.3 An extended value-based argumentation framework
We extend the VAF in order to represent arguments with confidence degrees.
Two elements have been added to the VAF: a set with confidence degrees and a
function which maps from arguments to confidence degrees. The confidence value
represents the confidence that an individual agent has in some argument. We
assumed that the confidence degrees is a criteria which is necessary to represent
the ontology mapping domain.
Definition 2.3.1 An Extended Value-based Argumentation Framework (E-VAF)
is a 7-tuple E-VAF = (AR, attacks,V,val,P,C,valC) where (AR,attacks,V,val,
P) is a value-based argumentation framework, C is a nonempty set of val-
ues representing the confidence degrees, valC is a function which maps from
elements of AR to elements of C. valC ⊆ C × C and valprefC(c1,c2) means
c1 is preferred to c2.
Definition 2.3.2 An argument x ∈ AR defeatsa (or successful attacks) an argu-
ment y ∈ AR for audience a if and only if attacks(x,y) ∧ (valprefC(valC(x),
valC(y)) ∨ (¬ valpref(val(y),val(x)) ∧ ¬ valprefC(valC(y), valC(x)))).
An attack succeeds if (a) the confidence degree of the attacking argument
is greater than the confidence degree of the argument being attacked; or if (b)
the argument being attacked does not have greater preference value than attack-
ing argument (or if both arguments relate to the same preference values) and
the confidence degree of the argument being attacked is not greater than the
attacking argument.
Definition 2.3.3 A set S of arguments is conflict-free for audience a if (∀x)(∀y)
((x ∈ S & y ∈ S) −→ (¬attacks(x, y) ∨ (¬valprefC(valC(x),valC(y)) ∧ (val-
pref(val(y), val(x)) ∨ valprefC(valC(y),valC(x))))).
3 Ontology Mapping
The approaches for ontology mapping vary from lexical (see [18][14]) to semantic
and structural levels (see [9]). In the lexical level, metrics to compare string sim-
ilarity are adopted. One well-known measure is the Levenshtein distance or edit
distance [12], which is given by the minimum number of operations (insertion,
deletion, or substitution of a single character) needed to transform one string
into another. Other common metrics can be found in [14], [17], and [7].
The semantic level considers the semantic relations between concepts to mea-
sure the similarity between them, usually on the basis of semantic oriented lin-
guistic resources. The well-known WordNet1 database, a large repository of En-
glish semantically related items, has been used to provide these relations. This
kind of mapping is complementary to the pure string similarity metrics. It is
common that string metrics yield high similarity between strings that represent
completely different concepts (i.e, the words “score” and “store”). Moreover,
semantic-structural approaches have been explored [3][9]. In this case, the po-
sitions of the terms in the ontology hierarchy are considered, i.e, terms more
generals and terms more specifics are also considered as input to the mapping
process.
Heuristics to combine different approaches for ontology mapping have been
proposed in the literature. It is assumed that the approaches are complemen-
tary to each other and combining different ones reflect better solutions when
compared to the solutions of the individual approaches.
We propose to use the E-VAF to combine such approaches. Our agents ap-
ply different mapping algorithms and cooperate in order to exchange their local
results (arguments). Next, based on their preferences and confidence of the argu-
ments, the agents compute their preferred mapping sets. The arguments in such
preferred sets are viewed as the set of arguments globally acceptable (objectively
or subjectively).
4 E-VAF for Ontology Mapping
In our model, dedicated agents encapsulate different mapping approaches. Each
approach represents a different audience in an E-VAF, i.e, the agents’ preferences
are based on specific approach used by the agent. In this paper we consider three
audiences: lexical (L), semantic (S), and structural (E) (i.e. P = {L, S, E}, where
P ∈ E-VAF). We point out that our model is extensible to other audiences.
4.1 Argumentation generation
First, the agents work in an independent manner, applying the mapping ap-
proaches and generating mapping sets. The mapping result will consist of a set
of all possible correspondences between terms of two ontologies. A mapping m
1 http://www.wordnet.princeton.edu
can be described as a 3-tuple m = (t1,t2,R), where t1 corresponds to a term
in the ontology 1, t2 corresponds to a term in the ontology 2, and R is the
mapping relation resulting from the mapping between these two terms. The lex-
ical and semantic agents are able to return equivalence value to R, while the
structural agents return sub-class or super-class values to R. Each mapping m
is represented as a argument. Now, we can define arguments as follows:
Definition 4.1 An argument ∈ AR is a 4-tuple x = (m,a,c,h), where m is a
mapping; a ∈ P is the agent’s audience generating that argument (agent’s
preference, i.e, lexical, semantic or structural); c ∈ C is the confidence degree
associated to that mapping (certainty or uncertainty, as it will be commented
below); h is one of {-,+} depending on whether the argument is that m does
or does not hold.
The confidence degree is defined by the agent when applying the specific
mapping approach. Here, we assumed C = {certainty, uncertainty}, where C ∈
E-VAF. Table 1 shows the possible values to h and c, according to the agent’s
audiences. The agents generate their arguments based on rules from Table 1.
Table 1. h and c to audiences.
Audiences
h c Lexical Semantic
+ certainty 1 synonym
+ uncertainty 1 > r > t related
- certainty 0 < r <= t
- uncertainty 0 unknown
Lexical agent The output of lexical agents (r) is a value from the interval [0,1],
where 1 indicates high similarity between two terms. This way, if the output is
1, the lexical agent generates an argument x = (m,L,certainty,+), where m =
(t1,t2,equivalence). If the output is 0, the agent generates an argument x =
(m,L,certainty,-), where m = (t1,t2, equivalence). A threshold (t) is used to
classify the output in uncertain categories. The threshold value can be specified
by the user.
Semantic agent The semantic agents consider semantic relations between
terms, such as synonym, antonym, holonym, meronym, hyponym, and hyper-
nym (i.e., such as in WordNet database). When the terms being mapped are
synonymous, the agent generates an argument x = (m,S,certainty,+), where
m= (t1,t2, equivalence). The terms related by holonym, meronym, hyponym, or
hypernym are considered related and an argument x = (m,S, uncertainty,+) is
generated, where m =(t1,t2, equivalence); when the terms can not be related by
the WordNet (the terms are unknown for the WordNet database), an argument
x = (m,L,uncertainty, -), where m = (t1,t2,equivalence), is then generated.
Structural agent The structural agents consider the super-classes (or sub-
classes) intuition to verify if the terms can be mapped. First, it is verified if the
super-classes of the compared terms are lexically similar. If not, the semantic
similarity between they is used. If the super-classes of the terms are lexically
or semantically similar, the terms are considered equivalent to each other. The
argument is generated according to the lexical or semantic comparison. For in-
stance, if the super-classes of the terms are not lexically similar, but they are
synonymous (semantic similarity), an argument x = (m,E,certainty,+), where
m = (t1,t2, super-class), is generated.
4.2 Preferred extension generation
After generating their set of arguments, the agents exchange with each other
their arguments. Following a specific protocol, an agent asks (ask sign) the others
about their arguments. The other agents then, send their arguments to the first
agent. An ack sign is then sent to requesting agents, in order to indicate that
the arguments have been correctly received. Otherwise, an error sign is sent.
When all agents have received the set of argument of the each other, they
generate their attacks set. An attack (or counter-argument) will arise when we
have arguments for the mapping between the same terms, but with conflicting
values of h. For instance, an argument x = (m1,L,certainty,+) have as an attack
an argument y = (m2,E,certainty,-), where m1 and m2 refer to the same terms
in the ontologies. The argument y also represents an attack to the argument x.
As an example, consider the mapping between the terms “Reference/ Disser-
tation” and “Citation/Thesis” and the lexical and structural agents. The lexical
agent generates an argument x = (m,L,uncertainty,-), where m = (disserta-
tion,thesis,equivalence); and the structural agent generates an argument y =
(m,E,certainty,+), where m = (dissertation,thesis, super-class). For both lexical
and structural audiences, the set of arguments is AR= {x,y} and the attacks =
{(x,y),(y,x)}. However, the relations of successful attacks will be defined accord-
ing to specific audience (see Definition 2.3.2 ), as it is commented below.
When the set of arguments and attacks have been produced, the agents need
to define which of them must be accepted. To do this, the agents compute their
preferred extension, according to the audiences and confidence degrees. A set
of arguments is globally subjectively acceptable if each element appears in the
preferred extension for some agent. A set of arguments is globally objectively
acceptable if each element appears in the preferred extension for every agent.
The arguments which are neither objectively nor subjectively acceptable are
considered indefensible.
In the example above, considering the lexical(L) and structural(E) audiences,
where L Â E and E Â L, respectively. For the lexical audience, the argument
y successful attacks the argument x, while the argument x does not successful
attack the argument y for the structural audience. Then, the preferred extension
of both lexical and structural agents is composed by the argument y, which
can be seen as globally objectively acceptable. The mapping between the terms
“Reference/ Dissertation” and “Citation/Thesis”, indicated by y is correct.
5 A walk through example
Let us consider that three agents need to obtain a consensus about mappings
that link corresponding class names in two different ontologies.
First, we used part of the ontology of Google and Yahoo web directories2,
and the argumentation model output has been compared with manual matches3.
We considered lexical (L), semantic (S), and structural (E) audiences (map-
ping approaches) in order to verify the behavior of our argumentation model.
The lexical agent was implemented using the edit distance measure (Levenshtein
measure). We used the algorithm available in the API for ontology alignment
(INRIA)4 (EditDistNameAlignment). The semantic agent has used the JWord-
Net API5, which is an interface to the WordNet database. For each WordNet
synset, we retrieved the synonymous terms and considered the hypernym, hy-
ponym, member-holonym, member-meronym, part-holonym, and part-meronym
as related terms. The structural agent was based on super-classes similarity. The
threshold used to classify the matcher agents output was 0.6. This value was de-
fined based on previous analysis of the edit distance values between the terms
of the ontologies used in the experiments. The terms with edit distance values
greater than 0.6 have presented lexical similarity.
We have selected three possible mappings between terms of the ontologies:
“Music/History” and “Architecture/History”, “Art/ArtHistory” and “ArtHu-
manity/ArtHistory”, and “Art” and “ArtHumanity”. Table 2 shows arguments
and attacks (counter-arguments) generated for each audience. The mappings be-
tween these terms have been selected because they were identified as conflicting
cases when using our previous cooperative negotiation model [20][21], which is
based on voting mechanism.
For the mapping between the terms “Music/History” and “Architecture/
History”, each agent has as arguments AR = {1,2,3} and as relations of attack
attacks = {(3,1), (3,2), (1,3), (2,3)}. These sets are generated by each agent, after
receiving the arguments of other agents. Next, the arguments that defeat each
other are computed, according to the agent’s audience. For the lexical audience,
where L Â S and L Â E, there is no argument that successfully attacks another,
because all agents have certainty in the mappings. The same occurs for the
semantic (S Â L and S Â E) and structural (E Â L and E Â S) audiences.
The preferred extensions of the agents are composed by the arguments gen-
erated by the corresponding audience (i.e, the preferred extension of the lexical
2 http://dit.unitn.it/a˜ccord/Experimentaldesign.html (Test 3)
3 http://dit.unitn.it/ accord/Experimentaldesign.html
4 http://alignapi.gforce.inria.fr
5 http://jwn.sourceforge.net (using WordNet 2.1)
Table 2. Arguments and attacks.
ID Argument Attacks
1 (history,history,equivalence,L,certainty,+) 3
2 (history,history,equivalence,S,certainty,+) 3
3 (history,history,super-class,E,certainty,-) 1,2
4 (art-history,art-history,equivalence,L,certainty,+) -
5 (art-history,art-history,equivalence,S,certainty,+) -
6 (art-history,art-history,super-class,E,certainty,+) -
7 (art,art-humanity,L,equivalence,uncertainty,-) 8,9
8 (art,art-humanity,S,equivalence,certainty,+) 7
9 (art,art-humanity,E,super-class,uncertainty,+) 7
agent is {1}; the preferred extension of the semantic agent is {2}; and the pre-
ferred extension of the structural agent is {3}). This way, there is no argument
globally objectively acceptable. Then, we can consider that the mapping between
the terms is not possible, what is correct according to the manual mapping.
Using our cooperative negotiation model, the final mapping between the
“Music/History” and “Architecture/ History” terms was incorrect. The semantic
and lexical agents returned mappings with certainty, while the structural agent
returned a non mapping with certainty. By voting, a mapping with certainty
was obtained. This conflict is then resolved by our argumentation model.
For the mapping between the terms “Art/ArtHistory” and “ArtHuman-
ity/ArtHistory”, each agent has as arguments AR = {4,5,6}, but there are not
relations of attack. Then, all agents accept the mapping with certainty between
these terms. This mapping is considered a correct mapping by the manual map-
ping.
Finally, for the mapping between the terms “Art” and “ArtHumanity”, each
agent has as arguments AR = {7,8,9} and as relations of attack attacks = {(8,7),
(9,7), (7,8), (7,9)}. For the lexical audience, the argument 8 successfully attacks
the argument 7. Then, the preferred extension has the argument 8. For the
semantic audience, the argument 8 also successful attacks the argument 7, and
for structural audience, the arguments 8 and 9 successful attack theirs counter-
arguments. Then, the preferred extension of the structural agent is {8,9}. The
argument 8 is present in all preferred extension, then it is globally objectively
acceptable, confirming the mapping indicated by manual mapping.
We have used different agents’ output which use distinct mapping algorithms
in order to verify the behavior of our model. Our argumentation model has
identified correctly the three mappings defined by expert mappings, being two
mapping positives (h is +) and one negative (h is -).
Second, we compared the argumentation output with the results obtained by
the cooperative negotiation model. Table 3 shows the comparative results. Al-
though the negotiation model having obtained better precision than argumenta-
tion model, the F-measure of the argumentation model is better than negotiation
model. The negotiation model identified 7 true positive mappings and it did not
classify correctly 4 true positive mappings. The argumentation model identified
8 true positive, returning 1 false positive mapping not identifying 3 true positives
mappings.
Table 3. Argumentation vs. negotiation.
Argumentation Negotiation
Ontology P R F P R F
Company profiles (160) 0.88 0.72 0.79 1 0.63 0.77
Third, we compared our argumentation model with three state of the art
schema-based matching systems: Cupid [10], COMA [5], and S-Match [8]. We
consider the class and the attribute names of the ontologies in the comparison.
Table 4 shows the results. Our argumentation model had better F-measures than
all others systems.
Table 4. Comparative mapping results – argumentation model.
Arg Cupid COMA S-Match
Ontology P R F P R F P R F P R F
Company profiles (160) 0.88 0.72 0.79 0.50 0.60 0.54 0.80 0.70 0.74 1.0 0.65 0.78
6 Related Work
In the field of ontology negotiation we find distinct proposals. [19] presents an
ontology to serve as the basis for agent negotiation, the ontology itself is not the
object being negotiated. A similar approach is proposed by [4], where ontologies
are integrated to support the communication among heterogeneous agents.
[1] presents an ontology negotiation model which aims to arrive at a com-
mon ontology which the agents can use in their particular interaction. We, on
the other hand, are concerned with delivering mapping pairs found by a group
of agents using abstract argumentation frameworks. The links between related
concepts are the result of the preferred mappings of each agent, instead of an
integrated ontology upon which the agents will be able to communicate for a spe-
cific purpose. We do not consider negotiation steps such as the ones presented
in [1], namely clarification and explanation. But we consider different mapping
methods represented by different audiences selecting by argumentation the best
solution for the mapping problem.
[16] describes an approach for ontology mapping negotiation, where the map-
ping is composed by a set of semantic bridges and their inter-relations, as pro-
posed in [13]. The agents are able to achieve a consensus about the mapping
through the evaluation of a confidence value that is obtained by utility func-
tions. According to the confidence value the mapping rule is accepted, rejected
or negotiated. Differently from [16], we do not use utility functions. Our model is
based on cooperation and argumentation, where the agents exchange their argu-
ments and by argumentation they select the preferred mapping. The arguments
in each preferred set are considered globally acceptable.
[11] proposes to use an argument framework to deal with arguments that
support or oppose candidate correspondences between ontologies. The mapping
candidates are provided by a single service. The accepted mappings resulting
from argumentation are used for agent communication. Differently from [11],
the mappings are obtained by different agents specialized on different mapping
algorithms and not only in a single service. In [11], the mappings are assumed
to be correct, and we are interested in how to obtain mapping sets by combining
different approaches for ontology mapping. Moreover, in [11] it is assumed that
arguments being negotiated have the same confidence. We are proposing to as-
sociate to each argument a confidence degree. This way, in order to compute the
preferred mapping, the audiences and confidence degrees must be considered.
7 Final Remarks and Future Work
This paper proposed to use abstract argumentation frameworks to combine ap-
proaches for ontology mapping. We extended a state of art argumentation frame-
work, namely Value-based Argumentation Framework (VAF), in order to rep-
resent arguments with confidence degrees. The VAF allows to determine which
arguments are acceptable, with respect to the different preferences represented
by different agents. Our extension associates to each argument a confidence de-
gree, representing the confidence that a specific agent has in that argument. We
assumed that the confidence degrees is a criteria which is necessary to represent
the ontology mapping domain.
We have used different agents’ output which use distinct mapping algorithms
in order to verify the behavior of our model. The terms presented here were iden-
tified as conflicting cases in our previous negotiation model. Our argumentation
model has identified correctly the three mapping defined by expert mappings,
being two mapping positives (h is +) and one negative (h is -). This model
has obtained better results for the conflicting cases when compared with our
previous model. When comparing our model with the three state of the art
matching systems, our model obtained better F-measure than all other systems.
The results, although preliminary, are promising especially for what concerns
F-measure values.
In the future, we intend to develop further tests considering also agents using
constraint-based mapping approaches; and use the ontology’s application context
in our matching approach. Next, we will use the mapping result as input to an
ontology merge process in the question answering domain.
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