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Neste trabalho desenvolvemos uma ana´lise das redes neuroenerge´ticas (propostas por Leonid B.
Emelyanov-Yaroslavsky) e a especificac¸a˜o de um agente inteligente constru´ıdo com estas redes,
comparando-o com outras especificac¸o˜es de agentes existentes na literatura e tambe´m avali-
ando suas capacidades semio´ticas. As redes neuroenerge´ticas caracterizam-se por serem auto-
organiza´veis em torno do objetivo de minimizac¸a˜o do consumo de energia de seus neuroˆnios.
A partir deste objetivo, e dadas algumas restric¸o˜es, Emelyanov-Yaroslavsky sugere que de-
veriam surgir no agente neuroenerge´tico caracter´ısticas t´ıpicas de sistemas inteligentes como
memo´ria, volic¸a˜o, aprendizado, capacidade de generalizac¸a˜o, etc. Este trabalho visa dar os pri-
meiros passos na validac¸a˜o das propostas de Emelyanov-Yaroslavsky por meio da compreensa˜o
das caracter´ısticas ba´sicas do modelo e sua reproduc¸a˜o e simulac¸a˜o. Uma versa˜o computa-
cional da rede neuroenerge´tica foi implementada demonstrando sua viabilidade operacional e
capacidade de auto-organizac¸a˜o. Embora na˜o tenha sido implementado, o modelo do agente
neuroenerge´tico abre perspectivas no sentido de criar sistemas cognitivos capazes de atuar nos
mais diversos ambientes e domı´nios.




This work presents an analysis of the neuroenergetic networks (proposed by Leonid B. Emelyanov-
Yaroslavsky) and the specification of an intelligent agent constructed with these networks,
comparing it to other existing agent specifications in the literature and also evaluating its
semiotic capabilities. The neuroenergetic networks are characterized by their capability of self-
organizing, aiming at minimizing the energy consumption of their neurons. With this aim in
mind, and given some restrictions, Emelyanov-Yaroslavsky suggests that the neuroenergetic
agent should develop some typical characteristics of intelligent systems such as: memory, vo-
lition, learning and, generalizationcapabilities, etc. This work aims at making the first steps
validating Emelyanov-Yaroslavsky’s proposals through the comprehension of the model’s basic
features and its reproduction and simulation. A computational version of the neuroenerge-
tic network was implemented, demonstrating its operational viability and capacity of self-
organization. Even though it has not yet been implemented, the model of the neuroenergetic
agent opens perspectives in the direction of creating cognitive systems, capable to act in most
diverse environments and domains.
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Notac¸a˜o
Θ Grau de degenerac¸a˜o do neuroˆnio.
Θc Grau de degenerac¸a˜o cr´ıtico, a partir do qual o consumo de energia do neuroˆnio
aumenta e o limiar puro diminui acentuadamente.
ΘcN Valor normal de Θc dos neuroˆnios do centro emocional, que ocorre quando a quanti-
dade de neuroˆnios que entra e sai da regia˜o cr´ıtica e´ igual.
ΘE Grau de degenerac¸a˜o a partir do qual Π0 e´ menor do que ΠE e o neuroˆnio consegue
gerar pulsos espontaˆneamente.
Θ Grau de degenerac¸a˜o me´dio dos neuroˆnios da rede neuroenerge´tica.
nǫ Quantidade de focos de excitac¸a˜o na memo´ria.
v Frequ¨eˆncia de gerac¸a˜o de pulsos do neuroˆnio no u´ltimo intervalo de tempo.
v0(U) Func¸a˜o que determina a frequ¨eˆncia de gerac¸a˜o de pulsos do neuroˆnio.
π(U) Componente probabil´ıstica para o in´ıcio da gerac¸a˜o de pulsos apo´s um per´ıodo de
inatividade.
vmin Frequ¨eˆncia mı´nima de gerac¸a˜o de pulsos.
vopt Frequ¨eˆncia o´tima de gerac¸a˜o de pulsos.
vmax Frequ¨eˆncia ma´xima de gerac¸a˜o de pulsos.
v Frequ¨eˆncia me´dia de gerac¸a˜o de pulsos dos neuroˆnios da rede neuroenerge´tica.
U Potencial resultante do neuroˆnio.
Π Limiar de excitac¸a˜o que dificulta a gerac¸a˜o de pulsos, composto pela soma de Π0 e
ΠS
Πd Limiar dinaˆmico de um neuroˆnio biolo´gico. Este limiar sofre uma grande variac¸a˜o no
curto intervalo de tempo entre dois disparos. Como o neuroˆnio neuroenerge´tico opera
em intervalos de tempo discreto, esta variac¸a˜o na˜o e´ utilizada. O limiar dinaˆmico
serve apenas como base para a criac¸a˜o da func¸a˜o v0(U).
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ΠE Limiar de exaltac¸a˜o, que e´ o limite para a entrada na regia˜o de exaltac¸a˜o, na qual o
neuroˆnio consegue gerar pulsos na frequ¨eˆncia mı´nima.
ΠR Limiar de refrac¸a˜o, que limita a regia˜o de refrac¸a˜o relativa, na qual ocorre a gerac¸a˜o
de pulsos em alta frequ¨eˆncia.
Π0 Limiar puro, que depende de Θ, e tem por finalidade impedir que neuroˆnios ja´ rege-
nerados gerem pulsos.
ΠS Limiar esta´tico, definido em func¸a˜o da histo´ria de gerac¸a˜o de pulsos do neuroˆnio, cuja
finalidade e´ impedir que neuroˆnios gerem pulsos em alta frequ¨eˆncia por muito tempo,
e tambe´m simular a facilitac¸a˜o po´s-tetaˆnica.
Ψ Varia´vel auxiliar para o ca´lculo de ΠS.
W Potencial de entrada do neuroˆnio, composto pela soma de W+ e W−.
W+ Potencial excitato´rio.
W− Potencial inibito´rio.
̺ji Condutividade da conexa˜o do j-e´simo ao i-e´simo neuroˆnio.
̺sji Componente esta´tico (lento) de ̺
+
ji.
̺dji Componente dinaˆmico (ra´pido) de ̺
+
ji.
Ξ1j Capacidade do neuroˆnio emissor de modificar a condutividade das conexo˜es (mem-
brana pre´-sina´ptica → fenda sina´ptica).
Ξ2i Capacidade do neuroˆnio receptor de modificar a condutividade das conexo˜es que che-
gam ate´ ele (fenda sina´ptica → membrana po´s-sina´ptica).
π̺ji Probabilidade de transformac¸a˜o de uma conexa˜o excitato´ria entre os neuroˆnios j e i,
em uma conexa˜o inibito´ria (̺+ji → ̺
−
ji).
I Alimentac¸a˜o/energia fornecida ao neuroˆnio.
H Reservas de energia do neuroˆnio.
H ′ Variac¸a˜o das reservas de energia (crescimento/decre´scimo).
HN Valor normal das reservas de energia.
H Valor me´dio das reservas de energia dos neuroˆnios da rede neuroenerge´tica.
Hmin Valor mı´nimo de H para que a rede possa entrar no regime de sono sem que seus
neuroˆnios morram.
g Consumo de energia do neuroˆnio.
g1(v) Consumo de energia devido a` gerac¸a˜o de pulsos.
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g2(Θ) Consumo de energia relacionado ao transporte de elementos atrave´s da membrana,
dependente do grau de degenerac¸a˜o do neuroˆnio.
g3(H) Consumo de energia devido a` manutenc¸a˜o das reservas.
Q Sau´de do neuroˆnio.
Qǫ Sau´de me´dia dos neuroˆnios do centro emocional.
χ(Qǫ) Func¸a˜o de indicando o grau de encorajamento para determinada conexa˜o em func¸a˜o
de Qǫ.
nθ(Θ) Distribuic¸a˜o dos neuroˆnios do centro emocional em func¸a˜o do seu grau de degenerac¸a˜o.
Qm Sau´de me´dia dos neuroˆnios da massa neural.
σ Fluxo externo de excitac¸a˜o que adentra a rede atrave´s dos receptores.
σopt Fluxo o´timo de excitac¸a˜o que permite a` rede reduzir o consumo e aumentar a durac¸a˜o
do regime de vig´ılia.
η1 Mecanismo de ac¸a˜o, que influencia o valor de Q
ǫ atrave´s da variac¸a˜o de Θc dos
neuroˆnios do centro emocional.
η2 Grau de confianc¸a do agente em tomar determinada decisa˜o.
η3 Grau de cautela do agente ao tomar determinada decisa˜o.
η4 Mecanismo de protec¸a˜o que visa evitar que a sau´de do centro emocional se deteriore
a ponto de ocorrerem eventos letais.
Xm Sinal excitato´rio enviado por grupos prima´rios ativos ao centro emocional.
GAM Grupo de Aux´ılio Mu´tuo: formado durante o regime de sono, consiste num conjunto de
neuroˆnios associados atrave´s de conexo˜es excitato´rias, com a finalidade de regenerar-
se. Os GAM formam uma fila c´ıclica em que se alternam na gerac¸a˜o de pulsos em
alta frequ¨eˆncia, sendo dissolvidos apo´s o regime de sono.
Cap´ıtulo 1
Introduc¸a˜o
“Ora (direis) ouvir estrelas! Certo
Perdeste o senso!” E eu vos direi, no entanto,
Que, para ouvi-las, muita vez desperto
E abro as janelas, pa´lido de espanto...
(“Via La´ctea” - Olavo Bilac)
1.1 Pro´logo
As tentativas de construir sistemas inteligentes artificiais teˆm se intensificado ao longo das
u´ltimas de´cadas e adquirido cada vez mais importaˆncia nos centros de pesquisa e na comunidade
cient´ıfica. Por um lado, este interesse ocorre porque a construc¸a˜o de ma´quinas autoˆnomas e
inteligentes oferece grandes perspectivas de retorno econoˆmico, por permitir a atuac¸a˜o em
situac¸o˜es e lugares em que o ser humano na˜o pode estar presente. Por outro lado, o fenoˆmeno
da inteligeˆncia e´ ainda um “ilustre desconhecido” quando considerado sob seu aspecto mais
filoso´fico de intencionalidade, conscieˆncia, criatividade, etc., e tem intrigado o ser humano
desde os tempos da filosofia grega. A possibilidade de verificar e comprovar teorias acerca da
origem e do modo de funcionamento da inteligeˆncia em organismos biolo´gicos, especialmente
nos seres humanos, e´ uma grande motivac¸a˜o para as pesquisas neste campo.
Muitos dos sistemas artificiais desenvolvidos apresentam caracter´ısticas pass´ıveis de
serem chamadas de “inteligentes”, como capacidade de memo´ria e aprendizado, modelagem
do ambiente, etc. As abordagens para a construc¸a˜o destes sistemas variam bastante, desde
processamento simbo´lico atrave´s de regras e lo´gica, como nos sistemas especialistas, ate´ sistemas
cujo funcionamento esta´ inspirado em estruturas e mecanismos biolo´gicos, como as redes neurais
e os processos evolutivos. Mas ate´ o momento, a maioria dos sistemas artificiais e´ apenas capaz
de desempenhar tarefas espec´ıficas ou operar em ambientes relativamente simples. O grande
passo, no sentido de criar sistemas inteligentes gerais e autoˆnomos, similares aos seres humanos,
ainda na˜o foi dado. Chamamos de sistemas inteligentes gerais aqueles que podem operar em




Neste trabalho, apresentamos o modelo de um sistema inteligente proposto pelo pesqui-
sador russo Emelyanov-Yaroslavsky (1990), o agente neuroenerge´tico. Este modelo e´ fortemente
inspirado nos sistemas biolo´gicos, uma vez que e´ baseado num elemento de limiar dinaˆmico,
que apresenta um funcionamento similar ao de um neuroˆnio, chamado de neuroˆnio neuroe-
nerge´tico1. E´ importante ressaltar que o neuroˆnio neuroenerge´tico difere substancialmente dos
neuroˆnios das redes neurais artificiais tradicionais (feed-forward, Kohonen, etc.). Enquanto
estes neuroˆnios basicamente aplicam uma func¸a˜o sobre os dados de entrada e teˆm a atividade
controlada pelo fluxo de dados (ou impulsos), o neuroˆnio neuroenerge´tico possui va´rias func¸o˜es
e restric¸o˜es que regem seu comportamento, que e´ determinado principalmente por fatores in-
ternos e na˜o por impulsos externos. Todo o sistema baseia-se na premissa de que os neuroˆnios
esta˜o numa constante luta por sobreviveˆncia (o que significa que podem morrer), e esta luta se
manifesta sob a forma de consumo de energia para regenerac¸a˜o pro´pria e busca por otimizac¸a˜o
deste consumo, haja vista que a quantidade de energia dispon´ıvel e´ limitada e escassa.
A atividade dos neuroˆnios, interconectados, sujeitos a algumas limitac¸o˜es (degenerac¸a˜o
ao longo do tempo, dificuldade de regenerac¸a˜o, energia limitada, etc.), e organizados em al-
gumas estruturas ba´sicas, permite que surjam no agente propriedades t´ıpicas de sistemas in-
teligentes, tais como: formac¸a˜o de memo´ria, criac¸a˜o independente de objetivos, execuc¸a˜o de
atividades no sentido de satisfazer estes objetivos, capacidade de generalizac¸a˜o e associac¸a˜o,
etc. Especialmente interessante e´ o fato de que estas caracter´ısticas surgem quase que como
‘efeito colateral’, isto e´, como comportamento emergente de um sistema complexo no qual o
objetivo primordial e´ a minimizac¸a˜o do consumo de energia.
Ale´m disso, o agente neuroenerge´tico na˜o possui uma forma expl´ıcita de representac¸a˜o
do conhecimento. Na˜o existe uma separac¸a˜o n´ıtida entre percepc¸a˜o, representac¸a˜o e ac¸a˜o, ou en-
tre estrutura e operac¸o˜es, de forma que o “conceito neuroenerge´tico de inteligeˆncia”(Emelyanov-
Yaroslavsky, 1992) aproxima-se muito das recentes teorias cognitivas propostas por Edelman
(1987); Maturana & Varela (1980), entre outros (embora na˜o haja refereˆncias ou indicac¸o˜es de
que Emelyanov-Yaroslavsky tinha conhecimento destas teorias).
1.1.1 Organizac¸a˜o do Cap´ıtulo
Este cap´ıtulo inicia com a motivac¸a˜o que nos levou a desenvolver este trabalho (Sec¸a˜o 1.2).
Em seguida (Sec¸a˜o 1.3) apresentamos um breve histo´rico da inteligeˆncia artificial, ressaltando
alguns aspectos que podem auxiliar na compreensa˜o e avaliac¸a˜o do agente neuroenerge´tico,
bem como algumas observac¸o˜es a respeito de como os conceitos provenientes da semio´tica tem
sido utilizados na construc¸a˜o de sistemas inteligentes. Finalmente, na Sec¸a˜o 1.4, apresentamos
a estrutura dos demais cap´ıtulos do trabalho.
1.2 Motivac¸a˜o
Qual e´ a origem da inteligeˆncia?
1Emelyanov-Yaroslavsky chama-o de “live” neuron, e a rede neural de “live” neural network (Emelyanov-Yaroslavsky
& Potapov, 1992a,b), nomes estes que consideramos inadequados, e por isto utilizamos outro, tambe´m empregado pelo
autor: neuroenerge´tico.
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De acordo com Franklin (1995) esta e´ uma das treˆs perguntas que mais teˆm intrigado a
humanidade, pelo menos desde os tempos da filosofia grega (sendo as outras duas a respeito da
origem do universo e da vida). E de certa forma, e´ esta a pergunta que o grupo de Semio´tica
Computacional2 procura responder, quando busca mecanismos para construir sistemas arti-
ficiais inteligentes, capazes de processar os mais diversos tipos de signo e realizar processos
cognitivos similares aos realizados pelo ser humano. O grupo surgiu a partir do trabalho de
Gudwin (1996a), que lanc¸ou a base teo´rica da Rede de Agentes, implementada e estendida
por Guerrero (2000) e Gomes (2000). Basicamente, a rede de agentes e´ uma ferramenta para
a construc¸a˜o de sistemas inteligentes, e e´ utilizada em diversos trabalhos do grupo, como por
exemplo para controle de navegac¸a˜o de um ve´ıculo autoˆnomo (Sua´rez, 2000).
O presente trabalho segue uma linha um pouco diferente, por na˜o utilizar a rede de
agentes, mas contribui com o objetivo maior do grupo, que e´ o de estudar as interrelac¸o˜es entre
semio´tica e sistemas inteligentes, a fim de criar uma nova gerac¸a˜o de sistemas inteligentes, ou
“sistemas cognitivos”. Objetivo este que esta´ muito em voga e e´ apontado como a grande
revoluc¸a˜o da computac¸a˜o no se´culo XXI. A pertineˆncia do assunto pode ser verificada pelo
interesse da Ageˆncia de Projetos de Pesquisa Avanc¸ada do Departamento de Defesa dos Estados
Unidos3, que lanc¸ou em junho de 2002 um programa de financiamento para
“pesquisas inovadoras na a´rea de tecnologia da informac¸a˜o para uma nova classe
de sistemas cognitivos que podem ser caracterizados da seguinte maneira: um
sistema cognitivo e´ um sistema que, entre outras coisas,
• e´ capaz de raciocinar de va´rias maneiras, usando quantias substanciais de
informac¸a˜o apropriadamente representada;
• pode aprender de suas pro´prias experieˆncias de forma que sua performance
aumenta a` medida em que acumula conhecimento e experieˆncia;
• sabe explicar-se a si mesmo e aceitar instruc¸o˜es;
• e´ consciente de seu pro´prio comportamento e capaz de refletir sobre suas
capacidades; e
• responde de maneira robusta a surpresas.
(. . . ) sistemas cognitivos sa˜o possivelmente melhor caracterizados como ’sistemas
que sabem o que esta˜o fazendo’. (DARPA, 2002, pa´g. 1)”
O objetivo deste trabalho e´ o de investigar as redes neurais e o agente neuroenerge´tico
propostos por Emelyanov-Yaroslavsky (1990), a fim de analisar suas propriedades semio´ticas
(capacidade de processamento e gerac¸a˜o de signos) e potencialidades para o desenvolvimento
de um sistema cognitivo, comparando-o com outros sistemas inteligentes apresentados na lite-
ratura. Vemos como principais colaborac¸o˜es do trabalho:
• Levantamento bibliogra´fico e extensa explanac¸a˜o do assunto, devido a` inacessibilidade
da maior parte da bibliografia (em l´ıngua Russa).
2Computacional Semiotic Group – http://www.dca.fee.unicamp.br/projects/semiotics
3Defense Advanced Research Projects Agency (DARPA).
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• Implementac¸a˜o da rede neural neuroenerge´tica a fim de verificar suas propriedades e a
viabilidade de sua utilizac¸a˜o na construc¸a˜o de agentes inteligentes.
• Ana´lise do modelo de agente proposto por Emelyanov-Yaroslavsky sob o ponto de vista
da inteligeˆncia artificial e da semio´tica, visando uma avaliac¸a˜o de suas potencialidades,
especialmente diante das teorias cognitivas surgidas nos u´ltimos anos.
1.3 Histo´rico da Pesquisa
Como ja´ dissemos, a busca pela origem da inteligeˆncia e´ muito antiga, e va´rias teorias foram
propostas na tentativa de explicar este fenoˆmeno. Com a invenc¸a˜o do computador, muitos
cientistas passaram a se perguntar se na˜o seria poss´ıvel reproduzir nele o comportamento inte-
ligente humano, e a partir de pesquisas neste sentido na de´cada de 50, surgiu um novo campo
de investigac¸a˜o da inteligeˆncia: o campo da inteligeˆncia artificial.
1.3.1 Inteligeˆncia Artificial Simbo´lica
A primeira maneira pela qual se procurou construir sistemas inteligentes ficou conhecida como
Inteligeˆncia Artificial Simbo´lica. A IA Simbo´lica intenta construir sistemas inteligentes utili-
zando lo´gica matema´tica para representac¸a˜o de conhecimento e realizac¸a˜o de infereˆncias. De
acordo com Shanahan (1997), toda e qualquer forma de representac¸a˜o pode ser reduzida a`
lo´gica formal, e por isso a lo´gica e´ uma boa opc¸a˜o para formalizar o conhecimento e o processo
de racioc´ınio humanos (Varzinczak, 2002). Sa˜o exemplos cla´ssicos de sistemas simbo´licos os
sistemas especialistas, programados para atuar em uma a´rea bem espec´ıfica do conhecimento
(diagno´stico de caˆncer de mama, jogo de xadrez, etc.), e desenvolvidos atrave´s de uma meto-
dologia top-down, em que o conhecimento do projetista e´ fundamental para o bom desempenho
do sistema.
O funcionamento anal´ıtico dos sistemas simbo´licos pode ser descrito resumidamente
pelos seguintes passos (apud. Verschure, 1993):
1. Caracterizar a situac¸a˜o em termos de objetos identifica´veis com propriedades bem defi-
nidas;
2. Encontrar regras gerais que se apliquem a outras situac¸o˜es em termos destes objetos e
situac¸o˜es;
3. Aplicar as regras a` situac¸a˜o do passo 1., retirando as concluso˜es sobre o que deveria ser
feito.
Desta forma, a IA simbo´lica sugere que o fenoˆmeno da inteligeˆncia e´ uma consequ¨eˆncia da lo´gica
dos algoritmos que o ce´rebro supostamente executa. Como algoritmos podem ser instanciados
em diversos tipos de implementac¸a˜o, a IA Simbo´lica leva a crer que inteligeˆncia pode ser obtida
sem um ce´rebro biolo´gico, ou melhor, que na˜o ha´ uma dependeˆncia entre a estrutura f´ısica e
lo´gica de um sistema inteligente.
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Mas os resultados obtidos pelos sistemas simbo´licos na˜o foram ta˜o bons quanto ini-
cialmente esperado. A` medida em que as pesquisas progrediam, grandes problemas desta
abordagem tornaram-se vis´ıveis e mostraram-se de dif´ıcil soluc¸a˜o. Basicamente, a causa dos
problemas esta´ no fato de que o comportamento dos sistemas simbo´licos e´ derivado de uma
base de conhecimento previamente existente, ou seja, eles assumem possuir um conhecimento
completo (codificado pelo projetista) desde o in´ıcio de seu funcionamento, e toda capacidade
de aprendizado resume-se a melhorar os mecanismos de busca e criar novas associac¸o˜es entre
os elementos do conhecimento (s´ımbolos). Os problemas cla´ssicos desta abordagem sa˜o:
O Problema do Enquadramento (frame problem): refere-se a` impossibilidade de o sis-
tema manter um modelo atualizado do ambiente externo quando opera em tempo real,
especialmente em ambientes dinaˆmicos, devido ao crescimento exponencial das possibi-
lidades que precisam ser analisadas.
O Problema da Falta de Fundamento Simbo´lico (symbol-grounding problem): os
s´ımbolos do sistema na˜o esta˜o ligados a` sua experieˆncia, a` sua percepc¸a˜o. Seu significado
e´ proveniente da conexa˜o com outros s´ımbolos e da maneira com que sa˜o processados, de
forma que na˜o ha´ um significado “real” baseado no ambiente externo em que o sistema
esta´ inserido. O sistema na˜o sabe efetivamente o que os s´ımbolos significam.
O Problema da Visa˜o de Refereˆncia (frame-of-reference problem): a ontologia do
sistema simbo´lico na˜o e´ uma ontologia pro´pria, constru´ıda atrave´s da interac¸a˜o com
o ambiente, e sim a ontologia definida pelo projetista, baseada na experieˆncia deste.
Como o sistema e´ incapaz de gerar seus pro´prios s´ımbolos, sua ontologia e´ esta´tica, o
que certamente o levara´ a ter comportamentos inapropriados em ambientes dinaˆmicos
ou em situac¸o˜es imprevistas.
O Problema da Contextualizac¸a˜o (situatedness problem): refere-se a` necessidade dos
sistemas inteligentes de lidar com um ambiente dinaˆmico, parcialmente desconhecido e
imprevis´ıvel. Os sistemas simbo´licos tradicionais sa˜o equipados com modelos do ambi-
ente em que operam, e agem de acordo com planos desenvolvidos sobre estes modelos. O
problema e´ que e´ imposs´ıvel manter estes modelos atualizados (problema do enquadra-
mento). Um agente situado e´ capaz de determinar o que e´ relevante interagindo com a
situac¸a˜o: ele na˜o precisa de modelos sofisticados, uma vez que o ambiente real faz parte
do “conhecimento” de que ele precisa para tomar suas deciso˜es.
1.3.2 Inteligeˆncia Artificial Conexionista
A Inteligeˆncia Artificial Conexionista trouxe um novo paradigma de programac¸a˜o e
resoluc¸a˜o de problemas, baseado nas redes neurais artificiais (RNA). Embora haja muitas
diferenc¸as entre funcionamento e estrutura de RNA e de sistemas neurais biolo´gicos, as RNA
utilizam um princ´ıpio semelhante ao modus operandi do ce´rebro: processamento massissamente
paralelo efetuado por unidades de processamento simples, mas fortemente interconectadas entre
si. De acordo com (Haykin, 1994, pa´g.2),
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“uma rede neural e´ um processador massissamente paralelo que tem uma pro-
pensa˜o natural para armazenar conhecimento experimental e tornar este conhe-
cimento dispon´ıvel para uso. Ela assemelha-se ao ce´rebro em dois aspectos:
1. O conhecimento e´ adquirido pela rede atrave´s de um processo de aprendizado;
e
2. A intensidade das conexo˜es interneuronais, chamada peso sina´ptico, e´ utili-
zada para armazenar o conhecimento.
O est´ımulo inicial que conduziu ao desenvolvimento das RNA foi o de entender e replicar
o funcionamento do ce´rebro humano, mas e´ de consenso geral que este objetivo ainda esta´ longe
de ser atingido (von Zuben, 2001). Na˜o obstante, as RNA teˆm se mostrado ferramentas muito
u´teis na resoluc¸a˜o de problemas das mais diversas a´reas, sendo especialmente eficientes para
reconhecimento de padro˜es, predic¸a˜o de se´ries, controle adaptativo, aproximac¸a˜o de func¸o˜es,
etc. Uma das caracter´ısticas mais marcantes das RNA e´ a auseˆncia de um controle centralizado.
O controle e´ distribu´ıdo, pois cada neuroˆnio decide sua sa´ıda exclusivamente em func¸a˜o da
entrada que recebe dos neuroˆnios vizinhos. Outra vantagem em relac¸a˜o aos sistemas simbo´licos
e´ que as RNA sempre produzem uma sa´ıda, para qualquer que seja a entrada. Nos sistemas
simbo´licos, o projetista tem que se preocupar com a definic¸a˜o de sa´ıdas-padra˜o para situac¸o˜es
de erro ou inesperadas. Ale´m disso, sistemas simbo´licos na˜o sa˜o resistentes a falhas. Erros
aparentemente pequenos podem causar falhas gerais no sistema. Ja´ a representac¸a˜o distribu´ıda
dos sistemas conexionistas, desde que treinada apropriadamente, abre a possibilidade de que a
falha de alguns componentes normalmente tenha como consequ¨eˆncia apenas uma degradac¸a˜o
de performance.
1.3.2.1 Neuroˆnio Artificial
O insucesso das RNA em reproduzir o fenoˆmeno cognitivo e´ devido, entre outras coisas, a`
modelagem mecanicista e muitas vezes simplista feita do neuroˆnio biolo´gico. A teoria cla´ssica
de RNA descreve o neuroˆnio artificial como uma unidade de entrada/sa´ıda com uma func¸a˜o
de transfereˆncia. Podemos identificar treˆs elementos ba´sicos no modelo do neuroˆnio perceptron
(Haykin, 1994): 1) Um conjunto de sinapses ou conexo˜es de entrada, sendo cada uma ponderada
por um peso sina´ptico; 2) uma junc¸a˜o de soma responsa´vel pela combinac¸a˜o aditiva dos sinais
de entrada ponderados pelos pesos sina´pticos; e 3) uma func¸a˜o de transfereˆncia ou func¸a˜o de
ativac¸a˜o, geralmente na˜o-linear, representando um efeito de saturac¸a˜o na ativac¸a˜o de sa´ıda.
Neuroˆnios biolo´gicos reais sa˜o muito mais complexos do que isto. Eles teˆm uma
dinaˆmica intr´ınseca que transforma a entrada em uma sequ¨eˆncia de impulsos ele´tricos, que
sa˜o transmitidos a outros neuroˆnios atrave´s do axoˆnio. Existem va´rios modelos que buscam
replicar o funcionamento do neuroˆnio biolo´gico de uma maneira mais fiel, como por exemplo
os spiking neurons (Gerstner, 2002; Maass, 1996), levando em considerac¸a˜o a questa˜o temporal
dos disparos. Mas um grande problema de todos estes modelos neurais e´ que eles na˜o sa˜o
capazes de responder a` pergunta: por que as redes neurais surgiram em sistemas biolo´gicos?
Por que os neuroˆnios, que sa˜o ce´lulas relativamente autoˆnomas, precisam se unir e transmitir
impulsos entre si? Qual a vantagem?
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E´ neste ponto que o neuroˆnio neuroenerge´tico (Emelyanov-Yaroslavsky & Potapov,
1992a) apresenta sua grande contribuic¸a˜o. Ao contra´rio dos outros modelos, em que a atividade
dos neuroˆnios e´ controlada pela entrada de dados/impulsos, o neuroˆnio neuroenerge´tico e´ auto-
controlado. Sendo considerado um elemento “vivo”, ele tem por objetivo minimizar o consumo
de energia, e assim sobreviver num ambiente de escassez de “alimento”. A reduc¸a˜o no consumo
pode ser obtida atrave´s da gerac¸a˜o de impulsos que, antes de ser um processo de comunicac¸a˜o, e´
vista como um processo de regenerac¸a˜o do neuroˆnio. A necessidade de interconexa˜o surge enta˜o
da necessidade de receber potencial excitante suficiente para gerar impulsos e assim reduzir o
consumo de energia. Desta forma, e´ um objetivo interno que dirige a atividade do neuroˆnio,
sendo a entrada de impulsos apenas secunda´ria.
A capacidade de auto-controle do neuroˆnio neuroenerge´tico tem como consequ¨eˆncia
que a rede neuroenerge´tica e´ uma rede auto-organiza´vel, apresentando padro˜es de compor-
tamento que chamamos de sono e vig´ılia, totalmente independentes da entrada externa de
dados/impulsos. A auto-organizac¸a˜o da rede neuroenerge´tica, ao contra´rio do que ocorre com
as redes auto-organiza´veis de Kohonen (Kohonen, 1989), na˜o se da´ em func¸a˜o de impulsos de
entrada. Os impulsos sa˜o introduzidos durante o regime de vig´ılia com o objetivo de possibilitar
o surgimento das func¸o˜es inteligentes da rede: capacidade de memo´ria e generalizac¸a˜o, atuac¸a˜o
no ambiente, soluc¸a˜o de problemas, etc., que sera˜o analisados detalhadamente no decorrer do
trabalho.
1.3.3 Arquiteturas de Agentes Inteligentes
De acordo com Russel & Norwig (1995), um “agente e´ qualquer coisa que percebe seu ambiente
atrave´s de sensores, e age neste ambiente atrave´s de atuadores”. Um agente racional ideal e´
aquele que “executa sempre as ac¸o˜es que espera que ira˜o maximizar sua medida de performance,
com base nas evideˆncias fornecidas pela percepc¸a˜o ate´ aquele momento, e pelo conhecimento
interno do agente”. E um agente e´ autoˆnomo na medida em que a escolha das suas ac¸o˜es
depende de sua pro´pria experieˆncia, ao inve´s de depender de conhecimento do ambiente pre´-
programado pelo projetista.
Em princ´ıpio, estas definic¸o˜es parecem bastante intuitivas, mas da mesma forma que sa˜o
de fa´cil compreensa˜o, sua implementac¸a˜o em agentes concretos na˜o tem sido uma tarefa fa´cil.
Diversas arquiteturas foram propostas para a construc¸a˜o de agentes, entre as quais podemos
destacar (Weiss, 1999):
Arquiteturas baseadas em lo´gica: sa˜o sistemas que implementam o paradigma simbo´lico
de racioc´ınio e representac¸a˜o de conhecimento, tendo um bom desempenho em ambientes
esta´ticos e simples, mas sofrem com as limitac¸o˜es da abordagem simbo´lica que vimos
anteriormente.
Arquiteturas reativas: surgiram como uma alternativa aos sistemas simbo´licos, e carac-
terizam-se basicamente: 1) por uma atuac¸a˜o meramente reativa, sem efetuar qualquer
tipo de racioc´ınio ou representac¸a˜o simbo´lica; 2) pela ide´ia de que o comportamento in-
teligente e racional esta´ intimamente ligado ao ambiente em que o agente esta´ inserido,
ou seja, e´ uma consequ¨eˆncia da interac¸a˜o do agente com o seu ambiente; e 3) pela noc¸a˜o
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de que o comportamento inteligente emerge a partir da interac¸a˜o de diversos compor-
tamentos mais simples. Estas arquiteturas apresentam vantagens como: simplicidade,
tratabilidade computacional e toleraˆncia a falhas, mas sua principal desvantagem e´ que,
como na˜o mante´m um modelo interno do ambiente, precisam que a informac¸a˜o necessa´ria
para a tomada de decisa˜o esteja sempre dispon´ıvel no ambiente;
Arquiteturas BDI: nos agentes BDI4, a tomada de deciso˜es depende da manipulac¸a˜o de
estruturas de dados representando suas crenc¸as, desejos e intenc¸o˜es. Eles sa˜o baseados
no racioc´ınio pra´tico — processo de decidir, momento a momento, que ac¸o˜es devem
ser tomadas para atingir os objetivos almejados. Este modelo e´ atrativo pela simplici-
dade do processo deciso´rio, bastante intuitivo, e pela divisa˜o clara da funcionalidade dos
subsistemas necessa´rios para a construc¸a˜o do agente. Mas a dificuldade reside em im-
plementar eficientemente estas func¸o˜es, especialmente em encontrar um balanceamento
entre o compromentimento com as intenc¸o˜es e sua revisa˜o.
Arquiteturas em Camadas: nestes sistemas, a tomada de deciso˜es e´ realizada atrave´s de
va´rias camadas de software, cada uma utilizando o resultado produzidos pelas camadas
anteriores e tomando deciso˜es sobre o ambiente em diferentes n´ıveis de abstrac¸a˜o.
Ale´m destas, ha´ ainda muitas outras arquiteturas propostas na literatura, como os
agentes emocionais, os agentes comunicativos, e os agentes semio´ticos (Gudwin, 2000), etc.,
que em geral sa˜o sistemas de arquitetura h´ıbrida ou ate´ certo ponto baseados nas arquiteturas
apresentadas. A implementac¸a˜o das funcionalidades dos agentes tambe´m utiliza os mais diver-
sos mecanismos, como lo´gica simbo´lica, computac¸a˜o evolutiva, redes neurais, entre outros. Mas
a grande maioria dos agentes implementados serve apenas para resolver problemas espec´ıficos,
em ambientes relativamente conhecidos e previs´ıveis. Eles na˜o sa˜o sistemas inteligentes gerais
capazes de operar nos mais diversos ambientes.
O que ocorre e´ que estes agentes operam em domı´nios para os quais o projetista forneceu
uma representac¸a˜o, utilizada pelo agente para efetuar sua atividade. A capacidade do agente
e´, portanto, limitada pela representac¸a˜o que lhe e´ dada. De acordo com Reeke & Edelman
(1988),
“tendo uma representac¸a˜o apropriada dispon´ıvel, muitos problemas tornam-se
amenos a soluc¸o˜es automa´ticas. Na nossa visa˜o, entretanto, o problema que
requer inteligeˆncia e´ o original, de encontrar uma representac¸a˜o. Colocar este
problema no domı´nio do projetista do sistema ao inve´s de no domı´nio do sistema
projetado, e´ esconder o problema, e reduzir inteligeˆncia a` manipulac¸a˜o simbo´lica.”
A seguir, queremos analisar algumas teorias provenientes de uma melhor compreensa˜o do funci-
onamento dos sistemas biolo´gicos, e que oferecem novas metodologias para a criac¸a˜o de sistemas
inteligentes.
4belief-desire-intention.
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1.3.4 Teoria Autopoie´tica e Paradigma Promulgador
A Teoria Autopoie´tica de Maturana & Varela (1980) surgiu como uma alternativa a` visa˜o
construtivista que se tinha dos sistemas biolo´gicos, e com isto evidenciou algumas fraquezas
nas arquiteturas existentes de sistemas inteligentes artificiais, especialmente no que tange o
desenvolvimento de sistemas cognitivos. Em primeiro lugar, ela afirma que
“Cognic¸a˜o e´ um fenoˆmeno biolo´gico e so´ pode ser compreendido como tal; qualquer
’insight’ epistemolo´gico no domı´nio do conhecimento requer esta compreensa˜o.
(Maturana & Varela, 1980, pa´g. 7)”
Ou seja, a capacidade cognitiva e´ uma propriedade intr´ınseca dos sistemas vivos, e na˜o con-
sequ¨eˆncia de algum tipo de racioc´ınio lo´gico. Isto na˜o exclui a possibilidade de existirem
sistemas cognitivos artificiais pois, de acordo com a teoria autopoie´tica, sistemas vivos (ou
autopoie´ticos) sa˜o aqueles capazes de:
a) manter a organizac¸a˜o que os define, independentemente do histo´rico de per-
turbac¸o˜es ambientais e mudanc¸as estruturais que ocorram, e
b) regenerar seus componentes durante sua atividade (Whitaker, 2001).
Ou seja, para ter capacidade cognitiva, o sistema necessariamente precisa apresentar as carac-
ter´ısticas fundamentais dos sistemas vivos.
Outro problema evidenciado pela teoria autopoie´tica diz respeito a` organizac¸a˜o cons-
trutivista dos sistemas inteligentes cla´ssicos, em que o sistema e´ definido em func¸a˜o dos seus
componentes. Apesar deste problema ser mais evidente nos sistemas simbo´licos, tambe´m esta´
presente em muitos sistemas conexionistas, nos quais as RNA sa˜o utilizadas em mo´dulos com
func¸o˜es espec´ıficas (decisa˜o, processamento da entrada, etc.), e/ou em conjunto com sistemas
de regra e manipulac¸a˜o simbo´lica. A teoria autopoie´tica postula que num sistema cognitivo ha´
uma interdependeˆncia e indissociabilidade entre forma e func¸a˜o:
“Sistemas na˜o podem ser definidos simplesmente pela enumerac¸a˜o ou pelo arranjo
dos elementos que o constituem. O atributo definitivo de um sistema e´ o conjunto
de interrelac¸o˜es dos componentes que:
a) esboc¸am a forma do sistema em qualquer momento e
b) servem como a ’identidade’ ba´sica do sistema, que e´ mantida a despeito das
mudanc¸as dinaˆmicas ao longo do tempo. (apud Whitaker, 2001)”
Inspirados na teoria autopoie´tica, Varela et al. (1991) propuseram o paradigma promulgador 5,
que define cognic¸a˜o em func¸a˜o de uma nova maneira de encarar a relac¸a˜o do sistema com seu
5Enactive paradigm.
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mundo. Note que estamos falando do “mundo do sistema” ou seu umwelt6, e na˜o do mundo
“real” (seja isso o que for). A mesma ide´ia de interdependeˆncia interna entre forma e func¸a˜o
da teoria autopoie´tica esta´ presente na relac¸a˜o do sistema com seu umwelt. Assim, cognic¸a˜o e´
definida como a histo´ria de interrelac¸o˜es e acoplamento estrutural que da´ origem a um umwelt.
Esta ide´ia de interdependeˆncia entre sistema e ambiente foi expressa de maneira bastante clara
por Franklin (1995, pa´g. 382):
“(...) Eu sou o que sou devido a uma histo´ria de interac¸o˜es com ’meu’ ambi-
ente. Meu ambiente e´ o que e´ devido a suas interac¸o˜es comigo, e com outros
agentes, forc¸as, etc. Meu ambiente na˜o e´ determinado pela minha estrutura abs-
trata senso´rio-motora, mas pela histo´ria da interac¸a˜o desta estrutura com meu
ambiente. Ha´ por exemplo grandes evideˆncias de que a formac¸a˜o das conexo˜es
neurais no co´rtex visual depende da entrada de est´ımulos. Mas qual surgiu pri-
meiro? Nenhum. Eles especificam-se mutuamente.”
A principal consequ¨eˆncia desta interdependeˆncia e´ a auseˆncia de representac¸a˜o interna
do ambiente. Maturana (apud. Franklin, 1995, pa´g. 392), ao falar sobre o senso comum de
que atrave´s de nossas interac¸o˜es com o ambiente adquirimos uma representac¸a˜o direta dele,
argumenta que a busca por representac¸o˜es no ce´rebro sera´ sempre infrut´ıfera, pois a corres-
pondeˆncia entre as mudanc¸as estruturais que la´ ocorrem e os eventos que causaram estas mu-
danc¸as e´ histo´rica e na˜o estrutural. As mudanc¸as (sina´pticas) na˜o podem ser explicadas como
um tipo de relac¸a˜o de refereˆncia entre determinadas estruturas neurais e o mundo externo, pois
e´ sempre a atividade de todo o sistema nervoso que esta´ envolvida.
Varela na˜o aborda uma poss´ıvel implementac¸a˜o computacional do sistema cognitivo que
propo˜em, mas diz que ele “funciona atrave´s de uma rede consistindo de mu´ltiplos n´ıveis de sub-
redes senso´rio-motoras interconectadas”, ou seja, deveria ser implementado numa estrutura de
mu´ltiplas camadas interligadas, cada uma com capacidades senso´rio-motoras, sem um sistema
central de controle ou decisa˜o. A arquitetura subsumption proposta por Brooks (1990) caminha
neste sentido, mas foge do escopo deste trabalho. Uma proposta mais pro´xima do escopo do
trabalho e´ a teoria da “Selec¸a˜o de Grupos Neurais”, nosso pro´ximo assunto.
1.3.5 Selec¸a˜o de Grupos Neurais
O trabalho de Edelman (1987, 1992) tambe´m tem origem na biologia, e segue a mesma linha do
trabalho de Maturana e Varela. O que Edelman busca explicar e´ como o fenoˆmeno cognitivo
ocorre no ce´rebro. Utilizando modelos computacionais para efeito de comprovac¸a˜o/teste de
suas teorias, Edelman da´ uma eˆnfase muito especial a` questa˜o da representac¸a˜o; de acordo
com ele, na˜o existe informac¸a˜o no ambiente, isto e´, os objetos e categorias na˜o sa˜o rotulados
previamente como tais, de modo que
“um dos primeiros problemas que um sistema em desenvolvimento, ou uma teoria
para o ce´rebro precisa resolver, e´ como ele pode categorizar um ambiente na˜o
6Umwelt, de acordo com Uexku¨ll, na˜o e´ qualquer ambiente objetivo f´ısico ou biolo´gico do organismo, mas um mundo
subjetivo formado pelo campo perceptual espec´ıfico do organismo e a esfera de suas interac¸o˜es pra´ticas, seu campo
operacional (No¨th, 1990).
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rotulado. A informac¸a˜o na˜o esta´ no ambiente, mas precisa ser extra´ıda pelo
sistema atrave´s de sua interac¸a˜o com o ambiente. O sistema na˜o e´ um receptor
de informac¸o˜es, mas um criador de crite´rios que o levam a ela” (Verschure,
1993).
Estas categorias criadas/extra´ıdas pelo pro´prio sistema, devem permanecer flex´ıveis
para que possam ser continuamente adaptadas, o que so´ e´ poss´ıvel se elas estiverem acopladas
ao umwelt do sistema (isto nos lembra do problema de falta de fundamento simbo´lico e contex-
tualizac¸a˜o dos sistemas simbo´licos). Na proposta de Edelman, as representac¸o˜es sa˜o dinaˆmicas
e na˜o-simbo´licas, criadas pelo pro´prio sistema a partir de sua percepc¸a˜o do ambiente, ou seja,
esta˜o fundamentadas na experieˆncia; e como o agente esta´ situado no ambiente, elas podem ser
constantemente revistas e adaptadas.
Mas como um sistema e´ capaz de criar suas classificac¸o˜es? Como pode reconhecer ob-
jetos/situac¸o˜es semelhantes a partir desta classificac¸a˜o? E como pode construir generalizac¸o˜es?
As respostas sugeridas por Edelman passam por alguns conceitos chave: grupos neurais, ma-
peamentos, conjuntos de classificac¸a˜o7, func¸o˜es globais e mapeamentos globais.
Os grupos neurais sa˜o colec¸o˜es de neuroˆnios formadas durante o desenvolvimento “pre´-
natal” do sistema (antes de qualquer experieˆncia), e suas interconexo˜es permitem que respon-
dam a determinados padro˜es de atividade sina´ptica. O conjunto dos grupos neurais recebe o
nome de reperto´rio prima´rio. A partir da interac¸a˜o do sistema com o ambiente, forma-se o
reperto´rio secunda´rio, atrave´s de modificac¸o˜es sina´pticas intra e inter-grupais. Estes sa˜o os
elementos do sistema seletivo: 1) populac¸a˜o diversificada da qual selecionar, formada pelos
grupos do reperto´rio prima´rio que evoluem para um reperto´rio secunda´rio e continuam a evo-
luir; 2) oportunidades para a selec¸a˜o, providas pela interac¸a˜o com o ambiente; e 3) capacidade
de amplificar/diferenciar os elementos selecionados, possibilitada pela modificac¸a˜o das sinapses
dos grupos neurais selecionados.
De acordo com Franklin (1995, pa´g. 303),
“a func¸a˜o deste sistema seletivo e´ decidir o que fazer a seguir. A servic¸o desta
func¸a˜o, instaˆncias de categorias precisam ser reconhecidas. Se o reconhecimento
do sistema e´ muito espec´ıfico, faz muitas distinc¸o˜es, e na˜o pode haver catego-
rias suficientes para todos os est´ımulos. Se o reconhecimento e´ muito amplo,
pode ocorrer a confusa˜o de est´ımulos com diferenc¸as significativas. (...) O reco-
nhecimento deve ocorrer num n´ıvel intermedia´rio, permitindo que va´rios grupos
respondam relativamente bem ao mesmo est´ımulo. A selec¸a˜o ocorre entre estes
grupos.”
O reperto´rio prima´rio deve ser suficientemente variado para que diversos grupos, com
diferentes estruturas, sejam capazes de responder relativamente bem aos mesmo impulsos,
ao que Edelman chama de degenerac¸a˜o. Neste sistema seletivo degenerado, com um grupo
neural respondendo a diversos est´ımulos, qualquer problema perceptual tem diversas soluc¸o˜es.
O contexto determina quais grupos respondem e sa˜o selecionados para terem suas sinapses
7classification couples.
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realc¸adas ou suprimidas. Assim formam-se os mapeamentos, dos est´ımulos para as regio˜es do
ce´rebro: posic¸o˜es pro´ximas na retina, por exemplo, esta˜o mapeadas em posic¸o˜es pro´ximas no
co´rtex.
A correlac¸a˜o temporal das respostas dos diversos grupos a um est´ımulo e´ feita por
meio de sinais reentrantes. A reentraˆncia e´ um processo dinaˆmico que evolui ao longo do
tempo e reflete a continuidade espac¸o-temporal dos eventos e sinais no ambiente. Ela permite
o surgimento de conjuntos de classificac¸a˜o, capazes de realizar classificac¸o˜es mais complexas
do que os mapeamentos e grupos neurais que os compo˜em. Va´rios conjuntos de classificac¸a˜o,
por sua vez, podem ser organizados em mapeamentos globais, que os conectam com estruturas
ba´sicas, na˜o mapeadas do ce´rebro (relacionados aos desejos, planejamento de ac¸o˜es, memo´ria e
coordenac¸a˜o motora). Mapeamentos globais permitem categorizac¸o˜es em que percepc¸a˜o e ac¸a˜o
sa˜o intimamente relacionados.
Edelman criou proto´tipos (Darwin I, II, III e IV) demonstrando o funcionamento dos
principais conceitos de sua teoria — reperto´rio prima´rio, reperto´rio secunda´rio, reentraˆncia —
na tarefa de criac¸a˜o de classificac¸o˜es e gerac¸a˜o de comportamento. O detalhamento destes
sistemas na˜o sera´ abordado aqui, mas eles sa˜o sem du´vida muito pertinentes a uma futura
implementac¸a˜o do agente neuroenerge´tico, uma vez que ha´ semelhanc¸as impressionantes8 entre
seu trabalho, e o agente neuroenerge´tico. As semelhanc¸as ocorrem especialmente na organizac¸a˜o
do sistema em torno de grupos neurais, com a formac¸a˜o dos reperto´rios prima´rio e secunda´rio,
etc. Mas o grande diferencial do conceito neuroenerge´tico esta´ na sua motivac¸a˜o: a otimizac¸a˜o
do consumo de energia, que guia toda a atividade do agente, desde o neuroˆnio individual, ate´
o agente como um todo. No Cap´ıtulo 6 fazemos uma comparac¸a˜o mais detalhada das duas
abordagens, ressaltando suas diferenc¸as e especialmente suas complementariedades.
1.4 Estrutura da Tese
Os cap´ıtulos que seguem esta˜o organizados da seguinte maneira:
Cap´ıtulo 2 Traz uma visa˜o geral da semio´tica Peirceana, com eˆnfase especial nos processos
de racioc´ınio e de criac¸a˜o de novos signos.
Cap´ıtulo 3 Apresenta de maneira resumida o funcionamento do neuroˆnio, da rede, e do
agente neuroenerge´tico, destacando suas propriedades inteligentes e os requisitos para
seu surgimento.
Cap´ıtulo 4 Neste cap´ıtulo, detalhamos o funcionamento do neuroˆnio neuroenerge´tico apre-
sentando as equac¸o˜es que regem seu comportamento, e analisamos as propriedades resul-
tantes da interconexa˜o destes neuroˆnios numa rede. Tambe´m apresentamos os resultados
obtidos atrave´s de uma simulac¸a˜o computacional do modelo.
Cap´ıtulo 5 Uma vez comprovadas as propriedades da rede neuroenerge´tica, apresentamos
uma especificac¸a˜o para um agente neuroenerge´tico, baseada nas ide´ias de Emelyanov-
8As semelhanc¸as sa˜o especialmente interessantes uma vez que na˜o ha´ menc¸a˜o de que Emelyanov-Yaroslavsky tivesse
conhecimento do trabalho de Edelman e vice versa.
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Yaroslavsky (1990), descrevendo como o relacionamento entre os componentes do agente
permitiria o surgimento de func¸o˜es t´ıpicas de sistemas inteligentes.
Cap´ıtulo 6 Faz uma ana´lise do neuroˆnio, da rede e especialmente do agente neuroenerge´tico,
do ponto de vista da semio´tica e da inteligeˆncia artificial.
Cap´ıtulo 7 O cap´ıtulo final conte´m a conclusa˜o do trabalho, e apresenta algumas sugesto˜es





depends upon the observation of the right facts
by minds furnished with appropriate ideas.
(Charles S. Peirce)
2.1 Introduc¸a˜o
Nos u´ltimos anos temos experimentado um crescente interesse pela semio´tica nas mais diver-
sas a´reas do saber. Tambe´m na engenharia esse interesse tem se manifestado, especialmente
na construc¸a˜o de sistemas inteligentes artificiais (Gudwin, 1996a; Meystel, 1996). Embora a
semio´tica se preocupe com a ana´lise dos processos de significac¸a˜o e representac¸a˜o, especialmente
em mentes humanas, ela pode ser uma ferramenta muito u´til tambe´m na s´ıntese, ou criac¸a˜o de
sistemas inteligentes (Gudwin, 1999). Isto se da´ basicamente de duas maneiras: em primeiro
lugar, a semio´tica auxilia na compreensa˜o do funcionamento dos processos de significac¸a˜o, re-
presentac¸a˜o e racioc´ınio na mente humana, e desta forma pode fornecer subs´ıdios e ferramentas
para a replicac¸a˜o destes processos em sistemas artificiais. Em segundo lugar, a semio´tica fornece
alguns paraˆmetros atrave´s dos quais podemos verificar o “grau de inteligeˆncia” de um sistema
artificial (Gudwin, 2000), ou seja, permite uma ana´lise de sistemas artificiais em func¸a˜o da sua
capacidade de processamento de signos.
Neste cap´ıtulo, apresentamos de forma muito resumida os principais conceitos da semio´-
tica desenvolvida por Charles S. Peirce, abordando especialmente o conceito peirceano de signo
e os me´todos de infereˆncia ou de racioc´ınio. A semio´tica peirceana e´ especialmente interessante
para o campo da inteligeˆncia artificial por sua caracter´ıstica universal. Ela aplica-se tanto aos
processos de significac¸a˜o da mente humana, quanto a organismos biolo´gicos mais simples, e ate´
mesmo a eventos qu´ımicos e f´ısicos. O objetivo deste cap´ıtulo e´ fornecer os subs´ıdios necessa´rios
para a ana´lise do agente neuroenerge´tico proposto por Emelyanov-Yaroslavsky, a fim de avaliar
sua viabilidade e potencialidade como sistema inteligente artificial.
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2.1.1 Organizac¸a˜o do Cap´ıtulo
Na primeira sec¸a˜o (Sec¸a˜o 2.2) procuramos responder a` pergunta “o que e´ semio´tica?” loca-
lizando o foco de estudo desta cieˆncia. Na Sec¸a˜o 2.3 apresentamos as categorias em que se
classificam todos os fenoˆmenos poss´ıveis, imposs´ıveis, reais ou imagina´rios; e na Sec¸a˜o 2.4 in-
troduzimos o conceito peirceano abstrato e lo´gico de signo, mas na˜o sem antes ilustrar em um
exemplo pra´tico como os signos se manifestam. A Sec¸a˜o 2.5 aborda as diviso˜es dos signos em
func¸a˜o da classificac¸a˜o de cada um de seus componentes com relac¸a˜o a`s categorias fenome-
nolo´gicas, e a Sec¸a˜o 2.6 analisa os treˆs tipos de racioc´ınio que, segundo Peirce, sa˜o os u´nicos
existentes. Finalmente, na Sec¸a˜o 2.7 fazemos um resumo geral do cap´ıtulo.
2.2 O que e´ Semio´tica
Estamos, como seres vivos dotados de sensores, imersos em um universo de sensac¸o˜es, de
percepc¸o˜es, de experieˆncias que se forc¸am sobre no´s, compelindo-nos a dirigir nossa atenc¸a˜o
e reagir a elas de alguma forma. Essas experieˆncias sa˜o, de alguma forma, inseridas em um
complexo sistema de relac¸o˜es atrave´s das quais recebem significado, ou seja, criamos um modelo
mental para o universo sens´ıvel, e para cada nova experieˆncia ou evento percept´ıvel buscamos
uma explicac¸a˜o, tentamos encaixar a nova experieˆncia no modelo, ou atualizar o modelo para
suportar a experieˆncia. Enfim, criamos e usamos linguagens para a representac¸a˜o do universo.
Quando dizemos que criamos e usamos linguagens, na˜o nos referimos apenas a` lingua-
gem verbal, composta de sons que transmitem conceitos, ou a` sua traduc¸a˜o para um alfabeto
visual (linguagem escrita), mas
“queremos nos referir a uma gama incrivelmente intrincada de formas sociais
de comunicac¸a˜o e de significac¸a˜o que inclui a linguagem verbal articulada, mas
absorve tambe´m, inclusive, a linguagem dos surdos-mudos, o sistema codificado
da moda, da culina´ria e tantos outros” (Santaella, 1983, pa´g. 11).
Embora as linguagens antropomo´rficas sejam as mais evidentes para no´s, de forma
alguma a utilizac¸a˜o de linguagens se restringe aos humanos. Tudo o que consideramos como
sendo vivo utiliza-se de linguagens (basta verificarmos que o co´digo gene´tico nada mais e´ do que
uma linguagem). Mais ainda, os sistemas artificiais utilizam-se de linguagens para interpretar
os fenoˆmenos a que sa˜o suscet´ıveis, e ate´ mesmo no mundo inanimado das reac¸o˜es qu´ımicas,
das leis da f´ısica, podemos identificar linguagens.
“Nessa medida, na˜o apenas a vida e´ uma espe´cie de linguagem, mas tambe´m
todos os sistemas e formas de linguagem tendem a se comportar como sistemas
vivos, ou seja, eles se reproduzem, se readaptam, se transformam e se regeneram
como as coisas vivas” (Santaella, 1983, pa´g. 14).
Logo, o conceito de vida esta´ intimamente ligado a` utilizac¸a˜o de linguagens, ao pro-
cesso de significac¸a˜o, e e´ justamente com o funcionamento do processo de significac¸a˜o, com o
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funcionamento das linguagens, que se preocupa a semio´tica. Semio´tica e´ o estudo da signi-
ficac¸a˜o dos fenoˆmenos, ou seja, a semio´tica busca compreender como os fenoˆmenos adquirem
um significado, ou ainda:
“A Semio´tica e´ a cieˆncia que tem por objeto de investigac¸a˜o todas as linguagens
poss´ıveis, ou seja, todo e qualquer fenoˆmeno como fenoˆmeno de produc¸a˜o de
significac¸a˜o e sentido.
[. . . ] Nos fenoˆmenos, sejam eles quais forem — uma nesga de luz ou um
teorema matema´tico, um lamento de dor ou uma ide´ia abstrata da cieˆncia —,
a Semio´tica busca divisar e deslindar seu ser de linguagem, isto e´, sua ac¸a˜o de
signo. Ta˜o-so´ e apenas. E isto ja´ e´ muito” (Santaella, 1983, pa´g. 13–14).
2.3 Categorias Fenomenolo´gicas
O ponto de partida da semio´tica peirceana e´ a pro´pria experieˆncia, sem qualquer pressuposto
ou limitac¸a˜o. Peirce considerou como unidade experimenta´vel (fenoˆmeno ou phaneron) tudo
aquilo que aparece a` mente, sem nenhuma moldura preestabelecida. Sua noc¸a˜o de fenoˆmeno
na˜o esta´ limitada a algo que se possa sentir, perceber, inferir, lembrar ou localizar num sentido
espac¸o-temporal, no que chamamos de “mundo real”. Fenoˆmeno, para Peirce, e´
“qualquer coisa que esteja de algum modo e em qualquer sentido presente a` mente,
isto e´, qualquer coisa que aparec¸a, seja ela externa (uma batida na porta, um raio
de luz, um cheiro de jasmim), seja ela interna ou visceral (uma dor no estoˆmago,
uma lembranc¸a ou reminisceˆncia, uma expectativa ou desejo), quer pertenc¸a a
um sonho, ou uma ide´ia geral e abstrata da cieˆncia” (Santaella, 1983, pa´g. 34).
A fenomenologia e´, segundo Peirce, a descric¸a˜o e ana´lise das experieˆncias que esta˜o em
aberto para todo homem, a cada instante, em todo lugar. E comec¸a no aberto, na experieˆncia,
sem quaisquer pressupostos que de antema˜o dividam os fenoˆmenos em verdadeiros ou falsos,
reais ou imagina´rios, certos ou errados. Dizia Peirce:
“A fenomenologia ou doutrina das categorias tem por func¸a˜o desenredar a ema-
ranhada meada daquilo que, em qualquer sentido, aparece, ou seja, fazer a ana´lise
de todas as experieˆncias e´ a primeira tarefa a que a filosofia tem de se submeter.
Ela e´ a mais dif´ıcil de suas tarefas, exigindo poderes de pensamento muito pe-
culiares, a habilidade de agarrar nuvens, vastas e inating´ıveis,, organiza´-las em
disposic¸a˜o ordenada, recoloca´-las em processo” (apud Santaella, 1983, pa´g. 32).
Va´rios filo´sofos se propuseram a classificar a multiplicidade dos fenoˆmenos em um
nu´mero limitado de categorias. Espac¸o e tempo, por exemplo, foram classificados como sendo
categorias por serem irredut´ıveis a outros fenoˆmenos na nossa experieˆncia. As classificac¸o˜es
mais conhecidas sa˜o as de Aristo´teles, que criou dez categorias, e de Kant, que criou doze.
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Peirce dedicou-se intensamente a` tarefa de classificar os fenoˆmenos, e inovou ao fazeˆ-lo
na˜o por caracter´ısticas que os fenoˆmenos tenham em comum (como o fizeram seus predeces-
sores), mas pela maneira atrave´s da qual os fenoˆmenos se apresentam a` mente, ou seja, criou
treˆs meta-categorias ou regras de formac¸a˜o de categorias. Ele concluiu que tudo o que aparece
a` mente, o faz numa gradac¸a˜o de treˆs propriedades, que correspondem aos treˆs elementos for-
mais de qualquer experieˆncia. Sa˜o as modalidades mais universais e gerais, atrave´s das quais
se opera toda apreensa˜o e traduc¸a˜o dos fenoˆmenos. A essas categorias, Peirce deu o nome de
primeiridade, secundidade e terceiridade, definindo-as da seguinte maneira:
“Primeiridade e´ o modo de ser do que e´ assim, como e´, positivamente e sem
refereˆncia a nenhuma outra coisa (ser uni-situacional). Secundidade e´ o modo
de ser do que e´ assim, como e´, em refereˆncia a um segundo, mas sem considerac¸a˜o
de um terceiro (ser di-situacional). Terceiridade e´ o modo de ser do que e´ assim,
como e´, enquanto estabelece a inter-relac¸a˜o entre um segundo e um terceiro (tri-
situacional)” (apud Walther-Bense, 2000, pa´g. 2).
2.3.1 Primeiridade
A primeiridade e´ a categoria da possibilidade (visto que e´ independente de tempo e espac¸o), da
qualidade pura, na˜o encarnada, do sentimento sem reflexa˜o, da liberdade, do acaso. E´ o azul
do ce´u, sem o ce´u.
“O primeiro (primeiridade) e´ presente e imediato, de modo a na˜o ser segundo
para uma representac¸a˜o. Ele e´ fresco e novo, porque, se velho, ja´ e´ um segundo
em relac¸a˜o ao estado anterior. Ele e´ iniciante, original, espontaˆneo e livre, por-
que sena˜o seria um segundo em relac¸a˜o a uma causa. Ele precede toda s´ıntese
e toda diferenciac¸a˜o; ele na˜o tem nenhuma unidade nem partes. Ele na˜o pode
ser articuladamente pensado; afirme-o e ele ja´ perdeu toda sua inoceˆncia carac-
ter´ıstica, porque afirmac¸o˜es sempre implicam a negac¸a˜o de uma outra coisa. Pare
para pensar nele e ele ja´ voou” (Santaella, 1983, pa´g. 45).
2.3.2 Secundidade
A secundidade e´ a categoria da comparac¸a˜o, do fato, da realidade e da experieˆncia no espac¸o e
tempo. E´ a “pedra no meio do caminho´´ como diria Carlos Drummond de Andrade, a mate´ria
na qual se encarna a qualidade (primeiridade), e´ o ce´u (azul ou na˜o), como lugar e tempo. E´ o
elemento de reac¸a˜o a qualquer experieˆncia, anterior a` mediac¸a˜o de um pensamento articulado
e posterior ao puro sentir.
“A` secundidade pertencem experieˆncias (por exemplo, comparac¸o˜es entre duas
percepc¸o˜es), que sa˜o sempre dependentes do espac¸o e tempo e, portanto — como
todos os eventos factuais e todos os objetos concretos singulares —, existem sob
a forma da realidade” (Walther-Bense, 2000, pa´g. 2).
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2.3.3 Terceiridade
Por fim, a terceiridade corresponde a` mediac¸a˜o, ao ha´bito, a` memo´ria, a` continuidade, a` repre-
sentac¸a˜o, a` generalidade, ao crescimento, a` necessidade. Por exemplo: o azul, puro e simples
azul, e´ um primeiro. O ce´u, como lugar e tempo, onde se encarna o azul, e´ um segundo. A
elaborac¸a˜o cognitiva, a ide´ia transmitida pela frase “azul no ce´u´´ ou “azul do ce´u´´ e´ um
terceiro.
“Mas a mais simples ide´ia de terceiridade e´ aquela de um signo ou representac¸a˜o.
E esta diz respeito ao modo, o mais proeminente, com que no´s, seres simbo´licos,
estamos postos no mundo. Diante de qualquer fenoˆmeno, isto e´, para conhecer
e compreender qualquer coisa, a conscieˆncia produz um signo, ou seja, um pen-
samento como mediac¸a˜o irrecusa´vel entre no´s e os fenoˆmenos” (Santaella, 1983,
pa´g. 51).
E´ justamente a terceira categoria fenomenolo´gica que ira´ corresponder a` definic¸a˜o de
signo genu´ıno. Peirce definiu a relac¸a˜o tria´dica do signo como sendo aquela pro´pria da ac¸a˜o do
signo (semiose), ou seja, a de gerar ou produzir e se desenvolver num outro signo, este chamado
de “interpretante do primeiro”, e assim ad infinitum, conforme veremos mais adiante. Segundo
Peirce,
“Na sua forma genu´ına, terceiridade e´ uma relac¸a˜o tria´dica que existe entre um
signo, seu objeto e o pensamento interpretante, ele pro´prio um signo, considerado
como constituindo o modo de ser de um signo [. . . ] Um Terceiro e´ algo que traz
um Primeiro para uma relac¸a˜o com um Segundo” (CP 8.332 apud Santaella,
2000c).
E´ importante ressaltar ainda as relac¸o˜es de interdependeˆncia entre as treˆs categorias.
Um Terceiro (necessidade) pressupo˜e um Segundo (realidade) e um Primeiro (possibilidade).
Um Segundo pressupo˜e um Primeiro, e o Primeiro e´ livre (justamente sua principal carac-
ter´ıstica). Peirce tambe´m demonstrou que qualquer relac¸a˜o polia´dica pode ser reduzida a estas
treˆs categorias, mas que as relac¸o˜es tria´dicas, dia´dicas e mona´dicas na˜o se deixam reduzir.
2.4 Signo e Semiose
Antes de continuar com os desdobramentos e consequ¨eˆncias da classificac¸a˜o tria´dica dos fe-
noˆmenos, ha´ alguns aspectos que devem ser observados, a fim de facilitar a compreensa˜o da
semio´tica peirceana.
Em primeiro lugar, e´ preciso estar preparado e aberto ao alto grau de abstrac¸a˜o dos
conceitos desenvolvidos por Peirce. A semio´tica peirceana esta´ baseada em uma lo´gica tria´dica
que na˜o pode ser reduzida a relac¸o˜es dia´dicas, com as quais estamos mais familiarizados. E´
preciso tambe´m livrar-se de ide´ias simplistas e pre´ concebidas do que seja signo. Ao contra´rio
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do que possa parecer, simplificac¸o˜es do tipo: “O signo e´ algo que significa alguma coisa para
algue´m” na˜o ajudam na compreensa˜o do signo, antes, limitam a capacidade de entender o
conceito na sua amplitude e genericidade.
A noc¸a˜o de signo deve ser compreendida abstratamente, logicamente, antes de se ana-
lisar sua aplicac¸a˜o a signos atuais, que efetivamente ocorrem no cotidiano. Portanto, e´ im-
portante fugir da tentac¸a˜o de atualizar ou exemplificar os conceitos precipitadamente. Todo
esforc¸o deve ser feito no sentido de entender os processos lo´gicos que esta˜o sendo apresentados,
uma vez que, na semio´tica peirceana, o importante, o que esta´ sendo evidenciado, e´ o modus
operandi dos elementos envolvidos.
O que buscamos na˜o e´ apenas uma definic¸a˜o para os termos signo, objeto e interpre-
tante. O importante e´ o engendramento lo´gico entre estes treˆs correlatos, ou seja, a relac¸a˜o de
representac¸a˜o vista como a forma ordenada de um processo lo´gico. Tanto e´ assim que, numa
relac¸a˜o tria´dica genu´ına, na˜o so´ o signo, mas tambe´m o objeto e o interpretante sa˜o signos. Ou
seja, todos os treˆs correlatos sa˜o signos. O que os diferencia e´ o papel lo´gico desempenhado
por cada um deles na ordem de uma relac¸a˜o de treˆs lugares.
Os conceitos de signo, objeto e interpretante esta˜o intimamente ligados por uma lo´gica
de determinac¸a˜o e representac¸a˜o, de tal forma que quando falamos em signo, estamos auto-
maticamente falando em objeto e interpretante, pois o signo inclui o objeto e o interpretante.
Nenhum signo pode funcionar como tal sem o objeto e o interpretante. Faz parte da natureza
do signo, da relac¸a˜o tria´dica genu´ına, que ela tenha o poder de gerar um interpretante que, por
sua vez, e´ tambe´m um signo para outro interpretante, com relac¸a˜o ao mesmo objeto, e assim
sucessivamente, ad infinitum. Qualquer interrupc¸a˜o no processo degenera o cara´ter significante
perfeito do signo. Essa relac¸a˜o tria´dica na˜o cresce infinitamente apenas do lado do interpre-
tante, mas tambe´m regride ao infinito, do lado do objeto, ou seja, na˜o ha´ um objeto origina´rio
na semiose, a na˜o ser no campo ideal, inating´ıvel.
A` continuidade infinita da relac¸a˜o tria´dica, ou seja, a` gerac¸a˜o de sucessivos signos-in-
terpretantes, damos o nome de semiose ilimitada. A semiose e´ um processo que ocorre necessa-
riamente no tempo. Na˜o existe semiose sem tempo. O objeto origina´rio da semiose (imagina´vel
mas inating´ıvel) esta´ no passado. O interpretante u´ltimo (tambe´m apenas imagina´vel, pois se-
ria o fim da sequ¨eˆncia infinita de signos-interpretantes) esta´ no futuro, representando a verdade
e guiando o processo de semiose. A realidade causa o in´ıcio da semiose, que caminha em direc¸a˜o
a` verdade. O signo esta´ sempre no presente, representando parcialmente o objeto e gerando
assim um interpretante que esta´ um passo a` frente, em direc¸a˜o ao futuro, rumo a` verdade.
2.4.1 O In´ıcio da Semiose
Conforme afirmamos anteriormente, nenhum signo atualizado pode ser tomado como exemplo
do signo genu´ıno, abstrato. Queremos pore´m apresentar um exemplo que visa demonstrar
o contexto no qual os fenoˆmenos ocorrem e sa˜o interpretados, ou seja, o in´ıcio da semiose do
ponto de vista pra´tico e cotidiano. Para tanto, imaginemos um roboˆ, dotado apenas de sensores
infravermelhos, que deve se mover numa sala cheia de obsta´culos, sem toca´-los.
Analisando a situac¸a˜o do ponto de vista do roboˆ, observamos que ha´ algo que esta´ fora
do roboˆ, que existe independentemente dele: e´ o que chamamos de ambiente ou mundo real (e´
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a sala com os obsta´culos). Esse ambiente so´ pode ser captado parcialmente pelo roboˆ, atrave´s
dos seus sensores infravermelhos. Ha´ va´rios aspectos do ambiente que o roboˆ na˜o consegue
captar, o que na˜o significa que eles na˜o existam, apenas na˜o sa˜o percept´ıveis ao roboˆ.
O ambiente externo atua sobre os sensores do roboˆ e faz com que estes gerem sinais.
Estes sinais sa˜o a representac¸a˜o do ambiente dadas as limitac¸o˜es sensoriais, ou seja, sa˜o os
objetos, estados e condic¸o˜es do ambiente tais como os sensores infravermelhos os conseguem
captar. Sa˜o tudo o que o roboˆ consegue perceber do ambiente num determinado instante.
Para mover-se sem tocar nos obsta´culos, o roboˆ tera´ necessariamente que interpretar
esses sinais. No momento em que o fizer, os sinais estara˜o funcionando como signos, e se dara´
in´ıcio a` semiose com a gerac¸a˜o de sucessivos interpretantes que, no caso particular de um roboˆ,
na˜o se estendera´ ad infinitum, mas sera´ interrompida quando o significado do signo tiver se
desenvolvido suficientemente de acordo com crite´rios do pro´prio roboˆ.
O objetivo e´ mostrar aonde “comec¸a” o signo, a partir dos fenoˆmenos, do ponto de vista
do roboˆ. Em primeiro lugar ha´ os fenoˆmenos, que esta˜o fora, na˜o fazem parte do signo, mas sa˜o
sua causa, determinam o signo. Depois ha´ aquilo que pode ser captado dos fenoˆmenos, dadas
as restric¸o˜es sensoriais. Essa coisa captada (os sinais) e´ o que se pode perceber do fenoˆmeno
que ocorreu, e tem o potencial de ser um signo. Mas sera´ signo somente quando gerar um
interpretante, quando o inte´rprete (o roboˆ) utilizar essa coisa como signo. Em resumo: ha´
o ambiente externo, ha´ os sinais, que sa˜o a parte percept´ıvel do ambiente, e ha´ a cadeia de
signos-interpretantes formada a partir desses sinais.
2.4.2 O Signo
“Um Representaˆmen e´ o primeiro correlato de uma relac¸a˜o tria´dica, o Segundo
Correlato sendo chamado de seu Objeto, e o poss´ıvel Terceiro Correlato, chamado
de seu Interpretante, por cuja relac¸a˜o tria´dica o poss´ıvel Interpretante e´ determi-
nado como sendo o Primeiro Correlato da mesma relac¸a˜o tria´dica para o mesmo
Objeto e para algum poss´ıvel Interpretante” (CP 2.242 apud Santaella, 2000c).
Ha´ uma certa confusa˜o entre os termos representaˆmen e signo. Embora sejam muitas
vezes utilizados como sinoˆnimos, ate´ mesmo por Peirce, representaˆmen na˜o e´ a mesma coisa
que signo. Um signo e´ um representaˆmen com um interpretante mental. Ou ainda: “Em
particular, todos os signos transmitem noc¸o˜es para as mentes humanas; mas na˜o conhec¸o
nenhuma raza˜o por que todo representaˆmen deveria fazer isso” (CP 1.540). Essa diferenciac¸a˜o
explicita o cara´ter geral da semio´tica peirceana, e a preocupac¸a˜o de Peirce em desvincula´-la da
necessidade de interpretac¸a˜o por uma mente humana.
E´ importante neste momento novamente chamar a atenc¸a˜o ao fato de que estamos
tratando aqui do signo genu´ıno, abstrato, na˜o corporificado nem interpretado por nenhuma
mente em particular.
“. . . deve-se considerar que a definic¸a˜o do signo em abstrato na˜o diz respeito a um
signo quando atualizado, visto que, quando se trata de um signo atual, concreta-
mente manifesto, este vem sempre com misturas de caracteres icoˆnicos, indiciais
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e simbo´licos. Nenhum signo atual aparece em estado puro” (Santaella, 2000c,
pa´g. 27).
Os signos de que efetivamente fazemos uso sa˜o, na verdade, signos degenerados (entenda-
se degenerado no sentido de incompleto, e na˜o no sentido pejorativo). Para compreender os
signos degenerados, e´ preciso primeiro compreender o signo genu´ıno, a lo´gica de funcionamento
do signo. Ao contra´rio do que possa parecer, uma explicac¸a˜o partindo de signos atuais (´ındices,
ı´cones e s´ımbolos, por exemplo) so´ faz dificultar a compreensa˜o da semio´tica genu´ına. Ela deve
primeiro ser compreendida de maneira abstrata, para so´ depois ser atualizada, exemplificada,
e compreendida na sua forma degenerada.
2.4.2.1 O Fundamento do Signo
Segundo Peirce, o Signo e´ o primeiro relato da relac¸a˜o tria´dica. O fato de ele ser o primeiro,
nos leva diretamente a` ide´ia de qualidade e possibilidade, que caracteriza a primeira categoria
fenomenolo´gica (primeiridade). Mas na˜o se pode identificar a noc¸a˜o de signo simplesmente
com a ide´ia de qualidade, pois a noc¸a˜o de representac¸a˜o expressa pela tr´ıade semio´tica so´ e´
introduzida na terceira categoria fenomenolo´gica (terceiridade) que, por sua vez, corresponde
exatamente a` noc¸a˜o de signo como relac¸a˜o tria´dica.
“. . . a noc¸a˜o de signo ja´ e´, por natureza, tria´dica, isto e´, so´ se define na tr´ıade,
na˜o podendo, portanto, ser identificada meramente com a primeira categoria ou
categoria de qualidade” (Santaella, 2000c).
Para entender a questa˜o da primeira categoria (a da qualidade) com a noc¸a˜o de signo
como primeiro relato da relac¸a˜o tria´dica, temos que distinguir entre o primeiro termo da relac¸a˜o
e aquilo que desempenha o papel de primeiro termo dessa relac¸a˜o. Qualquer coisa que seja,
pode ser um signo, isto e´, pode desempenhar o papel de signo. Mas para isso deve ter uma
caracter´ıstica, uma qualidade, em virtude da qual possa desempenhar o papel de signo. E´ essa
qualidade que constitui a raza˜o pela qual algo pode ser tomado como um signo, embora ele na˜o
seja um signo enquanto na˜o for interpretado como tal. Essa qualidade ou caracter´ıstica e´ que
e´ o primeiro termo da relac¸a˜o tria´dica.
De outra forma, podemos dizer que, para que algo seja um signo, deve gerar um inter-
pretante (terceiridade), mas a capacidade de ser signo e´ intr´ınseca ao signo e se deve a uma
qualidade (primeiridade) com respeito a` qual o signo se relaciona com seu objeto (secundidade).
Esta possibilidade de ser signo existe independentemente de o signo gerar ou na˜o um interpre-
tante, e pode ser identificada com a primeira categoria fenomenolo´gica. Assim, a primeira
categoria, pode ser identificada com a noc¸a˜o de um signo no sentido de posse de potencialidade
s´ıgnica, mas na˜o e´ equivalente a` noc¸a˜o de signo atual. Isto certamente ficara´ mais claro quando
abordarmos os diferentes tipos de interpretante, mais adiante.
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2.4.2.2 O Signo e seu Objeto
O signo e´ o mediador entre o objeto e o interpretante, levando este a ter uma relac¸a˜o com o
objeto semelhante a`quela que o signo tem, de forma que, por mais que a cadeia semio´tica se
expanda, em signos-interpretantes gerando signos-interpretantes, a relac¸a˜o com o objeto nunca
e´ perdida, uma vez que o objeto e´ justamente aquilo que existe e resiste na semiose ou ac¸a˜o
do signo. O fato de o signo ser determinado pelo objeto pode nos levar a pensar que o objeto
deveria ser um primeiro, e o signo um segundo.
“Mas na forma ordenada do processo tria´dico, o objeto e´ um segundo em relac¸a˜o
ao signo, que e´ um primeiro. Primazia “real”, portanto, na˜o se confunde com
primazia lo´gica, visto que, embora o signo seja determinado pelo objeto, este, por
sua vez, so´ e´ logicamente acess´ıvel pela mediac¸a˜o do signo” (Santaella, 2000c,
pa´g. 25).
Devemos atentar para o fato de que o signo na˜o pode substituir o objeto, visto que
nunca o representa completamente. Ha´ sempre uma sobra do objeto que o signo na˜o pode
representar, pelo simples fato de que o objeto e´ um outro diferente dele. Por isso o signo e´
determinado pelo objeto e na˜o simplesmente o substitui.
“Em s´ıntese: o signo determina o interpretante, mas ele o determina como uma
determinac¸a˜o do objeto. O interpretante, como tal, e´ determinado pelo objeto
somente na medida em que o interpretante, ele pro´prio, e´ determinado pelo signo”
(Santaella, 2000c, pa´g. 25).
Como podemos ver, a ligac¸a˜o do signo ao objeto se da´ sob algum aspecto ou qualidade,
na˜o todos os aspectos, porque a´ı seria o pro´prio objeto e na˜o mais um signo. Assim o signo
esta´ sempre em de´bito para com o objeto e, desta incompletude, vem a tendeˆncia de o signo se
desenvolver num interpretante onde busca se completar. Contudo, o interpretante e´ tambe´m
de natureza s´ıgnica, e, portanto, tambe´m ficara´ em de´bito para com o objeto. Por manter
sempre aspectos na˜o representados no signo, e´ que o objeto determina a causac¸a˜o lo´gica dos
interpretantes.
“Enfim, sa˜o apenas as circunstaˆncias pra´ticas da vida ou os limites impostos no
pensamento por uma determinada historicidade que nos levam a tomar um dado
interpretante como sendo completamente revelador do objeto do signo. O longo
curso do tempo (the long run, diria Peirce) sempre demonstrara´ que aquilo que
foi tomado como completo na˜o passava de apenas um dos aspectos parciais do
objeto, visto que este, na sua inteireza ou totalidade, na˜o pode ser capturado nas
malhas dos signos. Por mais que a cadeia s´ıgnica cresc¸a, o objeto e´ aquilo que




O objeto — que determina o signo ao mesmo tempo que e´ aquilo que o signo representa — na˜o
pode se restringir a` noc¸a˜o de um existente ou objeto real. Na˜o podemos confundir objeto com
“coisa”. A noc¸a˜o peirceana de objeto e´ muito mais ampla.
“Os Objetos — pois um Signo pode ter qualquer nu´mero deles — podem ser uma
coisa singular existente e conhecida ou coisa que se acredita ter anteriormente
existido ou coisa que se espera venha a existir ou uma colec¸a˜o dessas coisas ou
uma qualidade ou uma relac¸a˜o ou fato conhecido cujo Objeto singular pode ser
uma colec¸a˜o ou conjunto de partes ou pode revestir algum outro modo de ser,
tal como algum ato permitido, cujo ser na˜o impede que sua negac¸a˜o seja igual-
mente verdadeira ou algo de natureza geral, desejado, exigido ou invariavelmente
encontrado sob certas circunstaˆncias comuns” (CP 2.232 apud Santaella, 2000c,
pa´g. 34).
Como ja´ vimos, o signo intenta representar pelo menos uma parte do objeto que e´,
portanto, causa ou determinante do signo. O interpretante, como criatura gerada pelo signo,
na˜o pode representar outra parte ou qualidade do objeto, que na˜o aquela representada pelo
signo. Por isso, para que a mente interpretadora — mente como qualquer coisa onde o signo se
manifesta — tenha um conhecimento mais completo do objeto do signo, e´ necessa´rio que tenha
uma certa intimidade pre´via com aquilo que o signo denota. A essa intimidade ou conhecimento
pre´vios damos o nome de “experieˆncia colateral”.
A experieˆncia colateral e´ algo que esta´ fora do signo e, portanto, fora do interpretante
que o signo determina. E´ um conhecimento que o inte´rprete ja´ tem sobre o objeto do signo e que
na˜o e´ devido a este signo em particular. Este conhecimento “extra-signo” e´ indispensa´vel para
que o signo possa funcionar como tal. Todo signo precisa estar de alguma forma relacionado
com um contexto, que e´ criado pela experieˆncia colateral.
“[. . . ] Contudo, se houver alguma coisa que veicule informac¸a˜o e, apesar disso,
na˜o tenha absolutamente relac¸a˜o nem fac¸a refereˆncia a algo com o qual a pes-
soa a quem a informac¸a˜o e´ transmitida tenha a menor familiaridade, direta ou
indireta, quando recebe a informac¸a˜o — informac¸a˜o que seria de uma espe´cie
estranh´ıssima —, o ve´ıculo desse tipo de informac¸a˜o na˜o sera´, nesse contexto,
denominado Signo” (CP 2.231 apud Santaella, 2000c, pa´g. 35)
2.4.3.1 Dois tipos de Objetos
Feitas estas considerac¸o˜es, dediquemo-nos aos dois tipos de objeto identificados por Peirce: o
objeto imediato e o objeto dinaˆmico.
“Resta observar que normalmente ha´ dois tipos de Objetos [. . . ]. Isto e´, temos de
distinguir o Objeto Imediato, que e´ o Objeto tal como o pro´prio Signo o representa
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e cujo Ser depende assim de sua representac¸a˜o no Signo, e o Objeto Dinaˆmico,
que e´ a Realidade que, de alguma forma, realiza a atribuic¸a˜o do Signo a` sua
Representac¸a˜o” (CP 4.536 apud Santaella, 2000c, pa´g. 38).
O objeto imediato e´ aquele que esta´ dentro do signo, e´ uma sugesta˜o que indica o
objeto dinaˆmico, e´ a maneira como o objeto dinaˆmico esta´ representado dentro do signo ou e´
apresentado por este, e´ o objeto como o signo permite que o conhec¸amos.
O objeto dinaˆmico e´ aquele que esta´ fora do signo, que determina o signo, mas que so´
pode ser indicado parcialmente pelo signo, deixando que o inte´rprete o descubra por experieˆncia
colateral. Na˜o temos acesso ao objeto dinaˆmico. Ele e´ a refereˆncia u´ltima, aquilo a que o signo
se aplica e que sempre pode ser investigado mais a fundo. Ele e´ idealmente imagina´vel, mas
inating´ıvel. A partir deste ponto fica claro por que Peirce disse que o objeto do signo e´ tambe´m
um signo, pois o objeto do signo e´ o objeto imediato, que e´ uma representac¸a˜o do objeto
dinaˆmico, e, portanto, um signo.
“Revendo: aquilo que provoca o signo e´ chamado de “objeto” (para sermos agora
mais precisos: objeto dinaˆmico). O signo e´ determinado por alguma espe´cie de
correspondeˆncia com esse objeto. Ora, a primeira representac¸a˜o mental (e, por-
tanto, ja´ signo) dessa correspondeˆncia, ou seja, daquilo que o signo indica, e´
denominada objeto imediato. Este objeto (representac¸a˜o mental) produz triadi-
camene o efeito pretendido do signo (isto e´, seu interpretante) atrave´s de um
outro signo mental. Essa natureza tria´dica da ac¸a˜o e´ essencial para que o signo
funcione como tal” (Santaella, 2000c, pa´g. 40).
Todo objeto dinaˆmico de um signo genu´ıno, de um signo de lei, regride ao infinito. So´ o
objeto dinaˆmico como ocorreˆncia pode ser delimitado, visto que se trata de uma coisa existente,
num determinado lugar no tempo e no espac¸o. O que na˜o quer dizer que tenhamos acesso
direto a esse objeto, sem mediac¸o˜es. Ele sempre sera´ mediado pelos perceptos, pelos sentidos.
Para tornar mais clara a necessidade da diferenciac¸a˜o entre objeto dinaˆmico e imediato, basta
refletirmos, por exemplo, sobre o objeto dinaˆmico indicado pela palavra “luz” a dois se´culos
atra´s e o objeto dinaˆmico que ela indica hoje, no contexto das teorias f´ısicas contemporaˆneas
(Santaella, 2000c, pa´g. 43).
Com a distinc¸a˜o entre objeto dinaˆmico e imediato, Peirce quis mostrar que os signos
se expandem, esta˜o em constante crescimento, e embora cresc¸am, nunca se pode determinar a
identidade entre o objeto imediato e o dinaˆmico. Nas semioses efetivas, atuais, estamos sempre
no n´ıvel do objeto imediato, que constitui aquilo que o signo pode tornar conhecido de seu
objeto dinaˆmico, num determinado momento no espac¸o e tempo.
2.4.3.2 Objeto e Percepc¸a˜o
Para entender como o objeto dinaˆmico pode participar da semiose estando fora do signo, ou seja,
como pode determinar o signo se esta´ fora do signo, temos que passar obrigatoriamente pela
percepc¸a˜o, que e´ a porta de entrada dos signos a` mente inte´rprete. Peirce chegou a um esquema
26 Semio´tica Peirceana
tria´dico (como na˜o poderia deixar de ser) que determina treˆs ingredientes, interdependentes mas
irredut´ıveis, de toda e qualquer percepc¸a˜o: o percepto, o percipuum e o julgamento perceptivo.
Quando percebemos algo, ha´ algo que esta´ fora e se apresenta a no´s, forc¸a-se sobre
no´s, independente da nossa vontade e ale´m do nosso controle. Este primeiro ingrediente e´ o
percepto.
“[. . . ] ha´ um elemento de compulsa˜o e insisteˆncia inteiramente irracional na
percepc¸a˜o que corresponde a` teimosia com que o percepto resiste na sua singu-
laridade, compelindo-nos a atentar para ele. E´ algo que esta´ fora de no´s e de
nosso controle. Podemos, por exemplo, virar a cabec¸a e fechar os olhos para nos
livrarmos de um golpe de luz que nos ofusca. Na˜o obstante, essa luz continua la´,
insistente, pronta a nos invadir novamente, ta˜o logo voltemos a cabec¸a. O per-
cepto e´ apenas esse elemento de insisteˆncia, [. . . ]” (Santaella, 2000c, pa´g. 51).
Mas na˜o podemos dizer nada sobre o que esta´ fora de maneira isolada. O percepto
so´ pode ser compreendido no contexto de esquemas interpretativos internos, ou seja, atrave´s
do julgamento perceptivo. E´ o julgamento perceptivo que nos diz o que estamos percebendo
quando focalizamos nossa atenc¸a˜o sobre o percepto. Por isso, Peirce afirma que os julgamentos
perceptivos “sa˜o tanto indubita´veis quanto fal´ıveis”. Exemplificando: voceˆ olha rapidamente
para o ce´u e pensa ter visto uma estrela. Na˜o ha´ du´vida, naquele momento, de que voceˆ
viu uma estrela. Se voceˆ tirar os olhos do ce´u e focalizar a atenc¸a˜o em outra coisa, tera´
guardado a sensac¸a˜o de ter visto uma estrela e esta sensac¸a˜o sera´ indubita´vel. Mas suponha
que tenha continuado a olhar para o ce´u e se da´ conta de que a estrela esta´ se movimentando.
O julgamento perceptivo anterior e´ imediatamente corrigido num outro julgamento perceptivo,
que diz que na˜o e´ uma estrela, mas sim um avia˜o (Santaella, 2000c, pa´g. 54).
“Embora o percepto, em si, seja mudo e nada professe (so´ sabemos dele atrave´s
do julgamento de percepc¸a˜o), ele insiste na sua singularidade, determinando o
julgamento de percepc¸a˜o. Embora este seja indubita´vel, ele pode ser falso, mas
tambe´m ser corrigido, porque o percepto insiste, exercendo sua influeˆncia sobre o
julgamento de percepc¸a˜o. Um julgamento de percepc¸a˜o destitu´ıdo da certeza e da
compulsa˜o, que sa˜o pro´prias da percepc¸a˜o, constitui-se numa infereˆncia abdutiva”
(Santaella, 2000c, pa´g. 55).
Resta enta˜o saber qual a posic¸a˜o do percipuum na tr´ıade perceptiva. Vejamos como
Peirce coloca esta questa˜o:
“Nada podemos saber sobre o percepto a na˜o ser pelo testemunho do julgamento
de percepc¸a˜o, exceto o fato de que no´s sentimos o golpe do percepto, a reac¸a˜o dele
contra no´s, assim como vemos os conteu´dos dele arranjados num objeto, na sua
totalidade — excetuando-se tambe´m, certamente o que os psico´logos sa˜o capazes
de extrair inferencialmente. Mas, no momento em que fixamos nossa mente sobre
ele e pensamos sobre o menor detalhe dele, e´ o julgamento perceptivo que nos diz
o que no´s assim percebemos. Por esta e outras razo˜es, proponho considerar o
percepto, tal como ele e´ imediatamente interpretado no julgamento de percepc¸a˜o,
sob o nome de “percipuum”. (CP 7.643 apud Santaella, 2000c, pa´g. 51).
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Ou seja, o percipuum e´ aquilo em que o percepto se converte assim que atinge nossos sentidos,
antes mesmo de ser interpretado por qualquer julgamento de percepc¸a˜o. E´ o percepto tal como
ele aparece, traduzido na forma e de acordo com os limites que os nossos sentidos lhe impo˜em.
Ao analisarmos os ingredientes da percepc¸a˜o a` luz da tr´ıade semio´tica, podemos fa-
cilmente identificar o percepto no papel de objeto dinaˆmico, o percipuum no papel de objeto
imediato, e o julgamento perceptivo no papel de signo-interpretante. Finalmente podemos unir
objeto e percepc¸a˜o e partir para o terceiro elemento do signo: o interpretante.
“[. . . ] Para todos os signos cujos inte´rpretes sa˜o seres humanos, os objetos ime-
diatos destes signos sa˜o dinaˆmicos, tais como sa˜o inicialmente apreendidos no
“percipuum”. O objeto imediato e´ o dinaˆmico tal como o “percipuum” o apre-
senta. Nessa medida, o objeto imediato e´ o dinaˆmico tal como ele se torna pre-
sente, por meio do signo, a` mente que interpreta o signo daquele objeto. Vem da´ı
a afirmac¸a˜o peirceana de que por interme´dio da apreensa˜o do signo apreendemos
concomitantemente algo que na˜o e´ signo, ou seja, seu objeto.
O “percipuum” do signo, seu objeto imediato, e´ simultaneamente o modo como
o signo torna o objeto dinaˆmico dispon´ıvel. Conclusa˜o: todo “percipuum” ja´ tem
a natureza de um quase signo, pois o “percipuum” diz respeito a` apreensa˜o do
signo tal como ele torna apreens´ıvel seu objeto dinaˆmico. Ora, esta apreensa˜o
deve ser considerada a` parte de qualquer manifestac¸a˜o cr´ıtica ou interpretac¸a˜o.
O julgamento cr´ıtico e´ uma func¸a˜o do interpretante do signo, enquanto que o
objeto imediato e, mais ainda, o objeto dinaˆmico devem ser considerados como
condic¸o˜es pressupostas para a interpretac¸a˜o. Com isto, chegamos ao ponto que
nos leva diretamente a` questa˜o do interpretante” (Santaella, 2000c, pa´g. 59–60).
2.4.4 O Interpretante
Antes de mais nada queremos atentar para um equ´ıvoco que muitas vezes ocorre: o de confundir
interpretante com inte´rprete ou interpretac¸a˜o. Interpretante, inte´rprete e interpretac¸a˜o na˜o sa˜o,
de forma alguma, sinoˆnimos. O termo interpretante tem um significado te´cnico preciso, definido
dentro da tr´ıade semio´tica. Isso deve estar claro para que possamos compreendeˆ-lo. O ato de
interpretac¸a˜o de um signo consiste na atenc¸a˜o, na observac¸a˜o do interpretante ou interpretantes
que o signo e´ capaz de produzir.
A relac¸a˜o entre signo e interpretante e´ a seguinte: o signo deve afetar uma mente (real
ou potencial) de forma a criar algo nessa mente, chamado de seu interpretante. Isso ocorre
na˜o porque o signo seja um ente auto-suficiente, mas porque carrega o poder de receber a
determinac¸a˜o do objeto. Desta forma, embora o inte´rprete e o ato interpretativo fac¸am parte
da relac¸a˜o semio´tica, na˜o se confundem com o interpretante.
Outra causa de confusa˜o prove´m da ide´ia de que a existeˆncia do interpretante esta´
condicionada a uma mente humana. E´ bem verdade que Peirce afirma em algumas de suas
definic¸o˜es que “o interpretante e´ o efeito do signo sobre uma pessoa”, mas ele o faz apenas como
uma simplificac¸a˜o, na tentativa de fazer-se compreender. Na verdade, o que Peirce quer eviden-
ciar e´ o fato de que o interpretante na˜o e´ o resultado de uma atividade subjetiva, mas sim uma
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consequ¨eˆncia, uma determinac¸a˜o do signo. O signo e´ capaz de criar um interpretante devido
ao poder pro´prio que tem — que lhe e´ dado por representar o objeto — independentemente
de o interpretante ser efetivamente criado numa mente, ou de ocorrer o ato interpretativo. O
interpretante e´ parte do signo, e´ uma consequ¨eˆncia do signo como tal.
Ao mesmo tempo em que o interpretante faz parte do signo, ele e´ tambe´m um outro
signo para algum poss´ıvel interpretante, com relac¸a˜o ao mesmo objeto. Ou melhor, o interpre-
tante e´ tambe´m um signo que, por sua vez, vai gerar outro interpretante e assim ad infinitum,
de forma que todo interpretante e´ um signo para um interpretante posterior, bem como todo
signo e´ tambe´m um interpretante, para algum signo anterior. Na˜o ha´ a´ı nenhuma circularidade
na definic¸a˜o. Conforme ja´ dissemos, na semiose genu´ına, objeto, signo e interpretante sa˜o de
natureza s´ıgnica. O importante, o que define o que e´ um signo, um objeto e um interpretante,
sa˜o as relac¸o˜es de implicac¸a˜o e determinac¸a˜o entre esses elementos.
“Numa semiose genu´ına, esses treˆs elementos teˆm natureza s´ıgnica. O primeiro
chama-se signo porque representa o objeto; o segundo se chama objeto porque
determina o signo; o terceiro se chama interpretante porque e´ determinado ime-
diatamente pelo signo e mediatamente pelo objeto” (Santaella, 2000c, pa´g.66).
Somente quando os treˆs elementos forem de natureza s´ıgnica e´ que a relac¸a˜o e´ genu´ına
e portanto tende ao infinito tanto do lado do objeto quanto do lado do interpretante, conforme
podemos ver na seguinte formulac¸a˜o de Peirce:
“A ide´ia mais simples de terceiridade dotada de interesse filoso´fico e´ a ide´ia de
um signo ou representac¸a˜o. Um signo “representa” algo para a ide´ia que provoca
ou modifica. Ou assim e´ um ve´ıculo que comunica a` mente algo do exterior.
O “representado” e´ seu objeto; o comunicado, a significac¸a˜o; a ide´ia que pro-
voca, o seu interpretante. O objeto da representac¸a˜o e´ uma representac¸a˜o que a
primeira representac¸a˜o interpreta. Pode conceber-se que uma se´rie sem fim de
representac¸o˜es, cada uma delas representando a anterior, encontre um objeto ab-
soluto como limite. A significac¸a˜o de uma representac¸a˜o e´ outra representac¸a˜o.
Consiste, de fato, na representac¸a˜o despida de roupagens irrelevantes; mas nunca
se conseguira´ despi-la por completo; muda-se apenas por roupa mais dia´fana. Li-
damos, apenas, enta˜o, com uma regressa˜o infinita. Finalmente, o interpretante e´
outra representac¸a˜o a cujas ma˜os passa o facho da verdade; e como representac¸a˜o
tambe´m possui interpretante. Eis a´ı uma nova se´rie infinita” (CP 1.339 apud
Santaella, 2000c, pa´g. 66).
2.4.4.1 As Diviso˜es do Interpretante
As diviso˜es do interpretante teˆm sido um dos focos de maior controve´rsia e discussa˜o entre os
investigadores de Peirce. Naturalmente na˜o esta´ nos nossos objetivos entrar nessa discussa˜o,
e por isso optamos por nos aprofundar na divisa˜o mais conhecida do interpretante, que e´
aquela baseada na fenomenologia, correspondendo a` divisa˜o do interpretante em treˆs classes:
o interpretante imediato (primeiridade), dinaˆmico (secundidade) e final (terceiridade). Esta
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divisa˜o na˜o diz respeito a diferentes tipos de interpretante, mas sim aos esta´gios pelos quais o
interpretante passa ate´ se converter em outro signo, sa˜o graus ou n´ıveis do interpretante, ou
melhor, diferentes aspectos ou esta´gios na gerac¸a˜o do interpretante.
Novamente, e´ importante atentar para o fato de que estamos tratando dos n´ıveis do
interpretante do signo tria´dico genu´ıno, que e´ genu´ıno justamente porque nele o interpretante
passa por todos os esta´gios (ou graus) rumo ao interpretante final. So´ depois e´ que trataremos
da ac¸a˜o dos interpretantes nos signos degenerados, nos quase-signos. Nestes, a trajeto´ria do
interpretante na˜o se completa rumo a` continuidade, mas e´ interrompida em algum ponto, que
consideramos suficiente para preencher a func¸a˜o que o signo deve cumprir.
“(O interpretante imediato) e´ o efeito inanalisado total que se calcula que um
signo produzira´ ou naturalmente poderia se esperar que produzisse, o efeito que o
signo produz primeiro ou pode produzir sobre uma mente, sem nenhuma reflexa˜o
sobre ele mesmo” (No¨th, 1998, pa´g. 74).
O interpretante imediato e´ aquilo que o signo esta´ apto a produzir numa mente inter-
pretadora qualquer, antes de atingir essa mente, e´ a interpretabilidade do signo em func¸a˜o de
sua estrutura interna. E´ uma possibilidade de sentido ainda na˜o atualizada, potencial ainda
na˜o realizado que esta´ contido no pro´prio signo, antes de atingir um inte´rprete em particular.
E´ o interpretante no seu estado de imediato, sem mediac¸a˜o e ana´lise. E´ a impressa˜o total
inanalisada que se espera que o signo possa produzir, antes de haver qualquer reflexa˜o cr´ıtica
sobre ele.
“O interpretante Dinaˆmico e´ qualquer interpretac¸a˜o que qualquer mente real-
mente faz do Signo. Este interpretante deriva seu cara´ter da categoria dia´dica,
a categoria da ac¸a˜o [. . . ] O significado de qualquer Signo sobre algue´m consiste
no modo como esse algue´m reage ao Signo” (CP 8.315 apud Santaella, 2000c,
pa´g. 73).
O interpretante dinaˆmico e´ o que apresenta menos problemas de compreensa˜o. E´ o
efeito efetivamente produzido pelo signo num ato de interpretac¸a˜o concreto e singular, e´ o
interpretante gerado pelo signo numa determinada mente, num determinado lugar no tempo e
espac¸o. E´ o interpretante do signo que realmente ocorre, dando prosseguimento ao signo que
o determina. De acordo com Santaella (1992), ha´ treˆs n´ıveis de interpretante dinaˆmico que
podem ser produzidos: o emocional, que vai desde uma mera qualidade de sentimento, vaga e
indefin´ıvel, ate´ uma emoc¸a˜o codificada: e´ o sentimento provocado pelo signo. O segundo n´ıvel
e´ o energe´tico, que e´ o esforc¸o de ac¸a˜o f´ısica ou ps´ıquica, resultante do embate entre o signo
e a mente interpretadora. Sempre ha´ um aspecto de combate e resisteˆncia quando um signo
atinge uma mente. E o terceiro n´ıvel e´ o lo´gico, uma regra de interpretac¸a˜o, e´ o lado geral,
coletivo, generalizado da interpretac¸a˜o, no qual o signo e´ interpretado de acordo com regras
ja´ internalizadas. Quando um signo novo e surpreendente aparece, precisamos gerar novos
interpretantes lo´gicos para ele, e e´ nesse processo de criac¸a˜o que agem a abduc¸a˜o, induc¸a˜o e
deduc¸a˜o, sobre as quais falaremos mais adiante.
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“Meu interpretante Final e´ o resultado interpretativo ao qual todo inte´rprete esta´
destinado a chegar se o Signo for suficientemente considerado [. . . ] O interpre-
tante Final e´ aquilo para o qual o real tende” (Hardwick, 1977 apud Santaella,
2000c, pa´g. 74).
Por fim, o interpretante final aparece como um limite ideal, aproxima´vel, mas inating´ıvel, para
o qual os interpretantes dinaˆmicos tendem. E´ o interpretante ao qual chegar´ıamos se fosse
poss´ıvel atualizar todos os interpretantes de um signo. E´ a meta que o inte´rprete do signo
busca alcanc¸ar a cada novo interpretante que gera, independentemente do fato de ating´ı-la ou
na˜o.
“Num sentido bem geral, temos enta˜o que o objeto dinaˆmico equivaleria a` reali-
dade e o interpretante final a` verdade. Se fosse poss´ıvel o signo se desenvolver ate´
o ponto de chegar a` realizac¸a˜o do limite do seu potencial, ter´ıamos a revelac¸a˜o
perfeita do objeto dinaˆmico, quando haveria uma superposic¸a˜o entre o real e a
verdade [. . . ] Em semioses concretas, histo´ricas, contudo, no´s estamos sempre
no meio do caminho, de forma que nunca temos condic¸o˜es de afirmar que um
signo desenvolveu todo o seu potencial a ponto de ser capaz de representar todas
as dimenso˜es do objeto que o determina. Estamos pois, inelutavelmente, no meio
do caminho de uma verdade sempre relativa, pela metade.
Assim sendo, na semiose ou ac¸a˜o do signo, que e´ a ac¸a˜o de gerar interpre-
tantes, e que a definic¸a˜o do signo nos mostra como sendo a forma intrincada
de um processo lo´gico, o real esta´ na posic¸a˜o do objeto dinaˆmico e a verdade
na posic¸a˜o do interpretante final. Isto e´, o real esta´ no passado e a verdade no
futuro. O presente e´ o lugar do inte´rprete ou interpretante dinaˆmico. Se fosse
poss´ıvel atingir a verdade, ela coincidiria com o real, seria a revelac¸a˜o manifesta
do real, ponto de encontro do passado com o futuro. Uma vez que o inte´rprete
ocupa a posic¸a˜o lo´gica do presente, lugar de traˆnsito s´ıgnico, ele esta´, portanto,
sempre e inevitavelmente, no meio do caminho entre passado (real) e futuro (ver-
dade). Nessa medida, o real e´ causa, aquilo que persiste, e a verdade e´ busca,
aquilo que prossegue. O real persiste porque e´ aquilo que resiste ao signo e que,
por resistir, determina o signo. A verdade prossegue porque quer ser real, mas so´
pode ser signo. A posic¸a˜o do inte´rprete, quando ele e´ movido pelo ideal e´tico, e´
a de estreitar, aproximar a brecha que separa o real da verdade. Para estreitar
essa brecha, produzem-se signos. Os signos na˜o se perdem na deriva porque o
real constrange o signo ao chamamento da verdade. O inte´rprete na˜o e´ necessa-
riamente um indiv´ıduo. Qualquer coisa que ocupe a posic¸a˜o lo´gica de tradutor do
real em verdade, atrave´s do signo, e´ um inte´rprete. Note-se tambe´m que o erro faz
parte da verdade, pois e´ esta que incita a` correc¸a˜o do erro. A verdade, portanto,
na˜o brota de uma tabela pre´via, nem e´ um fim fechado, pois o real cresce junto
com os signos.
[. . . ] O processo de gerac¸a˜o do interpretante e´ o processo atrave´s do qual o
significado se move [. . . ]. Conforme o processo da semiose indica, o significado
projeta-se para a frente, enquanto o real recua para tra´s. [. . . ] Quanto mais
cresce o signo em interpretantes, mais cresce o objeto dinaˆmico ou real. Devido
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a` incompletude do signo, jamais poderemos afirmar que conhecemos o real in-
teiramente e que possu´ımos a verdade totalmente. No´s tambe´m somos signos e
estamos incessantemente imersos nesse constante movimento de procura” (San-
taella, 1992, pa´g. 191–92).
2.5 Tricotomias do Signo
A semiose genu´ına e´ um limite ideal, e´ abstrata, e na˜o esta´ presente no plano do real. Neste, so´
ocorrem misturas de signos genu´ınos com signos degenerados dos mais diversos tipos. As treˆs
categorias de Peirce (primeiridade, secundidade e terceiridade), sa˜o os pontos de convergeˆncia
que ele enxergou no emaranhado de signos existente na aparente heterogeneidade dos fenoˆmenos
do universo. O cara´ter tria´dico do signo deu origem a`s treˆs grandes diviso˜es mais exploradas:
1) do signo em si mesmo (quali-signo, sin-signo e legi-signo), 2) da relac¸a˜o do signo com seu
objeto (´ıcone, ı´ndice e s´ımbolo), e 3) da relac¸a˜o do signo com o interpretante (rema, dicente
e argumento). As subdiviso˜es destas treˆs diviso˜es, foram obtidas de acordo com as variac¸o˜es
das categorias de primeiridade, secundidade e terceiridade. Nesta sec¸a˜o pretendemos examinar
sucintamente estas tr´ıades, a fim de que possamos mais adiante analisar como os signos se
manifestam no agente neuroenerge´tico. Antes, pore´m, conve´m ressaltar que
“todas tricotomias estabelecidas por Peirce na˜o funcionam como categorias sepa-
radas de coisas excludentes, mas como modos coordenados e mutuamente com-
pat´ıveis pelos quais algo pode ser identificado semioticamente. As treˆs categorias
que presidem as diviso˜es tria´dicas sa˜o onipresentes, de modo que tudo e qualquer
coisa pode ser um primeiro, tudo e qualquer coisa e´ um segundo e tudo e qualquer
coisa deve ser um terceiro. Assim, o modo de ser de um signo depende do modo
como esse signo e´ apreendido, isto e´, do ponto de refereˆncia de quem o apreende”
(Santaella, 2000c, pa´g. 96).
2.5.1 Signo em Si Mesmo
Quali-signo funciona como signo por interme´dio de uma primeiridade da qualidade, uma
qualidade pura e simples, sem localizac¸a˜o espac¸o-temporal. Qualidades so´ podem ser
transmitidas por quali-signos. E´ o caso do exemplo a ser imitado, da crianc¸a que aprende
a imitar os pais, muito mais pela conviveˆncia do que pela transmissa˜o de um receitua´rio.
O processo de educar e´ prioritariamente uma questa˜o do quali-signo.
Sin-signo e´ o existente real, objeto da experieˆncia direta. Nesse caso na˜o e´ a qualidade em
si que esta´ funcionando como signo, mas sua ocorreˆncia particular no tempo e espac¸o.
E´ o grito de alerta que em determinado instante nos faz parar. Embora o som seja pri-
oritariamente um quali-signo, e tambe´m haja leis convencionais associadas a`s palavras,
e´ a ocorreˆncia singular naquele instante, o sin-signo, que nos faz parar.
Legi-signo e´ uma lei ou cara´ter geral que rege o funcionamento s´ıgnico do signo. O legi-signo
age como uma forc¸a que tende a governar todas as ocorreˆncias de interpretantes singu-
lares. O poder de gerar interpretantes ja´ esta´ dentro do legi-signo, pouco importando se
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esses interpretantes sa˜o efetivamente gerados. E´ o caso dos hiero´glifos: sendo decifrados
ou na˜o, teˆm o poder de agir como signos.
2.5.2 Signo em Conexa˜o com seu Objeto
I´cone e´ o signo que tem uma propriedade mona´dica (qualidade, primeiridade). Uma vez
que a propriedade mona´dica e´ algo na˜o relacional, a u´nica relac¸a˜o poss´ıvel que o ı´cone
pode ter com seu objeto, e´ de ser ideˆntico ao objeto, indistingu¨´ıvel deste, com relac¸a˜o
a`quela propriedade. E´ o caso dos modelos, das meta´foras, das imagens, etc. Mas
talvez o aspecto mais importante do ı´cone, do ponto de vista da construc¸a˜o de sistemas
inteligentes, e´ seu significado como algo que ainda na˜o brotou na mente, algo vago e
indefinido, com uma mera possibilidade de emergir, pouco antes de emergir. Santaella
(2000c) propo˜em uma subdivisa˜o do ı´cone, na qual chama de ı´cone puro
“[. . . ] a possibilidade de algo originaliano, iniciante, nascente. E´ o ı´cone no
seu aspecto mona´dico, responsa´vel pelo que se costuma chamar de ’insight’,
mescla indissolu´vel de instinto e raza˜o, instinto para a verdade ou raza˜o do
instinto. O ı´cone como moˆnada e´ fruto de um potencial da mente para produzir
configurac¸o˜es que na˜o sa˜o copiadas de algo pre´vio, mas brotam sob o governo
incontrola´vel das associac¸o˜es” (Santaella, 2000c, pa´g. 114).
Dada a relevaˆncia deste aspecto do ı´cone na compreensa˜o dos processos de criac¸a˜o, e
especialmente sua aplicac¸a˜o no agente neuroenerge´tico, consideramos importante citar
ainda um exemplo curioso fornecido por Peirce:
“Suponhamos que eu tenha estado muito tempo quebrando a cabec¸a com algum
problema – digamos, como construir uma ma´quina de escrever realmente boa.
Ora, ha´ muitas ide´ias vagas na minha cabec¸a, e nenhuma delas, tomada em si
mesma, tem qualquer analogia particular com meu grande problema. Mas um
dia, todas essas ide´ias, todas presentes a` conscieˆncia, mas ainda muito vagas e
profundas na profundeza do pensamento subconsciente, teˆm a chance de se ve-
rem reunidas num modo particular tal que a combinac¸a˜o realmente apresenta
uma forte analogia com a minha dificuldade. Essa combinac¸a˜o quase ins-
tantaˆnea se ilumina na vividez. Ora, isto na˜o pode ser contigu¨idade; pois que
a combinac¸a˜o e´, ale´m do mais, uma ide´ia nova. Ela nunca tinha me ocorrido
antes; e consequ¨entemente na˜o pode estar submetida a qualquer ha´bito adqui-
rido. Deve ser, como parece ser, sua ’analogia’ ou ’semelhanc¸a na forma’, em
relac¸a˜o ao no´dulo do meu problema que a traz para a vividez. Bem, o que pode
ser isso sena˜o pura e fundamental associac¸a˜o por semelhanc¸a?” (CP 7.498
apud. Santaella, 2000c, pa´g. 112)
I´ndice e´ o signo que possui uma conexa˜o direta com seu objeto, e por causa dessa vinculac¸a˜o
direta, o objeto e´ um objeto ou acontecimento determinado, singular, individual, con-
dicionado temporal e espacialmente. E´ so´ pelo uso de ı´ndices que podemos determinar
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se estamos lidando com o mundo real ou o mundo dos conceitos, ou o mundo das cons-
truc¸o˜es matema´ticas. Sa˜o ı´ndices: termoˆmetros, olhares e entonac¸a˜o de voz de um
falante, nomes pro´prios, etc.
S´ımbolo e´, segundo Peirce, um signo que e´ signo independentemente de semelhanc¸as ou vin-
culac¸o˜es diretas com seu objeto e que por isso designa esse objeto com inteira liberdade.
E´ um tipo geral, e aquilo que representa tambe´m na˜o e´ um individual, mas um geral.
Ele constitui um signo pelo fato de que sera´ usado e interpretado como tal. E´ o caso da
palavra mulher, por exemplo. O objeto designado por ela na˜o e´ esta nem aquela mulher,
mas toda e qualquer mulher.
2.5.3 Signo como Representac¸a˜o para o Interpretante
Rema e´ um signo cujo interpretante e´ uma mera possibilidade, uma hipo´tese, que na˜o pode
ser julgada logicamente nem como verdadeira, nem como falsa. E´ o caso do predicado:
“. . . e´ o amante de . . . ”. Um signo que seja rema´tico na refereˆncia ao interpretante pode
ser icoˆnico, indicial ou simbo´lico na refereˆncia ao objeto. E´ um conceito da lo´gica.
Dicente e´ o signo capaz de uma afirmac¸a˜o. Considerado logicamente, o dicente (a pro-
posic¸a˜o) pode ser julgado, avaliado e decidido, como por exemplo na frase: “Joaquim e´
amante de Manuela”. Todo signo dicente determina um ju´ızo ou ac¸a˜o do inte´rprete, e
informa algo sobre o objeto que nele esta´ representado. E´ uma proposic¸a˜o da lo´gica.
Argumento ou infereˆncia e´ um signo que e´ interpretado por seu Interpretante Final como
um signo de lei, regra reguladora ou princ´ıpio guia, ou seja, e´ a lei segundo a qual “a
passagem de todo o conjunto das premissas para as concluso˜es tende a ser verdadeira”
(CP 2.203). E´ um silogismo da lo´gica. Peirce dividiu os argumentos em treˆs tipos:
abdutivos, dedutivos e indutivos, considerados como os treˆs tipos poss´ıveis de racioc´ınio,
e assunto da pro´xima Sec¸a˜o deste trabalho.
2.6 Os Treˆs Tipos de Racioc´ınio
Sempre que nos deparamos com fenoˆmenos surpreendentes, buscamos por hipo´teses que os
expliquem, que os tornem uma consequeˆncia necessa´ria ou prova´vel dessa hipo´tese. Mas como
sa˜o formadas ou escolhidas essas novas hipo´teses? Existe uma lo´gica guiando o processo de
criac¸a˜o de hipo´teses?
Segundo Fann (1970), grande parte dos filo´sofos nega que exista uma lo´gica na pro-
posic¸a˜o de uma hipo´tese. Para eles, so´ faz sentido preocupar-se com os me´todos de testar
hipo´teses que ja´ foram apresentadas. E sa˜o muitos os lo´gicos da cieˆncia contemporaˆnea que
dedicaram-se a descrever como se criam razo˜es para suportar uma hipo´tese proposta. Mas eles
nada disseram sobre o contexto conceitual no qual essa hipo´tese e´ inicialmente proposta.
Se estamos, pore´m, interessados em criar sistemas inteligentes artificiais, essa perspec-
tiva na˜o e´ muito animadora, haja vista que um sistema inteligente deve ser capaz de reagir a
situac¸o˜es novas, para as quais na˜o foi especificamente programado. Mais, qualquer sistema com
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capacidade de aprendizado deve ser capaz de gerar novas hipo´teses, e a compreensa˜o da maneira
pela qual no´s, seres humanos, geramos hipo´teses, poderia ser de grande ajuda na construc¸a˜o
de tais sistemas.
Peirce mostrava-se impressionado pelo pequeno nu´mero de tentativas que o ser humano
tem de fazer para gerar uma hipo´tese verdadeira, face a`s inu´meras hipo´teses que poderiam
ser geradas. Por isso ele na˜o podia aceitar a ide´ia de casualidade ou mera probabilidade na
proposic¸a˜o de hipo´teses, e defendia a tese de que ha´ uma lo´gica que guia todo o processo de
racioc´ınio, desde a proposic¸a˜o ate´ a confirmac¸a˜o de uma hipo´tese e de suas consequ¨eˆncias.
“O ser humano tem uma certa capacidade de introspecc¸a˜o [. . . ] para o interior da
Terceiridade [. . . ]. Esta capacidade e´ da natureza geral do Instinto, semelhante
aos instintos dos animais, no seu poder de sobrepujar os poderes da nossa raza˜o,
e por nos direcionar como se estive´ssemos de posse de fatos que esta˜o completa-
mente ale´m do alcance dos nossos sentidos. Tambe´m se assemelha ao instinto
em sua pequena propensa˜o ao erro; pois embora ela erre com mais frequ¨eˆncia do
que acerte, a frequ¨eˆncia de acertos em relac¸a˜o ao todo e´ a coisa mais maravilhosa
de nossa constituic¸a˜o. (CP 5.173)”
Assim, Peirce concebeu treˆs tipos de racioc´ınio como treˆs esta´gios interconectados e interdepen-
dentes no processo de investigac¸a˜o cient´ıfica: abduc¸a˜o, deduc¸a˜o e induc¸a˜o. Na˜o e´ por acaso que
os esta´gios sa˜o treˆs. Eles esta˜o diretamente associados a`s categorias fenomenolo´gicas de Peirce
(Sec¸a˜o 2.3) no que diz respeito a` ordem de sua interdependeˆncia no processo de racioc´ınio, sendo
a abduc¸a˜o uma primeiridade, deduc¸a˜o uma secundidade e induc¸a˜o uma terceiridade (Santaella,
2000b). O processo de racioc´ınio tem in´ıcio quando fatos surpreendentes emergem, requerendo
uma explicac¸a˜o. De acordo com Peirce, esta
“explicac¸a˜o deve ser uma proposic¸a˜o tal que leve a` predic¸a˜o dos fatos observados,
se na˜o como consequ¨eˆncias necessa´rias, enta˜o ao menos como muito prova´veis
sob as circunstaˆncias. Uma hipo´tese deve enta˜o ser adotada, que seja plaus´ıvel
e torne os fatos plaus´ıveis. Este passo de adoc¸a˜o de uma hipo´tese como sendo
sugerida pelos fatos, e´ o que chamo de abduc¸a˜o (CP 7.202).
A abduc¸a˜o corresponde ao primeiro esta´gio da investigac¸a˜o cient´ıfica, e ocupa-se com a gerac¸a˜o
original e recomendac¸a˜o de uma hipo´tese explanativa, isto e´, com a proposic¸a˜o de leis espec´ıficas
que justifiquem o fenoˆmeno sob considerac¸a˜o. Segundo Peirce, a abduc¸a˜o e´ um processo in-
consciente, fora do controle da raza˜o, e tem “apenas” o papel de sugerir hipo´teses.
“A primeira coisa que sera´ feita, assim que uma hipo´tese tiver sido adotada,
e´ seguir suas consequ¨eˆncias experimentais necessa´rias ou prova´veis. Este passo e´
a deduc¸a˜o. (CP 7.203)”
Neste segundo esta´gio da investigac¸a˜o, a hipo´tese proposta e´ analisada logicamente para ser
melhor explicada, e as considerac¸o˜es introduzidas na explicac¸a˜o sa˜o utilizadas para derivar
suas consequ¨eˆncias experimentais (Shanahan, 1986). Uma vez que a deduc¸a˜o tenha avanc¸ado
suficientemente,
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“o pro´ximo passo e´ o de testar a hipo´tese fazendo experimentos, e comparando as
predic¸o˜es feitas a partir da hipo´tese com os resultados efetivos dos experimentos.
Quando observamos que predic¸a˜o apo´s predic¸a˜o e´ verificada experimentalmente,
comec¸amos a aceitar a hipo´tese como estando entre os resultados cient´ıficos”
(Fann, 1970). “Este tipo de infereˆncia, que experimentalmente testa predic¸o˜es
feitas a partir de uma hipo´tese, e´ que pode ser chamado de induc¸a˜o” (CP 7.206).
“Observe que deduc¸a˜o e induc¸a˜o na˜o teˆm a menor contribuic¸a˜o na conclusa˜o
final da investigac¸a˜o. Elas transformam o indefinido em definido; deduc¸a˜o ex-
plica; induc¸a˜o avalia; e isto e´ tudo. A abduc¸a˜o e´ a u´nica operac¸a˜o lo´gica que
introduz qualquer ide´ia nova” (CP 5.171).
A diferenc¸a entre abduc¸a˜o e induc¸a˜o foi definida mais precisamente da seguinte maneira:
“Induc¸a˜o na˜o tem poder de adicionar qualquer informac¸a˜o ao conhecimento atual.
No ma´ximo ela pode corrigir o valor de uma justificativa ou modificar a hipo´tese
levemente numa maneira que ja´ havia sido considerada como poss´ıvel. Abduc¸a˜o,
por sua vez, e´ meramente preparato´ria. E´ o primeiro passo do racioc´ınio ci-
ent´ıfico, enquanto induc¸a˜o e´ o u´ltimo. Ambos representam po´los opostos do ra-
cioc´ınio. Abduc¸a˜o e´ o po´lo menos efetivo, e induc¸a˜o o po´lo mais efetivo. Um e´
o reverso do outro. Abduc¸a˜o busca por uma teoria. Induc¸a˜o procura por fatos”
(CP 7.217-18).
Segundo Peirce, a abduc¸a˜o e´ um “instinto racional”, ou seja, a introspecc¸a˜o que leva ao
surgimento de uma nova hipo´tese, pertence a` mesma classe geral de operac¸o˜es a que pertence
o julgamento perceptivo. Para ele, abduc¸a˜o e julgamento perceptivo sa˜o exatamente similares
ate´ um certo ponto, a separac¸a˜o entre eles ocorrendo somente no final do processo. O resultado
da abduc¸a˜o, que e´ a hipo´tese ou conjectura, esta´ sujeito a cr´ıticas, enquanto seria absurdo
criticar um julgamento perceptivo. Lembremos que o julgamento perceptivo e´ fal´ıvel mas indu-
bita´vel. Enquanto nossa mente esta´ produzindo um julgamento perceptivo, e mesmo quando o
recuperamos atrave´s da memo´ria, somos psicologicamente incapazes de conceber que ele seja
falso. Esse e´ o u´nico aspecto em que a infereˆncia abdutiva difere do julgamento perceptivo.
Apesar do fato de ambos partirem do mesmo lugar, a hipo´tese resultante da abduc¸a˜o pede por
aceitac¸a˜o cr´ıtica e por confirmac¸a˜o indutiva. Entretanto, na sua origem, ambos sa˜o ideˆnticos,
isto e´, ambos sa˜o infereˆncias inconscientes, fora de controle. Elas se forc¸am sobre no´s e na˜o
podemos exercer controle sobre elas (Santaella, 2000a).
A natureza e´ um reperto´rio de fatos muito mais vasto e muito menos claramente
ordenado do que um relato´rio do censo; e se a humanidade na˜o tivesse vindo a ela
com aptido˜es especiais para adivinhar corretamente, ter´ıamos tudo para duvidar
se, nos dez ou vinte mil anos de sua existeˆncia, suas grandes mentes teriam sido
capazes de chegar a` quantidade de conhecimento que hoje qualquer idiota possui.
[. . . ] Todo conhecimento humano, ate´ os mais altos p´ıncaros da cieˆncia, na˜o e´
sena˜o o desenvolvimento de nossos instintos animais inatos. E´ sempre a hipo´tese
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mais simples, no sentido de mais do´cil e natural, aquela que o instinto sugere,
aquela que deve ser preferida; a raza˜o para isso e´ que, se o homem na˜o tivesse
uma inclinac¸a˜o natural em concordaˆncia com a natureza, ele na˜o teria a menor
chance de entendeˆ-la” (CP 2.753-4)
2.7 Resumo
O intuito deste cap´ıtulo foi o de fornecer, atrave´s de uma introduc¸a˜o a` Semio´tica peirceana, fer-
ramentas para uma melhor compreensa˜o da maneira pela qual no´s, seres humanos, processamos
os fenoˆmenos que se manifestam e por no´s sa˜o percebidos, especialmente no que diz respeito
a` criatividade e capacidade de racioc´ınio, elementos ta˜o desejados em sistemas artificiais. A
seguir, uma lista dos principais to´picos abordados no cap´ıtulo:
• Todo e qualquer fenoˆmeno pode ser classificado em func¸a˜o das treˆs categorias de pri-
meiridade, secundidade e terceiridade.
• O signo e´ o exemplo mais perfeito de terceiridade, sendo ele um primeiro em relac¸a˜o
ao interpretante que gera (este um terceiro), que por sua vez sera´ um signo do mesmo
objeto (um segundo) para com outro interpretante, numa semiose infinita.
• Os signos podem ser divididos de acordo com a categoria (primeiridade, secundidade,
terceiridade) de cada um de seus componentes (signo, objeto, interpretante). Importante
aqui e´ ressaltar o papel do ı´cone no processo criativo.
• Ha´ somente treˆs processos de racioc´ınio: a abduc¸a˜o gera ou propo˜e hipo´teses, que sa˜o
explicadas e ampliadas pela deduc¸a˜o, e comprovadas pela induc¸a˜o. E´ desta forma que
Peirce define o me´todo de investigac¸a˜o cient´ıfica.
Cap´ıtulo 3
Conceito Neuroenerge´tico de Inteligeˆncia
Keep it simple:




Este cap´ıtulo apresenta, de maneira resumida, o projeto de um agente autoˆnomo baseado em
redes neurais neuroenerge´ticas, chamado de agente neuroenerge´tico. A rede e o agente neu-
roenerge´tico (que sera˜o detalhados nos Cap´ıtulos 4 e 5, respectivamente) teˆm uma forte ins-
pirac¸a˜o biolo´gica, e foram inicialmente propostos pelo pesquisador russo Leonid B. Emelianov-
Yaroslavsky em seu livro ‘Intellectual quasi-biological system (Inductive automaton)’ (Emelyanov-
Yaroslavsky, 1990). O livro esta´ em l´ıngua russa, e na˜o ha´ traduc¸a˜o dispon´ıvel, nem mesmo
foi poss´ıvel conseguir uma versa˜o original do livro pois sua edic¸a˜o esta´ esgotada. Felizmente
o livro esta´ integralmente publicado na internet1, de onde foi traduzido para o ingleˆs, pa´gina
por pa´gina, com um tradutor automa´tico2. A qualidade da traduc¸a˜o deixa muito a desejar,
mas com o aux´ılio de alguns artigos publicados em l´ıngua inglesa3, repetidas leituras e muitos
experimentos, cremos ter alcanc¸ado o objetivo de compreender a proposta do agente neuroe-
nerge´tico.
Ao que nossas pesquisas indicam, os trabalhos com o agente neuroenerge´tico na˜o tive-
ram continuidade apo´s a morte do autor, de forma que trata-se de um sistema pouco divulgado
e de dif´ıcil acesso. Por isso, e tambe´m devido a` pouca bibliografia dispon´ıvel, propusemo-nos
a descrever o assunto de uma maneira bastante completa, ainda que um pouco extensa. Para
tanto, dividimos o assunto em treˆs partes: nesta primeira parte, fornecemos uma visa˜o geral
dos principais componentes e do funcionamento do agente neuroenerge´tico, na segunda parte
fazemos um estudo detalhado do neuroˆnio e de como a rede neuroenerge´tica se auto-organiza,
1http://www.aha.ru/∼pvad
2http://babelfish.altavista.com
3A bibliografia em l´ıngua inglesa restringe-se a dois artigos publicados na revista ‘Biological Cybernetics’ (Emelyanov-
Yaroslavsky & Potapov, 1992a,b) e a um resumo do livro publicado na Internet (Emelyanov-Yaroslavsky, 1992).
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mostrando inclusive resultados obtidos atrave´s de simulac¸o˜es computacionais, e na terceira
parte discutimos como se da´ a construc¸a˜o de um agente a partir das redes neuroenerge´ticas.
A inspirac¸a˜o biolo´gica da rede neuroenerge´tica, bem como a semelhanc¸a de seu funci-
onamento com o de sistemas biolo´gicos, levou a` adoc¸a˜o de um vocabula´rio similar ao utilizado
quando nos referimos a seres vivos. Desta forma, o elemento ba´sico da rede e´ o neuroˆnio,
que tem um estado de sau´de, indicando que ele pode morrer, mas tambe´m regenerar-se. Da
mesma maneira, a rede neuroenerge´tica apresenta comportamentos ou padro˜es de atividade
que chamamos de sono, vig´ılia, e subconscieˆncia. Mas em alguns casos em que consideramos
a nomenclatura original inconveniente, esta foi alterada, para tambe´m condizer com os termos
comumente utilizados pela comunidade de inteligeˆncia artificial. Os casos em que esta mudanc¸a
ocorreu sa˜o observados nas notas de rodape´.
3.1.1 Organizac¸a˜o do Cap´ıtulo
A sec¸a˜o 3.2 introduz o modelo de agente proposto por Emelyanov-Yaroslavsky. Nas
Sec¸o˜es 3.3 e 3.4 apresentamos as principais caracter´ısticas do neuroˆnio e da rede neuroe-
nerge´tica. A Sec¸a˜o 3.5 explica de maneira geral o funcionamento da memo´ria e do centro
emocional, com suas consequ¨eˆncias no aspecto de inteligeˆncia do agente, enquanto que as
Sec¸o˜es 3.6 e 3.7 abordam duas maneiras de estender as possibilidades cognitivas do agente.
Finalmente, apresentamos um resumo sequ¨encial do cap´ıtulo na Sec¸a˜o 3.8.
3.2 Um Modelo para o Agente Neuroenerge´tico
O modelo de agente neuroenerge´tico4 proposto por Emelyanov-Yaroslavsky ainda na˜o foi im-
plementado em sua totalidade nem pelo autor original, mas grande parte do seu funcionamento
esta´ descrito neste trabalho. O agente e´ composto basicamente por grupos de neuroˆnios com
func¸a˜o de receptores, atuadores, e controle da distribuic¸a˜o de energia, e por uma grande rede
neuroenerge´tica subdividida em memo´ria e centro emocional ou centro de controle do agente,
conforme ilustrado na Figura 3.1 na pa´gina oposta.
Os receptores recebem as ac¸o˜es do ambiente no qual o agente esta´ inserido e convertem
estas ac¸o˜es em ac¸o˜es neuronais. Os atuadores recebem ac¸o˜es dos neuroˆnios e as convertem em
ac¸o˜es no ambiente. Entende-se por ambiente o mundo real ou meio artificial com propriedades
regulares no qual o agente esta´ inserido. A memo´ria e´ responsa´vel por armazenar e representar
as regularidades do ambiente, e o centro emocional guia o processo de aprendizado e tomada
de deciso˜es.
Neste modelo, a energia e´ obtida diretamente do ambiente, e distribu´ıda a todos os
blocos do agente de maneira relativamente uniforme. Apenas o centro emocional possui um
mecanismo de controle para a entrada de energia (κ), usado para punir ou incentivar determi-
nadas ac¸o˜es e deciso˜es.
4Emelyanov-Yaroslavsky na˜o utiliza o conceito de agente, mas chama-o de autoˆmato.
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Figura 3.1: Modelo de um agente neuroenerge´tico proposto por Emelyanov-Yaroslavsky. Des-
taque para o centro emocional e para a memo´ria
Os sistemas visuais, auditivos e ta´teis sa˜o basicamente compostos por receptores (neu-
roˆnios) que esta˜o conectados a` memo´ria. O sistema motor realiza ac¸o˜es no ambiente por meio
de atuadores pre´-definidos, e pode executar ac¸o˜es sobre si mesmo, atrave´s da ligac¸a˜o com o
sistema auditivo (esta ac¸a˜o sobre si mesmo consiste no ato de “falar”, para em seguida “ouvir”,
e e´ a base do sistema de auto-excitac¸a˜o).
Os componentes mais importantes do agente neuroenerge´tico sa˜o a memo´ria e o centro
emocional. A memo´ria forma-se a partir da separac¸a˜o de grupos neurais da massa neural, que
e´ uma rede inicialmente desorganizada, na qual va˜o ocorrer os fenoˆmenos auto-organizados de
sono, vig´ılia e subconscieˆncia, abordados no decorrer do trabalho. No modelo apresentado, a
memo´ria foi subdividida em memo´ria principal — composta pelos grupos neurais secunda´rios
formados a partir da massa neural — e os grupos de entrada e sa´ıda, contendo o “vocabula´rio”
pre´-definido do agente (grupos prima´rios).
O centro emocional e´ a central de controle e tomada de deciso˜es do agente. E´ formado
por neuroˆnios um pouco diferentes dos neuroˆnios da memo´ria, haja vista que na˜o formam
conexo˜es entre si, e por isso dependem de excitac¸o˜es enviadas pela memo´ria. O centro emocional
reflete o estado de todo o agente, e opera em um regime c´ıclico com a memo´ria, modulando
sua atividade e sendo influenciado por ela.
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3.3 O Neuroˆnio
A base de todo o agente e´ um elemento de limiar dinaˆmico, com muitas propriedades semelhan-
tes a`s do neuroˆnio biolo´gico, por isso chamado de neuroˆnio neuroenerge´tico, ou simplesmente,
neuroˆnio. E´ importante ressaltar que este neuroˆnio e´ mais complexo do que os neuroˆnios utili-
zados nas redes neurais artificiais tradicionais (e.g. feed forward, Kohonen, etc.). Seu principal
paraˆmetro de sa´ıda e´ a frequ¨eˆncia de gerac¸a˜o de pulsos (v), que determina o estado do neuroˆnio:
descanso (auseˆncia de pulsos), gerac¸a˜o em baixa frequ¨eˆncia e gerac¸a˜o em alta frequ¨eˆncia. Os
pulsos gerados pelo neuroˆnio na˜o diferem entre si em quaisquer aspectos (intensidade, durac¸a˜o,
etc.), a u´nica variac¸a˜o ocorre na quantidade de pulsos gerados num determinado intervalo de
tempo, ou seja, na frequ¨eˆncia, que e´ justamente o paraˆmetro de sa´ıda do neuroˆnio.
As principais propriedades do neuroˆnio sa˜o:
1. O neuroˆnio necessita de energia. Se ele na˜o receber a quantidade necessa´ria de energia
do ambiente, enta˜o ele morre.
2. O neuroˆnio degenera-se no estado de descanso (v = 0). O consumo de energia do
neuroˆnio depende de seu grau de degenerac¸a˜o (Θ). Quanto mais degenerado o neuroˆnio
estiver, maior sera´ seu consumo de energia (g2(Θ)) (Figura 3.2 na pro´xima pa´gina).
3. O neuroˆnio e´ capaz de realizar renovac¸a˜o funcional, o que leva a` diminuic¸a˜o do con-
sumo de energia. Essa renovac¸a˜o funcional ou regenerac¸a˜o e´ feita atrave´s da gerac¸a˜o
de pulsos, de forma que podemos afirmar que o pulso no neuroˆnio e´ necessa´rio ao
pro´prio neuroˆnio, pois e´ um estado de intensa atividade regeneradora. Para
gerar pulsos, o potencial resultante (U) do neuroˆnio precisa ultrapassar um limiar de
excitabilidade (Π0), que (simplificadamente) e´ inversamente proporcional ao grau de de-
generac¸a˜o. Ou seja, quanto maior Θ, mais fa´cil se torna a gerac¸a˜o de pulsos, pois menor
e´ o limiar, conforme mostra a Figura 3.2 na pa´gina oposta. Quando Θ ultrapassa um
limite cr´ıtico Θc, Π0 cai para valores muito baixos de forma que o neuroˆnio e´ capaz de
gerar pulsos espontaneamente, sem receber excitac¸a˜o externa.
4. A gerac¸a˜o de pulsos tambe´m consome energia, e a quantidade de energia consumida
(g1(v)) depende da frequeˆncia de gerac¸a˜o de pulsos. Existe uma frequeˆncia o´tima vopt
para a qual o consumo e´ mı´nimo em relac¸a˜o a` reduc¸a˜o de Θ que proporciona, mas para
poder gerar pulsos nesta frequ¨eˆncia, os neuroˆnios precisam interagir, haja vista que na˜o
conseguem atingir a frequ¨eˆncia o´tima isoladamente.
5. Os neuroˆnios podem unir-se atrave´s de conexo˜es que permitem a interac¸a˜o deles. Desta
forma, pulsos de um neuroˆnio podem auxiliar ou dificultar a gerac¸a˜o de pulsos em outros
neuroˆnios (as conexo˜es podem ser excitato´rias ou inibito´rias). E´ atrave´s das conexo˜es que
a interac¸a˜o dos neuroˆnios e´ organizada de forma a minimizar sua necessidade de energia.
A conexa˜o entre dois neuroˆnios e´ fortalecida quando eles geram pulsos simultaneamente,
aumentando o potencial excitato´rio que chega a ambos. Sob determinadas condic¸o˜es,
que veremos mais adiante, uma conexa˜o excitato´ria pode transformar-se em inibito´ria.
6. O neuroˆnio tem uma reserva interna de energia (H), que e´ acumulada quando a oferta
de energia e´ maior do que a necessidade do neuroˆnio, e consumida na relac¸a˜o inversa.
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A sau´de5 (Q) do neuroˆnio e´ determinada pelo valor de H e por sua “tendeˆncia” de
diminuic¸a˜o ou crescimento.
7. Ale´m da interac¸a˜o atrave´s de conexo˜es excitato´rias e inibito´rias, existe uma interac¸a˜o
indireta dos neuroˆnios, baseada no fato de que a sau´de de alguns neuroˆnios influencia
algumas caracter´ısticas de outros neuroˆnios.
Podemos observar na Figura 3.2 a dependeˆncia do limiar de excitabilidade Π0 e do
consumo de energia g2(Θ) ao grau de degenerac¸a˜o Θ do neuroˆnio. Note que a partir de um
ponto cr´ıtico Θc, o consumo aumenta, exaurindo rapidamente as reservas de energia, e o limiar
diminui, criando condic¸o˜es para a gerac¸a˜o espontaˆnea de pulsos. Uma descric¸a˜o detalhada do






Figura 3.2: Dependeˆncia do consumo de energia (g2(Θ)) e do limiar de excitabilidade (Π0) ao
grau de degenerac¸a˜o do neuroˆnio.
Os neuroˆnios do agente neuroenerge´tico na˜o sa˜o todos iguais. Os dois tipos mais im-
portantes sa˜o os neuroˆnios da massa neural (detalhados no Cap´ıtulo 4) e os neuroˆnios do centro
emocional (especificados no Cap´ıtulo 5). Os neuroˆnios da massa neural esta˜o todos em uma
mesma camada f´ısica, e em princ´ıpio, podem conectar-se com quaisquer outros neuroˆnios (em
princ´ıpio, porque na construc¸a˜o do agente faz-se necessa´ria a divisa˜o da massa neural em zo-
nas, conforme veremos no Cap´ıtulo 5). Ja´ os neuroˆnios do centro emocional na˜o se conectam
a outros neuroˆnios (e por isso na˜o podem formar grupos de aux´ılio mu´tuo6), apenas possuem
conexo˜es provenientes dos neuroˆnios da massa neural, e sua sa´ıda (v), serve apenas para re-
troalimentar o neuroˆnio. Desta forma o neuroˆnio do centro emocional precisa de excitac¸a˜o da
memo´ria apenas para gerar o primeiro pulso, a partir do qual ele consegue se auto-excitar ate´
sua completa regenerac¸a˜o. A Figura 3.3 na pa´gina seguinte procura ilustrar estes conceitos.
5O termo em ingleˆs, mais adequado, e´ self-feeling
6Sec¸a˜o 3.4.1.
































Figura 3.3: Organizac¸a˜o f´ısica dos neuroˆnios da massa neural e do centro emocional. Os
neuroˆnios da massa neural esta˜o todos em uma mesma camada e podem interconectar-se com
qualquer outro neuroˆnio, enquanto que os neuroˆnios do centro emocional possuem uma retro-
alimentac¸a˜o e apenas recebem conexo˜es dos neuroˆnios da massa neural.
3.4 A Rede Neuroenerge´tica
Chamamos de rede neuroenerge´tica um conjunto de neuroˆnios interconectados atrave´s de co-
nexo˜es excitato´rias e inibito´rias. No estado inicial, a rede e´ desorganizada e os neuroˆnios geram
pulsos independentemente uns dos outros, uma vez que ainda na˜o ha´ conexo˜es entre eles. Sob
estas condic¸o˜es, o grau de degenerac¸a˜o dos neuroˆnios e´ muito alto, o que implica num consumo
alto de energia. As propriedades dos neuroˆnios garantem a formac¸a˜o de conexo˜es interneuro-
nais que transformam a estrutura inicialmente desorganizada em uma rede interligada. Sobre
esta rede, que chamaremos de estrutura base, organiza-se o processo de interac¸a˜o esta´vel dos
conjuntos neuronais, resultando em profunda renovac¸a˜o funcional, ou seja, regenerac¸a˜o dos
neuroˆnios.
Desta forma, o problema da sobreviveˆncia dos neuroˆnios na˜o e´ resolvido devido a` morte
de alguns neuroˆnios ou ao aumento da oferta de energia, mas devido a` organizac¸a˜o das relac¸o˜es
internas (entre os neuroˆnios), e externas (com o ambiente), de forma a minimizar o consumo.
As propriedades gerais do agente, inclusive as “inteligentes”, surgem como consequeˆncia da
organizac¸a˜o de va´rias formas e condic¸o˜es de funcionamento interno, energeticamente vantajo-
sas. O sistema busca formas e condic¸o˜es de funcionamento vantajosas baseado unicamente na
avaliac¸a˜o de seu estado interno, de acordo com mudanc¸as na sua sau´de.
3.4 A Rede Neuroenerge´tica 43
3.4.1 Regimes de Sono e Vig´ılia
Apo´s a formac¸a˜o da estrutura base, iniciam-se na rede neuroenerge´tica os ciclos dia´rios, que
consistem na alternaˆncia entre dois regimes: sono e vig´ılia. O sono e´ um regime auto-organizado
de funcionamento em que grupos de aux´ılio mu´tuo (GAM) formam uma fila circular para
regenerac¸a˜o. GAMs sa˜o subconjuntos da rede neuroenerge´tica sem conexo˜es inibito´rias e com
conexo˜es excitato´rias entre seus neuroˆnios. Uma vez formado, o regime de sono e´ muito esta´vel,
mas sua formac¸a˜o e´ dif´ıcil pois os neuroˆnios necessitam de uma grande reserva de energia para
fazer frente ao alto consumo no in´ıcio deste regime.
Durante o sono, os neuroˆnios passam por uma profunda regenerac¸a˜o. Ela ocorre devido
a` gerac¸a˜o de pulsos em alta frequ¨eˆncia pelos neuroˆnios dos GAMs, poss´ıvel grac¸as a`s conexo˜es
excitato´rias entre eles. Fortes conexo˜es inibito´rias entre diferentes GAMs fazem com que um
GAM em atividade impec¸a que outros iniciem a atividade, ate´ que este tenha cessado sua
gerac¸a˜o em alta frequ¨eˆncia. Desta forma, forma-se uma fila circular em que os GAMs se
alternam na gerac¸a˜o em alta frequ¨eˆncia. Repetidas voltas na fila reduzem o grau de degenerac¸a˜o
de todos os neuroˆnios ate´ o ponto em que eles na˜o conseguem mais gerar pulsos (devido ao
aumento do limiar). Enta˜o a fila e´ destru´ıda e a rede “acorda”, ou seja, entra no regime de
vig´ılia, que se caracteriza pelo aumento no grau de degenerac¸a˜o dos neuroˆnios.
O consumo de energia varia muito durante o ciclo dia´rio, sendo pequeno no in´ıcio
do regime de vig´ılia e tendo seu pico no in´ıcio do regime de sono. Como o fornecimento
de energia e´ relativamente constante, e´ necessa´rio que os neuroˆnios acumulem reservas, que
podem ser usadas nos per´ıodos em que o consumo e´ maior do que o fornecimento. Para
acumular reservas, tendo em vista que na˜o podem aumentar a quantidade de energia que lhes e´
fornecida, os neuroˆnios procuram prolongar as fases de pouco consumo, diminuindo a velocidade
de degenerac¸a˜o nestas fases. Desta forma, o problema de existeˆncia da rede transforma-se no
problema de acu´mulo de reservas para a organizac¸a˜o do pro´ximo regime de sono.
A degenerac¸a˜o depende apenas do tempo e na˜o pode ser diretamente influenciada pelo
neuroˆnio. O que este pode fazer e´ estimular regenerac¸o˜es parciais atrave´s de est´ımulos, ou ac¸o˜es
excitato´rias, que gerem potencial excitato´rio suficiente para a gerac¸a˜o de pulsos. Para que tais
ac¸o˜es ocorram, sa˜o necessa´rias excitac¸o˜es externas7, provenientes de receptores. Existe um
certo valor o´timo de excitac¸a˜o externa que permite uma reduc¸a˜o significativa do consumo de
energia, chamado de fluxo o´timo de excitac¸a˜o. O regime de vig´ılia, do ponto de vista energe´tico,
consiste na desacelerac¸a˜o da degenerac¸a˜o do neuroˆnio com o aux´ılio da excitac¸a˜o externa.
“O conceito neuroenerge´tico de inteligeˆncia e´ a representac¸a˜o de propriedades
intelectuais e emocionais do agente como “efeito colateral”, isto e´, como con-
sequ¨eˆncia da resoluc¸a˜o do problema de busca por excitac¸a˜o externa. (Emelyanov-
Yaroslavsky, 1992)”
7Emelyanov-Yaroslavsky chama as excitac¸o˜es externas de noisy excitation
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3.5 Memo´ria e Centro Emocional
Como vimos, o agente neuroenerge´tico tem dois componentes ba´sicos: a unidade de armaze-
namento, ou memo´ria, e o grupo de neuroˆnios chamado de centro emocional. Os neuroˆnios da
memo´ria podem criar conexo˜es entre si, formando os grupos de aux´ılio mu´tuo, o que lhes possi-
bilita trabalhar de maneira energeticamente eficiente. Ja´ os neuroˆnios do centro emocional na˜o
sa˜o capazes de criar conexo˜es entre si, o que os impede de resolver o problema de minimizac¸a˜o
de consumo por conta pro´pria. Em compensac¸a˜o, quando seu grau de degenerac¸a˜o esta´ elevado,
eles podem influenciar a memo´ria, de forma que esta fornec¸a a excitac¸a˜o necessa´ria para sua
regenerac¸a˜o e consequ¨ente reduc¸a˜o na necessidade de energia.
O centro emocional e´ o componente cr´ıtico e unificador do agente. A sau´de do agente e´
determinada pela sau´de me´dia dos neuroˆnios do centro emocional. Todo trabalho do agente,
no regime de vig´ılia, consiste em otimizar a sau´de do centro emocional.
Para que possam se regenerar, os neuroˆnios da memo´ria e do centro emocional neces-
sitam de excitac¸a˜o externa. Para garantir um fluxo constante de excitac¸o˜es, o agente deve
operar em ambientes conhecidos e trabalhar predominantemente no modo de confirmac¸a˜o de
expectativas.
As propriedades dos neuroˆnios sa˜o tais que levam a` formac¸a˜o de elementos de memo´ria.
Como a capacidade de memo´ria do agente e´ limitada, se o ambiente for muito diversificado,
ele na˜o pode ser simplesmente memorizado. Para seu bom funcionamento, e´ necessa´rio que
o agente compreenda e memorize as leis de funcionamento do ambiente, o que implica no
surgimento de func¸o˜es de mais alto n´ıvel, que poder´ıamos chamar de “inteligentes”, como por
exemplo, capacidade de generalizac¸a˜o. Tanto a necessidade da existeˆncia de func¸o˜es inteligentes
quanto as maneiras pelas quais elas sa˜o obtidas, sa˜o consequeˆncia da tarefa de minimizac¸a˜o de
consumo. A tarefa global do agente e´ a minimizac¸a˜o do consumo de energia.
3.5.1 Formac¸a˜o da Memo´ria
As excitac¸o˜es externas adentram a rede neuroenerge´tica atrave´s de seus receptores durante a
fase de vig´ılia (na fase de sono os receptores sa˜o bloqueados devido a`s conexo˜es inibito´rias com
os GAMs). A` medida em que as excitac¸o˜es externas que chegam a um grupo de neuroˆnios
(ligados a um mesmo receptor) se repetem, as conexo˜es excitato´rias entre estes neuroˆnios se
fortalecem (regra de treinamento8) e eles formam um grupo neural, isolando-se do restante da
rede atrave´s da criac¸a˜o de conexo˜es inibito´rias.
Os grupos neurais sa˜o grupos de aux´ılio mu´tuo similares aos formados no regime de
sono. A principal diferenc¸a reside na forc¸a das conexo˜es entre seus neuroˆnios, e na quantidade
de neuroˆnios num mesmo grupo. Nos grupos neurais, as conexo˜es sa˜o mais fortes, auxiliando
os neuroˆnios na tarefa de renovac¸a˜o funcional. Ale´m disso, o grupo neural e´ composto por um
nu´mero relativamente pequeno de neuroˆnios, e forma a representac¸a˜o interna (ou memo´ria) do
objeto/situac¸a˜o no ambiente externo que serviu de excitac¸a˜o inicial para a criac¸a˜o do grupo.
8ver Sec¸a˜o 4.2.5 na pa´gina 63.
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A excitac¸a˜o gerada internamente no grupo neural na˜o e´ suficiente para que ele entre
no estado ativo, de gerac¸a˜o em alta frequ¨eˆncia. Para que isto ocorra, o grupo neural precisa
receber excitac¸o˜es externas, provenientes de receptores ou de outros grupos neurais. Ou seja, e´
necessa´rio que se desenvolva um relacionamento entre grupos neurais, que, em u´ltima ana´lise,
leva ao surgimento das func¸o˜es mais complexas do agente.
Grupos neurais podem formar-se em diferentes n´ıveis. Seu n´ıvel e´ determinado pela ori-
gem da excitac¸a˜o que os formou. Grupos do primeiro n´ıvel sa˜o chamados de grupos prima´rios9,
e recebem excitac¸a˜o diretamente dos receptores da rede, formando o vocabula´rio ba´sico da
memo´ria, para o qual as excitac¸o˜es externas sa˜o traduzidas (lembrando os reperto´rios prima´rios
sugeridos por Edelman (1987)). Os grupos prima´rios, quando no estado ativo, geram excitac¸a˜o
para outros neuroˆnios, originando grupos em n´ıveis superiores. Desta forma, a rede possivel-
mente cria um modelo hiera´rquico do ambiente externo. Quando determinado grupo esta´ no
estado ativo, isto significa que a rede esta´ “lembrando” da situac¸a˜o que deu origem a`quele
grupo.
Do ponto de vista energe´tico, a memo´ria e os receptores surgem apenas
como fonte de excitac¸a˜o externa. Ou seja, os grupos neurais tem como func¸a˜o principal a
de formar grupos de aux´ılio mu´tuo, a fim de reduzir a necessidade de energia da massa neural
durante o regime de vig´ılia. O fato de eles modelarem, ou serem uma memo´ria do ambiente e´
consequeˆncia; e´ secunda´rio.
3.5.2 Funcionamento da Memo´ria
A maior parte da memo´ria do agente consiste de grupos neurais secunda´rios, que esta˜o relacio-
nados a objetos e situac¸o˜es no ambiente externo. Da mesma forma que os neuroˆnios, os grupos
neurais teˆm dois estados ativos. O primeiro (semi-ativo, S) e´ o estado de gerac¸a˜o de pulsos em
baixa frequ¨eˆncia. Este estado e´ facilmente atingido, esta´vel, mas muito prejudicial: as reservas
H dos neuroˆnios sa˜o rapidamente consumidas. Chamamos os grupos neurais no estado S de
focos de excitac¸a˜o.
O segundo estado (ativo, A) e´ o estado de gerac¸a˜o de pulsos em alta frequ¨eˆncia. Este
estado e´ transito´rio: devido ao crescimento acentuado do limiar de excitabilidade, o grupo
neural rapidamente passa ao estado de descanso R (A ⇒ R). O estado A e´ energeticamente
lucrativo devido ao ra´pido decre´scimo de Θ. Quando o i-e´simo grupo neural Ni esta´ no estado
A (denotemos isto por NAi ), ele gera excitac¸a˜o para outros grupos neurais, criando um bom
fluxo de excitac¸a˜o, e na memo´ria a “imagem” do i-e´simo objeto esta´ sendo ativada.
A atividade da memo´ria e´ necessa´ria a` pro´pria memo´ria: ao resolver o problema de
diminuir Θ para os grupos neurais, resolve-se o problema de formac¸a˜o do fluxo o´timo de ex-
citac¸a˜o, e o comportamento autoˆnomo do agente surge como a necessidade de construir ou
encontrar uma situac¸a˜o externa, que fornec¸a a excitac¸a˜o necessa´ria para formar o potencial
resultante Ui capaz de extingu¨ir os focos de excitac¸a˜o N
S
i :





9No original, phoneme ensemble, em refereˆncia aos fonemas das palavras. Os grupos de segundo n´ıvel sa˜o chamados
de word ensemble.
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Desta forma, o problema interno do agente de minimizar o consumo de energia transforma-se
no problema de extinguir os focos de excitac¸a˜o.
O conjunto de focos de excitac¸a˜o na memo´ria ({NSi }) representa o “desejo” do agente, e
o compele a encontrar ou criar uma situac¸a˜o externa correspondente a` interna, que va´ fornecer
a excitac¸a˜o necessa´ria para a extinc¸a˜o do foco de excitac¸a˜o. O processo de formac¸a˜o dos
focos de excitac¸a˜o e´ um evento probabil´ıstico de transic¸a˜o de NRi ⇒ N
S
i que depende, entre
outras coisas, da excitabilidade do grupo neural i, ou seja, da condutividade das conexo˜es entre
seus neuroˆnios. A excitabilidade dos grupos neurais pode ser aumentada atrave´s do aumento
na condutividade das conexo˜es internas de seus neuroˆnios. Este e´ o principal mecanismo de
auto-controle do agente, no sentido de decidir por uma ou outra alternativa de soluc¸a˜o.
Chamamos os grupos neurais com alta condutividade interna (comparados com certo
padra˜o) de dominantes. Os dominantes tem maior probabilidade de transformar-se em focos de
excitac¸a˜o, formando o nu´cleo de “desejos internos” do agente. Quando ocorre a passagem de
estado NSi ⇒ N
A
i , a condutividade das conexo˜es internas diminui, eNi deixa de ser dominante.
O dominante pode se formar a partir de qualquer grupo que permanec¸a por muito tempo no
estado S, o que corresponde ao fato de que o objeto ou situac¸a˜o i na˜o esta´ sendo “visto” ou
“percebido”.
“O comportamento do agente no ambiente externo e´ um reflexo de sua ativi-
dade interna na tentativa de eliminar os dominantes na memo´ria. (Emelyanov-
Yaroslavsky, 1992)”
3.5.3 Controle do Agente — Centro Emocional
Conforme vimos na Sec¸a˜o 3.3, a sau´de do neuroˆnio — determinada a partir das reservas de
energia e de sua tendeˆncia de queda ou aumento — e´ uma medida do “bem-estar” (self-
feeling) do neuroˆnio. Para caracterizar o “bem-estar” do agente neuroenerge´tico como um todo,
utilizamos um paraˆmetro chamado de sau´de do agente. O funcionamento do agente no regime
de vig´ılia e´ organizado de forma a maximizar sua sau´de. Isto ocorrendo, automaticamente sa˜o
resolvidos os problemas de fluxo o´timo de excitac¸a˜o e extinc¸a˜o dos focos de excitac¸a˜o.
A sau´de do agente na˜o e´ determinada pela sau´de me´dia de todos seus neuroˆnios, mas
sim pela sau´de de um pequeno subconjunto de neuroˆnios especiais, que compo˜em o centro
emocional. Ou seja, a sau´de do agente e´ dada pela sau´de do centro emocional, identificada pela
varia´vel Qǫ. E´ a sau´de do centro emocional que vai determinar o comportamento da memo´ria,
e, consequ¨entemente, dos mecanismos de ac¸a˜o do agente (haja vista que estes sa˜o acionados
pela memo´ria). Desta forma, o centro emocional na˜o tem apenas o papel de “sentir” por todo
o agente, mas tambe´m e´ o responsa´vel por dirigir sua atividade.
Ja´ que os neuroˆnios do centro emocional na˜o podem formar conexo˜es com outros
neuroˆnios, o que os impede de formar GAMs, eles necessitam de excitac¸o˜es regulares da memo´ria
para reduzir o valor de Θ. As excitac¸o˜es sa˜o fornecidas por grupos prima´rios no estado ativo,
e a atividade cont´ınua de grupos prima´rios pertencentes a um mesmo grupo secunda´rio, forma
um sinal para o centro emocional. Este sinal leva uma parte dos neuroˆnios do centro emocio-
nal, com alta excitabilidade (Θ > Θc), a entrar em atividade, “lanc¸ando-os” a` regia˜o de baixos
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valores de Θ, onde formam um lote neural10. O estado do centro emocional e´ definido pelo
formato da distribuic¸a˜o de Θ dos seus neuroˆnios (nθ), conforme mostra a Figura 3.4. Assim
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Regia˜o
cr´ıtica
Figura 3.4: Distribuic¸a˜o dos neuroˆnios do centro emocional em func¸a˜o de Θ na auseˆncia de
sinais (linha pontilhada) e apo´s um sinal da memo´ria (linha cheia). nθ – nu´mero de neuroˆnios
do centro emocional com este valor de Θ.
O nu´mero de neuroˆnios na regia˜o cr´ıtica e sua posic¸a˜o dentro dela determinam a de-
manda de energia do centro emocional, isto e´, o de´ficit de energia, causado pela diminuic¸a˜o nas
reservas e afetando diretamente sua sau´de. O de´ficit de energia modula os principais processos
no agente: atividade da memo´ria, atividade de busca dos sistemas receptores e a magnitude da
ac¸a˜o tomada pelos sistemas motores. Para executar uma ac¸a˜o, o agente precisa efetuar uma
mobilizac¸a˜o emocional, isto e´, criar um grande lote de neuroˆnios na regia˜o cr´ıtica. A sensac¸a˜o
“ruim”, “desagrada´vel”, no agente, e´ definida pelo valor e velocidade de crescimento do de´ficit
de energia do centro emocional. De modo semelhante, a sensac¸a˜o “bom”, “agrada´vel” e´ defi-
nida pelo valor de decre´scimo do de´ficit. O u´nico objetivo do agente, do ponto de vista das
sensac¸o˜es, e´ otimizar sua sau´de: maximizar o “bom” e minimizar o “ruim”. Uma vez que o
estado do agente e´ determinado pela variac¸a˜o do de´ficit de energia, os estados “bom” e “ruim”
na˜o sa˜o esta´veis, e o agente precisa estar em constante atividade para maximizar sua sau´de.
Os sinais gerados pela memo´ria formam grupos compactos de neuroˆnios (lotes neurais)
na distribuic¸a˜o de Θ do centro emocional (Figura 3.4). O tamanho e a posic¸a˜o destes lotes
depende basicamente da magnitude dos sinais, e do intervalo entre eles. Devido ao processo de
degenerac¸a˜o dos neuroˆnios, os lotes movem-se para a regia˜o cr´ıtica e, ao adentra´-la, criam os
estados de elevado toˆnus emocional no agente. Um lote neural na regia˜o cr´ıtica, cria um toˆnus
negativo, e requer da memo´ria e dos receptores externos o envio de um sinal, que o leve de volta
10No original (Emelyanov-Yaroslavsky & Potapov, 1992b), neural batch.
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a` regia˜o de baixos valores de Θ. Ou seja, em certos momentos, lotes criam requisic¸o˜es, pedindo
sinais de determinada magnitude. Nenhuma sequ¨eˆncia de sinais pode satisfazer completamente
o centro emocional, devido a algumas limitac¸o˜es resultantes de propriedades dos neuroˆnios.
As situac¸o˜es externas que geram sinais sa˜o classificadas em “boas” ou “ruins”, de acordo com
sua capacidade de melhorar o estado do centro emocional. Situac¸o˜es “boas” sa˜o aquelas que
rapidamente criam um sinal capaz de levar o lote a` regia˜o de baixos valores de Θ, criando assim
um toˆnus positivo, enquanto que situac¸o˜es “ruins” funcionam no sentido contra´rio.
O centro emocional controla a memo´ria basicamente atrave´s da influeˆncia de Qǫ na
conectividade dos grupos neurais. Esta e´ a u´nica maneira que o centro emocional teˆm de influ-
enciar os neuroˆnios da massa neural, pois na˜o ha´ conexo˜es dos neuroˆnios do centro emocional
para os neuroˆnios da massa neural. O estado “bom” no centro emocional aumenta a excitabili-
dade dos grupos neurais, facilitando sua passagem do estado de descanso para o estado de foco
de excitac¸a˜o (R⇒ S), e o estado “ruim” facilita a passagem dos grupos no estado de foco de
excitac¸a˜o para o estado ativo (S⇒ A⇒ R), isto e´, facilita a extinc¸a˜o dos focos de excitac¸a˜o.
Para ajustar os desejos internos a`s excitac¸o˜es externas, o centro emocional utiliza uma
propriedade de seus neuroˆnios: eles podem variar fortemente o valor de Θc. A variac¸a˜o de Θc
tem a func¸a˜o de evitar que estados “muito bons” ou “muito ruins” ocorram. Quando muitos
neuroˆnios esta˜o na regia˜o cr´ıtica, e o estado do centro emocional esta´ ruim o suficiente, Θc
move-se para a direita, simulando a esperanc¸a de chegada de um sinal para o lote. Quando
o nu´mero de neuroˆnios na regia˜o cr´ıtica esta´ abaixo de um valor normal, Θc move-se para a
esquerda. Pode tambe´m ocorrer que Θc na˜o varie, de forma a produzir um toˆnus emocional
muito forte com a presenc¸a de um lote na regia˜o cr´ıtica. Como mencionamos anteriormente,
para acionar os sistemas motores, faz-se necessa´rio um forte toˆnus emocional, que e´ formado
por grandes lotes penetrando profundamente na regia˜o cr´ıtica, enquanto Θc na˜o e´ alterado.
Outra peculiaridade dos neuroˆnios do centro emocional e´ sua acelerada taxa de de-
generac¸a˜o, e pequena capacidade de armazenar energia. Isto os torna muito vulnera´veis e
dependentes do estado da memo´ria. Esta dependeˆncia e´ tal que, quanto maior o nu´mero de
focos de excitac¸a˜o na memo´ria, mais cr´ıtica a situac¸a˜o do centro emocional, de forma que o
centro emocional pode ser visto como um “amplificador de problemas” da memo´ria.
3.6 Regime de Subconscieˆncia
A memo´ria do agente e´ formada pelo conjunto dos va´rios grupos neurais (cada um corres-
pondendo a certo conhecimento) que compo˜em o seu vocabula´rio. Enquanto um grupo neural
esta´ inativo, suas conexo˜es interneuronais decrescem gradualmente, podendo desaparecer apo´s
algum tempo, o que significa a perda de algum conhecimento. Por isso, a memo´ria precisa
resolver o problema de regenerac¸a˜o do vocabula´rio passivo, formado por grupos que na˜o conse-
guem entrar em atividade no regime de vig´ılia. As condic¸o˜es para a regenerac¸a˜o do vocabula´rio
passivo surgem durante o regime de subconscieˆncia.
Chamamos de subconscieˆncia o estado da massa neural quando uma parte esta´ no re-
gime de sono e outra parte no regime de vig´ılia, simultaneamente. A subconscieˆncia e´ poss´ıvel
grac¸as a` divisa˜o da massa neural em zonas fracamente interconectadas (por exemplo, dois he-
misfe´rios), de forma que o regime de sono em uma das zonas bloqueia a atividade dos receptores
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e do centro emocional, deixando a zona que esta´ no regime de vig´ılia sem o aux´ılio de excitac¸a˜o
externa. Os grupos do vocabula´rio passivo na zona que esta´ em vig´ılia conseguem se regenerar
espontaneamente, grac¸as a` sua alta excitabilidade (os detalhes desse processo sera˜o discutidos
no Cap´ıtulo 5). A durac¸a˜o do regime de subconscieˆncia e´ pequena, e assim ha´ um limite no
nu´mero de grupos que podem ser renovados antes que suas conexo˜es desaparec¸am. Este e´ o
principal fator que determina a capacidade ma´xima de memo´ria do agente, muito mais do que
a quantidade de neuroˆnios.
No regime de subconscieˆncia, ale´m da renovac¸a˜o das conexo˜es, ocorre tambe´m a forma-
c¸a˜o de novos grupos neurais. E´ importante ressaltar que estes novos grupos na˜o surgem como
resultado direto da percepc¸a˜o, mas como resultado da atividade simultaˆnea de diversos grupos
neurais, na˜o necessariamente correlacionados pela percepc¸a˜o no regime de vig´ılia. Os novos
grupos que se mostrarem melhores do que os grupos que os formaram (mais simples ou mais
gerais), tendem a substitu´ı-los apo´s algum tempo, devido a` caracter´ıstica da memo´ria de que os
melhores grupos teˆm mais chances de se regenerar, impedindo a regenerac¸a˜o dos concorrentes
que representam o mesmo conhecimento. Esta capacidade de generalizac¸a˜o e unia˜o de conceitos,
associada a` substituic¸a˜o de grupos neurais, faz com que a renovac¸a˜o da memo´ria a leve a uma
organizac¸a˜o mais racional. Assim sendo, a memo´ria na˜o se altera somente devido a` alterac¸o˜es
no ambiente, mas tambe´m devido ao processo de racionalizac¸a˜o.
3.7 Sistema de Auto-excitac¸a˜o
Vimos que o fluxo de excitac¸a˜o necessa´rio para otimizar o consumo de energia do agente e´
proveniente dos receptores e dos grupos neurais da memo´ria. Mais precisamente, a quantidade
necessa´ria de excitac¸a˜o e´ criada quando a memo´ria trabalha na condic¸a˜o de confirmac¸a˜o de
expectativas, isto e´, quando os grupos secunda´rios conseguem “prever” a pro´xima entrada
dos receptores e ativar os grupos prima´rios correspondentes antes que a excitac¸a˜o chegue ao
receptor. Mas, durante o per´ıodo de inatividade de um grupo neural, o ambiente externo pode
ter-se alterado, e o objeto/situac¸a˜o que deu origem a ele pode ter sido removido do ambiente.
Neste caso, torna-se imposs´ıvel receber do ambiente a excitac¸a˜o necessa´ria para levar o grupo
ao estado ativo, na˜o sendo poss´ıvel gerar o fluxo o´timo de excitac¸a˜o.
Para reduzir a dependeˆncia do agente em relac¸a˜o ao ambiente, introduzimos a ca-
pacidade de auto-excitac¸a˜o. A partir do momento em que o agente possui uma quantidade
relativamente grande de grupos neurais, teˆm in´ıcio a formac¸a˜o de um vocabula´rio de nomes,
formado por grupos neurais associados a objetos/situac¸o˜es no ambiente. Atrave´s do mecanismo
de auto-excitac¸a˜o, o agente consegue “pronunciar” estes nomes, ativando os receptores, que por
sua vez geram excitac¸a˜o para os grupos neurais correspondentes. Assim, forma-se o fluxo de
excitac¸a˜o necessa´rio para a desativac¸a˜o dos focos de excitac¸a˜o, sem necessitar da influeˆncia do
ambiente.
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3.8 Resumo
Neste cap´ıtulo apresentamos, de forma resumida, as principais propriedades do neuroˆnio neu-
roenerge´tico, e as caracter´ısticas da rede neural decorrente da interconexa˜o dos neuroˆnios.
Tambe´m introduzimos os principais componentes do agente neuroenerge´tico, e de como o fun-
cionamento destes componentes da´ origem a func¸o˜es de alto n´ıvel, pass´ıveis de serem chamadas
de “inteligentes”. Vamos enta˜o a um resumo sequencial dos principais aspectos do agente
proposto por Emelyanov-Yaroslavsky:
1. A propriedade de degenerac¸a˜o do neuroˆnio e a limitac¸a˜o na quantidade dispon´ıvel de
energia criam a demanda por atividade, ou seja, criam o problema a ser resolvido do
ponto de vista energe´tico.
2. A capacidade de regenerac¸a˜o atrave´s da gerac¸a˜o de pulsos e as propriedades das co-
nexo˜es interneuronais possibilitam a auto-organizac¸a˜o dos neuroˆnios em uma rede neu-
roenerge´tica, na qual eles estimulam-se mutuamente, reduzindo assim sua necessidade
de energia.
3. O acu´mulo de reservas pro´prias de energia, a grande variac¸a˜o nas necessidades de energia
durante um ciclo dia´rio, com uma fase de excesso de oferta de energia, e a dependeˆncia
desta fase do fluxo de excitac¸a˜o, criam a tarefa de criac¸a˜o do fluxo o´timo de excitac¸a˜o.
4. As propriedades dos neuroˆnios e das conexo˜es, com o aux´ılio de excitac¸o˜es provenientes
do ambiente externo, possibilitam a formac¸a˜o de grupos neurais, capazes de atuar no
papel de geradores de excitac¸a˜o.
5. Para que os grupos neurais possam gerar um fluxo constante de excitac¸a˜o, e´ necessa´rio
que haja um sistema de controle. Este sistema e´ composto pela totalidade dos grupos
neurais e por sua correlac¸a˜o com objetos e situac¸o˜es do ambiente externo, e se auto-
organiza grac¸as a` influeˆncia do ambiente. Desta forma, os geradores de excitac¸a˜o acabam
por formar uma memo´ria do ambiente externo.
6. Os grupos neurais podem encontrar-se em dois modos ativos: gerac¸a˜o de pulsos em
alta frequ¨eˆncia, que e´ energeticamente vantajoso; e gerac¸a˜o em baixa frequ¨eˆncia, que e´
prejudicial energeticamente, mas esta´vel, chamado de foco de excitac¸a˜o. Desta forma
surge no agente a tarefa de extingu¨ir os focos de excitac¸a˜o. Para tanto, e´ necessa´rio
encontrar ou criar uma situac¸a˜o no ambiente que leve o foco de excitac¸a˜o a entrar em
atividade. Assim, surge a necessidade de ac¸a˜o no agente.
7. O fluxo de excitac¸a˜o e´ formado com a extinc¸a˜o dos focos de excitac¸a˜o, e deve ser cons-
tante. Isto significa que deve haver condic¸o˜es para que sempre de novo surjam focos de
excitac¸a˜o, o que se torna poss´ıvel grac¸as a` introduc¸a˜o no agente de um modulador da
excitabilidade dos grupos neurais, composto por neuroˆnios especiais, chamado de centro
emocional.
8. A separac¸a˜o da massa neural em hemisfe´rios fracamente interligados e as relac¸o˜es entre
o centro emocional, a memo´ria e os receptores, da˜o origem a situac¸o˜es em que e´ dif´ıcil
a extinc¸a˜o dos focos de excitac¸a˜o. E´ a´ı que surge o regime de subconscieˆncia, no qual o
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problema de sobreviveˆncia dos neuroˆnios e´ resolvido quando os grupos neurais entram
em atividade devido ao elevado grau de degenerac¸a˜o, dando origem a grupos neurais
novos, energeticamente mais vantajosos. Esta otimizac¸a˜o do consumo de energia leva a`
universalizac¸a˜o do modelo do ambiente externo, ou seja, a` construc¸a˜o de generalizac¸o˜es.
9. Os valores da condutividade das conexo˜es nos grupos neurais variam entre limites bas-
tante grandes, e sa˜o determinados pela histo´ria de atividade do grupo. Grupos com
grande condutividade teˆm grande excitabilidade e tornam-se dominantes. A composic¸a˜o
de dominantes determina o comportamento do agente, os seus “desejos”. O trabalho do
agente e´ determinado pela tarefa de liquidar os dominantes.
10. No regime de vig´ılia deve-se garantir ao agente condic¸o˜es de permanecer em atividade
suficientemente intensa, ao que contribuem as excitac¸o˜es provenientes do ambiente. Mas
se o ambiente acess´ıvel ao agente, por algum motivo, deixar de fornecer a excitac¸a˜o
necessa´ria, na˜o havera´ condic¸o˜es para a atividade da memo´ria. Este e´ o pre´-requisito
para o desenvolvimento do sistema de auto-excitac¸a˜o, cujo propo´sito e´ usar “nomes” de




Do not worry about your difficulties in mathematics;
I can assure you that mine are greater.
(Albert Einstein)
4.1 Introduc¸a˜o
A construc¸a˜o do agente neuroenerge´tico depende, em primeiro lugar, do funcionamento de seu
elemento ba´sico: o neuroˆnio. Neste cap´ıtulo descrevemos em detalhes os diversos paraˆmetros e
restric¸o˜es do neuroˆnio, e verificamos a capacidade de auto-organizac¸a˜o da rede neuroenerge´tica.
No momento, na˜o ha´ a preocupac¸a˜o com a construc¸a˜o do agente como um todo ou com o
surgimento de func¸o˜es inteligentes no sistema, questo˜es estas que sera˜o abordadas no Cap´ıtulo
5. O objetivo e´ comprovar a viabilidade energe´tica da rede, ou seja, comprovar que os neuroˆnios
conseguem reduzir o consumo de energia quando se organizam atrave´s da formac¸a˜o de conexo˜es
interneuronais, ale´m de verificar a existeˆncia de condic¸o˜es para o posterior desenvolvimento dos
componentes do agente.
Uma grande dificuldade encontrada nesta fase do trabalho foi a de definir as equac¸o˜es
que regem o comportamento do neuroˆnio, a partir de sua descric¸a˜o encontrada na bibliogra-
fia. Apesar de algumas equac¸o˜es terem sido utilizadas da maneira proposta por Emelyanov-
Yaroslavsky, outras tiveram de ser modificadas significativamente, pois eram muito gene´ricas
ou na˜o apresentavam o comportamento desejado, descrito no texto. Isto se deve em parte a
poss´ıveis erros nas equac¸o˜es dispon´ıveis na internet e a` grande quantidade de termos indefini-
dos. As equac¸o˜es possuem complexas relac¸o˜es de interdependeˆncia, e uma se´rie de restric¸o˜es
impostas ao funcionamento da rede devem ser satisfeitas, de forma que a definic¸a˜o dos valores
das constantes tambe´m se mostrou bastante laboriosa. Mas as principais constantes tinham
valores especificados nas refereˆncias, facilitando o in´ıcio do trabalho e permitindo a construc¸a˜o
de uma rede que apresentasse resultados semelhantes aos obtidos por Emelyanov-Yaroslavsky.
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4.1.1 Organizac¸a˜o do Cap´ıtulo
A Sec¸a˜o 4.2 apresenta uma especificac¸a˜o detalhada das equac¸o˜es e restric¸o˜es que regem o
comportamento do neuroˆnio. A Sec¸a˜o 4.3 analisa os aspectos energe´ticos resultantes do trabalho
conjunto dos neuroˆnios na rede neuroenerge´tica, e a Sec¸a˜o 4.4 apresenta os resultados obtidos
com a implementac¸a˜o computacional da rede. Finalmente, a Sec¸a˜o 4.5 faz um breve resumo
do cap´ıtulo.
4.2 Neuroˆnio
Antes de apresentar as equac¸o˜es que regem o comportamento do neuroˆnio, e´ necessa´rio chamar a
atenc¸a˜o a` grande interdependeˆncia entre elas, de forma que na˜o se pode definir todos os termos
das equac¸o˜es no momento em que elas sa˜o descritas. O neuroˆnio tambe´m possui diversas
varia´veis que definem seu estado, e estas sa˜o recalculadas aplicando-se as equac¸o˜es a cada
intervalo de tempo. Uma das varia´veis mais utilizadas e´ a frequ¨eˆncia de gerac¸a˜o de pulsos. O
neuroˆnio utiliza sua pro´pria frequ¨eˆncia (representada por v) para calcular o valor de diversas
varia´veis, e tambe´m a frequ¨eˆncia de outros neuroˆnios (representada por vj) no ca´lculo do
potencial resultante. Por fim, e´ importante frisar que os pulsos gerados pelo neuroˆnio sa˜o
sempre iguais (em amplitude, intensidade, etc.), e por isso na˜o sa˜o utilizados diretamente.
O que e´ utilizado e´ a quantidade de pulsos gerados em determinado intervalo de tempo, sua
frequ¨eˆncia.
4.2.1 Degenerac¸a˜o e Regenerac¸a˜o
Na natureza, sistemas simples conseguem manter sua integridade grac¸as a` forte ligac¸a˜o de suas
estruturas. Ja´ em sistemase complexos, compostos por va´rias partes, a integridade pode ser
mantida somente se houver uma maneira de recuperar a´reas destru´ıdas ou danificadas. Sistemas
vivos conseguem manter-se em funcionamento, apesar de terem estruturas complexas, porque
teˆm a habilidade de permanentemente, e de forma independente, recuperar partes danificadas.
O neuroˆnio neuroenerge´tico assemelha-se em muitos aspectos a um neuroˆnio biolo´gico e, desta
forma, esta´ tambe´m sujeito a agresso˜es e danos que, se na˜o revertidos, podem destru´ı-lo. Estas
agresso˜es e danos sa˜o simulados atrave´s do grau de degenerac¸a˜o Θ do neuroˆnio, que e´ uma
de suas principais caracter´ısticas e depende apenas do tempo, na˜o podendo ser influenciado
diretamente pelo neuroˆnio. Quanto maior o valor de Θ, maior o consumo de energia do neuroˆnio,
dificultando sua sobreviveˆncia num ambiente em que a quantidade de energia e´ limitada.
Mas o neuroˆnio e´ capaz de regenerar-se atrave´s da gerac¸a˜o de pulsos. O grau de
degenerac¸a˜o e´ reduzido a cada pulso, e a dimensa˜o desta reduc¸a˜o depende da frequ¨eˆncia de
gerac¸a˜o v e do valor de Θ (a reduc¸a˜o e´ maior para valores maiores de Θ e v). Ale´m disso,
a reduc¸a˜o devida ao u´ltimo pulso de uma se´rie e´ significativamente maior do que a reduc¸a˜o
devida aos pulsos gerados no interior da se´rie. Isto pode ser entendido do ponto de vista
f´ısico da seguinte maneira: a regenerac¸a˜o devida a um pulso na˜o termina imediatamente apo´s o
disparo do pulso, mas continua por algum tempo, desde que na˜o seja interrompida pela gerac¸a˜o
de um novo pulso. Como o u´ltimo pulso na˜o e´ interrompido, ele tem um efeito regenerativo
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maior. E´ importante observar que a gerac¸a˜o de um pulso isolado, na˜o precedido nem seguido
de outros pulsos, equivale ao u´ltimo pulso de uma se´rie, e na˜o ao primeiro, tendo o mesmo
poder regenerativo daquele.
Desta forma, antes de ser um mecanismo de comunicac¸a˜o, a gerac¸a˜o de pulsos por
parte do neuroˆnio e´ um estado de intensa atividade de regenerac¸a˜o de estruturas. Ao atingir
um limite mı´nimo no grau de degenerac¸a˜o, o neuroˆnio fica impedido de gerar novos pulsos e
entra no estado de inatividade. A principal consequ¨eˆncia da reduc¸a˜o de Θ e´ a diminuic¸a˜o do
consumo de energia por parte do neuroˆnio. A variac¸a˜o do grau de degenerac¸a˜o do neuroˆnio ao











v, durante uma se´rie de pulsos;
∆Θ + ϑl, no u´ltimo pulso da se´rie;
(4.1)
ϑd, ϑl, kθ = const, ϑd > 0, ϑl < 0, kθ > 0.
onde t – tempo; ϑd – aumento de Θ a cada unidade de tempo; ϑl – decre´scimo de Θ devido ao
u´ltimo pulso de uma se´rie.
4.2.2 Gerac¸a˜o de Pulsos
Como vimos anteriormente, a gerac¸a˜o de pulsos nos neuroˆnios neuroenerge´ticos tem como
principal func¸a˜o efetuar sua regenerac¸a˜o, permitindo uma reduc¸a˜o no consumo de energia. Nos
neuroˆnios biolo´gicos, cujo comportamento os neuroenerge´ticos procuram reproduzir, um pulso
ocorre quando o potencial de ac¸a˜o ultrapassa o limiar dinaˆmico Πd. O primeiro pulso apo´s um
per´ıodo de inatividade, e´ ate´ certo ponto probabil´ıstico, enquanto os pulsos seguintes dependem
quase que unicamente do potencial de ac¸a˜o e de Πd. O limiar dinaˆmico sofre uma grande
variac¸a˜o no curto intervalo de tempo entre dois pulsos, e o formato da dependeˆncia Πd(τ),
proveniente de estudos neurofisiolo´gicos (Guyton, 1992, pa´g. 99), esta´ ilustrado na Figura 4.1
na pro´xima pa´gina.
Podemos observar que nos primeiros instantes apo´s um pulso, o neuroˆnio biolo´gico
encontra-se na regia˜o de refrac¸a˜o absoluta, e na˜o consegue gerar novos pulsos. Esta e´ a limitac¸a˜o
superior a` sua frequ¨encia de gerac¸a˜o de pulsos. Logo em seguida, ele entra na regia˜o de refrac¸a˜o
relativa, na qual consegue gerar um novo pulso se tiver um potencial alto (que so´ pode ser obtido
com o aux´ılio de excitac¸o˜es provenientes de outros neuroˆnios). Na regia˜o de exaltac¸a˜o, a gerac¸a˜o
de pulsos pode ser espontaˆnea, sem aux´ılio externo, desde que outros fatores, como potencial
inibito´rio ou fadiga sina´ptica, na˜o a impec¸am. Finalmente, se o neuroˆnio na˜o gerar um novo
pulso ate´ τmax, ele entra no estado de descanso, ou inativo.
O neuroˆnio neuroenerge´tico, diferentemente do neuroˆnio biolo´gico, opera em intervalos
de tempo discreto (t). Assim, ao inve´s de gerar um pulso toda vez que o potencial ultrapassa
o limiar, ele produz como sa´ıda a frequ¨eˆncia de gerac¸a˜o de pulsos v, indicando quantos pulsos
ele gera a cada intervalo t = τmax. Levando em conta que v = 1/τ , podemos construir a func¸a˜o
v0(U) (Figura 4.2 na pa´gina 57) que determina a frequ¨eˆncia de pulsos em func¸a˜o do potencial









Figura 4.1: Dependeˆncia do limiar dinaˆmico Πd ao tempo τ transcorrido desde o u´ltimo pulso:
1 – regia˜o de refrac¸a˜o absoluta; 2 – regia˜o de refrac¸a˜o relativa; 3 – regia˜o de exaltac¸a˜o; ΠR –
limiar de refrac¸a˜o; ΠE – limiar de exaltac¸a˜o.
maneira significativa das func¸o˜es sigmoidais comumente utilizadas em redes neurais artificiais,
pois descreve o neuroˆnio como um elemento com treˆs estados esta´veis: descanso; gerac¸a˜o de
pulsos em baixa frequ¨eˆncia na regia˜o de exaltac¸a˜o; e gerac¸a˜o de pulsos em alta frequ¨eˆncia na
regia˜o de refrac¸a˜o relativa. Da mesma forma que ocorre nos neuroˆnios biolo´gicos, inicialmente
a frequ¨eˆncia de gerac¸a˜o de pulsos aumenta rapidamente com o aumento do potencial, mas este
aumento e´ cada vez menor a` medida que se aproxima da frequ¨eˆncia ma´xima vmax, simulando
o processo de fadiga das sinapses (Guyton, 1992). Ale´m disso, o cara´ter probabil´ıstico do
primeiro pulso do neuroˆnio biolo´gico, apo´s um tempo de inatividade, e´ simulado atrave´s da
func¸a˜o π(U) (Equac¸a˜o (4.3)).




1, U ≥ 0;
1, U ≥ ΠE, v 6= 0;





0, U < ΠE ;





, U > ΠR.
(4.4)
β, λ = const, β, λ > 0; sign(x) = (x > 0) ? 1 : 0;
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onde ξ – valor aleato´rio distribu´ıdo uniformemente no intervalo [0 : 1]; π – componente pro-
babil´ıstica para o in´ıcio da gerac¸a˜o de pulsos apo´s um per´ıodo de inatividade; ΠE – limiar de
exaltac¸a˜o, que e´ o limite para a entrada na regia˜o de exaltac¸a˜o; ΠR – limiar de refrac¸a˜o, que
limita a regia˜o de refrac¸a˜o relativa, na qual ocorre a gerac¸a˜o de pulsos em alta frequ¨eˆncia; vmin
– frequ¨eˆncia mı´nima de gerac¸a˜o de pulsos; vmax – frequ¨eˆncia ma´xima de gerac¸a˜o de pulsos.
potencial – U


















Figura 4.2: Dependeˆncia da frequeˆncia (v0) ao potencial resultante (U)
As Equac¸o˜es mostram que o neuroˆnio necessariamente gera pulsos quando U ≥ 0.
Quando ΠE ≤ U < 0 o neuroˆnio consegue gerar pulsos sem excitac¸a˜o externa e o in´ıcio da
gerac¸a˜o e´ essencialmente probabil´ıstico; e quando U < ΠE ele na˜o gera pulsos. O valor da
constante β na Equac¸a˜o 4.3 deve ser ajustado de forma que a probabilidade (π(U)) de que
um neuroˆnio isolado inicie a gerac¸a˜o de pulsos aumente apenas quando o neuroˆnio ja´ estiver
bastante degenerado, com o consumo maior do que a alimentac¸a˜o. Esta e´ uma das principais
causas que leva a` auto-organizac¸a˜o dos neuroˆnios da rede.
Outro fator determinante para a auto-organizac¸a˜o da rede neuroenerge´tica e´ a posic¸a˜o
da frequ¨eˆncia o´tima de gerac¸a˜o de pulsos vopt. E´ fundamental que esta frequ¨eˆncia esteja loca-
lizada na regia˜o de refrac¸a˜o relativa, uma vez que ao gerar pulsos nesta frequ¨eˆncia, o neuroˆnio
obte´m a reduc¸a˜o mais eficiente de Θ, com o menor consumo de energia. Como podemos obser-
var na Figura 4.2, vopt e´ um pouco menor do que a frequ¨eˆncia ma´xima e bem maior do que a
mı´nima, de forma que so´ pode ser atingida com o aux´ılio de potencial excitato´rio proveniente
de outros neuroˆnios. Ale´m da frequ¨eˆncia vopt, existe um segundo modo de operac¸a˜o energeti-
camente vantajoso para o neuroˆnio: a gerac¸a˜o de pulsos isolados, u´nicos. Isto se deve ao fato
de que a reduc¸a˜o de Θ devida a um pulso isolado ou ao u´ltimo pulso de uma se´rie, e´ significa-
tivamente maior do que a reduc¸a˜o devida a um pulso no interior de uma se´rie (Equac¸a˜o 4.1).
A eficieˆncia energe´tica dos pulsos isolados e´ um dos principais fatores que leva ao
surgimento de func¸o˜es inteligentes no agente.
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4.2.3 Potencial Resultante
O potencial resultante (U) do neuroˆnio, e´ dado pelo somato´rio dos potenciais excitato´rios e
inibito´rios, e do limiar de excitabilidade Π, segundo as seguintes equac¸o˜es:
U = kUW −Π; (4.5)
W =W+{v, t}+W−{v, t}; (4.6)
Π = Π0(Θ) + ΠS{v, t}; (4.7)
onde W – potencial proveniente das conexo˜es; kU – constante calculada em func¸a˜o do nu´mero
de conexo˜es de cada neuroˆnio, que tem por finalidade ajustar a proporc¸a˜o entre os valores de
W e Π; W+ – potencial excitato´rio; W− – potencial inibito´rio; Π0 – limiar “puro”; ΠS – limiar
esta´tico; sendo que W e ΠS dependem da variac¸a˜o de v ao longo do tempo. E´ importante
observar que a Equac¸a˜o 4.5 na˜o conte´m refereˆncia expl´ıcita a` excitac¸a˜o externa, porque os
receptores sa˜o tratados como um tipo especial de neuroˆnio que recebe o potencial excitato´rio
diretamente do ambiente.
4.2.3.1 Limiar Esta´tico
O limiar esta´tico ΠS depende do tempo transcorrido desde o u´ltimo pulso, ou seja,
depende da frequ¨eˆncia de gerac¸a˜o de pulsos. Ele tem por finalidade reproduzir duas proprieda-
des dos neuroˆnios biolo´gicos: impossibilidade de gerac¸a˜o de pulsos em alta frequ¨eˆncia durante
muito tempo (fadiga de transmissa˜o das sinapses), e aumentos sucessivos e tempora´rios da ex-
citabilidade do neuroˆnio (facilitac¸a˜o po´s-tetaˆnica) (Guyton, 1992). Quando ΠS atinge um certo
valor cr´ıtico ΠSc , ele cresce rapidamente ate´ o valor ma´ximo ΠSmax, de forma que a gerac¸a˜o de
pulsos e´ interrompida, levando o neuroˆnio ao estado de descanso. Sempre que o crescimento de
ΠS for o responsa´vel pela interrupc¸a˜o da atividade do neuroˆnio, dizemos que o ele esta´ no estado
latente. Durante este estado, os valores de ΠS decrescem ate´ tornarem-se negativos, facilitando





= ks (Ψ{ΠS, v} −ΠS), ΠS < ΠSc , v 6= 0;
ΠS = ΠSmax , ΠS ≥ ΠSc , v 6= 0;
∂ΠS
∂t
= −lsR(ΠS)Ψ{ΠS}, v = 0
(4.8)
ks, ls = const.
onde Ψ – varia´vel auxiliar cuja variac¸a˜o ao longo do tempo depende de ΠS e de v (Equac¸a˜o
4.9); ΠSc – certo valor cr´ıtico de ΠS; ΠSmax – certo valor ma´ximo de ΠS que indubitavelmente
interrompe a gerac¸a˜o de pulsos; R(ΠS) – func¸a˜o que garante reduc¸a˜o ra´pida de ΠS para baixos
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2 − lψ ΠS, ΠS < ΠSc , v 6= 0;
Ψ = ΠSmax , ΠS ≥ ΠSc , v 6= 0;
∂Ψ
∂t
= mψ (ΠS −Ψ), v = 0
(4.9)










kr, lr, kψ, lψ, mψ = const.
Os valores das constantes devem ser escolhidos de tal maneira que ΠS atinja o valor
cr´ıtico ΠSc somente quando o neuroˆnio estiver gerando pulsos em alta frequ¨eˆncia. Ou seja, o
limiar esta´tico deve ser tal que a gerac¸a˜o de pulsos na frequ¨eˆncia mı´nima vmin possa prolongar-
se indefinidamente, mas seja interrompida em pouco tempo quando v = vopt. Assim, da mesma
forma que a existeˆncia de conexo˜es inibito´rias, a Equac¸a˜o (4.8) serve como uma restric¸a˜o para
a efica´cia energe´tica do neuroˆnio, impedindo-o de gerar pulsos na frequ¨eˆncia o´tima por muito
tempo.
4.2.3.2 Limiar Puro
O limiar puro Π0 deve refletir dois aspectos: a impossibilidade de neuroˆnios com baixo
grau de degenerac¸a˜o gerarem pulsos, e o aumento da excitabilidade de neuroˆnios bastante
degenerados. Ou seja, quando Θ atinge certo valor Θmin, o limiar Π0 cresce acentuadamente
para evitar que o neuroˆnio possa gerar pulsos, ao passo que, quando Θ ultrapassa um valor
cr´ıtico Θc o limiar aproxima-se rapidamente de zero, facilitando a regenerac¸a˜o do neuroˆnio. A
Equac¸a˜o 4.11 apresenta uma boa aproximac¸a˜o do comportamento desejado, conforme podemos




Π0max , Θ < Θmin;
kφΦ(lφΘ), Θmin ≤ Θ < Θmax;
0, Θ ≥ Θmax;
(4.11)
Φ(x) = 1 +
bφ
xcφ




kφ, lφ, bφ, cφ, dφ, eφ, fφ, hφ = const,
onde Π0max – valor alto que invariavelmente impede o neuroˆnio de gerar novos pulsos; kφ, lφ –
constantes para transformar a escala de Φ e Θ; Θmax – ponto a partir do qual Π0 = 0; tanh –
func¸a˜o tangente hiperbo´lica.
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grau de degenerac¸a˜o – Θ

















Figura 4.3: Dependeˆncia do limiar puro (Π0) ao grau de degenerac¸a˜o (Θ)
A partir das Equac¸o˜es (4.4) e (4.5), podemos escrever a condic¸a˜o para a gerac¸a˜o de
pulsos da seguinte maneira:
W+ +W− ≥ Π0 +ΠS +ΠE , (4.13)
que na auseˆncia de conexo˜es (e consequ¨entemente de excitac¸a˜o externa) pode ser escrita como
0 ≥ Π0 +ΠS +ΠE. (4.14)
Uma vez que inicialmente ΠS = 0 para todos os neuroˆnios, e que sem excitac¸a˜o externa o
neuroˆnio na˜o pode passar da regia˜o de exaltac¸a˜o para a regia˜o de refrac¸a˜o relativa, o estado
inicial da rede neuroenerge´tica pode ser definido pela seguinte equac¸a˜o:
Π0(ΘE) = −ΠE , ΘE > Θc; (4.15)
onde ΘE – grau de degenerac¸a˜o a partir do qual Π0 e´ menor do que o limiar de exaltac¸a˜o, e o
neuroˆnio consegue gerar pulsos espontaneamente.
O formato da func¸a˜o Π0(Θ) e a magnitude do limiar de exaltac¸a˜o ΠE devem ser esco-
lhidos de tal maneira que o consumo no estado inicial g(v,ΘE) (Equac¸a˜o 4.17) seja bem maior
do que na regia˜o [Θmin,Θc]. Ale´m disso, a probabilidade de in´ıcio da gerac¸a˜o de pulsos π(U)
(Equac¸a˜o 4.3) deve crescer apenas quando Θ≫ ΘE , ou seja, o in´ıcio da gerac¸a˜o espontaˆnea
de pulsos deve ocorrer quando o grau de degenerac¸a˜o for significativamente maior do que ΘE.
Estas restric¸o˜es forc¸am o neuroˆnio que permanecer isolado a adentrar profundamente a regia˜o
cr´ıtica antes que possa se regenerar, e permitem apenas uma regenerac¸a˜o parcial, ja´ que os
pulsos sera˜o interrompidos quando Θ≈ΘE. Resta ainda observar que o grau de degenerac¸a˜o
Θπ em que ocorre o primeiro pulso na˜o e´ fixo, haja vista o cara´ter probabil´ıstico de π(U).
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4.2.4 Consumo de Energia
O neuroˆnio pode encontrar-se no estado de descanso (inativo) ou no estado de gerac¸a˜o de
pulsos (ativo). Em ambos os estados ele consome uma certa quantidade de energia g. Este con-
sumo e´ compensado pela alimentac¸a˜o I proveniente de uma fonte externa, simulando processos
metabo´licos, e pelas reservas de energia H , atualizadas de acordo com a seguinte equac¸a˜o:
∂H
∂t
= I − g (4.16)
O valor de H determina se o neuroˆnio esta´ vivo: com H = 0 o neuroˆnio morre. O
valor de g, por sua vez, e´ formado pelos gastos de energia para a gerac¸a˜o de pulsos (g1), gastos
de energia devido ao transporte atrave´s da membrana (g2) e gastos de energia para manter as
reservas H (g3):
g(v,Θ, H) = g1(v) + g2(Θ) + g3(H) (4.17)
A raza˜o da existeˆncia de g3 e´ de impedir o crescimento ilimitado das reservas, forc¸ando
o neuroˆnio a sobreviver grac¸as a` reduc¸a˜o no consumo. Conforme podemos observar na Figura
4.4, o gasto com a manutenc¸a˜o das reservas cresce rapidamente quando elas ultrapassam um






, kg3 = const. (4.18)
reserva de energia – H














Figura 4.4: Dependeˆncia do consumo (g3) a` reserva de energia do neuroˆnio (H)
O consumo relacionado ao transporte de elementos atrave´s da membrana e´ represen-
tado por g2 (Equac¸a˜o (4.19)). Podemos verificar que este componente do consumo aumenta
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proporcionalmente ao grau de degenerac¸a˜o do neuroˆnio, e que existe um valor Θc, a partir do
qual o g2 cresce aceleradamente, conforme mostra a Figura 4.5. A regia˜o de valores de Θ > Θc
e´ chamada de regia˜o cr´ıtica, pois o consumo torna-se ta˜o elevado que pode rapidamente levar o
neuroˆnio a` morte. A u´nica maneira que o neuroˆnio tem para reduzir seu consumo, e´ reduzindo






, Θ < Θc;
ag2 + bg2Θ+ cg2Θ
2, Θ ≥ Θc,
(4.19)
ag2 , bg2, cg2 = const.
grau de degenerac¸a˜o – Θ
























Figura 4.5: Dependeˆncia do consumo (g2) ao grau de degenerac¸a˜o do neuroˆnio (Θ)
A gerac¸a˜o de pulsos afeta o balanc¸o de energia do neuroˆnio de duas maneiras: por
um lado, consome diretamente energia, e por outro, contribui para a reduc¸a˜o do consumo
ao promover a regenerac¸a˜o do neuroˆnio. O formato de g1 (Equac¸a˜o (4.20)) esta´ sujeito a`s
seguintes restric¸o˜es: quando v = 0 na˜o ha´ consumo para a gerac¸a˜o de pulsos (g1(0) = 0);
quando 0 < v < vmin a func¸a˜o e´ indefinida, porque o neuroˆnio na˜o pode gerar pulsos numa
frequ¨eˆncia v < vmin (vide Equac¸o˜es (4.2)–(4.4)); e finalmente, para frequ¨eˆncias acima de vmin,
o consumo inicialmente decresce ate´ a frequ¨eˆncia o´tima vopt, a partir do qual volta a crescer.
Para ser energeticamente eficiente, o neuroˆnio deve gerar pulsos na frequ¨eˆncia o´tima, pois e´ a
que apresenta o melhor custo-benef´ıcio em relac¸a˜o a` reduc¸a˜o de Θ.
g1(v) =
{
0, v = 0
1 + v
(
kg1 (v − vopt)
)2
, v ≥ vmin, kg1 = const.
(4.20)
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A constante kg1 e a Equac¸a˜o (4.19) devem ser ajustadas de forma que a func¸a˜o g1(v) satisfac¸a
a seguinte restric¸a˜o:
g1(vmin)≪ g2(ΘE)− g2(Θc), (4.21)
pois sena˜o seria lucrativo para o neuroˆnio diminuir seu consumo de energia devido a` auseˆncia
de gerac¸a˜o de pulsos, e na˜o devido a` reduc¸a˜o de Θ.
frequeˆncia – v













Figura 4.6: Dependeˆncia do consumo (g1) a` frequeˆncia de gerac¸a˜o de pulsos (v)
4.2.5 Conexo˜es Interneuronais e Regra de Treinamento
Somente a gerac¸a˜o de pulsos em alta frequ¨eˆncia — de prefereˆncia na frequ¨eˆncia vopt — pode re-
duzir significativamente o consumo de energia do neuroˆnio. Para tanto, ele precisa de excitac¸a˜o
externa, fornecida pelas conexo˜es interneuronais. Ajustando a condutividade destas conexo˜es
de acordo com as suas necessidades, o neuroˆnio receptor consegue ajustar a frequ¨eˆncia de
gerac¸a˜o de pulsos de forma que ela se aproxime de vopt. Uma regra que ajusta as conexo˜es
de forma a levar o neuroˆnio a gerar pulsos na frequ¨eˆncia o´tima e´ chamada de regra o´tima de
treinamento1.
Uma conexa˜o interneuronal pode formar-se entre dois neuroˆnios i e j quaisquer. Du-
rante a gerac¸a˜o de pulsos, o neuroˆnio emissor j transfere um potencial ao neuroˆnio receptor
i que pode facilitar ou dificultar a atividade deste, dependendo da forma da conexa˜o: exci-
tato´ria ou inibito´ria. O valor do potencial excitato´rio ou inibito´rio produzido por cada conexa˜o
depende do valor da condutividade ̺ da conexa˜o e da frequ¨eˆncia de gerac¸a˜o de pulsos v do
neuroˆnio emissor. A magnitude de ̺ e´ um reflexo direto da atividade pregressa do neuroˆnio,
ou seja, e´ o resultado do desenvolvimento e auto-organizac¸a˜o da rede neuroenerge´tica: e´ a
memo´ria do neuroˆnio, e, consequ¨entemente, da rede.
1No original, Optimal Learning Rule.
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O potencial de entrada W do neuroˆnio e´ formado exclusivamente atrave´s do funciona-
mento das conexo˜es interneuronais. As conexo˜es excitato´rias criam potenciais positivos W+ e
as inibito´rias criam potenciais negativos W−. Se existe uma conexa˜o de um neuroˆnio j para
um neuroˆnio i, enta˜o um pulso no neuroˆnio j imediatamente aumenta/diminui o potencial





















− = const; (4.23)
onde j – ı´ndice do neuroˆnio emissor; i – ı´ndice do neuroˆnio receptor; ̺ji – condutividade da
conexa˜o do j-e´simo ao i-e´simo neuroˆnio; µ – constante de decaimento do potencialW ; o sobres-
crito ‘+’ refere-se a conexo˜es excitato´rias e o sobrescrito ‘−’ refere-se a conexo˜es inibito´rias.
4.2.5.1 Conexo˜es Excitato´rias
A condutividade das conexo˜es excitato´rias ̺+ji e´ ajustada de forma a levar os neuroˆnios a gerarem
pulsos na frequ¨eˆncia o´tima, e e´ composta por dois componentes: dinaˆmico ̺dji (ra´pido), e
esta´tico ̺sji (lento):
̺+ji = max(0, ̺dji + ̺sji) (4.24)
onde max – e´ a func¸a˜o de ma´ximo, que tem por finalidade preservar o sinal da condutividade.
O componente esta´tico e´ formado a partir da me´dia dos valores do componente dinaˆmico
durante va´rios ciclos de gerac¸a˜o de pulsos, e representa a memo´ria permanente do neuroˆnio.




ǫ)̺dji − µs ̺sji , kχ, µs = const, 0 < µs < 1; (4.25)
onde χ – func¸a˜o de Qǫ, indicando o grau de encorajamento para determinada conexa˜o, em
func¸a˜o da sau´de do centro emocional (Sec¸a˜o 5.4); µs – taxa de decaimento do componente
esta´tico.
O componente dinaˆmico muda substancialmente durante o per´ıodo de gerac¸a˜o de pulsos
do neuroˆnio, sendo responsa´vel pelo armazenamento da memo´ria imediata do neuroˆnio:
∂̺dji
∂t
= Ξ1jΞ2i − µd ̺dji , µd = const, 0 < µd < 1; (4.26)
onde µd – taxa de decaimento do componente dinaˆmico, que deve ser significativamente maior
do que a taxa de decaimento do componente esta´tico, µs. A existeˆncia de Ξ1 e Ξ2 pode
ser explicada do ponto de vista biolo´gico como uma representac¸a˜o das reac¸o˜es qu´ımicas que
ocorrem com os neurotransmissores e neuroreceptores no sistema “membrana pre´-sina´ptica →
fenda sina´ptica → membrana po´s-sina´ptica”. Do ponto de vista energe´tico, Ξ1 e Ξ2 teˆm a
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func¸a˜o de levar o neuroˆnio a gerar pulsos na frequ¨eˆncia o´tima. O valor de Ξ1 caracteriza a
capacidade do neuroˆnio emissor de modificar a condutividade das conexo˜es (membrana pre´-
sina´ptica → fenda sina´ptica). Esta habilidade aumenta proporcionalmente a` frequ¨eˆncia de
gerac¸a˜o de pulsos do neuroˆnio emissor, e cessa quando a gerac¸a˜o de pulsos termina:
∂Ξ1j
∂t
= γ1vj − µ1Ξ1j, γ1, µ1 = const; (4.27)
O valor de Ξ2 caracteriza a capacidade do neuroˆnio receptor de modificar a condutivi-
dade das conexo˜es que chegam ate´ ele (fenda sina´ptica → membrana po´s-sina´ptica) e depende
da sua frequ¨eˆncia de gerac¸a˜o de pulsos:
∂Ξ2i
∂t
= γ2vi(vopt − vi)− µ2Ξ2i, γ2, µ2 = const. (4.28)
A gerac¸a˜o de pulsos por parte do neuroˆnio receptor aumenta o valor de Ξ2 se a frequ¨eˆncia for
menor do que a o´tima, e diminui Ξ2 no caso contra´rio. A gerac¸a˜o prolongada em frequ¨eˆncias
acima da o´tima podem levar Ξ2 a valores negativos, fazendo com que ̺d assuma valores nega-
tivos por algum tempo. Desta forma, quando a frequ¨eˆncia difere da o´tima por muito tempo,
Ξ2 muda a condutividade da conexa˜o de forma a levar a frequ¨eˆncia para valores mais pro´ximos
de vopt. Na auseˆncia de pulsos, a capacidade de modificar a condutividade deixa de existir.
4.2.5.2 Conexo˜es Inibito´rias
As conexo˜es inibito´rias sa˜o formadas a partir das conexo˜es excitato´rias, de acordo com um
evento probabil´ıstico de transformac¸a˜o da conexa˜o: ̺+ji → ̺
−
ji. O evento de transformac¸a˜o
somente e´ poss´ıvel quando vj e vi sa˜o maiores do que vmin e quando Θi tem valores muito
baixos (Θi ≈ Θmin). A probabilidade de transformac¸a˜o de uma conexa˜o excitato´ria entre os
neuroˆnios j e i, em uma conexa˜o inibito´ria, (π̺ji), e´ dada por






, vj , vi > vmin (4.29)
α1, α2, α3 = const, 0< α1<1, α2>α3>3,
sendo que as constantes devem ser escolhidas de tal maneira que a transformac¸a˜o possa ocor-
rer antes que Θi = Θmin, isto e´, antes que a gerac¸a˜o de pulsos torne-se imposs´ıvel devido ao
crescimento do limiar Π0 (Equac¸a˜o (4.11)).
Do ponto de vista energe´tico, a raza˜o da existeˆncia das conexo˜es inibito´rias esta´ na
necessidade de interromper a gerac¸a˜o de pulsos em neuroˆnios ja´ regenerados, que sa˜o forc¸ados
a gerar pulsos devido a`s excitac¸o˜es provenientes de suas conexo˜es, consumindo energia desne-
cessariamente. Para interromper a gerac¸a˜o de pulsos, a condutividade da conexa˜o inibito´ria
recebe imediatamente apo´s a transformac¸a˜o um valor alto, que na˜o muda ao longo do tempo.
O valor de ̺−ji deve ser tal que garanta a propriedade da alternatividade, ou seja: na presenc¸a
de ̺−ji e com vj ≈ vopt forma-se um potencial negativo W
−
i grande o suficiente para impedir que
o neuroˆnio i gere pulsos com quaisquer valores de W+i que consiga obter.
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4.2.6 Sau´de do Neuroˆnio
A sau´de Q do neuroˆnio depende da quantidade de reservas de energia (H) e de sua variac¸a˜o
ou tendeˆncia (H ′). A dependeˆncia de Q e´ muito maior em relac¸a˜o a H ′ do que em relac¸a˜o a
H , o que significa dizer que o crescimento/decre´scimo das reservas e´ mais importante do que
sua quantidade, ou seja, a sau´de do neuroˆnio sera´ tanto melhor quanto mais reservas ele tiver,
e quanto mais acentuadamente elas crescerem.
Quando Q ≤ Qmin a sau´de e´ a pior poss´ıvel e o neuroˆnio morre. Quando Q ≥ Qmax,
o neuroˆnio pode se dividir2, dando origem a dois novos neuroˆnios: ambos com Θ = 0, metade
das reservas de energia do neuroˆnio original, ale´m de novas conexo˜es com condutividade igual a
zero. A gerac¸a˜o de novos neuroˆnios ocorre principalmente durante a formac¸a˜o do estado inicial
da rede, quando ainda na˜o esta˜o estabelecidos os regimes de sono e vig´ılia. Novos neuroˆnios sa˜o
gerados apenas para substituir neuroˆnios que morreram, a fim de evitar a reduc¸a˜o do nu´mero de
neuroˆnios da rede. Quando um neuroˆnio morre, a energia que lhe seria fornecida e´ redistribu´ıda
para a rede, pois todos os neuroˆnios recebem uma quantidade igual de energia a cada intervalo
de tempo.
4.3 Rede Neuroenerge´tica
Nesta sec¸a˜o analisamos treˆs questo˜es: 1) a auto-organizac¸a˜o inicial dos neuroˆnios, isto e´, a
formac¸a˜o de uma rede interligada a partir de um conjunto desorganizado de neuroˆnios; 2)
o funcionamento c´ıclico da rede, com os regimes de sono e vig´ılia; e 3) a influeˆncia exer-
cida pela excitac¸a˜o externa no consumo da rede. Estas questo˜es sa˜o analisadas do ponto de
vista energe´tico, da necessidade de reduc¸a˜o no consumo de energia, sem a preocupac¸a˜o de
identificar ou obter funcionalidades inteligentes. Procuramos mostrar apenas que as proprieda-
des do neuroˆnio tornam poss´ıvel a auto-organizac¸a˜o, transformando um conjunto desordenado
de neuroˆnios em uma rede, reduzindo desta forma o consumo, e propiciando uma maneira
econoˆmica de funcionamento. A rede que surge deste processo possui uma importante propri-
edade: pode reduzir ainda mais seu consumo de energia se fornecermos excitac¸a˜o adicional a
alguns neuroˆnios. Neste momento, na˜o estamos interessados nas origens da excitac¸a˜o, nem nas
suas consequ¨eˆncias indiretas na organizac¸a˜o da rede. Queremos apenas comprovar que ela traz
vantagens do ponto de vista energe´tico. Mais adiante veremos que o surgimento das func¸o˜es
inteligentes do agente neuroenerge´tico esta´ diretamente ligado a` busca por fontes externas de
excitac¸a˜o.
4.3.1 Auto-organizac¸a˜o da Estrutura Base
Para examinar o processo de formac¸a˜o da estrutura base, e´ conveniente partir de um estado
inicial simples, no qual na˜o existe interac¸a˜o dos neuroˆnios e na˜o ha´ condic¸o˜es para a gerac¸a˜o
de pulsos. Portanto vamos assumir que inicialmente a condutividade ̺ de todas as conexo˜es e´
2A divisa˜o de neuroˆnios biolo´gicos, ao contra´rio do que se pensava, e´ possivel inclusive durante a vida adulta do
indiv´ıduo (Guyton, 1992), embora na˜o ocorra da maneira implementada nos neuroˆnios neuroenerge´ticos.
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igual a zero, o potencial de entrada W e´ inexistente, e o grau de degenerac¸a˜o dos neuroˆnios e´
pequeno (Θ < Θc), de forma que a excitabilidade e´ praticamente nula.
Com o passar do tempo, o grau de degenerac¸a˜o aumenta, e a partir de um valor Θ≫
ΘE, o neuroˆnio inicia a gerac¸a˜o de pulsos na regia˜o de exaltac¸a˜o (em baixa frequ¨eˆncia, vmin).
Ele consegue gerar pulsos porque o aumento de Θ implica na queda do limiar Π0(Θ) (Equac¸a˜o
(4.11)) e consequ¨entemente no aumento da probabilidade de gerac¸a˜o de pulsos π(U) (Equac¸a˜o
(4.3)). Com a gerac¸a˜o de pulsos, o processo se inverte: Θ diminui e Π0 aumenta, interrompendo
a gerac¸a˜o quando
Π0(ΘE +∆) + ΠS = −ΠE , ∆ > 0.
O valor de Θ para o qual a gerac¸a˜o e´ interrompida e´ um pouco maior (∆) do que ΘE, devido
ao surgimento do limiar esta´tico ΠS. E´ natural supor uma distribuic¸a˜o aleato´ria no grau de
degenerac¸a˜o dos neuroˆnios, de forma que a degenerac¸a˜o me´dia dos N neuroˆnios de uma rede
(Θ =
∑N
i=1Θi/N) estabilize em um valor um pouco acima de ΘE , a frequ¨eˆncia me´dia de gerac¸a˜o
de pulsos (v =
∑N
i=1 vi/N) seja baixa, e o consumo de energia bastante elevado. Este e´ o estado
inicial.
Na primeira fase da auto-organizac¸a˜o da rede ocorre a formac¸a˜o de conexo˜es exci-
tato´rias entre pares de neuroˆnios i e j devido ao fato de que a gerac¸a˜o simultaˆnea de pulsos
leva ao crescimento da condutividade ̺ji (Equac¸a˜o (4.26)) e, consequ¨entemente, ao surgimento
do potencial excitato´rio W+. Com o surgimento de W+, a gerac¸a˜o deixa de ser totalmente
espontaˆnea, iniciando para valores menores de Θ e reduzindo Θ cada vez mais. Esta fase e´
caracterizada por se´ries perio´dicas de gerac¸a˜o de pulsos em baixa frequ¨eˆncia, com aumento na
condutividade das conexo˜es, e por intervalos de inatividade, nos quais a condutividade ̺ji dimi-
nui (Equac¸a˜o (4.25)). Para que a rede possa se auto-organizar, e´ necessa´rio que o crescimento
da condutividade durante o per´ıodo de gerac¸a˜o simultaˆnea seja maior do que seu decre´scimo
durante os intervalos, o que pode ser alcanc¸ado ajustando-se as constantes de decaimento da
condutividade (Equac¸o˜es (4.25)–(4.26)).
A passagem para a segunda fase do processo de auto-organizac¸a˜o se da´ quando um
neuroˆnio consegue gerar pulsos em alta frequ¨eˆncia (ultrapassando o limiar de refrac¸a˜o), devido
ao aumento gradual na condutividade de suas conexo˜es. Com uma frequ¨eˆncia maior, aumenta
o aux´ılio (W+) prestado por este neuroˆnio aos outros com os quais tem conexo˜es, de forma
que eles tambe´m conseguem ultrapassar o limiar ΠR, e gerar pulsos em alta frequ¨eˆncia. Inicia-
se assim uma reac¸a˜o em cadeia em que a frequ¨eˆncia cresce, a reduc¸a˜o de Θ e´ cada vez mais
acentuada, e a condutividade das conexo˜es aumenta ainda mais, provocando uma explosa˜o de
atividade.
Quando o valor de Θ de algum neuroˆnio se aproxima de Θmin, surgem as condic¸o˜es
necessa´rias para a transformac¸a˜o de conexo˜es excitato´rias em inibito´rias (Equac¸a˜o (4.29)), e a
rede comec¸a a ser separada em grupos de aux´ılio mu´tuo (GAMs). O aparecimento do potencial
inibito´rio W−, a considera´vel reduc¸a˜o de Θ e o aumento no limiar esta´tico ΠS levam ao fim da
gerac¸a˜o de pulsos em alguns neuroˆnios, e a consequ¨ente reduc¸a˜o emW+ interrompe a atividade
em todos os neuroˆnios. Desta forma, a segunda fase da auto-organizac¸a˜o se caracteriza pela
gerac¸a˜o de pulsos em alta frequ¨eˆncia (v ≈ vopt), e por prolongados intervalos de descanso, em
que o grau de degenerac¸a˜o aumenta.
O aumento gradual do nu´mero de conexo˜es inibito´rias da´ in´ıcio a` alternatividade na
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gerac¸a˜o de pulsos (propriedade da alternatividade), pois a gerac¸a˜o de pulsos por parte dos
neuroˆnios de um GAM impede que outros entrem em atividade. O nu´mero de neuroˆnios nos
GAMs decresce, e os grupos organizam uma fila c´ıclica na qual se alternam na gerac¸a˜o de pulsos
em alta frequ¨eˆncia e regenerac¸a˜o de seus neuroˆnios.
O processo de auto-organizac¸a˜o da rede completa-se quando na˜o ha´ mais condic¸o˜es
para a criac¸a˜o de novas conexo˜es inibito´rias. A transformac¸a˜o de uma conexa˜o excitato´ria em
inibito´ria esta´ sujeita a` condic¸a˜o de que o neuroˆnio deve ter um grau de degenerac¸a˜o baixo
(Θi ≈ Θmin) e estar gerando pulsos em alta frequ¨eˆncia (vi ≈ vopt). Mas o surgimento de
cada conexa˜o inibito´ria diminui a probabilidade de formac¸a˜o de outras, pois gera um potencial
negativo, dificultando a gerac¸a˜o em alta frequ¨eˆncia. A quantidade de conexo˜es inibito´rias
determina o tamanho dos GAMs: quanto mais conexo˜es inibito´rias, menores sera˜o os GAMs,
e menor sera´ o aux´ılio mu´tuo entre os neuroˆnios do grupo. A partir de um certo nu´mero de
conexo˜es inibito´rias, o neuroˆnio so´ consegue gerar pulsos numa frequ¨eˆncia pro´xima a` mı´nima
quando Θ ≈ Θmin. Esta e´ a raza˜o do impedimento de novas transformac¸o˜es, e a indicac¸a˜o de
que a auto-organizac¸a˜o da estrutura base esta´ completa.
4.3.2 Alternaˆncia entre os Regimes de Sono e Vig´ılia
Uma vez formada a estrutura base, a rede neuroenerge´tica opera alternadamente em dois
regimes: sono e vig´ılia. Cada regime de vig´ılia e´ seguido por um regime de sono, formando o
que chamamos de ciclo dia´rio da rede.
E´ importante salientar que os nomes sono e vig´ılia na˜o sa˜o diretamente associa´veis a
seus homoˆnimos em seres biolo´gicos. A utilizac¸a˜o da palavra sono na rede neuroenerge´tica se
deve ao fato de que neste per´ıodo a rede esta´ insens´ıvel a est´ımulos externos, enquanto que no
per´ıodo de vig´ılia recebe pulsos atrave´s de seus receptores.
Como vimos, ao final da formac¸a˜o da estrutura base os neuroˆnios ja´ esta˜o interligados
atrave´s de conexo˜es excitato´rias e inibito´rias. Um grupo de neuroˆnios contendo apenas conexo˜es
excitato´rias entre si, e´ chamado de grupo de aux´ılio mu´tuo, ou GAM. Durante o regime de sono,
os GAM entram em atividade de forma alternada e c´ıclica, levando a uma profunda regenerac¸a˜o
de todos os neuroˆnios da rede. Entendemos por atividade a gerac¸a˜o de pulsos em alta frequ¨eˆncia
por parte dos neuroˆnios do grupo. A alternatividade se deve ao fato de que um GAM ativo
impede, atrave´s de conexo˜es inibito´rias, a atividade de outros. Ale´m disso, um grupo na˜o pode
permanecer ativo por muito tempo, devido ao crescimento do limiar esta´tico ΠS que leva os
neuroˆnios ao estado latente. Quando a atividade de um GAM e´ interrompida, outro pode iniciar
a gerac¸a˜o de pulsos (geralmente aquele com maior excitabilidade) pois as conexo˜es inibito´rias
que o ligavam ao GAM anteriormente ativo na˜o mais produzem pulsos. Este procedimento se
repete va´rias vezes, ate´ que o grau de degenerac¸a˜o da maioria dos neuroˆnios esteja pro´ximo de
Θmin e impec¸a a reinicializac¸a˜o da fila.
A Figura 4.7 na pa´gina oposta mostra a relac¸a˜o entre n GAMs de uma rede durante
o regime de sono. GAMn e´ o grupo ativo gerando pulsos na frequ¨eˆncia v ≈ vopt, o grupo
GAMn−1 esta´ no estado de facilitac¸a˜o po´s-tetaˆnica (ΠS < 0). Os grupos GAMn−2, GAMn−3,
. . . , GAM2, GAM1, esta˜o no estado latente (ΠS > 0) e os maiores valores de ΠS esta˜o nos grupos
que recentemente estiveram ativos. O grupo GAMn permanece ativo ate´ que o valor de ΠS
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GAM1 GAM2 GAM3 GAMn−1 GAMn
Degenerac¸a˜o
Regenerac¸a˜o durante a atividade
Figura 4.7: Diagrama da relac¸a˜o entre os GAM no regime de sono, formando uma fila circular
para sua regenerac¸a˜o.
em seus neuroˆnios cresc¸a de forma a impedir a gerac¸a˜o de novos pulsos. Ao final da atividade,
GAMn vai ocupar a posic¸a˜o de GAM1, este a posic¸a˜o de GAM2, e assim por diante, de forma
que, na Figura 4.7, os grupos esta˜o em ordem decrescente de limiar esta´tico (da esquerda para
a direita). A atividade do grupo GAMn pode criar excitac¸a˜o suficiente no grupo GAMn−1
de forma que este tambe´m entre em atividade, caso na˜o haja conexo˜es inibito´rias entre eles.
No caso de existirem conexo˜es inibito´rias, o grupo GAMn−1 na˜o consegue ultrapassar o limiar
de refrac¸a˜o ΠR, e apenas gera pulsos na frequ¨eˆncia mı´nima, entrando em atividade somente
quando o grupo GAMn pa´ra.
Os neuroˆnios dos grupos ativos regeneram-se a` medida em que geram pulsos, e no
per´ıodo de lateˆncia eles voltam a se degenerar. Para que o regime de sono seja vantajoso do
ponto de vista energe´tico, e´ necessa´rio que as constantes das equac¸o˜es de ΠS (Equac¸a˜o (4.8)),
∆Θ (Equac¸a˜o (4.1)) e π̺ji (Equac¸a˜o (4.29)) sejam ajustadas de forma que a regenerac¸a˜o durante
o per´ıodo de atividade seja maior do que a degenerac¸a˜o no per´ıodo de lateˆncia. Desta forma,
apo´s va´rios ciclos de atividade – lateˆncia, o grau de degenerac¸a˜o dos neuroˆnios estara´ pro´ximo
de Θmin, e o limiar Π0 impedira´ que eles gerem pulsos, mesmo com ΠS < 0. No momento em
que um grupo na˜o puder entrar em atividade devido ao limiar Π0, a fila de GAM e´ desfeita e
a rede entra no regime de vig´ılia.
No in´ıcio do regime de vig´ılia, a sau´de me´dia dos neuroˆnios e´ muito boa, pois as reservas
de energia H esta˜o altas, e o consumo e´ pequeno. O limiar esta´tico torna-se praticamente nulo
e a excitabilidade dos neuroˆnios e´ baixa, devido ao limiar Π0. Com o passar do tempo, o grau
de degenerac¸a˜o aumenta, e a partir de certo ponto o consumo torna-se maior do que a entrada
de energia, reduzindo as reservas do neuroˆnio. A sau´de se deteriora e o neuroˆnio precisa gerar
pulsos para na˜o atingir um estado letal. Quando a gerac¸a˜o espontaˆnea torna-se poss´ıvel, os
neuroˆnios geram pulsos na frequ¨eˆncia mı´nima e forma-se na rede um potencial que e´ capaz de
leva´-la novamente ao regime de sono, fechando o ciclo.
A Figura 4.8 na pro´xima pa´gina mostra o comportamento de algumas varia´veis de um
neuroˆnio durante os regimes de sono e vig´ılia. Vale observar que a figura mostra, no regime
de sono, o resultado obtido ao longo de va´rios ciclos de atividade – lateˆncia. Quando (a) o
neuroˆnio entra no regime de vig´ılia, ele esta´ quase completamente regenerado (Θ≈Θmin), com
baixo consumo de energia (g) e sem gerar pulsos (v). Com o passar do tempo, ele se degenera
(b) o consumo aumenta e o limiar puro (Π0) cai acentuadamente ate´ que (c) o neuroˆnio
consiga gerar pulsos na frequ¨eˆncia mı´nima. Outros neuroˆnios na mesma situac¸a˜o produzem
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um potencial resultante U , permitindo que (d) o neuroˆnio gere pulsos em alta frequ¨eˆncia e a
rede entre no regime de sono. Ha´ uma explosa˜o de atividade, com v≈vopt, e uma leve reduc¸a˜o
no consumo devido a` diminuic¸a˜o de Θ. Repetidas gerac¸o˜es de pulso, seguidas por per´ıodos de
lateˆncia (enquanto outros grupos esta˜o ativos), levam a (e) uma regenerac¸a˜o quase total do
neuroˆnio, de forma que o limiar Π0 cresce e (f) impede a gerac¸a˜o de novos pulsos. O mesmo
acontecendo em outros neuroˆnios acaba com o potencial, de forma que nenhum GAM consegue












Regime de Vig´ılia(a) (b) (c)
(d)(e)(f)
Figura 4.8: Alterac¸o˜es no neuroˆnio ao longo de um ciclo dia´rio, onde:
U e´ o potencial resultante,
Θ e´ o grau de degenerac¸a˜o,
Π0 e´ o limiar puro (dependente de Θ),
g e´ o consumo de energia, e
v e´ a frequ¨eˆncia de gerac¸a˜o de impulsos.
4.3.3 Consumo de Energia durante o Ciclo Dia´rio
O consumo de energia do neuroˆnio depende do grau de degenerac¸a˜o, da frequ¨eˆncia de gerac¸a˜o
de pulsos e do valor das reservas (Equac¸a˜o (4.17)). Durante o ciclo dia´rio da rede, que vai de
um regime de vig´ılia a outro, o consumo tem uma grande variac¸a˜o, enquanto a alimentac¸a˜o
permanece constante. A Figura 4.9 na pa´gina oposta mostra a variac¸a˜o do grau de degenerac¸a˜o
me´dio (Θ) e do valor me´dio das reservas (H) ao longo de um ciclo dia´rio. A entrada de energia
para o neuroˆnio e´ mı´nima, a tal ponto que, se fosse reduzida, acarretaria eventos letais.
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Figura 4.9: Variac¸a˜o do grau de degenerac¸a˜o me´dio (Θ) e do valor me´dio das reservas (H) de
uma rede neuroenerge´tica ao longo de um ciclo dia´rio, na auseˆncia de excitac¸a˜o externa.
O ciclo dia´rio da rede inicia quando a rede “acorda” no instante t1 e termina no instante
t6 quando ela entra novamente no regime de vig´ılia. O grau de degenerac¸a˜o me´dio no in´ıcio
do regime de vig´ılia e´ pro´ximo de Θmin, e as reservas de energia esta˜o em torno de H0. No
intervalo [t1, t3] a rede esta´ no regime de vig´ılia, o grau de degenerac¸a˜o dos neuroˆnios cresce
linearmente ao longo do tempo, e as reservas de energia variam basicamente de acordo com a
dependeˆncia de g2(Θ) (Figura 4.5 na pa´gina 62). No momento t2 o consumo e´ igual a` entrada
de energia e as reservas do neuroˆnio esta˜o no seu ponto ma´ximo. A partir do ponto t3 torna-se
poss´ıvel a gerac¸a˜o espontaˆnea de pulsos (Θ(t3) = ΘE). No ponto t4 a fila de GAM ja´ esta´
formada e os neuroˆnios comec¸am a reduzir seu grau de degenerac¸a˜o — a rede entrou no regime
de sono. No intervalo [t3, t4], um pouco antes de “dormir”, a rede tem o maior consumo de
energia. O regime de sono tem um intervalo [t4, t5] no qual as reservas continuam a diminuir
devido aos altos valores de Θ e a` gerac¸a˜o de pulsos, e um intervalo [t5, t6] em que elas voltam
a crescer. No ponto t5 em que ocorre a mudanc¸a no sinal de H
′, as resevas atingem seu ponto
mı´nimo, e os neuroˆnios esta˜o em situac¸a˜o cr´ıtica, com grande probabilidade de eventos letais.
A viabilidade da rede neuroenerge´tica sob condic¸o˜es de limitac¸a˜o de energia depende
da capacidade de seus neuroˆnios de entrar no regime de sono sem que ocorram eventos letais.
O ponto cr´ıtico neste sentido e´ t5, em que o consumo e´ ma´ximo, mas a garantia contra eventos
letais e´ definida pela quantidade de reservas no ponto t2, que deve estar acima de um mı´nimo
Hmin, de forma que H(t5) > 0. Como o evento de morte do neuroˆnio e´ ate´ certo ponto
probabil´ıstico, e pode ocorrer para pequenos valores positivos de H , e´ necessa´rio que no instante
t2 o valor das reservas esteja acima do ponto Hmin, para que H(t5) seja um pouco maior do
que zero. Desta forma, o problema de sobreviveˆncia dos neuroˆnios na rede transforma-se no no
problema de acumular reservas suficientes durante o regime de vig´ılia, para permitir a entrada
no regime de sono sem que ocorram eventos letais. Ou seja, a sobreviveˆncia dos neuroˆnios e´
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determinada pela condic¸a˜o
H(t2) > Hmin. (4.30)
E´ importante observar que a quantidade de energia recebida pelo neuroˆnio na˜o entra
de maneira direta na sua condic¸a˜o de sobreviveˆncia, mas apenas indiretamente, no acu´mulo de
reservas durante o ciclo dia´rio. A quantidade necessa´ria de reservas pode ser obtida, mesmo com
pouca energia, se o neuroˆnio prolongar o tempo de armazenamento de energia (H ′ positivo),
isto e´, se ele reduzir a velocidade de degenerac¸a˜o durante o per´ıodo de crescimento das reservas,
no regime de vig´ılia (intervalo [t1, t2]). A reduc¸a˜o do grau de degenerac¸a˜o pode ser obtida se
os neuroˆnios conseguirem gerar pulsos isolados. Conforme indicamos na Sec¸a˜o 4.2.1, os pulsos
isolados sa˜o vantajosos porque promovem uma reduc¸a˜o significativa no grau de degenerac¸a˜o
com um consumo de energia relativamente pequeno.
A Figura 4.10 mostra a variac¸a˜o do n´ıvel me´dio das reservas e do grau de degenerac¸a˜o
me´dio de uma rede neuroenerge´tica, para o alongamento do ciclo dia´rio, devido a` presenc¸a
de excitac¸a˜o externa. Para efeito de comparac¸a˜o, os gra´ficos de Θ(t) e H(t) na auseˆncia de







Figura 4.10: Variac¸a˜o do grau de degenerac¸a˜o me´dio (Θ) e do valor me´dio das reservas (H) de
uma rede neuroenerge´tica, para o alongamento do ciclo dia´rio devido a` presenc¸a de excitac¸a˜o
externa.
A gerac¸a˜o de pulsos isolados e´ estimulada pelo fluxo de excitac¸a˜o externa aos neuroˆ-
nios, representado por σ. Existe um valor o´timo de excitac¸a˜o σopt que permite a` rede ter o
comportamento ilustrado na Figura 4.10. A quantidade de pulsos gerados na rede devido a
σopt deve ser tal que na˜o permita um efeito cumulativo, ou seja, que na˜o gere um potencial
excitato´rio W+ que cause a gerac¸a˜o de pulsos em outros neuroˆnios, levando a rede a entrar
no regime de sono prematuramente. Do ponto de vista energe´tico isto seria vantajoso, pois
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o consumo de energia seria reduzido, mas do ponto de vista do desenvolvimento de func¸o˜es
inteligentes, isto e´ ruim, pois e´ apenas no regime de vig´ılia que o agente neuroenerge´tico pode
sofrer as influeˆncias do ambiente e atuar nele. Por isso, durante a construc¸a˜o do agente,
especialmente na escolha das constantes das equac¸o˜es, devem ser introduzidas limitac¸o˜es de
forma que σopt seja alcanc¸ado apenas com grande esforc¸o.
4.4 Resultados Experimentais
Nesta sec¸a˜o discutimos a implementac¸a˜o computacional da rede neuroenerge´tica apresentada
nas sec¸o˜es anteriores. A principal eˆnfase da implementac¸a˜o esta´ na comprovac¸a˜o da viabili-
dade da rede do ponto de vista energe´tico, ou seja, na sua capacidade de reduzir o consumo
de energia atrave´s da auto-organizac¸a˜o. A primeira etapa da atividade de implementac¸a˜o
consiste em definir os valores das constantes, moldando assim as equac¸o˜es que regem o com-
portamento dos neuroˆnios. O principal cuidado a ser tomado nesta atividade e´ o de man-
ter a forma geral das equac¸o˜es, definida pelas restric¸o˜es a que o neuroˆnio esta´ sujeito. Se-
gundo (Emelyanov-Yaroslavsky & Potapov, 1992b) e tambe´m de acordo com nossos pro´prios
testes, o modelo proposto na˜o e´ muito sens´ıvel a` variac¸a˜o de seus principais paraˆmetros,
v(U),Π0,ΠS{v, t},Θ{v, t}, g1(v), g2(Θ), desde que mantida a forma geral das dependeˆncias en-
tre as equac¸o˜es.
Uma vez definidas as equac¸o˜es, partimos para a etapa de testes, que foi dividida em
treˆs fases: 1) formac¸a˜o e estabilizac¸a˜o do estado inicial da rede, no qual os neuroˆnios na˜o
possuem conexo˜es entre si e somente geram pulsos em baixa frequ¨eˆncia, na regia˜o de exaltac¸a˜o,
com alto consumo de energia; 2) auto-organizac¸a˜o da rede atrave´s da formac¸a˜o de conexo˜es
excitato´rias e inibito´rias, com o surgimento dos regimes de sono e vig´ılia, e significativa reduc¸a˜o
no consumo; e 3) o alongamento do regime de vig´ılia grac¸as ao fornecimento de excitac¸a˜o externa
aos neuroˆnios.
4.4.1 Deciso˜es de Projeto
O sistema foi implementado na linguagem Javatm (JDK 1.4) e os resultados verificados atrave´s
da gerac¸a˜o de gra´ficos da variac¸a˜o dos principais paraˆmetros dos neuroˆnios e da rede ao longo
do tempo. A representac¸a˜o do tempo e´ discreta, isto e´, os paraˆmetros dos neuroˆnios sa˜o
atualizados a cada unidade de tempo t = 1, que corresponde a um passo ou ciclo da rede. A
durac¸a˜o de t determina o grau de simplificac¸a˜o do neuroˆnio, e foi definida como sendo igual a
τmax (Figura 4.1 na pa´gina 56), de forma que a intensidade de gerac¸a˜o de pulsos do neuroˆnio
e´ determinada pelo nu´mero de pulsos gerados no intervalo t.
A conectividade dos neuroˆnios, isto e´, a quantidade de conexo˜es de cada neuroˆnio,
e´ determinada em func¸a˜o da quantidade de neuroˆnios da rede, e fixada na inicializac¸a˜o da
rede. A escolha do nu´mero de neuroˆnios e de sua conectividade deve levar em conta o esforc¸o
computacional envolvido, mas ha´ outros requisitos a serem satisfeitos. Conforme vimos nas
sec¸o˜es anteriores, o problema de reduc¸a˜o no consumo e´ resolvido, em primeiro lugar, devido a`
organizac¸a˜o do regime de sono, e em segundo lugar, devido a` organizac¸a˜o do sistema de gerac¸a˜o
de excitac¸a˜o, ou seja, dos grupos neurais da memo´ria. O regime de sono e´ caracterizado pela
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interac¸a˜o de grupos de aux´ılio mu´tuo, de composic¸a˜o aleato´ria, e sem conexo˜es inibito´rias entre
seus neuroˆnios. A composic¸a˜o dos GAM na˜o e´ fixa, pois os neuroˆnios podem migrar de um
para outro ou participar de mais de um ao mesmo tempo. Para que isto ocorra, e´ necessa´rio
que as conexo˜es entre os neuroˆnios dos GAM na˜o sejam muito fortes, ou seja, durante o regime
de sono devemos impedir a formac¸a˜o de conexo˜es fortes entre neuroˆnios, que caracterizariam a
formac¸a˜o de elementos de memo´ria, mas que seria uma memo´ria na˜o relacionada ao ambiente
externo, uma memo´ria sobre “nada”. Esta necessidade de conexo˜es fracas indica a necessidade
de grandes grupos neurais para a formac¸a˜o do regime de sono, e e´ um fator determinante na
escolha do nu´mero de neuroˆnios e de sua conectividade. Nesta implementac¸a˜o utilizamos uma
rede com 200 neuroˆnios, tendo cada um 50 conexo˜es escolhidas de maneira aleato´ria.
4.4.1.1 Algoritmos Principais
A fim de auxiliar na compreensa˜o do funcionamento da rede neuroenerge´tica, apresentamos a
seguir os principais algoritmos que descrevem seu funcionamento. Apesar de bastante simples,
estes algoritmos procuram evidenciar a ordem em que as varia´veis do neuroˆnio devem ser
atualizadas, uma vez que ha´ grande interdependeˆncia entre elas, e a atualizac¸a˜o na ordem
incorreta pode acarretar erros. O primeiro algoritmo demonstra o que deve ser feito pela rede
como um todo, a cada intervalo de tempo t; o segundo algoritmo mostra em que ordem sa˜o
atualizadas as varia´veis de um neuroˆnio; e o terceiro algoritmo mostra a ordem de ca´lculo
das varia´veis das conexo˜es do neuroˆnio. As conexo˜es precisam ser atualizadas depois das
varia´veis dos neuroˆnios (e na˜o no mesmo lac¸o do programa) pois dependem dos valores destas,
especialmente da frequ¨eˆncia de gerac¸a˜o de pulsos v.
Algoritmo 1 Intervalo de Tempo
Entrada: Quantidade de energia a ser distribu´ıda igualmente por todos os neuroˆnios da
rede
Sa´ıda: Quantidade de energia consumida por todos os neuroˆnios da rede
if ha´ neuroˆnios mortos then
Procura neuroˆnios com Q > Qmax e divide-os para que substituam os mortos
end if
Calcula a quantidade I de energia a ser recebida por cada neuroˆnio
for cada neuroˆnio n da rede do
Atualiza Varia´veis de n
end for
for cada neuroˆnio n da rede do
Atualiza Conexo˜es de n
end for
Retorna o consumo total de energia da rede
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Algoritmo 2 Atualiza Varia´veis de um Neuroˆnio
Entrada: Quantidade de energia I recebida pelo neuroˆnio
Sa´ıda: Quantidade de energia consumida pelo neuroˆnio
Calcula o grau de degenerac¸a˜o Θ
Calcula o limiar esta´tico ΠS
Calcula o limiar puro Π0
Calcula o potencial resultante U
Calcula a frequ¨eˆncia de gerac¸a˜o de pulsos v
Calcula o consumo de energia g(v,Θ, H)
Atualiza o valor das reservas de energia H = H + I − g
Calcula a sau´de do neuroˆnio Q
if Q < Qmin then
Neuroˆnio morre
end if
Algoritmo 3 Atualiza Conexo˜es de um Neuroˆnio
for cada conexa˜o do neuroˆnio do
if conexa˜o e´ excitato´ria then
if nu´mero de conexo˜es inibito´rias ¡ limite then
Calcula probabilidade de transformac¸a˜o da conexa˜o excitato´ria em inibito´ria π̺ji
if π̺ji ¿ valor aleato´rio no intervalo [0, 1] then
transforma conexa˜o em inibito´ria
end if
end if
if conexa˜o na˜o foi transformada em inibito´ria then
Calcula o valor de Ξ1j e Ξ2i
Calcula o componente dinaˆmico da condutividade ̺dji
Calcula o componente esta´tico da condutividade ̺sji




Calcula o valor do potencial excitato´rio W+
Calcula o valor do potencial inibito´rio W−
4.4.1.2 Grau de Degenerac¸a˜o
O grau de degenerac¸a˜o do neuroˆnio varia entre 0 e 2000, mas na pra´tica estes limites dificilmente
sa˜o atingidos, devido a outras restric¸o˜es. Se a reduc¸a˜o de Θ devido a` gerac¸a˜o de pulsos for
muito ra´pida, a durac¸a˜o do regime de sono e´ pequena e aumentam as chances de que nem todos
os neuroˆnios tenham a chance de se regenerar. Definindo ϑd = 1, kθ = 3 e ϑl = −30, obtemos
um aumento de Θ em uma unidade a cada intervalo de tempo em que o neuroˆnio esta´ inativo.
Quando o neuroˆnio gera pulsos na frequ¨eˆncia mı´nima, Θ e´ reduzido em 2 a 3 unidades, e na
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frequ¨eˆncia o´tima, em 12 a 17 unidades. O u´ltimo pulso da se´rie reduz Θ em mais 30 unidades.
Podemos enta˜o reescrever a Equac¸a˜o (4.1) , que determina a variac¸a˜o de Θ ao longo do tempo,
da seguinte maneira:
Θ(t) = Θ(t−1) +
{
∆Θ, durante uma se´rie de pulsos;









4.4.1.3 Gerac¸a˜o de Pulsos
Definimos a frequ¨eˆncia mı´nima de gerac¸a˜o de pulsos como vmin = 1; a frequ¨eˆncia o´tima como
vopt = 4; e a frequ¨eˆncia ma´xima vmax = 6. O limiar de exaltac¸a˜o, a partir do qual o neuroˆnio
consegue gerar pulsos espontaˆneamente, e´ ΠE = −2000, e o limiar de refrac¸a˜o ΠR = 1000.
Com β = 0.017 (Equac¸a˜o (4.3)) o neuroˆnio so´ consegue iniciar a gerac¸a˜o de pulsos quando
o potencial aproxima-se de zero (U ≈−200), o que na auseˆncia de excitac¸a˜o W implica num
alto grau de degenerac¸a˜o (Θ ≈ 1600 ≫ ΘE); e λ = 0.00015 (Equac¸a˜o (4.4)) garante que a
frequ¨eˆncia o´tima so´ pode ser atingida com U ≈ 8000, ou seja, com excitac¸a˜o proveniente de
outros neuroˆnios. Desta forma temos que a frequ¨eˆncia de gerac¸a˜o de pulsos v(t) = v0(U)π(U)




1, U(t) ≥ 0;
1, U(t) ≥ −2000, v(t−1) 6= 0;





0, U(t) < −2000;





, U(t) > 1000.
(4.34)
4.4.1.4 Limiar Esta´tico
A Figura 4.11 na pa´gina oposta mostra a variac¸a˜o do limiar esta´tico em um neuroˆnio de uma
rede com os regimes de sono e vig´ılia ja´ estabelecidos. Podemos observar dois per´ıodos de
gerac¸a˜o de pulsos, e a interrupc¸a˜o destes devido ao crescimento de ΠS, que varia no intervalo
de [−1000, 4000], aproximadamente. O crescimento de ΠS de zero ate´ ΠSc = 400 ocorre len-
tamente, e a partir da´ı ΠS = ΠSmax = 4000. O estado latente apresenta um decre´scimo lento
de ΠS no in´ıcio, e mais ra´pido a` medida em que ΠS se aproxima de zero, tendo uma durac¸a˜o
de ∆t≈50. O per´ıodo de facilitac¸a˜o po´s-tetaˆnica (ΠS < 0) tem durac¸a˜o de ∆t≈20. Sendo as






, ΠS(t−1) < 400, v(t−1) 6= 0;
ΠS(t) = 4000, ΠS(t−1) ≥ 400, v(t−1) 6= 0;
ΠS(t) = ΠS(t−1)− 0.4R(ΠS(t−1))Ψ(t), v(t−1) = 0,
(4.35)
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As func¸o˜es auxiliares para o ca´lculo do limiar esta´tico, R(ΠS) (Equac¸a˜o (4.10)) e Ψ{ΠS, v}

































Figura 4.11: Variac¸a˜o do limiar esta´tico ΠS e da frequ¨eˆncia de gerac¸a˜o de pulsos v ao longo do
tempo, num neuroˆnio com conexo˜es excitato´rias e inibito´rias.
4.4.1.5 Limiar Puro
A variac¸a˜o do limiar puro Π0 depende unicamente do grau de degenerac¸a˜o do neuroˆnio. Para
valores de Θ no intervalo [0,Θmin =150[, Π0 = Π0max =10
5, impedindo a gerac¸a˜o de pulsos
no neuroˆnio. No intervalo [Θmin,Θc=1000] o limiar decresce lentamente, de aproximadamente
4300 a 3200. O ponto Θc e´ cr´ıtico porque o consumo de energia do neuroˆnio comec¸a a aumentar,
e Π0 decresce acentuadamente. A partir do ponto ΘE ≈ 1200, o neuroˆnio pode gerar pulsos
espontaneamente, porque Π0(ΘE) = −ΠE = 2000. O limiar continua caindo ate´ o ponto
Θmax = 1650, a partir do qual Π0 = 0. Sendo kφ = 10
3, lφ = 10
−3 as constantes da Equac¸a˜o




105, Θ(t) < 150;
103Φ(Θ(t) 10−3), 150 ≤ Θ(t) < 1650;
0, Θ(t) ≥ 1650,
(4.36)
onde Φ(x) (Equac¸a˜o (4.12)) e´ definida como
Φ(x) = 1 +
1.3
x0.3





4.4.1.6 Consumo de Energia
O consumo de energia do neuroˆnio (Equac¸a˜o (4.17)) deve satisfazer basicamente treˆs restric¸o˜es:
g3(H) deve crescer rapidamente quando as reservas ultrapassarem um certo valor normal
HN = 2000, g2(Θ) deve crescer acentuadamente a partir de Θc, e g1(vmin)≪ g2(ΘE)− g2(Θc)















, Θ(t) < 1000;
2 + 0.05Θ(t) + 0.00005Θ(t)2, Θ(t) ≥ 1000
(4.39)







A Equac¸a˜o (4.5) que calcula o potencial resultante do neuroˆnio pode ser escrita como
U(t) = 100W (t−1)− Π(t). (4.41)
A constante kU = 100 ajusta a proporc¸a˜o entre os valores de W e Π, e e´ definida em func¸a˜o
do nu´mero de conexo˜es do neuroˆnio. Experimentalmente pudemos verificar que a rede na˜o e´
muito sens´ıvel a` variac¸a˜o de kU , pois as conexo˜es excitato´rias ajustam sua condutividade de
forma a compensar um maior ou menor valor da constante.
O potencial de entrada W e´ formado atrave´s do funcionamento das conexo˜es, que
podem ser: excitato´rias (criando o potencial positivo W+) e inibito´rias (criando o potencial
negativo W−). Definindo as constantes das Equac¸o˜es (4.22), (4.23), (4.25)–(4.28), podemos



















ǫ) ̺dji(t) + 0.99985 ̺sji(t−1); (4.44)
̺dji(t) = Ξ1j(t)Ξ2i(t) + 0.75 ̺dji(t−1); (4.45)
Ξ1j(t) = 0.02 vj + 0.85 Ξ1j(t−1); (4.46)
Ξ2i(t) = 0.01 vi(vopt − vi) + 0.75 Ξ2i(t−1); (4.47)
onde o valor de χ(Qǫ) na Equac¸a˜o (4.44) na˜o e´ utilizado, sendo considerado igual a um, devido
ao fato de na˜o haver uma implementac¸a˜o do centro emocional, e consequ¨eˆntemente Qǫ (sau´de
do centro emocional) na˜o existir.
Finalmente, a probabilidade de conversa˜o de uma conexa˜o excitato´ria em inibito´ria
(Equac¸a˜o (4.29)) e´ dada por:







Nos experimentos, limitamos a quantidade de conexo˜es inibito´rias de um neuroˆnio a 15% do
total de conexo˜es. Isto foi necessa´rio porque a condutividade das conexo˜es excitato´rias cresce
a cada surgimento de uma nova conexa˜o inibito´ria, levando o neuroˆnio novamente ao estado
que permite o surgimento de novas conexo˜es inibito´rias, num ciclo que impedia a estabilizac¸a˜o
da rede.
Uma grande quantidade de conexo˜es inibito´rias na rede e´ problema´tica porque os GAM
que se formam teˆm apenas poucos neuroˆnios, de forma que seus neuroˆnios dificilmente conse-
guem formar potencial suficiente para a gerac¸a˜o de pulsos em alta frequ¨eˆncia. Ale´m disso, a
grande quantidade de conexo˜es inibito´rias faz com que nem todos os GAM tenham chance de
entrar em atividade durante o regime de sono, levando muitos neuroˆnios a eventos letais.
4.4.1.8 Sau´de do Neuroˆnio
A principal func¸a˜o da sau´de do neuroˆnio e´ a determinac¸a˜o do “bem-estar” do agente neu-
roenerge´tico. Mas nesta fase inicial do desenvolvimento, em que nos interessa comprovar o
funcionamento da rede neuroenerge´tica, e o centro emocional na˜o existe, a sau´de e´ utilizada
apenas para determinar os eventos de morte e criac¸a˜o de neuroˆnios. Sendo assim, a sau´de do
neuroˆnio e´ dada por:






e o evento de morte do neuroˆnio ocorre quando Q = 0.
O evento de divisa˜o de um neuroˆnio ocorre somente para substituir um neuroˆnio morto,
e o neuroˆnio a ser dividido deve satisfazer a seguinte restric¸a˜o:
g3(H) > 0.95 g(v,Θ, H), (4.50)
ou seja, 95% do consumo do neuroˆnio deve ser devido a` manutenc¸a˜o das reservas, o que significa
que elas esta˜o muito pro´ximas de seu limite ma´ximo, e Q≈Qmax.
4.4.2 Formac¸a˜o do Estado Inicial
A primeira parte da simulac¸a˜o consiste na formac¸a˜o do estado inicial da rede. Para tanto, as
varia´veis v,W, ̺d, ̺s,Ξ e ΠS sa˜o inicializadas com zero, o grau de degenerac¸a˜o Θ dos neuroˆnios e´
distribu´ıdo aleato´ria e uniformemente no intervalo [Θmin,Θc], e o fornecimento de energia para
cada neuroˆnio e´ constante e igual a I = 32 a cada unidade de tempo. Nesta fase, a formac¸a˜o
de conexo˜es entre os neuroˆnios esta´ desabilitada, e a gerac¸a˜o de pulsos ocorre somente quando
o neuroˆnio entra na regia˜o de exaltac¸a˜o (Θ > ΘE).
O principal objetivo da formac¸a˜o do estado inicial e´ ajustar as equac¸o˜es de consumo
g, do limiar puro Π0, e da variac¸a˜o de Θ, de forma que satisfac¸am as restric¸o˜es necessa´rias.
Podemos observar na Figura 4.12(a) que o neuroˆnio comec¸a a gerar pulsos na frequ¨eˆncia vmin
apenas quando Θ≈1500. Neste ponto o consumo ja´ esta´ bastante elevado, em torno de 60
unidades, e as reservas do neuroˆnio esta˜o sendo rapidamente exauridas (Figura 4.13 na pa´gina
oposta). A gerac¸a˜o de pulsos reduz o valor de Θ, e e´ interrompida quando Θ≈ΘE , conforme
previsto no modelo. A Figura 4.12(b) mostra a estabilizac¸a˜o do estado inicial da rede neuro-
energe´tica, com o grau de degenerac¸a˜o me´dio em torno de Θ≈1350 e a frequ¨eˆncia me´dia em
torno de v = 0.3.
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(b) me´dia da rede neuroenerge´tica
Figura 4.12: Grau de degenerac¸a˜o e frequ¨eˆncia de gerac¸a˜o de pulsos (a) de um neuroˆnio isolado
e (b) da rede sem conexo˜es, ao longo de 5000 unidades de tempo, demonstrando o estado inicial.
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O consumo de energia durante o estado inicial e´ bastante elevado, e oscila de acordo
com a variac¸a˜o de Θ, cujo crescimento e´ o principal responsa´vel pela diminuic¸a˜o das reservas
do neuroˆnio, conforme mostra a Figura 4.13. Se compararmos este gra´fico com a Figura 4.12(a)
na pa´gina anterior, podemos observar que as reservas caem acentuadamente quando Θ > 1500,




































Figura 4.13: Variac¸a˜o das reservas de energia H e do consumo g(v,Θ, H) em um neuroˆnio
isolado, durante o estado inicial. A linha reta indica a entrada constante de energia I = 32.
4.4.3 Auto-organizac¸a˜o da Estrutura Base
Uma vez ajustado o estado inicial da rede, a segunda fase dos experimentos consiste na formac¸a˜o
da estrutura base, onde a rede opera alternadamente nos regimes de sono e vig´ılia. Para tanto, e´
necessa´rio somente habilitar a formac¸a˜o de conexo˜es interneuronais, de acordo com as equac¸o˜es
descritas anteriormente.
Podemos observar na Figura 4.14 na pa´gina seguinte que a primeira gerac¸a˜o de pulsos
inicia com valores altos de Θ, por volta do instante t = 600, e logo em seguida ocorre uma
explosa˜o de atividade, na qual a condutividade das conexo˜es interneuronais comec¸a a crescer,
e os neuroˆnios se regeneram. A partir do instante t = 2000 podemos identificar os regimes
de sono (com gerac¸a˜o de pulsos e reduc¸a˜o de Θ), e de vig´ılia (sem pulsos e com aumento
de Θ). A transformac¸a˜o das conexo˜es excitato´rias em inibito´rias ocorre principalmente ao
final dos regimes de sono e e´ uma das principais causas de sua interrupc¸a˜o na fase inicial da
formac¸a˜o da estrutura base. A partir de t = 5000 o nu´mero de conexo˜es inibito´rias atinge o
limite (Figura 4.16 na pa´gina 83), e a interrupc¸a˜o do regime de sono se deve especialmente ao
crescimento de Π0.






































Figura 4.14: Variac¸a˜o do grau de degenerac¸a˜o e da frequ¨eˆncia me´dia de gerac¸a˜o de pulsos
de uma rede com conexo˜es ativas, demonstrando a formac¸a˜o da estrutura base. A partir de
t = 2000 podemos observar os regimes de sono (com gerac¸a˜o de pulsos) e de vig´ılia (sem pulsos).
escolhido aleatoriamente. Podemos observar que o neuroˆnio gera va´rias sequ¨eˆncias de pulsos
durante um mesmo regime de sono, intercaladas por per´ıodos de lateˆncia, e reduz o valor de Θ
gradativamente. Isto se deve especialmente a` ac¸a˜o do limiar esta´tico, e indica a alternaˆncia na
atividade dos diferentes GAM. Quando o intervalo entre um per´ıodo de gerac¸a˜o e outro e´ muito
grande, o neuroˆnio na˜o consegue se regenerar, mantendo Θ relativamente constante, conforme
podemos observar no intervalo t = [8000, 9000]. Como consequ¨eˆncia, o neuroˆnio pode adentrar

































Figura 4.15: Grau de degenerac¸a˜o e frequ¨eˆncia de gerac¸a˜o de pulsos de um neuroˆnio escolhido
aleatoriamente, ao longo de 10000 unidades de tempo, durante a formac¸a˜o da estrutura base.
Tambe´m na Figura 4.15, observamos a raza˜o pela qual limitamos o nu´mero de conexo˜es
inibito´rias. A partir de t > 5000 o neuroˆnio atinge Θmin diversas vezes, apesar de ter o nu´mero
ma´ximo de conexo˜es inibito´rias. Se na˜o houvesse uma limitac¸a˜o, os neuroˆnios poderiam criar
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muitas conexo˜es inibito´rias, levando a rede a formar GAMs com poucos neuroˆnios, e dificultando
ou ate´ impedindo sua auto-organizac¸a˜o.
A raza˜o pela qual os neuroˆnios sempre de novo atingem Θmin pode ser aferida tambe´m
na Figura 4.16. Durante os regimes de sono (ver Figura 4.14 na pa´gina oposta), a condutividade
das conexo˜es excitato´rias aumenta de acordo com a regra de treinamento, levando os neuroˆnios
a gerarem pulsos na frequ¨eˆncia o´tima, mesmo quando Θ≈Θmin. Formam-se enta˜o conexo˜es
inibito´rias, que interrompem a gerac¸a˜o de pulsos. Mas no regime de sono seguinte a condutivi-
dade das conexo˜es aumenta novamente, para fazer o neuroˆnio gerar pulsos na frequ¨eˆncia vopt.
O processo de crescimento da condutividade so´ e´ interrompido quando os neuroˆnios na˜o podem
mais formar conexo˜es inibito´rias.
replacemen
nu´m. de conexo˜es inibito´rias
condutividade das conexo˜es excitato´rias










































Figura 4.16: Variac¸a˜o da condutividade me´dia das conexo˜es excitato´rias e do nu´mero me´dio
de conexo˜es inibito´rias nos neuroˆnios, durante a formac¸a˜o da estrutura base.
O principal objetivo da auto-organizac¸a˜o da rede e´ a reduc¸a˜o do consumo de energia.
A Figura 4.17 na pro´xima pa´gina faz uma comparac¸a˜o entre o consumo durante o estado inicial
e durante a formac¸a˜o da estrutura base, levando em considerac¸a˜o apenas dois componentes do
consumo: o consumo referente a` gerac¸a˜o de pulsos (g1(v)) e o consumo referente ao grau de
degenerac¸a˜o do neuroˆnio (g2(Θ)). O motivo que nos leva a utilizar apenas estes dois compo-
nentes e´ que a quantidade de entrada de energia na formac¸a˜o da estrutura base e´ a mesma
do estado inicial, de forma que o consumo global da rede e´ semelhante nos dois casos, mas
na formac¸a˜o da estrutura base, a maior parte do consumo ocorre para a manutenc¸a˜o das re-
servas g3(H). Podemos observar uma reduc¸a˜o de 7.5 vezes no consumo, que passa de uma
me´dia de g(v,Θ) = 27.25 para g(v,Θ) = 3.63 unidades a cada unidade de tempo, comprovando
a vantagem energe´tica obtida pela rede devido a` sua auto-organizac¸a˜o.
A Figura 4.18 na pa´gina 85 mostra o grau de degenerac¸a˜o me´dio (Θ) e a me´dia das
reservas de energia (H) da rede durante um ciclo dia´rio. O ciclo mostrado corresponde ao
per´ıodo t = [5300, 6700] da Figura 4.14 na pa´gina anterior, e mostra os per´ıodos de crescimento
e decrescimento das reservas. Os pontos t1 a t6 sa˜o equivalentes aos pontos da Figura 4.9 na
pa´gina 71, mas a variac¸a˜o de H na˜o e´ ta˜o acentuada quanto o esperado, apesar de o consumo
de energia da rede variar bastante durante o ciclo dia´rio, conforme podemos constatar na
Figura 4.17 na pro´xima pa´gina.
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consumo na formac¸a˜o da estrutura base

























Figura 4.17: Consumo me´dio de energia da rede durante o estado inicial e na formac¸a˜o da
estrutura base. Podemos observar uma reduc¸a˜o de 6 vezes no consumo.
Esta variac¸a˜o pequena de H deve-se principalmente ao fato de que a alimentac¸a˜o da
rede na˜o foi reduzida, embora o consumo tenha reduzido, de forma que as reservas acumulam-se
em valores muito altos. A necessidade de manter reservas altas esta´ no fato de que durante o
funcionamento da rede alguns neuroˆnios morrem devido ao surgimento das conexo˜es inibito´rias.
Quando um neuroˆnio morre, outro pode se dividir, dando origem a dois novos neuroˆnios (Sec¸a˜o
4.2.6). Estes neuroˆnios rece´m formados ainda na˜o possuem conexo˜es excitato´rias, e precisam
de reservas altas ate´ que formem novas conexo˜es e consigam reduzir seu consumo. Como
a distribuic¸a˜o de energia e´ igual para todos neuroˆnios, se as reservas forem baixas, os novos
neuroˆnios morrem antes de formarem conexo˜es, dando origem a uma reac¸a˜o em cadeia de morte
e criac¸a˜o de neuroˆnios que desorganiza toda a rede.
4.4.3.1 Excitac¸a˜o Externa
Do ponto de vista da rede neuroenerge´tica, podemos considerar a atividade dos receptores como
a formac¸a˜o de um pequeno fluxo de excitac¸a˜o. Esta atividade pode ser simulada adicionando-se
a alguns neuroˆnios, escolhidos aleatoriamente a cada intervalo de tempo, um pequeno potencial
excitato´rio. A intensidade deste potencial deve ser tal que permita a gerac¸a˜o de um pulso,
mesmo quando Θ < Θc e o limiar puro e´ muito alto. A quantidade de neuroˆnios que recebe
a excitac¸a˜o a cada unidade de tempo tambe´m deve ser definida cuidadosamente. Se muitos
neuroˆnios receberem a excitac¸a˜o, enta˜o o potencial se acumula e a rede entra no regime de sono
muito cedo, praticamente eliminando o regime de vig´ılia.
A excitac¸a˜o externa foi simulada adicionando-se a 6% dos neuroˆnios da rede um po-
tencial excitato´rio de valor W+ = 40. Como resultado, as caracter´ısticas gerais da rede na˜o se




































Figura 4.18: Variac¸a˜o do grau de degenerac¸a˜o me´dio e do valor me´dio das reservas de uma rede
neuroenerge´tica ao longo de um ciclo dia´rio, durante a formac¸a˜o da estrutura base.
unidades a cada unidade de tempo. Desta forma comprovamos a vantagem energe´tica propor-
cionada a` rede quando esta possui receptores e consegue gerar um fluxo constante de excitac¸a˜o.
Este fluxo de excitac¸a˜o pode ser gerado atrave´s da organizac¸a˜o de elementos amplificadores da
excitac¸a˜o proveniente dos receptores — os grupos neurais.
Ale´m disso, a adic¸a˜o de excitac¸a˜o externa durante o regime de vig´ılia aumentou consi-
deravelmente sua durac¸a˜o, tornando-o em me´dia duas a treˆs vezes mais longo do que o regime
de sono, conforme mostra a Figura 4.19 na pa´gina seguinte. Isto e´ muito importante se consi-
derarmos que o agente neuroenerge´tico consegue atuar no ambiente principalmente no regime
de vig´ılia, pois os GAM que se formam no regime de sono impedem a atividade dos receptores
e atuadores atrave´s de conexo˜es inibito´rias.
4.5 Resumo
O Cap´ıtulo 4 detalhou o funcionamento do neuroˆnio e o processo de auto-organizac¸a˜o da rede
neuroenerge´tica, apresentando resultados obtidos atrave´s de experimentos computacionais re-
alizados no modelo. A seguir, um resumo dos principais aspectos abordados:
• O neuroˆnio proposto tem como principal caracter´ıstica sua degenerac¸a˜o ao longo do
tempo, e a necessidade de gerar pulsos para poder se regenerar e reduzir o consumo de
energia. Do ponto de vista energe´tico, os pulsos sa˜o, em primeiro lugar, um mecanismo
de regenerac¸a˜o de estruturas danificadas. Uma se´rie de restric¸o˜es dificulta a atividade do
neuroˆnio, forc¸ando-o a associar-se a outros neuroˆnios em uma rede, na qual auxiliam-se











































Figura 4.19: Influeˆncia do fluxo de excitac¸a˜o externa no ciclo dia´rio: a durac¸a˜o do regime de
vig´ılia aumenta e o consumo de energia diminui.
• A rede neuroenerge´tica se auto-organiza a partir de um conjunto de neuroˆnios quando
estes comec¸am a formar conexo˜es excitato´rias entre si. A formac¸a˜o de conexo˜es ini-
bito´rias divide a rede em grupos de aux´ılio mu´tuo, e permite o surgimento do regime de
sono, no qual os neuroˆnios conseguem se regenerar devido a` alta frequ¨eˆncia de gerac¸a˜o
de pulsos possibilitada pelas conexo˜es interneuronais.
• Uma vez que os neuroˆnios estejam regenerados, a rede entra no regime de vig´ılia, no qual
seu consumo aumenta devido ao crescimento do grau de degenerac¸a˜o. Para retardar o
aumento do consumo, e acumular reservas para entrar novamente no regime de sono,
os neuroˆnios precisam gerar pulsos isolados, poss´ıveis com a introduc¸a˜o de excitac¸a˜o
externa na rede. A excitac¸a˜o externa reduz ainda mais o consumo da rede e abre
perspectivas para o surgimento de func¸o˜es inteligentes, na resoluc¸a˜o do problema de
busca por excitac¸o˜es no ambiente.
Cap´ıtulo 5
Especificac¸a˜o de um Agente Neuroenerge´tico
O dif´ıcil, o extraordina´rio, na˜o e´ fazer mil gols,
como Pele´. E´ fazer um gol como Pele´.
(Carlos Drummond de Andrade)
5.1 Introduc¸a˜o
Este cap´ıtulo apresenta em maiores detalhes a especificac¸a˜o de um agente neuroenerge´tico in-
troduzido no Cap´ıtulo 3. O trabalho deste cap´ıtulo e´ teo´rico, na˜o tendo sido implementada
nenhuma versa˜o para simulac¸a˜o. Embora Emelyanov-Yaroslavsky (1990) indique ter imple-
mentado ao menos uma versa˜o parcial do agente ilustrado na Figura 3.1 na pa´gina 39, ele
na˜o fornece detalhes dessa implementac¸a˜o, de forma que ela na˜o pode ser reproduzida sem
que antes uma se´rie de questo˜es deixadas em aberto sejam resolvidas. Em outro trabalho
(Emelyanov-Yaroslavsky & Potapov, 1992b), o autor demonstra atrave´s de experimentos diri-
gidos e em condic¸o˜es especiais, como ocorre a formac¸a˜o dos grupos neurais e a auto-organizac¸a˜o
da memo´ria associativa (Sec¸a˜o 5.2.3).
A principal raza˜o da inclusa˜o deste cap´ıtulo, mesmo sem que uma versa˜o do agente
aqui descrito tenha sido implementada, e´ deixar dispon´ıvel o trabalho de Emelyanov Yaros-
lavsky em l´ıngua portuguesa, simplificando assim eventuais consultas sem que seja necessa´rio
recorrer ao original em l´ıngua russa. Ale´m disso, introduzimos nesta especificac¸a˜o as correc¸o˜es,
modificac¸o˜es e interpretac¸o˜es decorrentes dos resultados obtidos nos cap´ıtulos anteriores.
As propriedades do agente neuroenerge´tico sa˜o decorrentes das propriedades do ele-
mento ba´sico de sua constituic¸a˜o – o neuroˆnio – e das caracter´ısticas especiais da organizac¸a˜o
de sua estrutura (propriedades dos seus componentes e suas relac¸o˜es). Ha´ basicamente treˆs
componentes interagindo no agente: a massa neural, a memo´ria e o centro emocional.
A massa neural e´ uma rede neuroenerge´tica auto-organizada, cujo funcionamento ana-
lisamos no cap´ıtulo anterior. Ela determina os regimes de sono e vig´ılia, e e´ responsa´vel pela
viabilidade energe´tica dos neuroˆnios, ou seja, por manteˆ-los vivos. A memo´ria e´ formada pe-
los grupos neurais, que sa˜o separados da massa neural atrave´s da ac¸a˜o dos receptores, e e´
responsa´vel por criar o fluxo o´timo de excitac¸a˜o, permitindo ao agente reduzir o consumo de
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energia e prolongar o regime de vig´ılia. Finalmente, o centro emocional surge da necessidade de
coordenar a atividade da memo´ria, criando uma demanda por excitac¸a˜o e dirigindo a memo´ria
no sentido de satisfazer esta demanda.
5.1.1 Organizac¸a˜o do Cap´ıtulo
A Sec¸a˜o 5.2 apresenta o processo de formac¸a˜o da memo´ria, e como sua atividade seria capaz
de gerar o fluxo o´timo de excitac¸a˜o. Na Sec¸a˜o 5.3 analisamos as propriedades especiais do
centro emocional, que o fazem exercer o papel de controlador da memo´ria, e consequ¨entemente
do agente. A Sec¸a˜o 5.4 mostra o relacionamento entre a memo´ria e o centro emocional, a
partir do qual surgiriam as principais funcionalidades “inteligentes” do agente. Nas Sec¸o˜es 5.5
e 5.6 apresentamos os dois principais mecanismos atrave´s dos quais o agente potencializaria
sua capacidade cognitiva e de sobreviveˆncia: o regime de subconscieˆncia e a auto-excitac¸a˜o,
respectivamente. Finalmente na Sec¸a˜o 5.7, fazemos um resumo dos principais to´picos deste
cap´ıtulo.
5.2 Memo´ria
Conforme vimos na Sec¸a˜o 4.3.3, a adic¸a˜o de um fluxo de excitac¸a˜o a` rede proporciona uma
reduc¸a˜o significativa no seu consumo de energia, ale´m de aumentar a durac¸a˜o do ciclo dia´rio
(especialmente do regime de vig´ılia). E´ atrave´s da soluc¸a˜o do problema de busca por fon-
tes de excitac¸a˜o externa, capazes de proporcionar o fluxo o´timo de excitac¸a˜o, que se daria
transformac¸a˜o da rede auto-organizada em um agente neuroenerge´tico, com func¸o˜es mais “in-
teligentes”. Isto significa que, na construc¸a˜o do agente, precisamos resolver o problema da
criac¸a˜o dos geradores do fluxo o´timo de excitac¸a˜o.
O fluxo o´timo de excitac¸a˜o pode ser formado se o agente puder memorizar e generalizar
as regularidades do ambiente em que esta´ inserido. Mas a incapacidade dos neuroˆnios de
permanecerem ativos por muito tempo e as caracter´ısticas dinaˆmicas do ambiente forc¸am o
agente a encontrar ou criar novas excitac¸o˜es, levando-o a um comportamento autoˆnomo. Desta
forma, as func¸o˜es de memo´ria, generalizac¸a˜o e comportamento autoˆnomo seriam resultados
da busca pelo fluxo o´timo de excitac¸a˜o. A seguir, analisamos o processo de evoluc¸a˜o, ou, as
relac¸o˜es de causa-efeito, que podem levar a` formac¸a˜o da memo´ria no agente neuroenerge´tico.
5.2.1 Componentes da Memo´ria
Vimos que a necessidade de regenerac¸a˜o e´ uma das principais caracter´ısticas dos neuroˆnios, e
que esta regenerac¸a˜o e´ proporcionada por ac¸o˜es externas sobre o neuroˆnio, que lhe fornecem um
potencial excitato´rio W+. Na maioria dos neuroˆnios, as ac¸o˜es externas sa˜o formadas atrave´s
dos pulsos gerados em outros neuroˆnios, transmitidos atrave´s das conexo˜es.
Os receptores sa˜o neuroˆnios especiais em que o potencial excitato´rio e´ formado por
influeˆncias diretas do ambiente: visual, sonora, qu´ımica, ta´til, etc. No agente neuroenerge´tico,
os receptores devem ser a fonte prima´ria de excitac¸a˜o externa para a massa neural, e a gerac¸a˜o
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de pulsos por parte dos receptores sera´ responsa´vel pela formac¸a˜o do fluxo de excitac¸a˜o. Mas
se os receptores forem capazes de gerar o fluxo o´timo de excitac¸a˜o para a massa neural, enta˜o
desaparece o est´ımulo capaz de levar a` continuidade da evoluc¸a˜o do agente. Por isso, temos
que introduzir duas limitac¸o˜es, que abrem suas perspectivas evolutivas:
1. A influeˆncia de um receptor na rede e´ pequena, e o nu´mero de receptores e´ pequeno:
desta forma o valor do potencial gerado pelos receptores e´ muito inferior ao fluxo o´timo
de excitac¸a˜o;
2. Os receptores na˜o podem gerar pulsos por muito tempo: um per´ıodo de atividade e´
seguido por um longo per´ıodo de lateˆncia, de forma que as ac¸o˜es excitato´rias do ambiente
teˆm que ser variadas, precisam ser rapidamente renovadas e atingir receptores diferentes.
Devido a` limitac¸a˜o na intensidade da excitac¸a˜o produzida pelos receptores, surge a
necessidade da formac¸a˜o de amplificadores de excitac¸a˜o. Consideramos que a atividade dos
receptores influencia apenas o pequeno conjunto de neuroˆnios com os quais esta˜o conectados,
podendo leva´-los a` gerac¸a˜o de pulsos em baixa frequ¨eˆncia. Se acontecer de um determinado
grupo de neuroˆnios gerar pulsos em baixa frequ¨eˆncia por repetidas vezes, devido a` ac¸a˜o de um
grupo de receptores, enta˜o, de acordo com a regra de treinamento (Sec¸a˜o 4.2.5), as conexo˜es
entre estes neuroˆnios ira´ se fortalecer e eles formara˜o um grupo neural, sendo capazes de operar
em alta frequ¨eˆncia. Chamamos estes grupos, responsa´veis pela amplificac¸a˜o da excitac¸a˜o dos
receptores, de grupos prima´rios.
Para a formac¸a˜o dos grupos prima´rios, e´ necessa´rio que se repitam as condic¸o˜es que
permitem a atividade simultaˆnea do mesmo grupo de neuroˆnios, o que significa que os mesmos
receptores devem ser acionados repetidamente, na mesma ordem. Esta condic¸a˜o, impl´ıcita nas
propriedades da rede, e´ fundamental, pois define a natureza das ac¸o˜es do ambiente que teˆm
efeito sobre o agente. A atividade aleato´ria ou irregular dos receptores na˜o leva a` formac¸a˜o de
grupos neurais.
Ha´ duas condic¸o˜es especiais em relac¸a˜o aos grupos prima´rios, que sa˜o em grande
parte responsa´veis pelo surgimento de func¸o˜es inteligentes no agente: a quantidade de gru-
pos prima´rios deve ser pequena; e a atividade de um grupo prima´rio interfere na atividade dos
outros (propriedade da alternatividade).
A restric¸a˜o na quantidade de grupos prima´rios e´ importante porque dela segue o
princ´ıpio lingu¨´ıstico de organizac¸a˜o da memo´ria. A complexidade do ambiente externo e´ perce-
bida pelo agente apenas atrave´s de um pequeno conjunto de est´ımulos familiares, que adquirem
o sentido de um alfabeto ba´sico. Desta forma, conceitos ou situac¸o˜es complexos sa˜o represen-
tados pela sequ¨eˆncia de acionamento dos grupos prima´rios.
A segunda condic¸a˜o, da interfereˆncia entre os diversos grupos prima´rios, surgira´ como
uma consequ¨eˆncia direta do seu processo de formac¸a˜o: eles sa˜o isolados da massa neural atrave´s
da formac¸a˜o de novas conexo˜es inibito´rias, formando plugues inibito´rios entre si. Assumimos
que entre qualquer par de grupos prima´rios, formado a partir de est´ımulos de uma mesma
modalidade (visual, sonora, etc.), existe um conjunto de conexo˜es inibito´rias ou plugues. Desta
forma, na˜o basta que o grupo prima´rio receba excitac¸a˜o dos receptores para entrar em atividade,
e´ necessa´rio tambe´m que na˜o haja outro grupo ativo. Como o fluxo o´timo de excitac¸a˜o so´
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pode ser formado com a atividade praticamente ininterrupta dos grupos prima´rios, surge a
necessidade de criar conexo˜es compensato´rias para os plugues, ou seja, a memo´ria deve ser capaz
de “prever” quais sera˜o os pro´ximos grupos prima´rios a serem excitados pelos receptores, de
forma a enviar excitac¸a˜o pre´via a eles, para compensar as conexo˜es inibito´rias que os impediriam
de entrar em atividade.
Os diferentes objetos e situac¸o˜es do ambiente sa˜o representados na memo´ria do agente
pelos grupos secunda´rios, que sa˜o formados devido a` atividade dos grupos prima´rios. Apo´s
sua formac¸a˜o, os grupos secunda´rios criam a excitac¸a˜o compensato´ria W+ necessa´ria para
neutralizar a ac¸a˜o dos plugues, possibilitando os grupos prima´rios a permanecerem ativos quase
que ininterruptamente, criando o fluxo o´timo de excitac¸a˜o.
5.2.2 Caracter´ısticas dos Grupos Neurais
1. Grupos neurais separam-se da massa neural atrave´s do crescimento das conexo˜es exci-
tato´rias entre seus neuroˆnios quando, devido a alguma excitac¸a˜o externa, estes geram
pulsos na frequ¨eˆncia mı´nima, simultaneamente, por um tempo suficientemente prolon-
gado. O crescimento das conexo˜es provoca o surgimento de um potencial W+ que leva
os neuroˆnios a ultrapassarem o limiar de refrac¸a˜o (ΠR) e, apo´s um per´ıodo de gerac¸a˜o
de pulsos em alta frequ¨eˆncia, o limiar esta´tico cresce interrompendo a gerac¸a˜o de pulsos.
Naturalmente na˜o pode haver conexo˜es inibito´rias entre neuroˆnios de um mesmo grupo.
2. Um grupo neural Ni pode estar em um de treˆs estados: inativo ou descanso (N
R
i ),
semi-ativo (NSi ), ou ativo (N
A
i ). No estado de descanso os neuroˆnios do grupo na˜o
geram pulsos devido ao alto limiar puro Π0, ou devido ao alto limiar esta´tico ΠS (neste
caso, dizemos que o grupo esta´ no estado latente). Quando o grau de degenerac¸a˜o
dos neuroˆnios aumenta (reduc¸a˜o de Π0) ou na facilitac¸a˜o po´s-tetaˆnica (reduc¸a˜o de ΠS),
o grupo entra no estado semi-ativo (NRi ⇒ N
S
i ), no qual ocorre a gerac¸a˜o em baixa
frequ¨eˆncia, e as reservas dos neuroˆnios sa˜o rapidamente exauridas. Grupos neste estado
sa˜o chamados de focos de excitac¸a˜o. A passagem do estado semi-ativo ao estado ativo
(NSi ⇒ N
A
i ) ocorre quando os neuroˆnios conseguem ultrapassar o limiar de refrac¸a˜o ΠR.
O estado ativo e´ de curta durac¸a˜o devido ao crescimento de ΠS e/ou de Π0, e o grupo
passa ao estado de descanso (NAi ⇒ N
R
i ). O estado ativo e´ energeticamente lucrativo
devido a` ra´pida reduc¸a˜o de Θ.
3. Se a excitac¸a˜o que formou um grupo neural continua a entrar na rede quando ele esta´
no estado latente, enta˜o um segundo, ou terceiro grupo podem se formar para a mesma
excitac¸a˜o. Assim, diversos grupos neurais poderiam corresponder a um mesmo elemento
no ambiente externo.
4. Grupos neurais na˜o sa˜o esta´ticos. As conexo˜es excitato´rias “envelhecem”, isto e´, sua
condutividade diminui ao longo do tempo (Equac¸a˜o 4.25). A u´nica maneira de preservar
os grupos e´ permitir que entrem em atividade periodicamente e desta forma restaurem
o valor de suas conexo˜es.
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5. O princ´ıpio da alternatividade e´ o in´ıcio da relac¸a˜o entre os grupos neurais: o grupo
neural ativo cria plugues em todos os grupos da mesma modalidade, impedindo alguns
de seus neuroˆnios de gerarem pulsos. A paralizac¸a˜o de um ou mais neuroˆnios num grupo
o impede de ultrapassar o limiar de refrac¸a˜o. A propriedade da alternatividade indica a
necessidade de um nu´mero pequeno de conexo˜es entre neuroˆnios do mesmo grupo, em
torno de treˆs ou quatro, de forma que a existeˆncia de uma conexa˜o inibito´ria com outro
grupo impec¸a o neuroˆnio de gerar pulsos. Chamamos as conexo˜es entre neuroˆnios da
massa neural, que garantem o regime de sono, de fracas, e as conexo˜es entre neuroˆnios
dos grupos neurais, de fortes, sendo a condutividade destas de 4 a 5 vezes maiores do
que daquelas.
6. A quantidade de neuroˆnios e grupos neurais e´ determinada a partir da quantidade de
grupos de uma mesma modalidade, entre os quais deve exitir a propriedade da alterna-
tividade, satisfazendo-se ainda a condic¸a˜o de individualidade dos plugues. Os plugues
sa˜o a representac¸a˜o de um grupo neural no outro, e estas representac¸o˜es na˜o devem ser
repetidas ou combinadas, pois isto destruiria a lo´gica de funcionamento da memo´ria. A
propriedade da alternatividade e´ garantida por um conjunto de plugues, que deve ser
u´nico para cada grupo de mesma modalidade e n´ıvel hiera´rquico. A capacidade ma´xima
da memo´ria na˜o depende tanto da quantidade de neuroˆnios, mas principalmente da ca-
pacidade de regenerac¸a˜o da memo´ria, das possibilidades de restaurar os grupos neurais.
5.2.3 Auto-organizac¸a˜o da Memo´ria Associativa
Os grupos neurais seriam formados a partir da massa neural ja´ auto-organizada, isto e´, a partir
da estrutura base, atrave´s da amplificac¸a˜o das conexo˜es excitato´rias (fracas) existentes. O
agente possui diferentes tipos de dispositivos de entrada, cuja atividade da´ in´ıcio a` formac¸a˜o
dos grupos prima´rios, que compo˜em o primeiro n´ıvel da memo´ria: o n´ıvel dos elementos dos
alfabetos das diferentes linguagens de descric¸a˜o do ambiente. Os grupos prima´rios sa˜o divididos
em diversos tipos, e grupos de um mesmo tipo so´ podem ocorrer em regio˜es espec´ıficas da massa
neural, ou suas zonas. Os diferentes tipos sa˜o pre´-programados atrave´s da conectividade entre
as zonas. As zonas sa˜o caracterizadas pelo n´ıvel hiera´rquico e pela modalidade dos grupos
neurais existentes nelas, isto e´, pela ligac¸a˜o (na˜o necessariamente direta) com determinado
grupo de receptores, que determina a orientac¸a˜o da zona a um certo tipo de ac¸a˜o externa
(visual, auditiva, etc.).
Os dispositivos de entrada do agente devem ser desenvolvidos de tal maneira que des-
membram as percepc¸o˜es externas em uma sequ¨eˆncia de partes elementares, chamadas de fone-
mas externos. Por exemplo, textos sa˜o divididos em palavras, s´ılabas e letras. Cada fonema ex-
terno esta´ relacionado a um tipo espec´ıfico de receptores, e atrave´s destes, aos grupos prima´rios
de sua modalidade. O surgimento e repetic¸a˜o em situac¸o˜es externas de determinado fonema
externo leva a` formac¸a˜o do grupo prima´rio correspondente a ele. Grupos prima´rios formados
desta maneira formam o alfabeto ao qual os dispositivos de entrada traduzem ou desmembram
as situac¸o˜es externas. Grupos neurais de hierarquias superiores sa˜o responsa´veis pela reunia˜o
dos fonemas de forma a representarem novamente o todo.
Vejamos enta˜o como ocorreria a auto-organizac¸a˜o hiera´rquica de uma rede neuroe-
nerge´tica a partir da estrutura base, levando a` formac¸a˜o de uma memo´ria associativa, dadas
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as seguintes condic¸o˜es: existeˆncia de ligac¸o˜es inibito´rias; incapacidade dos neuroˆnios de gerar
pulsos na frequ¨eˆncia o´tima por longos per´ıodos; e baixa intensidade das excitac¸o˜es provenientes
dos receptores, insuficiente para prover a excitac¸a˜o necessa´ria para a rede.
No primeiro esta´gio de formac¸a˜o da memo´ria, neuroˆnios que recebem excitac¸o˜es de um
mesmo receptor comec¸am a gerar pulsos em baixa frequ¨eˆncia simultaneamente, aumentando a
condutividade das conexo˜es (regra de treinamento), o que aumenta o potencial exitato´rio e os
leva a gerar pulsos em alta frequ¨eˆncia. Estes neuroˆnios formara˜o assim uma espe´cie de “ampli-
ficador” do receptor, de forma que basta que poucos sejam excitados para que todos consigam
gerar pulsos em alta frequ¨eˆncia. Isto significa que um grupo prima´rio esta´ formado (Figura 5.1).
Ligac¸o˜es inibito´rias entre diferentes grupos prima´rios tambe´m se formara˜o, impedindo que eles




conexo˜es excitato´rias conexo˜es inibito´rias
1◦ n´ıvel da rede neuroenerge´tica
. . .
Figura 5.1: Formac¸a˜o de grupos prima´rios: r – receptores; n – neuroˆnios; GP – grupos
prima´rios.
A repetic¸a˜o sequencial dos mesmos grupos prima´rios levaria a` criac¸a˜o de conexo˜es exci-
tato´rias entre grupos subsequ¨entes, formando uma cadeia de grupos prima´rios. Isto ocorre por
dois motivos: em primeiro lugar porque um grupo prima´rio na˜o interrompe a gerac¸a˜o de pulsos
imediatamente apo´s cessar a excitac¸a˜o proveniente do receptor; e em segundo lugar, grac¸as
a uma propriedade especial do potencial inibito´rio W−: seu crescimento e´ inicialmente mais
lento do que o crescimento do potencial excitato´rio W+, de forma que dois grupos prima´rios
subsequ¨entes podem gerar pulsos simultaneamente por um pequeno intervalo de tempo, le-
vando a condutividade de suas conexo˜es excitato´rias a crescer (Figura 5.2 na pro´xima pa´gina).
Estas conexo˜es excitato´rias compensariam parcialmente as conexo˜es inibito´rias entre os grupos
prima´rios, facilitando sua entrada em atividade na ordem correta, e diminuindo o intervalo
entre a atividade de grupos subsequ¨entes.
Quando a gerac¸a˜o espontaˆnea de pulsos por certos neuroˆnios coincidir com a sequ¨eˆncia
de ativac¸a˜o de uma cadeia de grupos prima´rios, formar-se-a˜o grupos de segundo n´ıvel, ou
grupos secunda´rios (GS) nas intersec¸o˜es entre os grupos prima´rios. Estes grupos secunda´rios
teˆm ligac¸o˜es excitato´rias provenientes de cada grupo prima´rio da cadeia, e entram em atividade
simultaneamente com eles (Figura 5.3 na pa´gina oposta).
A formac¸a˜o dos grupos secunda´rios deve iniciar-se durante a ativac¸a˜o da cadeia de
grupos prima´rios no regime de vig´ılia, mas para que se tornem uma memo´ria permanente
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conexo˜es excitato´rias conexo˜es inibito´rias
Figura 5.2: Formac¸a˜o da cadeia de grupos prima´rios: GP – grupos prima´rios.
e´ necessa´rio que a cadeia seja ativada de forma espontaˆnea, sem excitac¸a˜o externa, durante
o regime de subconscieˆncia. Ou seja, no agente neuroenerge´tico a memo´ria de curto prazo
seria formada pelas cadeias de grupos prima´rios, e a memo´ria de longo prazo, por grupos de
ordem superior. Para que determinada situac¸a˜o possa passar para a memo´ria permanente, e´
necessa´rio que a cadeia de grupos prima´rios seja preservada ate´ o regime de subconscieˆnscia.





conexo˜es excitato´rias conexo˜es inibito´rias
Figura 5.3: Formac¸a˜o do grupo secunda´rio na intersec¸a˜o das conexo˜es excitato´rias dos grupos
prima´rios de uma cadeia: GP – grupos prima´rios; GS – grupo secunda´rio.
A gerac¸a˜o simultaˆnea da cadeia de grupos prima´rios e do grupo secunda´rio durante
o regime de subconscieˆncia, levara´ ao fortalecimento das conexo˜es deste para com aqueles.
Como resultado, tais conexo˜es compensam as conexo˜es inibito´rias entre os grupos prima´rios, e
a sequ¨eˆncia correta de excitac¸a˜o da cadeia pode ser iniciada com a excitac¸a˜o apenas do primeiro
grupo prima´rio (Figura 5.4 na pro´xima pa´gina). Isto significa que o grupo secunda´rio entraria
no estado ativo antes que o objeto ou situac¸a˜o externa que o formou tenha exercido toda sua
influeˆncia. Em outras palavras: o grupo secunda´rio entrara´ no estado ativo grac¸as a conexo˜es
com outros grupos que estiveram ativos recentemente.
E´ razoa´vel supor que processos semelhantes de hierarquizac¸a˜o possam se repetir va´rias
vezes, dando origem a estruturas hiera´rquica com mu´ltiplas camadas. O nu´mero de cama-
das formadas depende basicamente de duas circunstaˆncias: o grau de ordem e regularidade





conexo˜es excitato´rias conexo˜es inibito´rias
Figura 5.4: Formac¸a˜o de conexo˜es excitato´rias compensato´rias do grupo secunda´rio para os
grupos prima´rios da cadeia: GP – grupos prima´rios; GS – grupo secunda´rio.
das excitac¸o˜es provenientes dos receptores (presenc¸a de regularidades no ambiente externo),
e diferenc¸as nas constantes temporais dos neuroˆnios (diversidade de neuroˆnios) ((Emelyanov-
Yaroslavsky & Potapov, 1992b)).
5.3 Centro Emocional
O fluxo de excitac¸a˜o e´ necessa´rio a` massa neural pois, pela lo´gica de funcionamento dos
neuroˆnios, reduz seu consumo de energia. Todavia, a necessidade de excitac¸a˜o e´ impl´ıcita,
ou seja, a excitac¸a˜o e´ vantajosa, pois prolonga a fase de excesso de alimentac¸a˜o do regime de
vig´ılia, levando as reservas a crescer, mas a massa neural na˜o tem mecanismos para influenciar
ou controlar a entrada de excitac¸o˜es. E´ necessa´rio portanto que o agente possua um elemento
que dependa de maneira cr´ıtica do fluxo de excitac¸a˜o, e saiba como controlar este fluxo, ou
seja, um elemento que controle a memo´ria. Chamamos este elemento de centro emocional.
Sua introduc¸a˜o no agente e´, em primeiro lugar, devida a` necessidade de criar uma demanda
expl´ıcita pelo fluxo de excitac¸a˜o.
5.3.1 Neuroˆnios do Centro Emocional
O centro emocional deve ser formado por neuroˆnios semelhantes aos da massa neural e memo´ria,
mas com algumas caracter´ısticas especiais que os transformam em elementos cr´ıticos quanto a`
questa˜o energe´tica. Sa˜o caracter´ısticas especiais dos neuroˆnios do centro emocional:
1. Eles na˜o podem formar conexo˜es. Apenas recebem conexo˜es provenientes da massa
neural. Em termos biolo´gicos, sa˜o neuroˆnios que possuem apenas dendritos, ligados
a axoˆnios provenientes da massa neural. Isto significa que eles na˜o podem auxiliar-se
mutuamente na tarefa de renovac¸a˜o funcional, uma vez que na˜o podem formar grupos
de aux´ılio mu´tuo.
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2. A quantidade ma´xima de reservas que estes neuroˆnios podem acumular e´ muito baixa.
3. Sua velocidade de degenerac¸a˜o e´ muito maior do que a velocidade de degenerac¸a˜o dos
neuroˆnios da memo´ria.
4. O valor do grau de degenerac¸a˜o cr´ıtico Θc pode variar entre limites relativamente gran-
des. Desta forma, o centro emocional evitaria a ocorreˆncia dos estados “muito ruim” e
“muito bom” em seus neuroˆnios.
5. Para estes neuroˆnios, o processo de regenerac¸a˜o ocorre em uma u´nica etapa. Isto sig-
nifica que para eles e´ dif´ıcil gerar o primeiro pulso, mas os pulsos seguintes sa˜o gerados
facilmente, devido a uma propriedade intr´ınseca: eles possuem conexo˜es excitato´rias
recorrentes. Desta forma, uma vez iniciada a gerac¸a˜o de pulsos, esta continuara´ ate´ que
o neuroˆnio esteja completamente regenerado (Θ≈Θmin).
6. Os neuroˆnios do centro emocional possuem uma fonte pro´pria de alimentac¸a˜o, que pode
ser regulada atrave´s da abertura ou fechamento de uma “va´lvula”. Desta forma, pode-se
recompensar ou punir o centro emocional atrave´s da abertura ou fechamento da va´lvula.
Estas caracter´ısticas fazem com que a sau´de dos neuroˆnios do centro emocional varie rapida-
mente entre grandes limites, de forma que eles frequ¨entemente operam em situac¸o˜es pro´ximas
a estados letais, podendo inclusive morrer. Ale´m disso, esses neuroˆnios sa˜o extremamente de-
pendentes da excitac¸a˜o proveniente da atividade da massa neural, excitac¸a˜o esta que deve ser
provida pelos GAMs durante o regime de sono, e pelo fluxo o´timo de excitac¸a˜o durante o regime
de vig´ılia.
5.3.2 Sau´de – Qǫ
A sau´de do centro emocional (Qǫ(H,H ′)) e´ calculada a partir da soma ponderada da sau´de Q de
seus neuroˆnios, e influenciara´ o comportamento da memo´ria e dos sistemas motores do agente.
Quando Qǫ < 0, a sau´de do agente esta´ “ruim”, e quanto pior a sau´de estiver, isto e´, quanto
menor o valor de Qǫ, maior sera´ o toˆnus emocional com que o centro emocional influenciara´ a
memo´ria. Por outro lado, quando Qǫ > 0, a sau´de esta´ “boa” e o toˆnus emocional e´ inexistente.
A dinaˆmica de variac¸a˜o de Qǫ ao longo do tempo e´ determinada basicamente pela propriedade
de degenerac¸a˜o e renovac¸a˜o dos neuroˆnios do centro emocional, pois sa˜o estes os fatores que
mais influenciam a quantidade das reservas de energia (H) e sua variac¸a˜o (H ′). Da mesma
forma que a sau´de (Q) dos neuroˆnios (Sec¸a˜o 4.2.6), Qǫ e´ mais sens´ıvel a` variac¸a˜o de H ′ do que
a` variac¸a˜o de H . Como a sau´de e´ definida principalmente pela variac¸a˜o das reservas, os estados
“bom” e “ruim” na˜o sa˜o esta´veis, forc¸ando uma postura pro´-ativa do agente.
A influeˆncia da sau´de do centro emocional sobre os neuroˆnios da memo´ria materializar-
se-a´ na variac¸a˜o da condutividade de suas conexo˜es excitato´rias (Equac¸o˜es (4.24)–(4.28)) de
duas formas: durante a gerac¸a˜o de pulsos pelos grupos neurais, como resultado da dependeˆncia
de v a Qǫ; e na fase de avaliac¸a˜o do sinal enviado pela memo´ria, atrave´s da func¸a˜o χ(Qǫ)
(Equac¸a˜o (4.25)). E´ importante lembrar que o valor da condutividade esta´ ligado a` excitabi-
lidade dos neuroˆnios: quanto maior a condutividade das conexo˜es, maior a excitabilidade dos
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neuroˆnios, e vice versa, de forma que podemos afirmar que a influeˆncia da sau´de do centro
emocional na memo´ria se da´ atrave´s da influeˆncia na excitabilidade dos neuroˆnios.
A dependeˆncia de v a Qǫ se da´ atrave´s de uma modificac¸a˜o na caracter´ıstica dos limiares
ΠR e ΠE. Ao inve´s de permanecerem esta´ticos, conforme definido na Sec¸a˜o 4.4.1.3, seu valor
poderia variar devido a` contrac¸a˜o ou dilatac¸a˜o do eixo das ordenadas do gra´fico da variac¸a˜o
de Πd(τ) (Figura 5.5). Desta forma, quando Q
ǫ < 0, ΠR diminui e ΠE aumenta, facilitando a
gerac¸a˜o em alta frequ¨eˆncia. De maneira inversa, quando Qǫ > 0, ΠE diminui e ΠR aumenta,




















Figura 5.5: Dependeˆncia da frequ¨eˆncia de gerac¸a˜o de pulsos v a` sau´de Qǫ devido a` variac¸a˜o
dos limiares ΠR e ΠE . Esta dependeˆncia se da´ pela contrac¸a˜o ou dilatac¸a˜o do eixo Πd numa
dependeˆncia linear de Qǫ.
Esta variac¸a˜o dos limiares ΠR e ΠE tem reflexos na excitabilidade dos neuroˆnios pois,
de acordo com a Equac¸a˜o (4.28), o valor de Ξ2i (e consequ¨entemente ̺d) diminui durante a
gerac¸a˜o em alta frequ¨eˆncia, reduzindo o valor da condutividade das conexo˜es. Por outro lado,
durante a gerac¸a˜o em baixa frequ¨eˆncia ocorre um aumento em Ξ2i, na tentativa dos neuroˆnios
de alcanc¸ar a frequ¨eˆncia o´tima vopt, aumentando assim sua excitabilidade.
A segunda maneira de Qǫ influenciar a memo´ria e´ atrave´s da func¸a˜o χ(Qǫ) (Equac¸a˜o
(4.25)). χ e´ o coeficiente da fo´rmula de transformac¸a˜o do componente dinaˆmico da condutivi-
dade ̺d no componente esta´tico ̺s, e desempenha o papel de fator de encorajamento e punic¸a˜o
para os grupos neurais ativos, de acordo com a avaliac¸a˜o do sinal por eles enviado ao centro
emocional. Para que χ possa desempenhar esta func¸a˜o, e´ necessa´rio que o tempo de dissoluc¸a˜o
de ̺d seja aproximadamente igual ao tempo da avaliac¸a˜o do sinal, e que a func¸a˜o χ seja da
forma:
χ = (Qǫ)kǫ, kǫ = const. (5.1)
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5.3.3 Distribuic¸a˜o dos Neuroˆnios – nθ(Θ)
O estado do centro emocional, representado por Qǫ, e´ determinado pela distribuic¸a˜o de seus
neuroˆnios nθ(Θ) em relac¸a˜o ao grau de degenerac¸a˜o. No estado inicial ou apo´s uma prolongada
auseˆncia de excitac¸o˜es provenientes da memo´ria, a distribuic¸a˜o nθ assume a forma de um platoˆ
que se degenera a` direita, devido a` gerac¸a˜o espontaˆnea de pulsos quando os neuroˆnios adentram
a regia˜o cr´ıtica. Esta situac¸a˜o corresponde a um equil´ıbrio dinaˆmico em que o movimento dos
neuroˆnios para a direita de nθ, e a transfereˆncia de neuroˆnios para o in´ıcio, esta˜o balanceados
a cada instante de tempo. Neste caso ter´ıamos a seguinte situac¸a˜o:
Hi = HN , H
′
i = 0, Qi = 0, Q
ǫ = 0,
que indica o estado neutro.
Quando o centro emocional receber um sinal excitato´rio Xm, forma-se-a´ um lote neural,
pois os diversos neuroˆnios excitados pelo sinal conseguem se regenerar. A Figura 5.6 mostra
a ac¸a˜o do primeiro sinal sobre o estado neutro: a linha pontilhada indica a distribuic¸a˜o nθ no
estado neutro, e a linha cheia, apresenta nθ depois do sinal, com a formac¸a˜o de um lote neural.
O tamanho do lote depende da quantidade de neuroˆnios excitados pelo sinal, e o acu´mulo de
neuroˆnios no in´ıcio da distribuic¸a˜o provoca uma reduc¸a˜o no consumo e consequ¨entemente um





Figura 5.6: Distribuic¸a˜o nθ no estado neutro (linha pontilhada) e apo´s primeiro sinal (linha
cheia).
Se os sinais se sucederem em intervalos de tempo suficientemente esparsos, ocorrera´
a formac¸a˜o de va´rios lotes neurais. Cada lote criara´, ao adentrar a regia˜o cr´ıtica, uma nova
demanda por sinais, atrave´s da reduc¸a˜o da sau´de Qǫ proporcional ao tamanho do lote. A
Figura 5.7 na pa´gina seguinte mostra a distribuic¸a˜o nθ nos instantes [t1, t2, t3, t4], em que
nenhum sinal e´ enviado pela memo´ria. Podemos observar dois lotes neurais (formados a partir
de sinais anteriores) moverem-se em direc¸a˜o a` regia˜o cr´ıtica, que por enquanto consideraremos
fixa. A Figura 5.7(e) mostra a variac¸a˜o de Qǫ durante o mesmo intervalo de tempo.
No instante t1, os lotes neurais L1 e L2 ainda esta˜o distantes da regia˜o cr´ıtica, de forma
que a entrada de energia e´ suficiente para todos os neuroˆnios, e Qǫ > 0. No instante t2, o
lote L1 ja´ esta´ parcialmente inserido na regia˜o cr´ıtica, e alguns de seus neuroˆnios iniciam a
gerac¸a˜o espontaˆnea de pulsos, que os leva a uma completa regenerac¸a˜o, lanc¸ando-os a` esquerda
da distribuic¸a˜o. No instante t3 o lote L1 esta´ totalmente inserido na regia˜o cr´ıtica, e a demanda
de energia de seus neuroˆnios e´ muito maior do que a oferta, levando a uma queda acentuada no
valor de Qǫ (ver Figura 5.7(e)). Finalmente, no instante t4, praticamente todos os neuroˆnios











(a) instante t1 (b) instante t2
(c) instante t3 (d) instante t4
(e) variac¸a˜o de Qǫ no intervalo [t1, t4]
Qǫ
tt1 t2 t3 t4
tmin
Figura 5.7: Variac¸a˜o da distribuic¸a˜o dos neuroˆnios nθ e da sau´de Qǫ do centro emocional ao
longo do tempo, demonstrando a evoluc¸a˜o dos lotes neurais quando na˜o ha´ excitac¸a˜o enviada
pela memo´ria.
do lote L1 se regeneraram. Em algum momento entre t3 e t4, ocorre o ponto de mı´nimo de Q
ǫ,
a partir do qual o nu´mero de neuroˆnios que adentram a regia˜o cr´ıtica e´ menor do que o nu´mero
de neuroˆnios que a deixam devido a` regenerac¸a˜o. Consequ¨entemente, para t>tmin a sau´de do
centro emocional aumentara´ gradativamente.
A magnitude da reduc¸a˜o de Qǫ quando um pacote adentra a regia˜o cr´ıtica corresponde
a` forc¸a com que o centro emocional consegue “pedir ajuda” a` memo´ria, ou seja, corresponde a`
intensidade do aumento de excitabilidade dos grupos neurais. O aux´ılio ao centro emocional e´
expresso pelo sinal excitato´rio Xm produzido por grupos prima´rios ativos (gerando pulsos em
alta frequeˆncia). O propo´sito do sinal e´ enviar o lote neural a` regia˜o de baixos valores de Θ
antes que ele adentre a regia˜o cr´ıtica. Idealmente, para maximizar a sau´de do centro emocional,




3 , . . . correspondente aos lotes neurais L1, L2, L3, . . . deve ser
enviado ao centro emocional antes que os respectivos lotes atinjam a regia˜o cr´ıtica, e de forma
que nenhum sinal interfira nos neuroˆnios de outros lotes. Desta forma, o centro emocional
realizaria a func¸a˜o de memo´ria dinaˆmica do agente: memorizando ac¸o˜es sob a forma de lotes
neurais e requerendo novas ac¸o˜es, que sejam coordenadas com os lotes existentes.
“A u´nica tarefa realizada pelo agente neuroenerge´tico como um todo, durante o
regime de vig´ılia, e´ buscar a melhor correspondeˆncia entre os sinais e os lotes
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neurais, para desta forma maximizar a sau´de do centro emocional. (Emelyanov-
Yaroslavsky, 1990)”
5.3.4 Variac¸a˜o de Θc
Vimos que os lotes neurais sa˜o formados a partir da gerac¸a˜o de pulsos em alta frequ¨eˆncia por
parte dos grupos prima´rios da memo´ria. Ha´ duas maneiras de gerar o est´ımulo necessa´rio para
que os grupos prima´rios entrem em atividade: 1) quando o centro emocional dirigir a atividade
da memo´ria, atrave´s da reduc¸a˜o de Qǫ e consequ¨ente aumento da excitabilidade dos grupos,
permitindo a gerac¸a˜o espontaˆnea de pulsos; e 2) quando o ambiente externo dirigir a atividade
da memo´ria, enviando excitac¸o˜es atrave´s dos sensores. E´ o segundo caso que nos interessa no
momento, pois nele o agente precisaria ser capaz de se ajustar a`s variac¸o˜es do ambiente.
A excitac¸a˜o proveniente do ambiente dificilmente chega nos intervalos ideais para a
regenerac¸a˜o dos lotes neurais que foram formados por sinais anteriores. Por isso, e´ necessa´rio
que o agente seja capaz de se ajustar a` dinaˆmica das ac¸o˜es do ambiente. Esta habilidade e´
determinada em grande parte pela capacidade que os neuroˆnios do centro emocional devem ter
de variar seu grau de degenerac¸a˜o cr´ıtico Θc, de acordo com a equac¸a˜o:
∂Θc
∂t
= f1θ(Q) + f2θ(Θ) + f3θ(Q
m). (5.2)
A func¸a˜o f1θ(Q) e´ inversamente proporcional a` sau´de do neuroˆnio — quando a sau´de
aumenta, f1θ(Q) diminui, e vice versa —, e representa a “expectativa” pela chegada de um
sinal que va´ regenerar o lote neural. Atrave´s de f1θ(Q), o valor de Θc aumenta (move-se a`
direita) a` medida em que os lotes se aproximam da regia˜o cr´ıtica em nθ, retardando a entrada
dos neuroˆnios nesta regia˜o (naturalmente a variac¸a˜o de Θc e´ limitada, e mais lenta do que a
degenerac¸a˜o dos neuroˆnios). Quando os lotes sa˜o regenerados e Qǫ aumenta, Θc diminui. A
func¸a˜o f2θ(Θ) determina a tendeˆncia de Θc mover-se em direc¸a˜o a um certo valor normal ΘcN .
Este valor normal ocorre durante o estado neutro, ou seja, quando ha´ equil´ıbrio entre o nu´mero
de neuroˆnios que entram e saem da regia˜o cr´ıtica. Finalmente, a func¸a˜o f3θ(Q
m) realiza a
possibilidade de a sau´de da massa neural (Qm) influenciar o centro emocional, de forma que
quanto maior Qm, menor o valor de f3θ, e vice versa.
5.3.5 Va´lvula de Alimentac¸a˜o
Apresentamos ate´ agora treˆs fatores que devem determinar a atividade do centro emocional:
a formac¸a˜o dos lotes neurais devido a` atividade dos grupos prima´rios, o movimento dos lotes
neurais em direc¸a˜o a` regia˜o cr´ıtica, e a variac¸a˜o do grau de degenerac¸a˜o cr´ıtico. Ha´ ainda um
quarto fator que deve influenciar a atividade do centro emocional: o controle na quantidade de
energia por ele recebida. A Figura 5.8 na pro´xima pa´gina mostra algumas conexo˜es do centro
emocional, entre elas, duas que chegam a` va´lvula de alimentac¸a˜o (κ): g+Σ representando um
conjunto de conexo˜es excitato´rias, que quando ativas abrem a va´lvula e servem como est´ımulo;
e g−Σ representando um conjunto de conexo˜es inibito´rias, que fecham a va´lvula, servindo como
punic¸a˜o.














Figura 5.8: Conexo˜es do centro emocional e va´lvula de alimentac¸a˜o κ extra´ıdas do modelo de
agente neuroenerge´tico proposto por Emelyanov-Yaroslavsky (Figura 3.1 na pa´gina 39).
A influeˆncia da va´lvula de alimentac¸a˜o sobre a sau´de do centro emocional Qǫ(H,H ′), e
consequ¨entemente sobre o agente, deve ser muito grande. Atrave´s dela o agente pode interagir
com o ambiente num processo de aprendizado supervisionado, em que uma decisa˜o equivocada
e´ punida com o fechamento da va´lvula e uma decisa˜o correta recompensada com sua abertura.
Ao longo do tempo, os diferentes grupos neurais correspondendo a situac¸o˜es externas formam
conexo˜es excitato´rias (g+Σ) ou inibito´rias (g
−
Σ ) com a va´lvula de alimentac¸a˜o, de acordo com sua
avaliac¸a˜o (“boa” ou “ruim”). Desta forma, quando sa˜o ativados devido a` repetic¸a˜o da situac¸a˜o
externa que os gerou, os grupos neurais influenciam diretamente a sau´de do agente fechando
ou abrindo a va´lvula de alimentac¸a˜o. Assim, a escolha por sequ¨eˆncias de sinais que aumentem
Qǫ tende a ser a escolha pelas deciso˜es corretas.
5.4 Dinaˆmica da Relac¸a˜o entre Centro Emocional e Memo´ria
Durante o regime de vig´ılia, o centro emocional e a memo´ria interagiriam de maneira a formar
um sistema oscilato´rio. A atividade da memo´ria seria modulada atrave´s da sau´de Qǫ do centro
emocional, que influenciaria a formac¸a˜o e extinc¸a˜o dos focos de excitac¸a˜o na memo´ria. No
estado “bom” (Qǫ≫ 0) a probabilidade de eventos NRi ⇒ N
S
i aumenta
1, e no estado “ruim”




i aumenta. Isto ocorre porque o estado
“bom” aumenta a excitabilidade dos grupos neurais (reduzindo ΠE e aumentando ΠR) e o
estado “ruim” opera no sentido contra´rio. Este e´ o mecanismo pelo qual o centro emocional
modula a atividade da memo´ria.
Por outro lado, o estado da memo´ria (Qm) influencia o valor de Θc dos neuroˆnios do
centro emocional (Equac¸a˜o (5.2)). Esta influeˆncia e´ tal que quanto maior o valor de Qm,
menor o valor de Θc, e consequ¨entemente maior o consumo e de´ficit de energia, e pior a sau´de
do centro emocional. As interrelac¸o˜es entre memo´ria e centro emocional dariam origem ao
processo oscilato´rio representado na Figura 5.9 na pro´xima pa´gina: o estado “bom” no centro
emocional cria o estado “ruim” na memo´ria, o estado “ruim” na memo´ria cria o estado “ruim”
no centro emocional, que enta˜o ativa os grupos neurais da memo´ria com o intuito de extingu¨ir os
1ver Sec¸a˜o 5.2.2 na pa´gina 90.
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focos de excitac¸a˜o e criar la´ o estado “bom”. Uma vez criado, o estado “bom” na memo´ria cria
o estado “bom” no centro emocional, completando o ciclo e formando a base para o pro´ximo







e s t a d o
tempo
Figura 5.9: Interac¸a˜o c´ıclica entre a memo´ria e o centro emocional. A memo´ria envia sinais
excitato´rios Xm para o centro emocional e este influencia a memo´ria com sua sau´de Qǫ.
5.4.1 Indentac¸a˜o
Toda indentac¸a˜o consistiria de treˆs fases: 1) formac¸a˜o do problema interno (objetivo, desejo)
na forma de um conjunto de focos de excitac¸a˜o (intervalo [t1, t3]); 2) soluc¸a˜o deste problema,
extingu¨indo os focos de excitac¸a˜o atrave´s da gerac¸a˜o em alta frequ¨eˆncia (intervalo [t3, t4]); e 3)
avaliac¸a˜o da soluc¸a˜o, com a determinac¸a˜o do seu sucesso ou na˜o, e correc¸a˜o para a resoluc¸a˜o de
problemas futuros (intervalo [t4, t5]). A Figura 5.10 na pa´gina seguinte mostra o comportamento
das varia´veis Qǫ, Qm e nǫ que determinam a indentac¸a˜o. A varia´vel nǫ indica a quantidade
de focos de excitac¸a˜o na memo´ria, e determina o estado operacional da memo´ria, ou seja, a
situac¸a˜o dos grupos neurais, enquanto que Qm indica o estado geral de toda massa neural.
5.4.1.1 Fase de Formac¸a˜o do Objetivo
A fase de formac¸a˜o do objetivo tem in´ıcio no instante t0 quando Q
ǫ torna-se positivo. A
velocidade de crescimento deQǫ sera´ tanto maior quanto melhor tiver sido a indentac¸a˜o anterior.
No instante t1 surge o primeiro foco de excitac¸a˜o com a passagem do grupo neural Ni ao estado
semi-ativo (na verdade, geralmente ainda ha´ focos de excitac¸a˜o da indentac¸a˜o anterior). O
evento NRi ⇒ N
S
i ocorre da seguinte maneira:
a) um neuroˆnio do i-e´simo grupo neural gera um pulso isolado/aleato´rio;
2No original, cycles-paragraphs ou somente paragraphs.










Figura 5.10: Variac¸a˜o da sau´de do centro emocional (Qǫ), do estado geral da massa neural
(Qm), e da quantidade de focos de excitac¸a˜o (nǫ) durante a indentac¸a˜o. A linha cheia mostra
uma indentac¸a˜o “boa” (com aumento na sau´de do centro emocional), e a linha pontilhada uma
indentac¸a˜o “ruim”.
b) o neuroˆnio inicia a gerac¸a˜o em baixa frequ¨eˆncia pois, como Qǫ esta´ elevado, o limiar ΠE
e´ baixo;
c) os pulsos gerados pelo neuroˆnio acumulam um potencial (W+) nos outros neuroˆnios do
grupo;
d) com a ajuda do potencial, os outros neuroˆnios do grupo conseguem gerar pulsos em
baixa frequ¨eˆncia, indicando que o grupo passou ao estado NSi . Os grupos com maiores
chances de passarem ao estado NSi sa˜o aqueles que recentemente estiveram no estado
ativo (gerac¸a˜o em alta frequ¨eˆncia), de forma que no instante [t1] seus neuroˆnios esta˜o no
ponto ma´ximo da facilitac¸a˜o po´s-tetaˆnica, o que significa que sua excitabilidade e´ muito
alta. Os grupos com a maior excitabilidade sa˜o chamados de dominantes.
Apo´s a formac¸a˜o do primeiro foco de excitac¸a˜o iniciar-se-´ıa a formac¸a˜o do conjunto
{NSi }
t3 de focos de excitac¸a˜o. Fazem parte deste conjunto os grupos que recebem um potencial
excitato´rio W+ de grupos que ja´ esta˜o gerando pulsos, ou seja, no conjunto entram grupos
semanticamente correlacionados, ja´ que as conexo˜es excitato´rias entre os grupos sa˜o reflexos da
experieˆncia do agente no ambiente. A formac¸a˜o do conjunto {NSi }
t3 e´ dividida em duas sec¸o˜es:
na primeira (intervalo [t1, t2]) o nu´mero de grupos no conjunto (n
ǫ) aumenta; e na segunda
(intervalo [t2, t3]) n
ǫ diminui devido ao surgimento de eventos NSi ⇒ N
R
i . Estes eventos ocorre-
riam quando alguns neuroˆnios do grupo na˜o conseguirem mais gerar pulsos devido ao potencial
inibito´rio (W−) que recebem de outros grupos e/ou devido a` reduc¸a˜o de Qǫ (que aumenta ΠE).
E´ no intervalo [t2, t3] que ocorre a disputa entre os grupos neurais pela participac¸a˜o no objetivo
final do agente. Para que este objetivo possa ser o mais adequado poss´ıvel a` experieˆncia, e´
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importante que nǫ(t2) seja de 3 a 4 vezes maior do que n




maior chance de fazer parte do objetivo e´ aquele que contiver dominantes fortes e grupos neu-
rais com conexo˜es excitato´rias entre si, refletindo correlac¸a˜o semaˆntica com situac¸o˜es/objetos
do ambiente.
5.4.1.2 Fase de Resoluc¸a˜o do Problema
A segunda fase da indentac¸a˜o (intervalo [t3, t4] na Figura 5.10) teria por objetivo a extinc¸a˜o
dos focos de excitac¸a˜o, atrave´s da gerac¸a˜o de pulsos em alta frequ¨eˆncia pelos grupos neurais
de {NSi }
t3 . A extinc¸a˜o dos focos esta´ sujeita a` condic¸a˜o:





ou seja, a mudanc¸a de estado do grupo neural estaria condicionada a` adic¸a˜o de um certo valor
de potencial Ui que permita aos neuroˆnios ultrapassarem o limiar de refrac¸a˜o ΠR. A passagem
ao estado de descanso (NAi ⇒ N
R
i ), por sua vez, se daria quando o limiar esta´tico crescer
devido a` gerac¸a˜o em alta frequ¨eˆncia.
Como vimos, o potencial U necessa´rio para a extinc¸a˜o dos focos de excitac¸a˜o seria pro-
duzido pela gerac¸a˜o em alta frequ¨eˆncia por parte dos grupos prima´rios da memo´ria. Estes, por
sua vez, receberiam excitac¸a˜o dos receptores, e dos pro´prios grupos secunda´rios semi-ativos,
atrave´s das conexo˜es compensato´rias (Figura 5.4 na pa´gina 94). Finalmente, a atividade dos
receptores, e tambe´m dos elementos motores, seria viabilizada devido ao aumento na excita-
bilidade proporcionado pela reduc¸a˜o de ΠR quando Q
ǫ≤Qǫ(t3). A atividade dos elementos
motores e´ fundamental, pois so´ assim o agente tem condic¸o˜es de procurar no ambiente externo
pela situac¸a˜o que corresponda ao estado interno, representado pelo conjunto {NSi }
t3 , de forma
a extingu´ı-lo. A estabilizac¸a˜o dos valores de Qǫ, Qm e nǫ no intervalo [t3, t4] e´ resultado do
surgimento de sinais Xm provenientes da memo´ria, que formam os lotes neurais no centro emo-
cional, equiparando a quantidade de neuroˆnios que entra e sai da regia˜o cr´ıtica. E´ nesta fase
que se formaria o fluxo o´timo de excitac¸a˜o.
Ha´ treˆs fatores essenciais para que os grupos prima´rios entrem em atividade: o primeiro
e´ o aumento da excitabilidade devido a` reduc¸a˜o de ΠR (que ocorre de maneira semelhante para
todos os grupos prima´rios); o segundo fator e´ a ocorreˆncia da situac¸a˜o no ambiente que ative
os receptores do grupo prima´rio; e o terceiro fator e´ a correspondeˆncia da situac¸a˜o interna do
agente, determinada pela composic¸a˜o dos focos de excitac¸a˜o {NSi }
t3 , com a situac¸a˜o externa,
para que os grupos de n´ıveis superiores, atrave´s das conexo˜es compensato´rias, gerem a excitac¸a˜o
W+ que permite aos neuroˆnios do grupos prima´rios ultrapassar o limiar de refrac¸a˜o. O agende
deve saber combinar a ac¸a˜o do segundo e terceiro fator, o que significa que ele deve criar
ou encontrar uma situac¸a˜o no ambiente que seja adequada a` situac¸a˜o interna da memo´ria.
A combinac¸a˜o de eventos internos e externos deve ser obtida atrave´s de ac¸o˜es. Vejamos um
exemplo de como esta combinac¸a˜o poderia ocorrer.
Suponhamos que o conjunto {NSi }




a` imagem do objeto k e a` posic¸a˜o j do campo de visa˜o do agente, respectivamente. O agente
sabe que o objeto k usualmente encontra-se na posic¸a˜o j devido a`s conexo˜es excitato´rias deNSIk
a NSPj , fortalecidas no processo de formac¸a˜o de N
S
Ik
. O sistema visual do agente funcionaria de
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tal maneira que determinada posic¸a˜o tem tanto mais chances de ser focalizada, quanto maior
for a atividade do grupo neural correspondente. Por isso ha´ grande probabilidade de ocorrer:




onde MV – operador do sistema visual que realiza a ac¸a˜o de mover o foco de visa˜o da posic¸a˜o
atual (y(t)) para a posic¸a˜o j, e U – potencial proveniente das conexo˜es excitato´rias de NSIk a
NSPj .
Se o conhecimento do agente de que o objeto k esta´ na posic¸a˜o j estiver correto, enta˜o a
realizac¸a˜o da ac¸a˜oMV (y(t)→j) significa que o agente conseguiu combinar o segundo e terceiro
fatores mencionados anteriormente: o sistema visual percebeu o objeto que esperava, de acordo
com a situac¸a˜o interna do agente (NSIk), e a excitac¸a˜o decorrente e´ suficiente para que ocorra
o evento de extinc¸a˜o do foco de excitac¸a˜o: NSIk + Uk ⇒ N
A
Ik
⇒ NRIk. Assim, o agente “veˆ” o
que desejava ver, devido ao fato de que encontrou o que procurava, apo´s realizar determinada
ac¸a˜o, usando seu conhecimento sobre o ambiente externo.
Neste exemplo, a excitac¸a˜o ao grupo NIk chegou de forma direta, atrave´s dos grupos
prima´rios que foram excitados pelos receptores. Mas a excitac¸a˜o tambe´m poderia ser indireta.
Suponhamos que o conjunto {NSi }
t3 contenha tambe´m outros grupos NSXk relacionados ao
objeto k (ao cheiro, a` cor, etc.). Enta˜o o estado NAIk poderia gerar excitac¸a˜o suficiente para
que os focos NSXk consigam, devido a`s conexo˜es excitato´rias com NIk, gerar pulsos em alta
frequ¨eˆncia. Por isso, devido a` excitac¸a˜o direta para a extinc¸a˜o de alguns focos de excitac¸a˜o, e
devido ao aux´ılio mu´tuo entre os grupos fortemente conectados de {NSi }
t3 , ocorre a extinc¸a˜o
de praticamente todos os focos de excitac¸a˜o, com consequ¨ente melhora na sau´de do agente,
conforme podemos observar no instante t4 da Figura 5.10 na pa´gina 102. Esta explosa˜o de
atividade {NSi }
t3 ⇒ {NAi }
t4 pode ser expressa pelo termo realizac¸a˜o — a realizac¸a˜o do objetivo
interno do agente.
Mas a excitac¸a˜o para a extinc¸a˜o dos focos de excitac¸a˜o na˜o precisa ser necessariamente
proveniente do ambiente externo. Ela pode surgir devido ao crescimento da condutividade
das conexo˜es internas e entre os grupos do conjunto {NSi }
t3 . Isto porque a condutividade das
conexo˜es entre neuroˆnios gerando em baixa frequ¨eˆncia aumenta (Equac¸a˜o (4.28)), e porque
o estado do centro emocional se deteriora, fazendo com que no intervalo [t3, t4] o limiar ΠR
seja reduzido ao ponto em que os neuroˆnios conseguem passar a` gerac¸a˜o em alta frequ¨eˆncia
espontaneamente, sem aux´ılio externo — a realizac¸a˜o seria espontaˆnea.
5.4.1.3 Fase de Avaliac¸a˜o da Soluc¸a˜o
Na terceira e u´ltima fase da indentac¸a˜o (intervalo [t4, t5] da Figura 5.10) ocorreria sua avaliac¸a˜o.
O agente na˜o tem uma maneira direta de avaliar a adequac¸a˜o de seu objetivo ou desejo {NSi }
t3
a` realidade do ambiente externo — uma avaliac¸a˜o direta so´ poderia ser feita por um observador
externo, por um tutor — por isso, ao inve´s de avaliar a adequac¸a˜o ou o grau de acerto, o agente
avaliaria sua “satisfac¸a˜o”, ou seja, avaliaria a sau´de do centro emocional imediatamento apo´s
a fase ativa. O valor dessa “satisfac¸a˜o” pode ser identificado com a velocidade de crescimento
das reservas de energia dos neuroˆnios do centro emocional (ou atrave´s do crescimento de Qǫ),
a partir do instante [t4]. Quanto maior o valor de ∂Q
ǫ/∂t, tanto melhor tera´ sido a indentac¸a˜o.
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A Figura 5.10 mostra dois casos de extinc¸a˜o dos focos de excitac¸a˜o {NSi }
t3 : com sucesso
(linha cheia) e sem sucesso (linha pontilhada). Ao primeiro caso corresponde um grau de
“satisfac¸a˜o” pro´ximo ao ma´ximo, como indica o crescimento acentuado de Qǫ; e ao segundo
caso, nenhuma satisfac¸a˜o. A indentac¸a˜o com sucesso e´ decorrente tanto do surgimento de
excitac¸a˜o externa ou espontaˆnea, quanto das fortes conexo˜es excitato´rias entre os grupos de
{NSi }
t3 , de forma que em pouco tempo todos os focos de excitac¸a˜o sa˜o extintos, e o centro
emocional recebe sinais Xm da memo´ria. Como consequ¨eˆncia, seus neuroˆnios sa˜o transferidos
para longe da regia˜o cr´ıtica, levando a um elevado crescimento de Qǫ.
Ja´ o caso de insucesso e´ determinado pelo fato de que os focos de excitac¸a˜o na˜o recebem
excitac¸a˜o suficiente para ultrapassar o limiar de refrac¸a˜o e/ou devido a` fraca associac¸a˜o dos
elementos de {NSi }
t3 . Como resultado, o estado NSi e´ prolongado e as reservas de energia dos
neuroˆnios da memo´ria sa˜o rapidamente consumidas, tornando imposs´ıvel a passagem ao estado
NAi . A auseˆncia de sinais da memo´ria deteriora a sau´de do centro emocional, e por volta do




i , sem passar pela gerac¸a˜o em alta
frequ¨eˆncia (estes eventos ocorrem devido a` reduc¸a˜o de Θ dos neuroˆnios de {NSi }
t3 , decorrente da
gerac¸a˜o em baixa frequ¨eˆncia). A distribuic¸a˜o dos neuroˆnios do centro emocional (nθ) concentra-
se na regia˜o cr´ıtica e continua a adentra´-la – esta e´ a penalidade pelo fracasso — produzindo uma
reduc¸a˜o ainda maior de Qǫ, que permite que alguns neuroˆnios ultrapassem espontaˆneamente o
limiar de refrac¸a˜o, e alguns grupos prima´rios conseguem entrar em atividade. Com isto formam-
se sinais (mas agora na˜o devido aos grupos de {NSi }
t3) e os neuroˆnios do centro emocional
conseguem se regenerar.
5.4.2 Tomada de Deciso˜es e Execuc¸a˜o de Ac¸o˜es
O potencial U que permite a extinc¸a˜o dos focos de excitac¸a˜o e´ formado principalmente pelos
receptores, quando o agente encontra no ambiente a situac¸a˜o que esperava. A`s vezes e´ suficiente
apenas esperar pela situac¸a˜o desejada, mas geralmente a situac¸a˜o precisa ser efetivamente
encontrada ou criada atrave´s de ac¸o˜es. Ac¸o˜es podem ser cr´ıticas ou na˜o-cr´ıticas. Ac¸o˜es na˜o-
cr´ıticas seriam aquelas que na˜o alteram o ambiente, e portanto podem ser executadas com um
baixo toˆnus emocional (Qǫ na˜o muito menor que zero). As principais ac¸o˜es na˜o-cr´ıticas seriam:
mover o foco de visa˜o para algum lugar do campo visual a` procura do objeto desejado; e “falar”
em pensamento, ou seja, excitar o sistema auditivo sem produzir sons no ambiente (este e´ o
princ´ıpio da auto-excitac¸a˜o que veremos na Sec¸a˜o 5.6).
Por outro lado, as ac¸o˜es cr´ıticas sa˜o irrevers´ıveis, ou melhor, por alterarem o ambiente,
podem implicar num alto custo se seu resultado na˜o for o esperado. Por isso, para realiza´-las, e´
preciso que o toˆnus emocional ultrapasse um certo limiar de ac¸a˜o: a confianc¸a no sucesso e/ou o
“desespero” com a sau´de do centro emocional deve sobrepujar o n´ıvel de cautela. A necessidade
de um elevado toˆnus emocional poderia ser implementada atrave´s de uma propriedade especial
dos neuroˆnios motores que controlam os atuadores das ac¸o˜es cr´ıticas: sua frequ¨eˆncia de gerac¸a˜o
de pulsos deve depender mais do valor deQǫ do que do potencial U . Assim, os neuroˆnios motores
so´ conseguiriam gerar pulsos numa frequ¨eˆncia alta o suficiente para ativar os atuadores, quando
a sau´de do centro emocional estivesse bastante debilitada.
O alto toˆnus emocional necessa´rio para as ac¸o˜es cr´ıticas seria gerado com o aux´ılio
de um sistema de decisa˜o composto por quatro grupos neurais especiais, η1, η2, η3 e η4 (ver
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Figura 3.1 na pa´gina 39), que sa˜o a memo´ria dos estados internos “melhorando”, “bom”, “ruim”
e “piorando”, respectivamente. η1, η2, η3 e η4 entrariam em atividade quando correspondessem
ao estado do agente, e assim associariam grupos neurais da memo´ria ativos simultaneamente
a este estado. Atrave´s destas associac¸o˜es entre o sistema de decisa˜o e grupos neurais da
memo´ria, o agente seria capaz de avaliar seus desejos/objetivos internos, representados pelos
focos de excitac¸a˜o. Se os focos ativarem os grupos correspondentes aos estados “bom” e/ou
“melhorando”, enta˜o as chances de a ac¸a˜o desejada trazer benef´ıcios e´ grande, e o sistema de
decisa˜o amplifica o toˆnus emocional, facilitando a execuc¸a˜o da ac¸a˜o. No caso de os grupos
ativados serem “ruim” e/ou “piorando”, o sistema de decisa˜o reduz o toˆnus emocional.
5.4.2.1 Mecanismo de Ac¸a˜o – η1
O primeiro grupo neural do sistema de decisa˜o, η1, e´ o mecanismo de ac¸a˜o. A atividade deste
grupo indicaria o estado “melhorando”, e que o agente tomou a decisa˜o de executar uma ac¸a˜o
cr´ıtica. O grupo η1 formar-se-´ıa a partir da excitac¸a˜o proveniente da avaliac¸a˜o positiva da
indentac¸a˜o, ou seja, seria excitado por receptores que detectam o grau de crescimento da




maior for Qǫ+t4 , tanto mais excitac¸a˜o chega a η1 e maior sera´ a probabilidade de ele passar ao
estado ativo. Ale´m disso, η1 tambe´m e´ influenciado pelos grupos η2 – que indica o grau de
“confianc¸a”, e η3 – que indica o grau de “cautela”, como veremos mais adiante.
A principal func¸a˜o de η1 e´ a de rapidamente reestabelecer a capacidade de ac¸a˜o do
agente apo´s uma indentac¸a˜o boa, quando ele poderia ficar inativo por algum tempo devido ao
alto valor de Qǫ. Para tanto, η1 influencia o valor de Q
ǫ atrave´s da variac¸a˜o de Θc dos neuroˆnios
do centro emocional, expressa pela Equac¸a˜o (5.2). Como vimos, o primeiro termo desta equac¸a˜o
(f1θ) e´ responsa´vel por mover a regia˜o cr´ıtica a` frente do lote neural, possibilitando ao agente
ajustar-se a pequenas variac¸o˜es no ambiente. O mecanismo de ac¸a˜o e´ responsa´vel pela in-
troduc¸a˜o de um coeficiente Ωη1 no primeiro termo da equac¸a˜o, com a func¸a˜o de inibir ou ate´
mesmo inverter a variac¸a˜o de Θc:
∂Θc
∂t
= Ωη1f1θ(Q) + f2θ(Θ) + f3θ(Q
m). (5.5)
O valor do coeficiente Ωη1 depende do estado do grupo η1: no estado inativo, Ωη1 = 1 na˜o
altera a variac¸a˜o de Θc; mas no estado ativo, quanto maior a frequ¨eˆncia de gerac¸a˜o de pulsos
de η1, tanto menor o valor de Ωη1 . Desta forma, quando Ωη1=0, Θc se manteria imo´vel ante
a aproximac¸a˜o de um lote neural, e quando Ωη1< 0, a regia˜o cr´ıtica mover-se-ia ao encontro
do lote, deteriorando rapidamente a sau´de do centro emocional e gerando um grande toˆnus
emocional — condic¸a˜o sine qua non para a execuc¸a˜o de ac¸o˜es cr´ıticas.
5.4.2.2 Grau de Confianc¸a – η2
O grupo neural η2 indica o grau de confianc¸a do agente em tomar determinada decisa˜o. Ele
deve serativado no estado “bom” da memo´ria, a partir das excitac¸o˜es provenientes de receptores
que detectam a intensidade do crescimento de H−HN , ou seja, que detectam o quanto a reserva
me´dia de energia dos neuroˆnios da memo´ria (H) esta´ acima do valor normalHN (representamos
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esta diferenc¸a positiva por H
m+
N ). Quanto maior o valor de H
m+
N , tanto mais excitac¸a˜o η2
recebe, e maior a probabilidade de ele entrar no estado ativo. A atividade de η2 produz
excitac¸a˜o para o grupo η1 (devido a`s conexo˜es excitato´rias pre´-programadas de η2 para η1), e
desta forma auxilia na formac¸a˜o do toˆnus emocional.
5.4.2.3 Grau de Cautela – η3
O grupo η3 teria func¸a˜o oposta ao grupo η2. Ativado no estado “ruim” da memo´ria, η3 indica
o grau de cautela que o agente deve ter ao tomar uma decisa˜o, e o faz dificultando o aumento do
toˆnus emocional, atrave´s de conexo˜es inibito´rias pre´-programadas com o grupo η1. A excitac¸a˜o
que ativa η3 e´ proveniente de sensores que detectam a reduc¸a˜o de H−HN (que representamos
por H
m−
N ). Quanto menor o valor de H
m−
N tanto mais excitac¸a˜o η3 recebe, e tanto mais dif´ıcil
fica para o grupo η1 entrar em atividade.
5.4.2.4 Mecanismo de Protec¸a˜o – η4
O mecanismo de protec¸a˜o, η4, corresponde ao estado ”piorando”, e receberia excitac¸a˜o quando
∂Qǫ/∂t4 ≪ 0, ou seja, de acordo com o grau de reduc¸a˜o da sau´de do centro emocional no
instante [t4] da indentac¸a˜o (denotamos esta reduc¸a˜o por Q
ǫ−
t4
). A func¸a˜o de η4 e´ evitar que
a sau´de se deteriore a ponto de ocorrerem eventos letais nos neuroˆnios do centro emocional.
Para tanto, a atividade de η4 aumentaria o valor de Q
ǫ abrindo completamente a va´lvula de
alimentac¸a˜o κ. O aumento na alimentac¸a˜o permite que os neuroˆnios permanec¸am na regia˜o
cr´ıtica por mais tempo, ate´ que um sinal da memo´ria os leve novamente ao in´ıcio da distribuic¸a˜o
nθ.
5.5 Regime de Subconscieˆncia
A memo´ria do agente e´ formada pelo conjunto dos va´rios grupos neurais. O volume principal da
memo´ria e´ ocupado por grupos secunda´rios e tercia´rios (de terceiro n´ıvel), que correspondem a
objetos e situac¸o˜es no ambiente externo, e a`s noc¸o˜es concretas e abstratas sobre as propriedades
deste ambiente. Uma das principais forc¸as que move o processo de surgimento de propriedades
“inteligentes” no agente e´ sua limitac¸a˜o na capacidade de memo´ria. O ambiente externo e´ muito
diverso, de forma que o agente na˜o consegue memorizar todos os detalhes e sua reac¸a˜o a eles.
Por isso, ao inve´s de memorizar situac¸o˜es concretas, o agente precisa lembrar de regularidades,
e, em seguida, criar conceitos mais gene´ricos e abstratos. O problema de generalizac¸a˜o no
agente neuroenerge´tico e´ resolvido sob a forma de um problema de minimizac¸a˜o dos grupos
neurais da memo´ria, da seguinte maneira:
• A condutividade das conexo˜es excitato´rias decresceria gradualmente na auseˆncia de pul-
sos. Consequ¨entemente, a condic¸a˜o para a existeˆncia de grupos neurais e´ que entrem
em atividade periodicamente, prevenindo que sua condutividade decresc¸a abaixo de um
mı´nimo. Ha´ um certo intervalo de tempo T , durante o qual a condutividade decresce
do valor normal ao valor mı´nimo. Desta forma, para continuar existindo, cada grupo
108 Especificac¸a˜o de um Agente Neuroenerge´tico
neural deve entrar em atividade ao menos uma vez a cada intervalo T . A memo´ria total
do agente, seu vocabula´rio, e´ dividido em duas partes: ativo e passivo. Grupos neurais
do vocabula´rio ativo entram em atividade frequ¨entemente durante o regime de vig´ılia,
pois sa˜o excitados diretamente pelo ambiente, ao passo que os grupos do vocabula´rio
passivo sa˜o bloqueados e na˜o conseguem entrar em atividade.
• A excitabilidade de um grupo neural, isto e´, a probabilidade de ocorrer a passagem
NRi ⇒ N
S
i , depende, entre outras coisas, do grau de degenerac¸a˜o Θ dos seus neuroˆnios. O
crescimento de Θ nos grupos do vocabula´rio passivo poderia fazer com que eles entrassem
em atividade. Mas, durante o regime de vig´ılia, eles sa˜o bloqueados pela atividade
dos grupos do vocabula´rio ativo, e durante o regime de sono eles sa˜o bloqueados pela
atividade dos GAMs (isto porque a maior parte dos neuroˆnios da massa neural na˜o faz
parte da memo´ria, e por isso forma conexo˜es inibito´rias com os neuroˆnios dos grupos
neurais).
• Assim sendo, o agente precisa de um regime especial para possibilitar a regenerac¸a˜o
do vocabula´rio passivo (nem sono, nem vig´ılia), no qual os neuroˆnios sejam excitados
principalmente por seus altos valores de Θ. Este regime, chamado de subconscieˆncia,
pode ser obtido pela separac¸a˜o da massa neural em partes fracamente interconectadas,
por exemplo, em hemisfe´rios, de forma que um hemisfe´rio possa estar no regime de
vig´ılia enquanto outro esta´ no regime de sono. A subconscieˆncia surge no hemisfe´rio
que esta´ no regime de vig´ılia, e e´ o modo autoˆnomo de funcionamento da memo´ria,
sem as influeˆncias do centro emocional e sem a excitac¸a˜o dos sistemas receptores. O
centro emocional e os receptores sa˜o bloqueados pela forte gerac¸a˜o de pulsos por parte
dos GAMs do hemisfe´rio que esta´ no regime de sono (Figura 5.11 na pa´gina oposta).
O regime de subconscieˆncia duraria pouco tempo, e e´ ate´ certo ponto semelhante ao
per´ıodo de sono de animais e humanos. A fila de regenerac¸a˜o dos grupos do vocabula´rio
passivo se moveria apenas no regime de subconscieˆncia, e a cada per´ıodo, apenas uma
pequena parte da fila conseguiria entrar em atividade. O fato de que toda fila deve
entrar em atividade num tempo menor do que T , e´ o fator que restringe a capacidade
de memo´ria do agente.
• A regenerac¸a˜o dos grupos neurais no regime de subconscieˆncia ocorre durante a gerac¸a˜o
de pulsos em alta frequ¨eˆncia, que so´ e´ poss´ıvel se houver forte associac¸a˜o entre os grupos.
A subconscieˆncia caracteriza-se-ia pela formac¸a˜o e luta de va´rios conjuntos de grupos
neurais, pela busca por aliados e a superac¸a˜o de oponentes, que sa˜o delineados pela
experieˆncia do agente, refletida nas conexo˜es neuronais. Como resultado, novas conexo˜es
excitato´rias e grupos neurais seriam formados, alterando o modelo interno do ambiente, o
que ocorreria devido ao processamento de experieˆncias acumuladas, e na˜o como resultado
direto de experieˆncias. A otimizac¸a˜o das relac¸o˜es entre os grupos neurais tenderia a
transformar-se em uma otimizac¸a˜o lo´gica das estruturas de conhecimento, levando a` sua
generalizac¸a˜o. Quando o agente entra no regime de vig´ılia, ele procuraria no ambiente
externo a confirmac¸a˜o para suas novas “ide´ias”. Se confirmadas, sera˜o fortalecidas,
sena˜o, va˜o desaparecer.
• A prioridade dos grupos neurais na fila, durante a subconscieˆncia, na˜o e´ determinada
apenas pelo seu grau de degenerac¸a˜o, mas tambe´m pelos dominantes, isto e´, por grupos
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Figura 5.11: Interconexa˜o das unidades do agente durante o regime de subconscieˆncia
do vocabula´rio ativo, correspondendo a tarefas dif´ıceis, que na˜o foram resolvidas pelo
agente no regime de vig´ılia anterior. Isto significa que estes dominantes teˆm grande
probabilidade de se tornarem o centro dos focos de excitac¸a˜o durante o regime de sub-
conscieˆncia, quando o agente continuaria a resolver o problema. No regime de sub-
conscieˆncia, as influeˆncias do ambiente (via receptores) na˜o atrapalham o agente, ao
mesmo tempo em que analogias bem distantes e indiretas das mais diversas a´reas da
experieˆncia estariam acess´ıveis.
• No regime de subconscieˆncia, o agente procuraria por soluc¸o˜es novas, mais simples e
gerais para problemas externos e, se encontra tais soluc¸o˜es, ele forma novas estruturas
de memo´ria para elas. A atividade das novas estruturas bloquearia a atividade das
antigas para o mesmo problema, tanto no regime de vig´ılia quanto no de subconscieˆncia,
impedindo assim a regenerac¸a˜o das estruturas antigas e liberando espac¸o para novos
conhecimentos. Este e´ o mecanismo de soluc¸a˜o do problema de minimizac¸a˜o de memo´ria
do agente.
Assim, do ponto de vista do desenvolvimento “intelectual”, durante o regime de sub-
conscieˆncia seriam resolvidos os seguintes problemas: 1) regenerac¸a˜o do vocabula´rio passivo;
2) otimizac¸a˜o da memo´ria; e 3) formac¸a˜o de novas hipo´teses.
5.5.1 Regenerac¸a˜o do Vocabula´rio Passivo
Todos os grupos neurais da memo´ria cedo ou tarde tornam-se focos de excitac¸a˜o devido a` sua
excitabilidade expontaˆnea, e desta forma renovam suas conexo˜es. Por causa disso, os grupos
do vocabula´rio passivo permanecem na memo´ria por muito tempo, mesmo sem participar de
contextos ativos. Ha´ treˆs fatores que determinam a capacidade ma´xima de memo´ria do agente,
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em func¸a˜o da quantidade de grupos que podem ser regenerados: 1) a durac¸a˜o do per´ıodo
entre as regenerac¸o˜es dos grupos, determinado pela velocidade de reduc¸a˜o da conectividade
das conexo˜es inativas; 2) a durac¸a˜o do processo de regenerac¸a˜o; e 3) a durac¸a˜o do regime
de subconscieˆncia. A quantidade de neuroˆnios na˜o tem muita influeˆncia na capacidade de
memo´ria, pois a maior parte dos neuroˆnios na˜o participa da memo´ria. Sua func¸a˜o e´ a de ser
um lastro: quanto maior o lastro, mais dif´ıcil fica a manutenc¸a˜o do agente num ambiente com
energia limitada, e mais eficiente deve ser sua memo´ria.
5.5.2 Otimizac¸a˜o da Memo´ria
Se a capacidade de memo´ria e´ limitada, o ambiente e´ complexo e dinaˆmico, e e´ necessa´rio que o
modelo interno seja suficientemente adequado para “prever” os acontecimentos, enta˜o a tarefa
de otimizac¸a˜o da memo´ria surgiria a partir da necessidade. A otimizac¸a˜o da memo´ria pode ser
vista sob treˆs aspectos:
• a passagem de uma memorizac¸a˜o de elementos concretos do ambiente externo, para a
detec¸a˜o e memorizac¸a˜o de regularidades na formac¸a˜o de diferentes elementos concretos,
a partir de um vocabula´rio ba´sico;
• a compreensa˜o das transformac¸o˜es do ambiente, das grama´ticas de transformac¸a˜o, e a
fixac¸a˜o destas grama´ticas na memo´ria;
• a construc¸a˜o de um sistema de conhecimento, isto e´, de um modelo interno de conceitos
generalizados, que sa˜o uma abstrac¸a˜o de eventos/elementos concretos.
O mecanismo de otimizac¸a˜o da memo´ria seria baseado na caracter´ıstica dos neuroˆnios de cri-
arem conexo˜es excitato´rias quando geram pulsos simultaneamente, e tende a produzir uma
otimizac¸a˜o lo´gica pois grupos mais eficientes ou gerais substituem aqueles que representam o
mesmo conhecimento.
5.5.3 Formac¸a˜o de Novas Hipo´teses
Uma das principais propriedades dos sistemas inteligentes naturais e´ sua capacidade de en-
contrar soluc¸o˜es ine´ditas para problemas que lhe sa˜o apresentados, isto e´, soluc¸o˜es que na˜o
sejam simplesmente decorrentes de processos indutivos ou dedutivos. A formac¸a˜o de novas
hipo´teses estaria, ate´ certo ponto, presente no agente neuroenerge´tico, e ocorreria durante o
regime de subconscieˆncia, quando diversos grupos neurais teˆm a possibilidade de entrar em
atividade simultaneamente, mesmo na˜o estando correlacionados no ambiente externo. Sua ati-
vidade e´ consequ¨eˆncia da alta excitabilidade devida ao seu grau de degenerac¸a˜o, de forma que
conceitos muitas vezes “distantes” ou provenientes de diferentes zonas da memo´ria, formariam
associac¸o˜es dando origem a novos grupos neurais.
Mas na˜o ha´ garantias de que as hipo´teses formadas desta maneira correspondam efe-
tivamente a` realidade, e esta correspondeˆncia precisa ser confirmada para que o novo conheci-
mento seja fortalecido e incorporado a` memo´ria. Quando o agente entrar novamente no regime
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de vig´ılia, as associac¸o˜es rece´m formadas auxiliam os respectivos grupos neurais a fazerem parte
do desejo interno do agente ({NSi }
t3), que ao ser realizado, da´ origem a uma indentac¸a˜o “boa”,
fortalecendo as conexo˜es. E´ importante ressaltar que a formac¸a˜o de hipo´teses na˜o esta´ sob o
controle do agente, mas ocorre de forma espontaˆnea e independente, uma vez que o mecanismo
de volic¸a˜o (centro emocional) e os receptores, esta˜o desativados. A tarefa do agente, no que
tange a formac¸a˜o de hipo´teses, e´ a de prover os meios para que ela ocorra, isto e´: um regime
de funcionamento em que a memo´ria na˜o seja controlada nem excitada pelo ambiente, e a
formac¸a˜o de uma base de conhecimento suficientemente grande.
5.6 Sistema de Auto-excitac¸a˜o
Durante o regime de vig´ılia, a atividade do agente se caracterizaria pela busca de satisfac¸a˜o
dos seus desejos internos {NSi }
t3 atrave´s da entrada de excitac¸a˜o externa. Para formar o fluxo
o´timo de excitac¸a˜o, e´ necessa´rio que haja uma sequ¨eˆncia cont´ınua e intensa na atividade dos
grupos neurais. Isto deixa o agente numa relac¸a˜o de grande dependeˆncia com ambiente, uma
vez que as situac¸o˜es externas devem corresponder a` situac¸a˜o interna {NSi }
t3 . Mas existe outra
maneira de satisfazer os desejos do agente ale´m de encontrar ou criar no ambiente a situac¸a˜o
desejada: criar uma “imitac¸a˜o” do ambiente. Isto ocorre quando o agente, no processo de auto-
excitac¸a˜o3, imita o ambiente, “imaginando” o que gostaria de “ver”, ou seja, e´ uma espe´cie de
fala mono´loga: o agente “fala” a si mesmo o que gostaria de “ouvir”, a fim de que os receptores
sejam excitados e ele consiga eliminar os focos de excitac¸a˜o. Entenda-se por fala, do ponto de
vista energe´tico, a liberac¸a˜o da dependeˆncia de excitac¸a˜o externa por meio de um ciclo interno,
independente, em que a informac¸a˜o desejada e´ transformada na sua contrapartida externa, real.
Desta forma, a auto-excitac¸a˜o garantiria a continuidade entre as indentac¸o˜es, e uma relativa
constaˆncia no fluxo de excitac¸a˜o mesmo em ambientes empobrecidos ou inacess´ıveis.
Uma caracter´ıstica especial do sistema motor que permitiria o surgimento da auto-
excitac¸a˜o e´ o fato de que os atuadores relacionados a ela fazerem parte das ac¸o˜es na˜o-cr´ıticas,
podendo entrar em atividade quando os grupos prima´rios associados a eles encontrarem-se no
estado semi-ativo S (intervalo [t3, t4] da indentac¸a˜o). Quando o atuador entra em atividade, os
receptores conectados a ele sa˜o excitados e o agente “percebe” o que gostaria de perceber. Na
presenc¸a de dominantes fortes, o processo de auto-excitac¸a˜o na˜o e´ espontaˆneo, mas dirigido,
com o objetivo de eliminar os dominantes.
A auto-excitac¸a˜o so´ e´ poss´ıvel se o agente ja´ tiver um grande vocabula´rio, isto e´, uma
grande quantidade de grupos neurais representando o ambiente externo. Mais especificamente,
a auto-excitac¸a˜o e´ baseada na formac¸a˜o de um vocabula´rio de nomes na memo´ria. Estes nomes
esta˜o relacionados a objetos e situac¸o˜es, inicialmente representados por seus grupos neurais nas
diversas regio˜es da memo´ria, em va´rias zonas e n´ıveis hiera´rquicos. Quando o i-e´simo grupo
do vocabula´rio de nomes entrar em atividade, ele geraria excitac¸a˜o para os grupos relacionados
a ele, por exemplo, para o grupo visual, de forma que este tambe´m conseguiria entrar em
atividade, e na memo´ria surgiria a “imagem” do i-e´simo objeto.
Os grupos do vocabula´rio de nomes deve pertencer ao mesmo n´ıvel hiera´rquico, e esta˜o
3no original, second signal system ou speech mechanism.
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na mesma zona da memo´ria, de forma que podem facilmente formar conexo˜es associativas.
Como resultado, grupos neurais de regio˜es fracamente conectadas da memo´ria podem formar
conexo˜es atrave´s de seus nomes, se isto corresponder a` realidade (por exemplo: as noc¸o˜es
de “azul” e “frio”, “afiado” e “ferro”), ampliando as perspectivas de associac¸o˜es. Tambe´m e´
importante observar que, devido aos nomes, o n´ıvel hiera´rquico de noc¸o˜es complexas diminui.
5.7 Resumo
Neste cap´ıtulo, apresentamos a especificac¸a˜o de um agente baseado nas redes neurais neuroe-
nerge´ticas. Ele e´ composto por treˆs blocos principais: massa neural, memo´ria e centro emocio-
nal, e a partir do funcionamento e relacionamento destes blocos, Emelyanov-Yaroslavsky sugere
que deveriam surgir no agente neuroenerge´tico caracter´ısticas t´ıpicas de sistemas inteligentes
como: capacidade de memorizar o ambiente, otimizac¸a˜o da memo´ria atrave´s de generalizac¸o˜es,
auto-controle, formac¸a˜o e satisfac¸a˜o de objetivos, etc. A seguir, abordamos os principais as-
pectos do agente:
• A memo´ria seria composta por grupos neurais que se separam da massa neural devido a`
atividade dos receptores. Os grupos neurais formam-se em diversos n´ıveis hiera´rquicos e
correspondem a objetos ou situac¸o˜es do ambiente externo. Sua principal func¸a˜o do ponto
de vista energe´tico e´ produzir um fluxo o´timo de excitac¸a˜o que permita a` massa neural
reduzir o consumo de energia durante o regime de vig´ılia. Eles podem encontrar-se em
um de treˆs estados: descanso, semi-ativo e ativo.
• O centro emocional seria formado por um conjunto de neuroˆnios especiais que na˜o podem
formar conexo˜es entre si e consequ¨entemente dependem de excitac¸o˜es provenientes da
memo´ria para se regenerar. A func¸a˜o do centro emocional e´ dirigir a atividade da
memo´ria atrave´s do seu principal paraˆmetro, a sau´de Qǫ. As variac¸o˜es na sau´de do
centro emocional influenciam a atividade dos grupos neurais da memo´ria, aumentando
ou diminuindo sua excitabilidade.
• O relacionamento entre memo´ria e centro emocional durante o regime de vig´ılia forma-
ria um sistema oscilato´rio em que se alternam estados “bom” e “ruim” em ambos os
blocos. Na memo´ria do agente, formam-se os objetivos ou desejos do agente sob a forma
de focos de excitac¸a˜o, formados quando lotes neurais do centro emocional adentram a
regia˜o cr´ıtica. Os focos de excitac¸a˜o sa˜o extintos quando a memo´ria recebe a excitac¸a˜o
necessa´ria para ativa´-los.
• Para executar ac¸o˜es cr´ıticas (que alteram o ambiente) o agente precisaria formar um
grande toˆnus emocional, tarefa na qual e´ auxiliado por quatro grupos neurais especiais:
mecanismo de ac¸a˜o (η1), grau de confianc¸a (η2), grau de cautela (η3), e mecanismo de
protec¸a˜o (η4).
• Para regenerar os grupos neurais que na˜o tiveram a chance de entrar em atividade
durante o regime de vig´ılia, seria criado o regime de subconscieˆncia, que surge a partir
da divisa˜o da massa neural em dois hemisfe´rios fracamente interconectados, quando
um hemisfe´rio entra no regime de sono e outro no regime de vig´ılia. E´ no regime de
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subconscieˆncia que ocorreria o processo de otimizac¸a˜o da memo´ria a partir da formac¸a˜o
de novos grupos neurais mais eficientes ou gerais.
• Finalmente, o agente seria capaz de auto-excitar-se quando na˜o encontra no ambiente a
situac¸a˜o necessa´ria para a extinc¸a˜o dos seus focos de excitac¸a˜o. A auto-excitac¸a˜o e´ um
processo em que o agente ativaria atuadores que agem diretamente sobre seus receptores,
de forma que ele “fala” para “ouvir” o que gostaria.
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Cap´ıtulo 6
Ana´lise do Agente Neuroenerge´tico
But then arises the doubt: can the mind of man,
which has, as I fully believe, been developed from a mind
as low as that possessed by the lowest animal,
be trusted when it draws such grand conclusions?
(Charles Darwin)
6.1 Introduc¸a˜o
Os modelos do neuroˆnio, da rede neural e do agente neuroenerge´tico apresentados nos cap´ıtulos
anteriores certamente apresentam propriedades muito interessantes, com perspectivas promisso-
ras no sentido de construir sistemas cognitivos. O propo´sito deste breve cap´ıtulo e´ o de analisar
estes modelos um pouco mais a fundo, ressaltando suas principais qualidades e tambe´m apon-
tando suas falhas, tendo em vista os conceitos da semio´tica Peirceana (Cap´ıtulo 2) e os outros
modelos de sistemas inteligentes, apresentados no Cap´ıtulo 1.
6.1.1 Organizac¸a˜o do Cap´ıtulo
Na Sec¸a˜o 6.2, analisamos o neuroˆnio neuroenerge´tico e a rede decorrente de sua interconexa˜o
fazendo uma comparac¸a˜o com os neuroˆnios e as redes neurais artificiais cla´ssicas. Na Sec¸a˜o 6.3
comparamos as principais caracter´ısticas do agente neuroenerge´tico com outros sistemas inte-
ligentes artificiais, e avaliamos a ocorreˆncia de processos de infereˆncia semio´ticos. Finalmente
na Sec¸a˜o 6.4 apresentamos um resumo do cap´ıtulo.
6.2 Neuroˆnio e Rede Neuroenerge´tica
A principal contribuic¸a˜o do conceito neuroenerge´tico de inteligeˆncia, sua caracter´ıstica mais
marcante, e´ a organizac¸a˜o e definic¸a˜o de todo o sistema em func¸a˜o do problema de otimizac¸a˜o
do consumo de energia. Ao abordar a criac¸a˜o de um sistema neural por esta perspectiva, o
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modelo e´ capaz de fornecer ao neuroˆnio neuroenerge´tico um mecanismo de auto-controle que o
diferencia dos demais neuroˆnios artificiais, pois cada neuroˆnio possui um objetivo interno que
guia todo o seu funcionamento. Enquanto dados/impulsos de entrada sa˜o o fator determinante
do comportamento nos neuroˆnios artificiais cla´ssicos, os neuroˆnios neuroenerge´ticos apenas
utilizam os pulsos externos como meio para alcanc¸ar seu objetivo.
A gerac¸a˜o de pulsos tambe´m e´ encarada de maneira inovadora, ao ser associada a
um processo de regenerac¸a˜o que permite uma reduc¸a˜o no consumo, ao inve´s de objetivar a
transmissa˜o de dados. Por questo˜es de simplificac¸a˜o, os neuroˆnios neuroenerge´ticos operam em
tempo discreto, e a transmissa˜o de pulsos se da´ pela me´dia de pulsos gerados num intervalo
de tempo. De acordo com Gerstner (2002), os neuroˆnios de “integrac¸a˜o e disparo”1 ou spiking
neurons conseguem simular melhor o funcionamento dos neuroˆnios biolo´gicos pois operam
paralelamente, e assim possuem uma maior capacidade de representac¸a˜o. Mas da mesma
forma que os neuroˆnios perceptron, os spiking neurons tambe´m na˜o possuem qualquer tipo de
auto-controle, tendo sua atividade completamente determinada pela entrada de pulsos.
Uma das principais deficieˆncias do neuroˆnio neuroenerge´tico talvez seja a intrincada
gama de equac¸o˜es e restric¸o˜es que regem seu comportamento. Devido a` grande interdependeˆncia
entre as equac¸o˜es, o sistema torna-se de dif´ıcil configurac¸a˜o e ajuste, de forma que me´todos me-
nos emp´ıricos do que os atualmente utilizados fazem-se necessa´rios. Tambe´m o tempo de proces-
samento tende a ser proibitivo em redes com muitos neuroˆnios, como as que seriam necessa´rias
para a construc¸a˜o de um agente. O principal custo computacional reside na atualizac¸a˜o das
conexo˜es interneuronais (Equac¸o˜es 4.24–4.28), embora algumas varia´veis do neuroˆnio tambe´m
sejam calculadas por func¸o˜es custosas. Edelman (1987) na teoria da selec¸a˜o de grupos neurais
ameniza o problema do custo computacional ao utilizar como unidade ba´sica de sua rede um
grupo neural, e na˜o o neuroˆnio individual. Mas esta abordagem na˜o pode ser implementada
diretamente nas redes neuroenerge´ticas pois, ao contra´rio do que ocorre nas redes de Edelman,
novos grupos neurais podem ser formados a partir de neuroˆnios inicialmente desorganizados.
A capacidade de auto-controle dos neuroˆnios neuroenerge´ticos traz como consequ¨eˆncia
sua auto-organizac¸a˜o para a formac¸a˜o de uma rede. As conexo˜es interneuronais sa˜o alteradas
seguindo um mecanismo semelhante a` regra de Hebb (Haykin, 1994), em que neuroˆnios inter-
conectados gerando pulsos simultaneamente teˆm suas conexo˜es fortalecidas. Na˜o ha´ portanto
um algoritmo de treinamento que opere externamente sobre toda a rede, como e´ o caso das
redes feed-forward. A principal diferenc¸a em relac¸a˜o a`s redes auto-organiza´veis de Kohonen e´
que a organizac¸a˜o da rede neuroenerge´tica, num primeiro momento, na˜o se da´ em func¸a˜o dos
pulsos de entrada. Estes sa˜o apenas introduzidos num segundo momento, na construc¸a˜o do
agente, para permitir o surgimento de func¸o˜es de alto n´ıvel como memo´ria, volic¸a˜o, etc. Mas
a principal motivac¸a˜o para a introduc¸a˜o de pulsos externos, do ponto de vista dos neuroˆnios e
da rede, na˜o e´ o surgimento de “inteligeˆncia”, mas sim a reduc¸a˜o no consumo de energia.
6.3 Agente Neuroenerge´tico
O agente neuroenerge´tico na˜o e´ mera consequ¨eˆncia de um processo de auto-organizac¸a˜o dos
neuroˆnios. Ele possui uma estrutura pre´-programada por um projetista, na qual ha´ regio˜es
1integrate and fire
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espec´ıficas de grupos neurais prima´rios que controlam, ou melhor, sa˜o ativados/ativam os re-
ceptores e atuadores do agente. A criac¸a˜o destes grupos prima´rios poderia ocorrer de maneira
semelhante a` que ocorre na criac¸a˜o do reperto´rio prima´rio do agente proposto por Edelman,
simulando o que na natureza e´ determinado pelo co´digo gene´tico e pelas influeˆncias aleato´rias
do ambiente. Os grupos prima´rios respondem a determinados est´ımulos de entrada, e devem ser
suficientemente numerosos e variados para que diversos grupos possam responder a um mesmo
padra˜o de pulsos (propriedade da degenerac¸a˜o, Sec¸a˜o 1.3.5, que serve tambe´m como protec¸a˜o
contra falhas individuais ou localizadas). Desta forma, o agente e´ capaz de iniciar uma catego-
rizac¸a˜o do seu umwelt, atrave´s da selec¸a˜o de quais grupos sera˜o efetivamente ativados (focos de
excitac¸a˜o), e assim construir sua pro´pria ontologia. E´ importante destacar que a pre´-definic¸a˜o
dos grupos prima´rios na˜o implica na criac¸a˜o de uma ontologia para o agente, haja vista que
na˜o ha´ uma relac¸a˜o direta entre um est´ımulo e determinado grupo neural.
Os conceitos de reperto´rio secunda´rio e reentraˆncia, fundamentais na teoria da selec¸a˜o
de grupos neurais, tambe´m podem ser identificados no agente neuroenerge´tico, durante a
formac¸a˜o de grupos neurais de n´ıveis superiores. Estes grupos de n´ıveis superiores num primeiro
momento da˜o origem aos mapeamentos, ao interligarem diversos grupos prima´rios excitados
simultaneamente por sensores/atuadores de um mesmo tipo. Num segundo momento, formam-
se grupos neurais que associam grupos de zonas diferentes da massa neural, provendo assim a
necessa´ria coordenac¸a˜o entre os diversos tipos de receptores e atuadores. A ligac¸a˜o de recep-
tores com atuadores e´ fundamental para o agente, pois para ele o processo de sensoriamento
na˜o pode ser uma atividade passiva. A necessidade de excitac¸a˜o para a reduc¸a˜o do consumo
exige que ele seja capaz de procurar ativamente pela excitac¸a˜o desejada, atrave´s de atividades
senso´rio-motoras coordenadas.
Sendo o agente neuroenerge´tico capaz de criar sua pro´pria ontologia, na˜o e´ poss´ıvel
afirmar quais caracter´ısticas do ambiente sa˜o efetivamente diferenciadas ou classificadas por
ele. A visa˜o que o agente tem do seu umwelt lhe e´ particular, na˜o sendo igual nem mesmo a
outro agente do mesmo tipo (devido a`s variac¸o˜es aleato´rias nas equac¸o˜es). Desta forma, o agente
escapa do problema de falta de fundamento simbo´lico, pois tem sua representac¸a˜o diretamente
baseada na experieˆncia. E como e´ capaz de alterar sua ontologia por conta pro´pria, tambe´m o
problema da visa˜o de refereˆncia atinge o agente em menor escala. Outro grande problema da
IA Simbo´lica, o problema do enquadramento, e´ mais percept´ıvel no agente, pois ele mante´m
um modelo do ambiente atrave´s da memo´ria, e seus objetivos (focos de excitac¸a˜o) formam-
se a partir deste modelo. Mas a dependeˆncia ao modelo e´ reduzida pelo fato de o agente
ser contextualizado, isto e´, capaz de interagir com o ambiente e tomar deciso˜es a partir da
situac¸a˜o que encontra. Ale´m disso, ele e´ capaz de adaptar-se a`s alterac¸o˜es do ambiente atrave´s
da variac¸a˜o de Θc dos neuroˆnios do centro emocional e atrave´s de mudanc¸as nas conexo˜es
sina´pticas de seus neuroˆnios.
Quando Emelyanov-Yaroslavsky & Potapov (1992b) falam da formac¸a˜o de memo´ria na
rede neuroenerge´tica, eles fazem uma associac¸a˜o direta do evento ou pulso com um ou mais
grupos neurais que este est´ımulo originou. Desta forma acabam atribuindo uma representac¸a˜o
simbo´lica ao agente, ao afirmar que os eventos/objetos do ambiente sa˜o representados em
diferentes grupos neurais. Mas esta visa˜o esta´ equivocada, e deve-se provavelmente a` limitac¸a˜o
e simplicidade dos experimentos de criac¸a˜o de memo´ria efetuados pelos autores2, e a` forte
2Os u´nicos testes computacionais de formac¸a˜o de memo´ria esta˜o descritos em Emelyanov-Yaroslavsky & Potapov
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influeˆncia da IA Simbo´lica ainda presente no seu trabalho. A interpretac¸a˜o mais correta do que
seja memo´ria no agente neuroenerge´tico pode ser extra´ıda da teoria de Edelman, segundo a qual
“memo´ria e´ o resultado de constantes recategorizac¸o˜es nos mapeamentos globais” (Verschure,
1993). Ou seja, a memo´ria na˜o deve ser vista como um conjunto de “imagens” armazenadas
em grupos neurais, mas como uma “habilidade aprimorada de reagir de certa maneira a certos
est´ımulos” (Franklin, 1995, pa´g. 308).
Mas a diferenc¸a mais significativa entre o agente neuroenerge´tico e o modelo de Edelman
(como Darwin III por exemplo) diz respeito ao sistema de valores que guia a atividade dos
agentes.
Darwin III possui valores adaptativos embutidos, redes especializadas que refletem
o que ele pensa sobre ac¸o˜es e sensac¸o˜es, o que do´i e o que e´ bom. Estes valo-
res dirigem seu processo de selec¸a˜o, a modificac¸a˜o das sinapses, numa espe´cie
de aprendizado por reforc¸o, com reforc¸o interno. A regra de Hebb ou algum ou-
tro mecanismo de aprendizado esta´ operando com paraˆmetros determinados pelo
sistema de valores” (Franklin, 1995).
O agente neuroenerge´tico por sua vez, na˜o possui um sistema de valores pre´-determinado pelo
projetista. O que determina a “opinia˜o” do agente sobre ac¸o˜es e sensac¸o˜es e´ a capacidade
destes eventos de aumentar sua sau´de. O centro emocional na˜o pode ser comparado ao sistema
de valores, pois apesar de controlar a atividade do agente, efetua este controle baseado em
paraˆmetros criados pela necessidade de reduc¸a˜o de energia, e na˜o por algum tipo de classificac¸a˜o
pre´via. O agente neuroenerge´tico esta´ submetido a um aprendizado por reforc¸o (Kaelbling et al.,
1996), mas os valores que guiam este aprendizado sa˜o determinados pelo pro´prio agente, e na˜o
pelo projetista. Na˜o obstante, ha´ a possibilidade de intervenc¸a˜o no processo de aprendizado
atrave´s da abertura/fechamento da va´lvula de alimentac¸a˜o por parte de um tutor, enquanto
que o modelo de Edelman na˜o preveˆ mecanismos para interac¸o˜es neste sentido.
O processo de aprendizado do agente neuroenerge´tico esta´ embutido na sua estrutura
neural, e na˜o depende de algum mo´dulo espec´ıfico. Memo´ria, sensoriamento, ac¸a˜o, aprendizado,
formac¸a˜o de desejos e intenc¸o˜es, esta˜o todos interligados atrave´s da associac¸a˜o dos diversos gru-
pos neurais da memo´ria e de sua atividade conjunta; diferentemente do que ocorre em agentes
com arquitetura BDI por exemplo, nos quais ha´ uma n´ıtida divisa˜o entre estes elementos. As-
sim o agente neuroenerge´tico tem um funcionamento muito pro´ximo ao defendido pela teoria
autopoie´tica, com grande interdependeˆncia e interrelac¸a˜o entre a estrutura e as func¸o˜es, o que
de acordo com esta teoria e´ um pre´-requisito para o surgimento de capacidades cognitivas.
6.3.1 Sob a O´tica da Semio´tica
Do ponto de vista da semio´tica, tambe´m ha´ algumas colocac¸o˜es importantes a serem feitas.
Em primeiro lugar, o auto-controle dos neuroˆnios, baseado num processo de otimizac¸a˜o de
consumo de energia, lembra muito a categoria da terceiridade de Peirce, que e´ categoria da
(1992b), e sa˜o dirigidos de tal maneira (com manipulac¸a˜o direta de conexo˜es interneuronais) que os autores acabam por
criar uma memo´ria em que cada grupo neural representa um s´ımbolo.
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ac¸a˜o mediadora, da ac¸a˜o inteligente que guia o processo s´ıgnico (a ac¸a˜o bruta e´ a secundidade,
e a mera possibilidade e´ a primeiridade). Do ponto de vista da semio´tica peirceana, o neuroˆnio
pode ser considerado inteligente, pois sua atividade e´ mediada. Mas, neste caso, a semio´tica
na˜o nos ajuda muito, pois ela caracteriza determinado sistema como sendo ou na˜o inteligente
dependendo de sua ac¸a˜o ser mediada ou na˜o. O que precisamos e´ de um sistema que permita
quantificar os n´ıveis de inteligeˆncia de um sistema. Gudwin (2000) sugere um me´todo de
classificac¸a˜o que utiliza tanto a estrutura do agente quanto a quantidade de signos que ele e´
capaz de processar como sendo uma poss´ıvel medida. Mas as arquiteturas propostas por ele
sa˜o arquiteturas cla´ssicas de agentes, com subdiviso˜es bastante n´ıtidas entre seus mo´dulos, o
que na˜o ocorre no agente neuroenerge´tico. Ale´m disso, uma vez que o agente e´ capaz de criar
sua pro´pria ontologia, e classifica seu ambiente de uma maneira que lhe e´ particular, pode na˜o
ser poss´ıvel a um observador externo analisar os tipos de signo com os quais o agente opera.
Optamos portanto por analisar a capacidade do agente de criar novos signos, ou seja,
procuramos identificar nele os treˆs tipos de racioc´ınio que compo˜em o processo de investigac¸a˜o
cient´ıfica: abduc¸a˜o, deduc¸a˜o e induc¸a˜o. Antes pore´m, e´ necessa´rio lembrar que estes processos
na˜o sa˜o independentes uns dos outros, nem tem fronteiras muito n´ıtidas entre si, mas esta˜o
intimamente interconectados.
Vimos que o racioc´ınio abdutivo e´ o u´nico capaz de introduzir novas hipo´teses. Os sis-
temas artificiais teˆm sua maior deficieˆncia justamente neste tipo de racioc´ınio, pois geralmente
operam sobre hipo´teses ja´ formadas, expandindo-as ou generalizando-as, e devem a isto sua pe-
quena capacidade de reagir a situac¸o˜es inesperadas. Gudwin sugere que um processo evolutivo
baseado em algoritmos gene´ticos e´ capaz de introduzir novas hipo´teses num sistema, e por isso
pode ser considerado como uma espe´cie de racioc´ınio abdutivo. O agente neuroenerge´tico na˜o
utiliza processos evolutivos (a na˜o ser talvez na sua criac¸a˜o/configurac¸a˜o), mas tambe´m e´ capaz
de efetuar racioc´ınios abdutivos, e, curiosamente, de uma maneira relativamente “inconsciente”,
como Peirce afirma ocorrer no ce´rebro.
Consideramos que o racioc´ınio abdutivo no agente neuroenerge´tico ocorre especialmente
durante o regime de subconscieˆncia (Sec¸a˜o 5.5), quando diversos grupos neurais na˜o correla-
cionados pela experieˆncia teˆm a possibilidade de criar conexo˜es excitato´rias entre si, e assim
alterar a representac¸a˜o ou modelo que o agente tem do seu umwelt. Podemos compreender os
conjuntos de focos de excitac¸a˜o que “lutam” para se regenerar neste regime (onde os conjuntos
mais fortemente interligados teˆm mais chances de entrar em atividade), como aquela “ide´ia
vaga” ou ı´cone puro referido na Sec¸a˜o 2.5.2, quando apresentamos o exemplo que Peirce da´ do
surgimento de uma nova ide´ia. Este processo ocorre fora do controle do agente, ou seja, na˜o e´
um processo dirigido pelo centro emocional, que esta´ “satisfeito” com os sinais enviados pelo
hemisfe´rio no regime de sono, nem pelo ambiente, que na˜o esta´ acess´ıvel devido a`s conexo˜es
inibito´rias dos receptores com os neuroˆnios ativos do hemisfe´rio no regime de sono.
Ja´ os racioc´ınios dedutivos e indutivos ocorrem principalmente nos ciclos de indentac¸a˜o,
durante o regime de vig´ılia (Sec¸a˜o 5.4.1). No in´ıcio de um ciclo de indentac¸a˜o, diversos focos de
excitac¸a˜o disputam o direito de permanecer no “desejo final” do agente, e aqueles que o conse-
guem sa˜o regenerados e teˆm suas interconexo˜es reforc¸adas, pois esta˜o ativos simultaneamente.
Toda vez que um grupo neural consegue entrar em atividade, ele auxilia outros a tambe´m en-
trarem em atividade (notadamente aqueles que estiverem de alguma forma relacionados com
ele), e assim as conexo˜es entre estes grupos sa˜o fortalecidas. Podemos entender isto como
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o processo de explicac¸a˜o de hipo´teses efetuado pela deduc¸a˜o: um grupo neural formado por
um racioc´ınio abdutivo, quando entra em atividade durante a indentac¸a˜o, associa-se a novos
conceitos, caracterizando um racioc´ınio dedutivo.
Enquanto o racioc´ınio abdutivo e´ responsa´vel por criar novas hipo´teses e o racioc´ınio
dedutivo e´ responsa´vel por explica´-las, o racioc´ınio indutivo desempenha o papel de testar as
hipo´teses, e expandi-las ou modifica´-las levemente, se necessa´rio (Sec¸a˜o 2.6). No agente neu-
roenerge´tico, o teste das hipo´teses e´ feito ao final do ciclo de indentac¸a˜o, quando e´ verificada
a correspondeˆncia do desejo do agente com o ambiente. Um grupo neural formado durante o
regime de subconscieˆncia, e correspondendo a uma nova hipo´tese, conseguira´ entrar em ativi-
dade e perpetuar-se somente se corresponder a` realidade do ambiente. Quanto mais vezes esta
correspondeˆncia for verificada, mais sera˜o reforc¸adas as conexo˜es internas e externas dos gru-
pos envolvidos. A atividade repetida e simultaˆnea de va´rios grupos tambe´m pode dar origem
a novos grupos neurais, que sa˜o generalizac¸o˜es daqueles, o que caracteriza um expansa˜o de
conhecimento, e tambe´m e´ um racioc´ınio indutivo. Por outro lado, o agente esta´ sujeito a` falha
indutiva, ou seja, pode acontecer de um grupo mostrar-se sem correspondeˆncia real, o que tera´
como consequ¨eˆncia uma diminuic¸a˜o na sau´de do agente e a na˜o regenerac¸a˜o dos neuroˆnios do
grupo, implicando numa reduc¸a˜o gradativa das conexo˜es ate´ que o grupo deixe de existir como
tal.
6.4 Resumo
Neste cap´ıtulo analisamos o neuroˆnio, a rede, e o agente neuroenerge´tico do ponto de vista da
semio´tica e da inteligeˆncia artificial, e os principais aspectos desta ana´lise sa˜o:
• O neuroˆnio neuroenerge´tico difere dos outros modelos de neuroˆnio artificial especial-
mente por sua capacidade de auto-controle, visando a minimizac¸a˜o do consumo.
• A rede neuroenerge´tica na˜o precisa de pulsos ou dados externos para se auto-organizar,
mas utiliza estes apenas como forma de reduzir ainda mais o consumo de energia. O
surgimento das func¸o˜es “inteligentes” e´ secunda´rio.
• O agente neuroenerge´tico na˜o e´ dividido em mo´dulos com func¸o˜es espec´ıficas, mas pos-
sui va´rios componentes que operam de maneira coordenada e interdependente. Ele e´
contextualizado no ambiente, cria e utiliza uma representac¸a˜o na˜o-simbo´lica e dinaˆmica
deste, e possui uma capacidade de aprendizado por reforc¸o auto-controlada e tambe´m
supervisionada.
• O agente tambe´m e´ capaz de efetuar os treˆs tipos de racioc´ınio que compo˜em o processo
de investigac¸a˜o cient´ıfica: abduc¸a˜o – no regime de subconscieˆncia; deduc¸a˜o – na formac¸a˜o
do desejo; e induc¸a˜o – na avaliac¸a˜o da indentac¸a˜o e durante a atividade da memo´ria.
Cap´ıtulo 7
Concluso˜es e Trabalhos Futuros
Valeu a pena? Tudo vale a pena
Se a alma na˜o e´ pequena.
Quem quere passar ale´m do Bojador
Tem que passar ale´m da dor.
(“Mar Portuguez” - Fernando Pessoa)
Neste trabalho, apresentamos a especificac¸a˜o de um agente inteligente baseado nas redes neurais
neuroenerge´ticas, propostas por Emelyanov-Yaroslavsky (1990). Tambe´m apresentamos os re-
sultados obtidos atrave´s da implementac¸a˜o e simulac¸a˜o computacional da rede neuroenerge´tica,
comprovando sua capacidade de auto-organizac¸a˜o em func¸a˜o da resoluc¸a˜o do problema de mi-
nimizac¸a˜o do consumo de energia. Finalmente, analisamos o agente neuroenerge´tico do ponto
de vista da inteligeˆncia artificial e da semio´tica peirceana, identificando as potencialidades e
tambe´m limitac¸o˜es desta proposta.
Um dos aspectos mais interessantes do trabalho e´ a definic¸a˜o do que e´ inteligeˆncia a
partir do conceito neuroenerge´tico. Do ponto de vista do agente neuroenerge´tico, o guia da
semiose e´ a necessidade de otimizar o consumo de energia. Este e´ o objetivo interno do agente,
sua inteligeˆncia. As func¸o˜es de memo´ria, generalizac¸a˜o, classificac¸a˜o do ambiente, atuac¸a˜o,
sensoriamento, etc., sa˜o meios para atingir o objetivo. Parte-se do princ´ıpio de que, na natureza,
o problema de criar um sistema inteligente nunca foi proposto como tal. Foi resolvido sem ter
sido proposto (Emelyanov-Yaroslavsky, 1990). O problema que estava sendo resolvido ao longo
do processo evolutivo e´ o da viabilidade das ce´lulas e organismos em ambientes dinaˆmicos, com
limitac¸a˜o de energia e outras adversidades.
O objetivo de analisar e comprovar a viabilidade da rede e do agente neuroenerge´tico
foi alcanc¸ado atrave´s da demonstrac¸a˜o de algumas das principais propriedades desta rede.
Na˜o obstante, a maioria das caracter´ısticas e comportamentos do agente neuroenerge´tico na˜o
puderam ser comprovadas e implementadas. Isto ocorreu principalmente devido a` grande inter-
dependeˆncia das varia´veis e equac¸o˜es do sistema. Esta interdependeˆncia num sistema dinaˆmico
com muitas varia´veis como este, tornam seu desenvolvimento e sua utilizac¸a˜o muito dif´ıceis.
pois exige o ajuste manual de diversos paraˆmetros. Neste sentido, ha´ necessidade de simplificar
o sistema, procurando manter suas principais caracter´ısticas.
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O trabalho da´ apenas um primeiro passo na trilha (trilha, pois na˜o e´ caminho aberto)
para se construir um agente neuroenerge´tico funcional, que possa ser utilizado, por exemplo, no
controle de um roboˆ, como o “Nomad” de Edelman (1992). Ha´ certamente muitos problemas a
serem resolvidos, alguns de cara´ter pra´tico, outros de cara´ter conceitual; poucos vis´ıveis deste
ponto do trajeto:
• O ajuste das equac¸o˜es, constantes e restric¸o˜es que regem o comportamento do neuroˆnio e´
extremamente dif´ıcil devido a` grande interdependeˆncia entre as equac¸o˜es. Neste sentido,
e´ necessa´rio extrair as principais ide´ias procurando simplificar o funcionamento da rede
e do agente neuroenerge´tico, de forma a tornar sua implementac¸a˜o e controle via´veis.
• O problema da morte dos neuroˆnios na˜o foi satisfatoriamente resolvido. A soluc¸a˜o mais
adequada talvez seja a natural: neuroˆnios mortos sa˜o eliminados. Mas enquanto a rede
ainda na˜o esta´ organizada, muitos neuroˆnios morrem, o que pode inviabilizar a formac¸a˜o
da estrutura base se na˜o houver um processo simultaˆneo de criac¸a˜o de neuroˆnios neste
per´ıodo.
• A visualizac¸a˜o do que esta´ ocorrendo na rede e no agente tambe´m precisa ser melhorada.
Os gra´ficos apresentados no trabalho auxiliam numa ana´lise po´s-operacional, mas faz-
se necessa´ria a implementac¸a˜o de mecanismos de controle e visualizac¸a˜o dinaˆmica das
varia´veis e estados da rede neuroenerge´tica.
• Os neuroˆnios do centro emocional e os neuroˆnios motores possuem algumas carac-
ter´ısticas diferentes dos neuroˆnios aqui implementados, caracter´ısticas estas que pre-
cisam ser melhor especificadas. Ale´m disso, ha´ que se considerar a possibilidade de
haver ainda outros tipos de neuroˆnios.
• Para construir o agente e´ necessa´rio definir os principais grupos prima´rios, que controlam
os receptores e atuadores, e tambe´m dividir a memo´ria em zonas espec´ıficas para cada
tipo de grupo prima´rio ou modalidade de impulsos. A definic¸a˜o de como se dara´ esta
divisa˜o passa pela definic¸a˜o da interconexa˜o dos neuroˆnios: com quantos neuroˆnios cada
neuroˆnio pode conectar-se? Quais os crite´rios para a definic¸a˜o das conexo˜es? Tambe´m
a divisa˜o da massa neural em hemisfe´rios precisa ser especificada.
• A construc¸a˜o do agente precisa ser subdividida em etapas, e deve ocorrer de forma incre-
mental. Mas a forte interconexa˜o e interdependeˆncia entre seus componentes dificulta
esta tarefa. Por isso, os passos precisam ser muito bem planejados e ter objetivos al-
canc¸a´veis, dado o progresso da implementac¸a˜o de cada etapa. O trabalho de Edelman
pode novamente servir de inspirac¸a˜o neste sentido.
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