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Abstract
A norm ideal C is said to satisfy condition (QK) if there exist constants 0< t < 1 and
0<B <∞, such that ‖X[k]‖CBkt‖X‖C for every ﬁnite-rank operator X and every k ∈ N,
where X[k] denotes the direct sum of k copies of X. Let  be a regular Borel measure whose
support is contained in a unit cube Q in Rn and let Kj be the singular integral operator on
L2(Rn, ) with the kernel function (xj−yj )/|x−y|2, 1jn. Let {Qw : w ∈W} be the usual
dyadic decomposition of Q, i.e., {Qw : |w|=} is the dyadic partition of Q by cubes of the size
2−× · · ·× 2−. We show that if C satisﬁes (QK) and if ‖∑w∈W2|w|(Qw)w ⊗ w‖C′ <∞,
where C′ is the dual of C(0) and {w : w ∈ W} is any orthonormal set, then K1, . . . , Kn ∈
C′. This is a very general obstruction result for the problem of simultaneous diagonalization of
commuting tuples of self-adjoint operators modulo C.
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1. Introduction
This paper is a sequel to our earlier work [16]. As such, we will follow the notation
and terminology of [16], and we will make frequent references to that paper. Therefore
a familiarity with [16], especially a familiarity with Section 4 in [16], will beneﬁt the
reader.
Just as in [16], all Hilbert spaces in this paper are assumed to be separable.
A well-known theorem of Kuroda [8] asserts that a norm ideal C differs from the
trace class if and only if
‖
k times︷ ︸︸ ︷
X ⊕ · · · ⊕X ‖C = o(k), k →∞, (1.1)
for every ﬁnite-rank operator X. Using this fact, Kuroda showed that every single self-
adjoint operator is diagonalizable modulo C so long as C is not the trace class [7,8]. In
this paper, we are interested in the obstruction to such diagonalization for commuting
tuples of self-adjoint operators. Interestingly, a quantitative variant of Kuroda’s condition
(1.1) is involved in the construction of such obstruction.
Consider a regular Borel measure  with a compact support in Rn and consider the
commuting tuple (M1, . . . ,Mn) of self-adjoint operators on L2(Rn, ), where
(Mjf )(x1, . . . , xn) = xjf (x1, . . . , xn), f ∈ L2(Rn, ),
1jn. We know that the problem of simultaneous diagonalization of an arbitrary
commuting tuple of self-adjoint operators modulo an arbitrary C can always be reduced
to the same problem for tuples of the form (M1, . . . ,Mn) [2,4,12,14,15]. To obtain
obstruction to such diagonalization, Voiculescu considered the singular integral operators
K1, . . . , Kn on L2(Rn, ) deﬁned by the formula
(Kjf )(x) =
∫
xj − yj
|x − y|2 f (y) d(y), 1jn.
Let C′ be the dual of C(0), where C(0) is the ‖.‖C-closure of the collection of ﬁnite-
rank operators, which can be a proper subset of C [6]. Voiculescu showed that if
K1, . . . , Kn ∈ C′, then the quantity
kC(M1, . . . ,Mn) = lim inf
A∈R+1
n∑
j=1
‖[A,Mj ]‖C
is greater than 0, which implies that the tuple (M1, . . . ,Mn) cannot be simultane-
ously diagonalized modulo C [14, Propositions 2.1 and 2.6]. Thus the membership
K1, . . . , Kn ∈ C′ is an obstruction to the simultaneous diagonalization of (M1, . . . ,Mn)
modulo C.
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But, for a given C, how does one determine whether K1, . . . , Kn belong to C′? This
usually involves the rate at which (B(x, r)) tends to 0 as r ↓ 0 [1,4,12–14,16]. In these
papers various sufﬁcient conditions for K1, . . . , Kn ∈ C′ were given in terms of  for
various C. In this paper, we will prove a theorem on the membership K1, . . . , Kn ∈ C′
which is more general than all the previous results when C satisﬁes the following
quantitative variant of Kuroda’s condition (1.1).
A norm ideal C is said to satisfy condition (QK) if there exist constants 0 < t < 1
and 0 < B <∞, such that
‖
k times︷ ︸︸ ︷
X ⊕ · · · ⊕X ‖CBkt‖X‖C
for every ﬁnite-rank operator X and every k ∈ N. This is actually a very general
condition. Obviously, it is satisﬁed by the Schatten class Cp if p > 1. For such p, this
condition is also satisﬁed by the familiar ideals C−p and C+p . More generally, we will
show that the Lorentz ideal Lq,s and its dual L′q,s also satisfy this condition if either
q > 1 or 0 < s < 1. Of course, the trace class C1 does not satisfy (QK). In fact, the
statement that C satisﬁes (QK) is a quantiﬁable way of saying that C is larger than the
trace class.
For the problem of determining whether or not (M1, . . . ,Mn) is simultaneously
diagonalizable modulo C, we may assume without loss of generality that the support
of the measure  is contained in a 1 × · · · × 1 cube Q. We then consider the dyadic
decomposition {Qw : w ∈ W} of Q, where W = ∪∞=1W and W is the collection of
words w of length |w| =  [16, p. 289]. That is, {Qw : |w| = } is the collection of
the 2− × · · · × 2− cubes in the dyadic decomposition. Our main result is that, if C
satisﬁes (QK), then the membership K1, . . . , Kn ∈ C′ can be determined in terms of
the set of numbers {2|w|(Qw) : w ∈W}. More precisely, if C satisﬁes (QK), then we
have K1, . . . , Kn ∈ C′ whenever∥∥∥∥∥∑
w∈W
2|w|(Qw)w ⊗ w
∥∥∥∥∥
C′
<∞, (1.2)
where {w : w ∈W} is any orthonormal set. In other words, instead of the s-numbers
of K1, . . . , Kn, we can simply look at the set of numbers {2|w|(Qw) : w ∈ W}.
Furthermore, (1.2) is much easier to verify than one would expect. In fact (1.2) can
be directly veriﬁed for all the previously obtained obstruction results mentioned above.
In the case of Proposition 5.3, the direct veriﬁcation of (1.2) leads to an improved
obstruction result.
2. The main results
Following [6,12,14], let cˆ denote the linear space of sequences of the form a =
{aj }j∈N, where aj ∈ R and for each sequence we have aj = 0 only for a ﬁnite number
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of j’s. For any a = {aj }j∈N ∈ cˆ and k ∈ N, deﬁne the sequence a[k] = {akj }j∈N by the
formula
akj = ai if (i − 1)k + 1j ik, i ∈ N. (2.1)
In other words, a[k] is obtained from a by repeating each term k times. We should
think of a[k] as a ⊕ · · · ⊕ a, the “direct sum” of k copies of a.
Given a symmetric gauge function  [6,10], deﬁne
‖A‖ = ({sj (A)}j∈N)
for bounded operators on a Hilbert space H. Then,
C = {A ∈ B(H) : ‖A‖ <∞}
is a norm ideal [6, Theorem III.4.1]. Conversely, if C is a norm ideal of compact
operators on a Hilbert space H and if {j }j∈N is an orthonormal set in H, then
C({aj }j∈N) =
∥∥∥∥∥∥
∞∑
j=1
ajj ⊗ j
∥∥∥∥∥∥C
deﬁnes a symmetric gauge function and we have ‖A‖C = ‖A‖C for every A ∈ C.
Given a norm ideal C, let C(0) be the ‖.‖C-closure of the ﬁnite-rank operators in C.
It is well known that C(0) can be a proper subset of C [6]. We will write C′ for the
dual of C(0). If C is not the trace class, then C′ is a norm ideal of compact operators
[6, Theorem III.12.2]. In fact the duality is given by the formula
FA(X) = tr(AX), X ∈ C(0), A ∈ C′.
Parallel to this duality is the duality of symmetric gauge functions. Indeed each sym-
metric gauge function  gives rise to the dual symmetric gauge function ∗ by the
formula
∗({bj }j∈N) = sup

∣∣∣∣∣∣
∞∑
j=1
ajbj
∣∣∣∣∣∣ : {aj }j∈N ∈ cˆ,({aj }j∈N)1
 . (2.2)
For the corresponding norm ideals, we have the relation (C)′ = C∗ .
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Deﬁnition 2.1. (a) A norm ideal C is said to satisfy condition (QK) if there exist
constants 0 < t < 1 and 0 < B <∞, such that
‖
k times︷ ︸︸ ︷
X ⊕ · · · ⊕X ‖CBkt‖X‖C
for every ﬁnite-rank operator X and every k ∈ N.
(b) A symmetric gauge function  is said to satisfy condition (QK) if there exist
constants 0 < t < 1 and 0 < B <∞, such that
(a[k])Bkt(a)
for every a ∈ cˆ and every k ∈ N, where a[k] is deﬁned by (2.1).
There is a condition “dual” to (QK).
Deﬁnition 2.2. (i) A norm ideal C is said to satisfy condition (DQK) (where the D
stands for “dual”) if there exist constants 0 <  < 1 and 0 <  <∞, such that
‖
k times︷ ︸︸ ︷
X ⊕ · · · ⊕X ‖Ck‖X‖C
for every ﬁnite-rank operator X and every k ∈ N.
(ii) A symmetric gauge function  is said to satisfy condition (DQK) if there exist
constants 0 <  < 1 and 0 <  <∞, such that
(a[k])k(a)
for every a ∈ cˆ and every k ∈ N, where a[k] is deﬁned by (2.1).
Obviously, a norm ideal C satisﬁes condition (QK) (resp., (DQK)) if and only if its
symmetric gauge function C satisﬁes condition (QK) (resp., (DQK)). As we will see
in Section 5, many ideals of interest satisfy both (QK) and (DQK).
Next we will discuss dyadic decomposition, measures and singular integral operators.
Following [16], Q will denote a ﬁxed cube of size 1× · · · × 1 in Rn. That is,
Q = [0, 1)n + v0 = [0, 1)× · · · × [0, 1)+ v0,
where v0 is a ﬁxed vector in Rn. For each  ∈ N, let W be the collection of words
of length  with {1, 2, . . . , 2n} being the alphabet. For each word w ∈ W, its length
is deﬁned to be |w| = . Let
W = ∪∞=1W.
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For w = w1 · · ·w ∈ W and u = u1 · · · uk ∈ Wk , we deﬁne
wu = w1 · · ·wu1 · · · uk ∈ W+k.
Enumerate the set  = {(1, . . . , n) : i ∈ {0, 1}, 1 in} as {j : 1j2n}. For
each w = w1 · · ·w ∈ W, deﬁne the cube
Qw = Qw1···w = [0, 2−)n + 2−1w1 + · · · + 2−w + v0.
For the rest of the paper,  will denote a regular Borel measure with nonzero total
mass on Rn whose support is contained in Q. Furthermore, we assume that  has no
point masses. This is equivalent to assuming that (× )({(x, x) : x ∈ Rn}) = 0.
A C∞-function K on Rn\{0} is said to be a homogeneous function of degree −1 if
K(x) = −1K(x) for all x ∈ Rn\{0} and 0 <  <∞.
For such a K, we deﬁne the singular integral operator TK, by the formula
(TK,f )(x) =
∫
K(x − y)f (y) d(y), f ∈ L2(Rn, ). (2.3)
The following is the main result of the paper:
Theorem 2.3. Suppose that C is a norm ideal satisfying condition (QK). Let C′ be
the symmetric gauge function for C′. If
C′({2|w|(Qw)}w∈W ) <∞, (2.4)
then TK, ∈ C′ for every C∞ homogeneous function K of degree −1 on Rn\{0}.
Combining this with a well-known result of Voiculescu [14, Proposition 2.1], if C
satisﬁes (QK) and if (2.4) holds, then the tuple (M1, . . . ,Mn) on L2(Rn, ) cannot be
simultaneously diagonalized modulo C(0). Furthermore, by Voiclulescu [14, Proposition
2.6], if a commuting tuple of bounded self-adjoint operators cannot be simultaneously
diagonalized modulo C(0), then it cannot be simultaneously diagonalized modulo the
possibly larger ideal C either.
An alternate version of Theorem 2.3 involves condition (DQK).
Theorem 2.4. Let  be a symmetric gauge function that satisﬁes condition (DQK). If
({2|w|(Qw)}w∈W ) <∞, (2.5)
then TK, ∈ C for every C∞ homogeneous function K of degree −1 on Rn\{0}.
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Remark 1. Theorem 2.4 appears to be more pleasing than Theorem 2.3 in that it
makes no explicit reference to the dual ideal C∗ . But, as we will see in the next
section, the two theorems are in fact equivalent.
Remark 2. In general the assumption that  satisﬁes condition (DQK) cannot be
removed in Theorem 2.4. To see this, consider the symmetric gauge function
∞({aj }j∈N) = sup
j∈N
|aj |.
Obviously, we have ∞({2|w|(Qw)}w∈W ) < ∞ if (B(x, r))Cr . But it is well
known that the latter condition does not in general guarantee the boundedness of TK,.
See [4, p. 24] and [3,5]. For the same reason, the assumption that C satisﬁes condition
(QK) cannot be unconditionally removed from Theorem 2.3. But it is possible that (QK)
and (DQK) can be replaced by weaker conditions. Whether they can be weakened or
not, however, we will see in Section 5 that (QK) and (DQK) are themselves rather
modest conditions.
Theorems 2.3 and 2.4 have a converse which asserts that (2.4) and (2.5) are necessary
conditions for the respective theorems. But since the converse does not involve either
(QK) or (DQK), it seems to be more appropriate to state it as a separate theorem.
Another reason for stating the converse as a separate theorem is that its proof requires
techniques which are quite different from the proofs of Theorems 2.3 and 2.4.
What enables us to establish this converse is the fact that there is a positive operator
among those deﬁned by (2.3). Let T denote the operator given by the formula
(Tf )(x) =
∫
|x − y|−1f (y) d(y). (2.6)
As we will see, T is positive when it is bounded on L2(Rn, ).
Theorem 2.5. Suppose that n2. Let C be a norm ideal. If the operator T deﬁned by
(2.6) belongs to C, then we have
C({2|w|(Qw)}w∈W ) <∞,
where C is the symmetric gauge function for C.
The rest of the paper is organized as follows: in Section 3, we show that Theorem
2.4 can be deduced from Theorem 2.3. The proof of Theorem 2.4 is given in Section
4. Speciﬁc classes of norm ideals satisfying conditions (QK) and (DQK) are discussed
in Section 5. Finally, we prove Theorem 2.5 in Section 6.
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3. Conditions (QK) and (DQK)
We start with some basic facts about (QK) and (DQK).
Lemma 3.1. Let  be a symmetric gauge function for which there exist 0 <  < 1 and
0 <  < ∞ such that (a[k])k(a) for all a ∈ cˆ and k ∈ N. Given a p > 1/,
let B = 2−1/p(∑∞k=1 2−(p−−1)k)1/p. Then for every a = {aj }j∈N ∈ cˆ, we have
∑
j∈N
|aj |p
1/p B(a). (3.1)
In particular, C is contained in the Schatten class Cp if p > 1/.
Proof. For each integer k0, let hk be a sequence which has exactly k terms equal
to 1 and for which the rest of the terms are all 0. By our assumption,
(hk) = (h[k]1 )k(h1) = k, k ∈ N.
Let 1/ < p < ∞ be given. By the homogeneity of (3.1), it sufﬁces to prove it for
a = {aj }j∈N ∈ cˆ, such that (a) = 1. We may also assume aj 0 for every j.
For each k ∈ N, let Nk = card{j ∈ N : 2−k < aj 2−k+1}. Also, deﬁne the sequence
fk = {f kj }j∈N, such that f kj = aj if 2−k < aj 2−k+1 and f kj = 0 for the other j’s.
Then 1 = (a)(fk)(2−khNk )2−kNk . Thus −1/2−k/Nk . From this we
conclude that
2−(p−
−1
)k−1/2−(p−
−1
)k2−k/Nk = 2−pkNk = 2−p · 2−p(k−1)Nk.
Because p > −1, we have
∑
j∈N
a
p
j 
∞∑
k=1
2−p(k−1)Nk2p−1/
∞∑
k=1
2−(p−
−1
)k <∞. 
Proposition 3.2. A symmetric gauge function  satisﬁes condition (DQK) if and only
if its dual ∗ satisﬁes condition (QK).
Proof. Suppose that there are 0 <  < 1 and 0 <  < ∞ such that (a[k])k(a)
for all a ∈ cˆ and k ∈ N. To show that ∗ satisﬁes (QK), we ﬁrst pick a p ∈ (1/,∞).
Then C ⊂ Cp by Lemma 3.1.
Let a = {aj }j∈N ∈ cˆ be such that aj 0 for every j and a1 · · · aj  · · · . Recall
that a[k] = {akj }j∈N, where akj is given by (2.1). By the duality between ∗ and , for
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each given k ∈ N, there is a descending sequence 1 · · · j  · · · of non-negative
numbers such that ({j }j∈N)2 and, such that ∗(a[k])
∑∞
j=1 akj j . Thus
∗(a[k]) 
∞∑
j=1
akj j =
∞∑
i=1
ai
k∑
j=1
(i−1)k+j = a1
k∑
j=1
j +
∞∑
i=2
ai
k∑
j=1
(i−1)k+j
 a1k(p−1)/p
 k∑
j=1
pj
1/p + k ∞∑
i=2
ai(i−1)k
 2∗(a)k(p−1)/pB + k∗(a)({ik}i∈N), (3.2)
where the last  follows from Lemma 3.1, the condition that ({j }j∈N)2, and the
duality between ∗ and . Now our assumption ensures that k({ik}i∈N)−1
({ik}[k]i∈N), where, as we recall, {ik}[k]i∈N is obtained from {ik}i∈N through (2.1). From
the descending arrangement 1 · · · j  · · · it is clear that ({ik}[k]i∈N)({j }j∈N)
2. Combining these facts with (3.2), we now have
∗(a[k])2∗(a)k(p−1)/pB + 2−1k1−∗(a)2(B + −1)kt∗(a),
where t = (p − 1)/p, which is greater than 1 −  because p > 1/. This shows that
∗ satisﬁes condition (QK).
Conversely, suppose that there exist 0 < t < 1 and 0 < C < ∞, such that
∗(b[k])Ckt∗(b) for all b ∈ cˆ and k ∈ N. We must show that  satisﬁes con-
dition (DQK). Given an a = {aj }j∈N ∈ cˆ, there is a b = {bj }j∈N ∈ cˆ with ∗(b) = 1,
such that (a) =∑j∈N ajbj . Thus
(a) = k−1k
∑
j∈N
ajbj k−1(a[k])∗(b[k]) = kt−1(a[k]) · k−t∗(b[k])
 kt−1(a[k]) · C∗(b) = Ckt−1(a[k]).
That is, (a[k])C−1k1−t(a). This completes the proof. 
Proof of Theorem 2.4 assuming Theorem 2.3. If  satisﬁes (DQK), then by Proposi-
tion 3.2 the dual symmetric gauge function ∗ satisﬁes condition (QK). Since  = ∗∗,
we can rewrite (2.5) as ∗∗({2|w|(Qw)}w∈W ) < ∞. Applying Theorem 2.3 to the
case where C = C∗ , we have TK, ∈ (C∗)′ = C∗∗ = C. 
4. Proof of Theorem 2.3
Let , Q, W , w, |w| and Qw be the same as deﬁned in Section 2. Let  : W →
{0, 1} be an arbitrary function which has a ﬁnite support. Just as in [16, Section 4],
378 J. Xia / Journal of Functional Analysis 228 (2005) 369–393
we write
	(w) = 2|w|(Qw)(w), w ∈W. (4.1)
This formula deﬁnes 	 as a function from W to [0,∞). For each w ∈W , deﬁne the
element ew in L2(Rn, ) by the formula
ew =
{
((Qw))−1/2
Qw : (Qw) > 0,
0 : (Qw) = 0.
The key to the proof of Theorem 2.3 is the following lemma, which stems from the
realization that some of the ideas in [16] can be further exploited and developed to
cover the more general case of norm ideals satisfying condition (QK).
Lemma 4.1. If  is a symmetric gauge function which satisﬁes condition (QK), then
there is a constant M for which the following estimate holds: suppose that
S =
∑
w∈W
	1/2(w)w ⊗ (fwew),
where {w : w ∈ W} is an arbitrary orthonormal set and fw ∈ L∞(Rn, ) with
‖fw‖∞1, w ∈W . Then we have
‖S∗S‖∗M∗(	),
where ∗ is the symmetric gauge function dual to  and ∗(	) = ∗({	(w)}w∈W )
(see (4.1)).
Proof. Since ‖S∗S‖∗ = ‖SS∗‖∗ , it sufﬁces to estimate the latter. For each k ∈ N,
let Tk =∑|w|=k 	1/2(w)(fwew)⊗ w. As was shown on pp. 290–291 of Xia [16], we
have
SS∗ =
∞∑
k=1
T ∗k Tk +
∞∑
=1
∞∑
k=1
(T ∗k+Tk + T ∗k Tk+) = A0 +
∞∑
=1
(A + A∗),
where
A0 =
∑
w∈W
	(w)〈fwew, fwew〉w ⊗ w,
A =
∑
w∈W
∑
u∈W
	1/2(w)	1/2(wu)〈fwew, fwuewu〉wu
⊗ w,  ∈ N.
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Obviously, ‖A0‖∗∗(	). The remaining task is to estimate ‖A‖∗ . By our assump-
tion, there are constants 0 < t < 1 and 0 < C <∞ such that
(a[k])Ckt(a) for all a ∈ cˆ and k ∈ N. (4.2)
To complete the proof of the lemma, it sufﬁces to show that
‖A‖∗(2
√
C(2/3)(1−t)/2 + (3/4)/2)∗(	),  ∈ N. (4.3)
For this purpose we decompose A in the same way as we did in [16]: deﬁne
X(w)= {u ∈ W : 0 < (Qwu)(wu) < (2/3)(Qw)(w)},
Y(w)= {u ∈ W : (Qwu)(wu)(2/3)(Qw)(w)},
Z(w)= {u ∈ W : 0 = (Qwu)(wu) < (2/3)(Qw)(w)}
and
,w =
∑
u∈X(w)
	1/2(w)	1/2(wu)〈fwew, fwuewu〉wu,
,w =
∑
u∈Y(w)
	1/2(w)	1/2(wu)〈fwew, fwuewu〉wu.
Then A = B + C, where
B =
∑
w∈W
,w ⊗ w, C =
∑
w∈W
,w ⊗ w.
Thus (4.3) will follow if we show that for every  ∈ N we have
‖B‖∗2
√
C(2/3)(1−t)/2∗(	), ‖C‖∗(3/4)/2∗(	). (4.4)
The estimate of ‖C‖∗ does not use the assumption that  satisﬁes condition (QK).
In fact this part is quite similar to the corresponding estimate in [16]: if u ∈ Y(w),
then 	(w)  (3/2)(2|w|/2|wu|)	(wu) = (3/4)	(wu). Hence
‖,w‖  (3/4)/2 max
u∈Y(w)
	(wu)
 ∑
v∈Y(w)
〈ew, ewv〉2
1/2
 (3/4)/2 max
u∈W
	(wu). (4.5)
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Since {w : w ∈ W} is an orthonormal set, we have 〈,w,,w′ 〉 = 0 if w = w′.
Thus the s-numbers of C are just a descending enumeration of {‖,w‖ : w ∈ W}.
Since the terms of {maxu∈W 	(wu)}w∈W are a subset of the terms of {	(w)}w∈W , we
have ∗({maxu∈W 	(wu)}w∈W )∗(	). Hence it follows from (4.5) that ‖C‖∗
(3/4)/2∗(	), proving the second inequality in (4.4).
For the estimate of ‖B‖∗ , note that |〈fwew, fwuewu〉|2(Qwu)/(Qw)(2/3)
when u ∈ X(w), as on p. 292 of Xia [16]. But the rest of the proof is totally different
from what happened in [16]. Here we must use (4.2) and the duality between ∗
and .
For each  ∈ N, let N = 1 + [(3/2)], where [x] denotes the largest integer not
exceeding x. Since (Qwu)/(Qw)(2/3) when u ∈ X(w), by an obvious stopping-
time argument we can decompose X(w) as the union of pairwise disjoint subsets
X,1(w), . . . , X,N(w)
(some of which may be empty); such that
∑
u∈X,j (w)
(Qwu)/(Qw)2(2/3)
for every 1jN. Thus
∑
u∈X,j (w) |〈fwew, fwuewu〉|22(2/3) and
‖,w‖2 =
∑
1 jN
∑
u∈X,j (w)
	(w)	(wu)|〈fwew, fwuewu〉|2
 2(2/3)	(w)
∑
1 jN
max
u∈X,j (w)
	(wu).
Let a = {aw}w∈W be such that aw0 for every w ∈W . We have
∑
w∈W
aw‖,w‖ 
√
2(2/3)/2
∑
w∈W
aw	
1/2(w)
 ∑
1 jN
max
u∈X,j (w)
	(wu)
1/2

√
2(2/3)/2
(∑
w∈W
aw	(w)
)1/2
×
∑
w∈W
aw
∑
1 jN
max
u∈X,j (w)
	(wu)
1/2 . (4.6)
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Recall that a[k] is obtained from a by repeating each term k times. By the duality
between ∗ and  and by (4.2), we have∑
w∈W
aw
∑
1 jN
max
u∈X,j (w)
	(wu)
(a[N])∗
({
max
u∈X,j (w)
	(wu)(wu)
}
(w,j)∈W×{1,...,N}
)
CNt(a)∗(	)2C(3/2)t(a)∗(	).
Combining this with (4.6) and with the fact that ∑w∈W aw	(w)(a)∗(	), we
obtain ∑
w∈W
aw‖,w‖ 
√
2(2/3)/2(2C(3/2)t)1/2(a)∗(	)
= 2√C(2/3)(1−t)/2(a)∗(	). (4.7)
Again, the s-numbers of B are just a descending enumeration of {‖,w‖ : w ∈ W}.
Thus from (4.7) and (2.2) we deduce
‖B‖∗2
√
C(2/3)(1−t)/2∗(	)
as promised in (4.4). This completes the proof of the lemma. 
Let  = {(1, . . . , n) : j ∈ {−1, 0, 1}, 1jn} as in [16]. For any w ∈ W and
 ∈ , we have either Qw + 2− = Qw′ for some w′ ∈ W or Qw + 2− ⊂ Rn\Q.
With this in mind, for any w ∈ W and  ∈  we deﬁne
e(w, ) =
{
ew′ : Qw + 2− = Qw′ , w′ ∈ W,
0 : Qw + 2− ⊂ Rn\Q.
(4.8)
For such w and  we also deﬁne
	(w, ) =
{
	(w′) : Qw + 2− = Qw′ , w′ ∈ W,
0 : Qw + 2− ⊂ Rn\Q.
(4.9)
Lemma 4.2. Let  and M be the same as in Lemma 4.1. Suppose that fw, gw ∈
L∞(Rn, ) are such that ‖fw‖∞1 and ‖gw‖∞1, w ∈W . Given a  ∈ , deﬁne
T =
∑
w∈W
{	(w, )	(w)}1/2(fwe(w, ))⊗ (gwew).
Then ‖T ‖∗M∗(	).
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Proof. As was in [16], we have T = T ∗1 T2 where
T1 =
∑
w∈W
	1/2(w, )w ⊗ (fwe(w, )), T2 =
∑
w∈W
	1/2(w)w ⊗ (gwew),
where {w : w ∈W} is an orthonormal set as in Lemma 4.1. Now let {˜w′ : w′ ∈W}
be another orthonormal set such that ˜w′ = w if |w′| =  = |w| and Qw′ = Qw+2−.
Similarly, for w′ ∈ W, deﬁne f˜w′ = fw if Qw′ = Qw + 2− and f˜w′ = 0 if Qw′ −
2− ⊂ Rn\Q. By (4.8) and (4.9), we have T1 =∑w′∈W 	1/2(w′)˜w′ ⊗ (f˜w′ew′). Thus
it follows from Lemma 4.1 that ‖T ∗1 T1‖∗M∗(	). Similarly, ‖T ∗2 T2‖∗M∗(	).
Given a ﬁnite-rank operator X, write its polar decomposition as X = U |X|. Let X1 =
U |X|1/2 and X2 = |X|1/2. Then X = X1X2 and ‖X∗2X2‖ = ‖X‖ = ‖X1X∗1‖. Now
|tr(XT )| = |tr((X2T ∗1 )(T2X1))|{tr((X2T ∗1 )(X2T ∗1 )∗)tr((T2X1)∗(T2X1))}1/2
= {tr(X∗2X2T ∗1 T1)tr(X1X∗1T ∗2 T2)}1/2
 {‖X∗2X2‖‖T ∗1 T1‖∗‖X1X∗1‖‖T ∗2 T2‖∗}1/2M‖X‖∗(	).
Since this holds for any ﬁnite-rank operator X, we conclude that ‖T ‖∗M∗(	). 
Proof of Theorem 2.3. Since C satisﬁes (QK), we can apply Lemma 4.1 to C′ . Let
M be the constant provided by Lemma 4.1.
Let 0 ˜1 be a C∞-function on [0,1) such that ˜ = 1 on [0, 1/2] and ˜ = 0 on
[5/8,∞). Deﬁne (t) = ˜(t) − ˜(2t), t ∈ [0,∞). Pick an integer L ∈ N such that
2L−1 >
√
n. As was shown in [16], we have the following situation: the kernel function
K(x − y) can be expressed as
K(x − y) = K˜(x − y)+
∞∑
=L+1
2K(2(x − y))(2|x − y|) (4.10)
for x = y in Q [16, p. 295]. Deﬁne
(A˜f )(x)=
∫
K˜(x − y)f (y) d(y),
(Akf )(x)=
k∑
=L+1
2
∫
K(2(x − y))(2|x − y|)f (y) d(y), (4.11)
kL+ 1. Then
‖A˜‖1
L∑
=−L
2
∑
z∈Zn
|cz|(Rn),
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where ‖.‖1 is the norm for the trace class C1 and {cz : z ∈ Zn} are the Fourier
coefﬁcients of a (2L+2Z)n-periodic C∞-function  on Rn [16, pp. 295–296]. In
particular,
∑
z∈Zn
|cz| <∞.
Since C satisﬁes (QK), ‖.‖C′ is not equivalent to the operator norm. Thus, by (4.10)–
(4.11) and [6, Theorem III.5.1], to prove that TK, ∈ C′, it sufﬁces to show that the
numerical sequence {‖Ak‖C′ } is bounded. As was shown on pp. 296–297 of Xia [16],
we have
Ak =
∑
∈
∑
z∈Zn
czTk,z,,
where
Tk,z, =
k∑
=L+1
∑
w∈W
2|w|{(Qw + 2−)(Qw)}1/2(f zwe(w, ))⊗ (f zwew).
In the above e(w, ) was given by (4.8) and f zw(x) = exp(2|w|−L−1i〈x, z〉). Applying
Lemma 4.2 to Tk,z, and C′ , we have ‖Tk,z,‖C′MC′({2|w|(Qw)}w∈W ). Hence
‖Ak‖C′3n
∑
z∈Zn
|cz|MC′({2|w|(Qw)}w∈W ),
which gives us the desired bound. 
5. The Lorentz ideals
For each pair of 1q <∞ and 0s < 1, deﬁne the norm
‖A‖q,s =
 ∞∑
j=1
j−ssqj (A)
1/q .
To justify that ‖.‖q,s is indeed a norm, let us verify the triangle inequality. It sufﬁces to
consider operators A, B of rank at most k for arbitrary k ∈ N. Let j = j−ssq−1j (A+B),
j ∈ N. Since s0, we have j−s(j + 1)−s and, consequently, j − j+10. Recall
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that
∑i
j=1 sj (A+B)
∑i
j=1(sj (A)+ sj (B)) for every i ∈ N [6, Lemma II.4.2]. Thus
‖A+ B‖qq,s =
2k∑
j=1
j sj (A+ B) = 2k
2k∑
j=1
sj (A+ B)+
2k−1∑
i=1
(i − i+1)
i∑
j=1
sj (A+ B)
 2k
2k∑
j=1
(sj (A)+ sj (B))+
2k−1∑
i=1
(i − i+1)
i∑
j=1
(sj (A)+ sj (B))
=
2k∑
j=1
j sj (A)+
2k∑
j=1
j sj (B)‖A+ B‖q−1q,s ‖A‖q,s + ‖A+ B‖q−1q,s ‖B‖q,s ,
where the last  follows from Hölder’s inequality. Hence ‖A+B‖q,s‖A‖q,s+‖B‖q,s .
The Lorentz ideal Lq,s is deﬁned to be the collection of compact operators satisfying
the condition ‖A‖q,s <∞.
The ideal Lq,0 is, of course, the familiar Schatten class Cq . For 1 < p < ∞,
L1,(p−1)/p is the ideal C−p = {A : ‖A‖−p <∞} considered in many papers [1,2,4,12–15],
where
‖A‖−p =
∞∑
j=1
j−(p−1)/psj (A).
It is clear that L(0)q,s = Lq,s for all 1q <∞ and 0s < 1.
Obviously, the Schatten norm ‖.‖q has the property that
‖
k times︷ ︸︸ ︷
A⊕ · · · ⊕ A ‖q = k1/q‖A‖q .
Therefore, when 1 < q <∞, Lq,0 = Cq satisﬁes both (QK) and (DQK).
Proposition 5.1. (a) If 0 < s < 1, then for every 1q < ∞ the ideal Lq,s satisﬁes
both condition (QK) and condition (DQK).
(b) If 0 < s < 1 and 1q < ∞, then L′q,s , the ideal dual to Lq,s , also satisﬁes
both condition (QK) and condition (DQK).
Proof. By Proposition 3.2 (b) follows from (a) and the fact that ∗∗ =  for every
symmetric gauge function . To prove (a), note that the s-numbers of A⊕ · · · ⊕A are
those of A repeated as many times as the number of A’s in the direct sum. Therefore
‖
k times︷ ︸︸ ︷
A⊕ · · · ⊕ A ‖qq,s =
∞∑
i=1
s
q
i (A)
k∑
j=1
((i − 1)k + j)−s .
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By the inequality
∑k
j=1((i−1)k+ j)−s(ik)−sk = i−sk1−s , Lq,s satisﬁes (DQK). On
the other hand,
∑k
j=1((i− 1)k+ j)−s((i− 1)k)−sk = {i/(i− 1)}s i−sk1−s2i−sk1−s
when i2. For the term where i = 1, we have ∑kj=1 j−s(1− s)−1k1−s . Hence Lq,s
satisﬁes (QK). This completes the proof. 
Thus when (q, s) ∈ [1,∞) × (0, 1), Theorems 2.3 and 2.4 are applicable to both
Lq,s and L′q,s . The same, of course, is true in the case (q, s) ∈ (1,∞)× {0}.
Bercovici et al. considered singular integral operators associated with  satisfying
certain conditions [1, p. 203]. They proved the following:
Theorem 5.2 (Bercovici et al. [1, Theorem 3.1]). Suppose that there is an increasing
function h : [0,∞)→ [0,∞), such that (B(x, r))h(r), x ∈ Rn, r > 0. If
∫ 1
0
hq−1+s(r)
rq
dr
r
<∞, (5.1)
then TK, ∈ Lq,s .
(Note that the s here corresponds to the 1− (q/p) in [1].)
Since (Rn) > 0, if (5.1) holds, then we must have either q − 1 > 0 or s > 0. In
other words, if (5.1) holds for a pair (q, s), then Lq,s and L′q,s both satisfy (QK) and
(DQK). Thus Theorems 2.3 and 2.4 are applicable in this situation. Moreover, in this
case we can verify (2.4) and (2.5) directly. In fact we will prove a somewhat stronger
result by replacing the condition (B(x, r))h(r) with a kind of “average” bound.
For each 0 < t <∞, deﬁne the density function
D,t (r) =
(∫
t (B(x, r)) d(x)
)1/t
, r > 0,
where B(x, r) denotes the ball {y ∈ Rn : |x − y| < r} as usual.
Proposition 5.3. If there is a t > (1− s)−1q − 1, such that
∫ 1
0
D
q−1+s
,t (r)
rq
dr
r
<∞, (5.2)
then q,s({2|w|(Qw)}w∈W ) < ∞, where q,s is the symmetric gauge function
for Lq,s .
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The proof of this proposition is based on the following observation:
Lemma 5.4. Let {a}∈N be a sequence of positive numbers and let {k}∈N be a se-
quence of natural numbers. Suppose that {bi}i∈N is obtained from {a}∈N by repeating
each term a exactly k times. Then
q,s({bi}i∈N)(1− s)−1/q
( ∞∑
=1
a
q
 k
1−s

)1/q
.
Proof. Since 0 < 1− s1, we have (u+ v)1−su1−s + v1−s if u0 and v0. Thus
for any k ∈ N and N0 we have ∑ki=1(N+i)−s(1−s)−1{(k+N)1−s−N1−s}(1−
s)−1k1−s . We may assume
∑∞
=1 a
q
 k
1−s
 < ∞, for otherwise there is nothing to prove.
In this case there is a bijection  : N → N, such that a(j)a(j+1) for every j ∈ N.
Now deﬁne Nj = k(1) + · · · + k(j−1) for j2 and deﬁne N1 = 0. By the deﬁnition
of {bi}i∈N,
qq,s({bi}i∈N) =
∞∑
j=1
a
q
(j)
k(j)∑
i=1
(Nj + i)−s
∞∑
j=1
a
q
(j)(1− s)−1k1−s(j). 
Proof of Proposition 5.3. We may assume (Rn) = 1 without loss of generality. Thus
D,t (r)1 for every r > 0. Let L ∈ N be such that 2L−1 > √n. It is easy to see that
∞∑
=L+1
2qDq−1+s,t (2−+L)
2q(L+1)
log 2
∞∑
=L+1
∫ 2−+L+1
2−+L
D
q−1+s
,t (r)
rq
dr
r
<∞. (5.3)
Deﬁne
Vm = {w ∈W : 2mD,t (2−|w|+L)(Qw) < 2m+1D,t (2−|w|+L)}, m ∈ N,
U = {w ∈W : (Qw) < 2D,t (2−|w|+L)}.
Let  = q−1(1 + t)(1 − s) − 1, which is greater than 0 because of the assumption
t > (1− s)−1q − 1. Set C = (1− s)−1/q . We ﬁrst show that
q,s({2|w|(Qw)}w∈Vm)2−m · 2C
( ∞∑
=1
2qDq−1+s,t (2−+L)
)1/q
. (5.4)
For this purpose consider Em(r) = {x ∈ Rn : (B(x, r))2mD,t (r)}. Obviously,
(Em(r)){2mD,t (r)}t
∫
t (B(x, r)) d(x) = Dt,t (r).
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Therefore (Em(r))2−mt . Let km, = card(Vm ∩ W). If w ∈ Vm ∩ W and x ∈
Qw, then (B(x, 2−+L))(Qw)2mD,t (2−+L). In other words, ∪w∈Vm∩WQw ⊂
Em(2−+L). Thus
2mD,t (2−+L)km,(∪w∈Vm∩WQw)(Em(2−+L))2−mt ,
which implies km,2−m(1+t)D−1,t (2−+L). By deﬁnition, if w ∈ Vm∩W, then (Qw)
< 2m+1D,t (2−+L). Applying Lemma 5.4, we now have
q,s({2|w|(Qw)}w∈Vm)  C
( ∞∑
=1
{22m+1D,t (2−+L)}qk1−sm,
)1/q
 2C
( ∞∑
=1
2qDq−1+s,t (2−+L)
)1/q
2m{1−(1/q)(1+t)(1−s)}.
This proves (5.4).
Next we estimate q,s({2|w|(Qw)}w∈U ). Since (Qw) < 2D,t (2−|w|+L) when w ∈
U , by an obvious stopping-time argument, for each  ∈ N we can decompose W ∩ U
as the union of pairwise disjoint subsets U,1, . . . , U,m(), such that∑
w∈U,j
(Qw)4D,t (2−+L), 1jm()
and, such that m()1+D−1,t (2−+L). (Recall that we assume (Rn) = 1.) Let b be
the sequence where for every  ∈ N the term 2D,t (2−+L) occurs m() times and
which has no other nonzero terms. By Lemma 5.4,
q,s(b)  C
( ∞∑
=1
(2D,t (2−+L))q(m())1−s
)1/q
 2C
( ∞∑
=1
2qDq−1+s,t (2−+L)
)1/q
. (5.5)
Let c = {cw}w∈U be such that cw0 for every w ∈ U . Then
∑
w∈U
cw2|w|(Qw) =
∞∑
=1
m()∑
j=1
∑
w∈U,j
cw2|w|(Qw)
∞∑
=1
m()∑
j=1
max
w∈U,j
cw2
∑
w∈U,j
(Qw)
 4
∞∑
=1
2D,t (2−+L)
m()∑
j=1
max
w∈U,j
cw4q,s(b)∗q,s(c˜), (5.6)
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where c˜ = {maxw∈U,j cw}∈N,1 jm() and ∗q,s is the symmetric gauge function dual
to q,s . Obviously, ∗q,s(c˜)∗q,s(c). Combining (5.5) and (5.6), we have
q,s({2|w|(Qw)}w∈U )4q,s(b)8C
( ∞∑
=1
2qDq−1+s,t (2−+L)
)1/q
. (5.7)
Since W = U ∪ {∪∞m=1Vm}, the assertion q,s({2|w|(Qw)}w∈W ) < ∞ now follows
from (5.3), (5.4) and (5.7). 
In the case of Schatten class, there is a more reﬁned obstruction result:
Theorem 5.5 (Xia [16, Theorem 5.1]). Let 1 < p < ∞. If there is a 0 < N < ∞
such that
∫ 1
0
(
(B(x, r))
rp
)1/(p−1)
dr
r
N for -a.e. x ∈ Rn, (5.8)
then for every C∞ homogeneous function K of degree −1 on Rn\{0} we have TK, ∈
Cq , where q = p/(p − 1).
This result is now subsumed by Theorems 2.3 and 2.4, for inequality (5.11) in [16]
shows that (5.8) implies ∑w∈W (2|w|(Qw))q <∞.
Recall that, for 1 < p < ∞, the norm ideal C+p consists of operators A satisfying
the condition ‖A‖+p <∞, where
‖A‖+p = sup
k1
(s1(A)+ · · · + sk(A))/(1−1/p + · · · + k−1/p).
It is well known that C+p is the dual of C−p/(p−1) = L1,1/p [6, Theorem III.15.2]. By
Proposition 5.1, for any 1 < p < ∞, the ideal C+p satisﬁes both (QK) and (DQK).
Therefore, Theorems 2.3 and 2.4 are applicable for this family of ideals.
The following result is due to David and Voiculescu:
Theorem 5.6 (David and Voiculescu [4]). Let 1 < p < ∞. Suppose that there is a
constant C such that
(B(x, r))Crp, x ∈ Rn, 0 < r1.
Then TK, ∈ C+p/(p−1) for every C∞ homogeneous function K of degree −1 on Rn\{0}.
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This theorem was subsequently improved to the following extent:
Theorem 5.7 (Xia [17]). Let 1 < p <∞. Suppose that there is a t > (p− 1)−1, such
that
sup
0<r1
∫ (
(B(x, r))
rp
)t
d(x) <∞. (5.9)
Then TK, ∈ C+p/(p−1) for every C∞ homogeneous function K of degree −1 on Rn\{0}.
Theorem 5.7 is also subsumed by Theorems 2.3 and 2.4. Indeed if (5.9) holds, then
we can directly verify +q ({2|w|(Qw)}w∈W ) <∞ in much the same way as we veriﬁed
q,s({2|w|(Qw)}w∈W ) <∞ in the proof of Proposition 5.3. But whereas Proposition
5.3 represents a slight improvement of a previous result, the direct veriﬁcation of
+q ({2|w|(Qw)}w∈W ) <∞ merely reproves the same result with a different technique.
For this reason we will omit this veriﬁcation.
6. Proof of Theorem 2.5
The proof of Theorem 2.5 requires a general Hilbert space lemma and Fourier
analysis. Let us ﬁrst establish the general lemma.
Lemma 6.1. Let A1, . . . , Ak be positive compact operators on a Hilbert space H.
Then, for any norm ideal C, we have ‖A1 ⊕ · · · ⊕ Ak‖C‖A1 + · · · + Ak‖C .
Proof. Write X = A1⊕· · ·⊕Ak and Y = A1+· · ·+Ak . To prove the lemma, according
to [6, Lemma III.3.1], it sufﬁces to show that the inequality
s1(X)+ · · · + sm(X)s1(Y )+ · · · + sm(Y ) (6.1)
holds for every m ∈ N. It is easy to see that, for any given m ∈ N, there are orthogonal
projections P1, . . . , Pk on H with rank(P1)+ · · ·+ rank (Pk) = m, such that
s1(X)+ · · · + sm(X) = tr(A1P1)+ · · · + tr(AkPk).
Let P be the orthogonal projection from H onto the linear subspace P1H + · · ·+PkH .
Then rank(P )m and P Pj for every 1jk. Since Aj 0, we have tr(AjPj )
 tr(AjP ). Therefore
m∑
j=1
sj (X) =
k∑
j=1
tr(AjPj )
k∑
j=1
tr(AjP ) = tr(YP )
m∑
j=1
sj (Y ),
where the last  holds because rank(P )m [6, Lemma II.4.1]. This proves (6.1). 
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We now turn to Fourier analysis. Let mn denote the standard Lebesgue measure on
Rn. Recall that, for each complex-valued compactly supported regular Borel measure
 on Rn, its Fourier transform is given by the formula
ˆ() = 1
(2)n/2
∫
e−i〈,x〉 d(x),  ∈ Rn.
For any f ∈ L1(Rn,mn), its Fourier transform fˆ is given by the right-hand side of
the above formula with f dmn in place of d. Now, if h ∈ C∞c (Rn), then∫ ∫
h(x − y) d(y) d(x) = (2)n/2
∫
hˆ()|ˆ()|2 dmn(). (6.2)
It is well known that, for each n2, there is a constant c(n), such that∫ ∫
|x − y|−1 d(y) d(x) = c(n)
∫
||1−n|ˆ()|2 dmn(), (6.3)
whenever the complex measure  satisﬁes the condition∫ ∫
|x − y|−1d||(y)d||(x) <∞,
where || is the total variation measure obtained from . See, e.g. [9, Lemma 12.12]
and [11, Chapter V].
Let u be a C∞ function on [0,∞) such that u = 1 on [0, 1/2], u = 0 on [1,∞),
and 0u1 on (1/2, 1). For each  ∈ N, let u(t) = 2−(n−1)u(2−t), t0, and let
v be the smooth, rapidly decreasing function on Rn, such that
(2)n/2vˆ() = u(||),  ∈ Rn.
For each  ∈ N, deﬁne the operator A on L2(Rn, ) by the formula
(Af )(x) =
∫
v(x − y)f (y) d(y). (6.4)
Obviously, A is a compact operator. By (6.2) and the choice of u, A is also positive.
Lemma 6.2. There exists a constant 0 <  < ∞ which depends only on n, such that
〈Aew, ew〉2|w|(Qw) whenever w ∈ W,  ∈ N.
Proof. There is a 0 < 1/2 such that if z ∈ C and if |z|, then |1 − ez|1/2.
We will show that  = 4−1(2)−nmn(B(0, /√n)) will do. For each w, deﬁned the
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measure Qw by the formula Qw(E) = (E ∩ Qw). For any  ∈ N, it sufﬁces to
consider w ∈ W such that (Qw) > 0. For such a w, it follows from (6.2) and (6.4)
that
〈Aew, ew〉 = 1
(Qw)
∫ ∫
v(x − y) dQw(y) dQw(x)
= 1
(Qw)
∫
u(||)|̂Qw()|2 dmn()
= 1
(Qw)
∫
2−(n−1)u(|2−|)|̂Qw()|2 dmn()
= 2

(Qw)
∫
u(||)|̂Qw(2)|2 dmn(), (6.5)
where the last step is the substitution  = 2−. Pick any point xw ∈ Qw. Then
(2)n/2̂Qw(2
) = e−i〈2,xw〉
{
(Qw)−
∫
Qw
(1− e−i〈2,x−xw〉) d(x)
}
.
If x ∈ Qw, then |x− xw|2−√n. Hence |〈2, x− xw〉| ||√n if x ∈ Qw. Thus, the
choice of  ensures that
(2)n/2|̂Qw(2)|(Qw)− 12(Qw) = 12(Qw) if ||/
√
n. (6.6)
Recall that u = 1 on [0, 1/2] and 1/2. Combining (6.5) and (6.6), we have
〈Aew, ew〉 2

(Qw)
(
(Qw)
2(2)n/2
)2
mn(B(0, /
√
n)) = 2|w|(Qw)
when w ∈ W and (Qw) > 0. This completes the proof. 
Lemma 6.3. If the operator T deﬁned by (2.6) is bounded on L2(Rn, ), then ∑k=1A
(2n−1/c(n))T for every k ∈ N, where c(n) is the constant that appears in (6.3).
Proof. It is easy to verify that
∑∞
=1 u(t)
∑∞
=1 2−(n−1)
[0,2)(t)(2/t)n−1 for all
0 < t <∞. Let g ∈ L2(Rn, ) and let G denote the Fourier transform of the measure
g d. By (6.2) and (6.3), we have
〈
k∑
=1
Ag, g
〉
=
∫ ∫ k∑
=1
v(x − y)g(y)g(x) d(y) d(x)
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=
∫ k∑
=1
u(||)|G()|2 dmn()2n−1
∫
||1−n|G()|2 dmn()
= 2
n−1
c(n)
∫ ∫
|x − y|−1g(y)g(x) d(y) d(x)
= (2n−1/c(n))〈T g, g〉.
This proves the lemma. 
Proof of Theorem 2.5. Deﬁne B = ∑w∈W 2|w|(Qw)ew ⊗ ew,  ∈ N. We ﬁrst
show that
∑m
j=1 sj (B)−1
∑m
j=1 sj (A) for every m ∈ N. Obviously, we only need
to consider m, such that mcard(W). For such an m, there is a subset S in W
with card(S) = m, such that ∑mj=1 sj (B) = ∑w∈S 2|w|(Qw). Let E = ∑w∈S ew ⊗
ew, which is an orthogonal projection of rank at most m. Then ∑w∈S〈Aew, ew〉 =
tr(AE)
∑m
j=1 sj (A) [6, Lemma II.4.1]. By Lemma 6.2, we have
∑m
j=1 sj (B)−1∑m
j=1 sj (A).
The conclusion of the preceding paragraph implies that
∑N
j=1 sj (B1⊕· · ·⊕Bk)−1∑N
j=1 sj (A1⊕ · · ·⊕Ak) for any k, N ∈ N. By Gohberg and Krein [6, Lemma III.3.1],
this means ‖B1 ⊕ · · · ⊕ Bk‖C−1‖A1 ⊕ · · · ⊕ Ak‖C . By Lemma 6.1, we have
C({2|w|(Qw)}|w|k) = ‖B1 ⊕ · · · ⊕ Bk‖C
−1‖A1 ⊕ · · · ⊕ Ak‖C−1‖A1 + · · · + Ak‖C .
It follows from Lemma 6.3 and the minimax principle [6, p. 25] that sj (A1 + · · · +
Ak)(2n−1/c(n))sj (T ) for every j ∈ N. Therefore
C({2|w|(Qw)}|w|k)−1(2n−1/c(n))‖T ‖C .
Since this holds for every k ∈ N, we have C({2|w|(Qw)}w∈W )(2n−1/c(n))
‖T ‖C . 
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