We present an explicit method for simulating stochastic differential equations (SDEs) that have variable diffusion coefficients and satisfy the detailed balance condition with respect to a known equilibrium density. In Tupper & Yang (2012) we proposed a framework for such systems in which, instead of a diffusion coefficient and a drift coefficient, a modeller specifies a diffusion coefficient and an equilibrium density, and then assumes detailed balance with respect to this equilibrium density. We proposed a numerical method for such systems that works directly with the diffusion coefficient and equilibrium density, rather than the drift coefficient, and uses a Metropolis-Hastings rejection process to preserve the equilibrium density exactly. Here we show that the method is weakly convergent with order 1/2 for such systems with smooth coefficients. We perform numerical experiments demonstrating the convergence of the method for systems not covered by our theorem, including systems with discontinuous diffusion coefficients and equilibrium densities.
Introduction
Consider a system of Itô stochastic differential equations of the form dX = a(X)dt + b(X)dB t ,
where a is a vector function of X, b is a scalar function of X, and B t is standard d-dimensional Brownian motion. Letting D(X) = If there is a density ρ eq such that J(x) = a(x)ρ eq (x) − ∇[D(x)ρ eq (x)] = 0 * Author for correspondence (xiny@sfu.ca).
for all x, then we say the system satisfies detailed balance with respect to ρ eq . A direct result of the condition is that ρ eq is an equilibrium density of the system. In closed, isolated physical systems, the solution satisfying the detailed balance condition is known as the thermal equilibrium distribution van Kampen (2007) . Diffusions that satisfy the detailed balance condition with respect to some invariant measure feature prominently in many areas of physics, chemistry, and mathematical biology van Kampen (2007) , Gardiner (2004) , Bou-Rabee et al. (2014) . From the perspective of stochastic differential equations, the usual way of modelling such systems is to specify the coefficients a(X) and b(X) and let equation (1) describe the evolution of the system in time.
Instead of starting with a(X) and b(X), in Tupper & Yang (2012) we proposed that the modeller specifies D(X) and ρ eq (X) and assumes detailed balance. These assumptions are enough to uniquely determine the coefficients a and b of (1): we get a(X) = ∇D(X) + D(X)∇ ln ρ eq (X), b(X) = 2D(X).
Thus the SDE (1) takes the form dX(t) = [∇D(X) + D(X)∇ ln ρ eq (X)]dt + 2D(X)dB t
with Fokker-Planck equation
The advantages of this change of perspective are two-fold: (i) in many circumstances it is more natural to model the system in terms of ρ eq and D, such as when ρ eq is available from experimental data but a is not Siggia et al. (2000) , (ii) there are situations in which D and ρ eq are well-defined but a is singular, such as when D or ρ eq has a jump discontinuity Tupper & Yang (2012) . In this case, defining algorithms in terms of D and ρ eq allows us to avoid working with a singular drift a.
Since the equilibrium distribution ρ eq plays an important role in the system (3), we want a numerical method that has an identical equilibrium distribution. As shown by Roberts & Tweedie (1996) , the standard Euler-Maruyama scheme (EM) or Milstein's method will typically not preserve the correct equilibrium density. (In fact, due to instability, these methods may not be ergodic at all even when the underlying diffusion is exponentially ergodic). Roberts and Tweedie introduced the Metropolis-adjusted Langevin algorithm (MALA) as a way of simulating the system while keeping the exact equilibrium distribution. Their method proposes a trial step using the Euler-Maruyama scheme and then decides whether to accept or reject the trial step using the Metropolis-Hastings procedure with the correct known value of ρ eq . Bou- Rabee & Vanden-Eijnden (2010) have shown that MALA is not only ergodic with respect to ρ eq but also converges to the solution of the SDE strongly. Our method is a variant of the MALA scheme. Instead of using a convergent scheme for the SDE, we only use the diffusion coefficient to give a trial step and then use the Metropolis-Hastings rejection procedure to guarantee the correct equilibrium density. Therefore the drift is enforced only indirectly through the rejection step. The motivation for this idea is that for any SDE the infinitesimal drift is uniquely determined by the infinitesimal diffusion, the equilibrium distribution, and the detailed balance condition Tupper & Yang (2012) . Therefore, if we have a Markov chain that approximates a diffusion process with the correct diffusion coefficient and the correct equilibrium distribution, and also satisfies the detailed balance condition, we expect that the process also has approximately the correct drift coefficient. For our scheme, since the trial step is given with the correct diffusion and the Metropolis-Hastings rejection process provides the detailed balance with respect to the correct equilibrium density, we expect that it converges to the correct solution of the stochastic differential equation. In this paper, we will show directly that the process has the correct drift and diffusion in the limit of steplength going to zero, when the coefficients are sufficiently smooth. In particular, we show that the scheme is weakly convergent with order of accuracy 1/2 under appropriate conditions.
A similar theorem appears in Bou-Rabee et al. (2014) for general self-adjoint diffusions for a class of Metropolized integrators that includes ours as a special case. Their method consists of the use of a RungeKutta type integrator for the trial step followed by a Metropolis-Hastings decision to accept or reject the step. In general, their trial step uses the gradient of the diffusion coefficient, but also allows our choice of using only the diffusion coefficient itself as a special case (corresponding to G h = 0 in their notation). Their more general framework also includes the possibility of using the gradient of ln ρ eq to obtain a more accurate trial step.
Though our results here are for smooth coefficients, the main motivation for our scheme is to to handle instances of (3) where D has jump discontinuities. Other work has developed numerical schemes for similar classes of problems. The reference LaBolle et al. (2000) proposes a method for such systems that does not make explicit use of the equilibrium distribution and hence does not preserve it exactly. However, their method could be adjusted with a Metropolis-Hastings step in order to do so. Another approach is to resolve the jump discontinuities in D by developing a separate procedure for when the state of the system approaches the discontinuity. This approach is taken byÉtoré (2006), Lejay & Pichot (2012) , Martinez & Talay (2012) for one-dimensional systems, who make use of the theory of skew Brownian motion to resolve the discontinuity.
Here we define our algorithm from Tupper & Yang (2012) for approximating the solution of (3). Let h be the step length. The trial step is given by
This is accepted with probability α h
where ξ k satisfies uniform distribution on [0,1] and α h is the acceptance probability for Metroplis-Hastings rejection procedure Roberts & Tweedie (1996) from state X n to X * n+1 with the expression
and q h (x, y) is the transitional probability density determining the trial step (5)
This choice of α h and q h in the Metropolis-Hastings rejection process guarantees that the process X n , n = 0, 1, 2, . . . satisfies detailed balance with respect to the density ρ eq .
Weak convergence of the method
Firstly, we exhibit some sufficient conditions on D and ρ eq for the ergodicity of the SDE (3) and the numerical scheme in Theorem 1 and Theorem 2. The convergence to the equilibium ρ eq of (4) is shown using the idea of relative entropy and the logarithmic Sobolev inequality Arnold et al. (2001) . As we show in Theorem 2, the numerical method is ergodic and has the correct equilibrium distribution because of the use of the Metropolis-Hastings method. We then show in Theorem 3 that the numerical method converges weakly with order 1/2 for smooth ρ eq and D. We will let H(ρ 1 |ρ 2 ) be the relative entropy of ρ 1 with respect to ρ 2 where
The reason to use relative entropy is due to Csiszàr-Kullback inequality
Therefore, once we have convergence in the relative entropy, we will have convergence in L 1 . Another useful functional I(ρ 1 |ρ 2 ) called entropy dissipation functional is defined by
Theorem 1. Suppose 1. The known equilibrium density ρ eq ∈ C 2 (R d ) is positive ρ eq (x) > 0 and satisfies ∇ 2 ln ρ eq ≤ −λI d , where I d is the identity matrix of dimension d and λ > 0 is some positive constant.
2. H(ρ(x, 0)|ρ eq (x)) < ∞. i.e. the initial condition of (4) has finite relative entropy with respect to the equilibrium density ρ eq .
then ρ(x, t) converges to ρ eq exponentially fast in relative entropy.
. Assuming ρ is a solution to (4), g will satisfy
where the surface integral from integration by parts vanishes because of condition 3. By Theorem 1 in Markowich & Villani (2000) , condition 1 here guarantees that the logarithmic Sobolev inequality with parameter λ holds
As a result,
We get the exponential convergence in relative entropy which will imply exponential convergence in L 1 by (9).
Remark: Theorem 1 also works when ρ eq is only positive in some connected open set D ⊂ R d provided that the condition 4 is replaced by zero-flux boundary conditions on ∂D. By restricting the domain inside the region, ρ eq will be strictly positive inside the domain and there's no problem of dividing by zero. A discussion about relaxing the uniform convexity of ∇ 2 ln ρ eq in condition 1 could be found in Markowich & Villani (2000) .
Theorem 2. Suppose the diffusion coefficient D is bounded below by some positive number: inf D(x) > 0 and suppose ν is the equilibrium probability distribution with density ρ eq . Let the numerical scheme defined in (5), (6) generate a Markov chain with n-step transitional probability distribution P n (x, ·). Then P n (x, ·) converges to the equilibrium probability distribution ν(·) in total variation norm as n → ∞ i.e. :
Proof. The proof follows from Jarner & Hansen (2000), Smith & Roberts (1993) . We only need to show that the chain generated by the numerical method is ρ eq -irreducible and aperiodic. These two conditions are satisfied since 1) our proposal step is given by Gaussian random variables which gives a positive probability to any set with positive Lebesgue measure, 2) the acceptance rate α h (x, y) in Metropolis-Hastings rejection step will always be positive as long as ρ eq (y) is positive. Hence the transitional distribution of the Markov chain with rejections generated by the numerical method will have a positive probability of jumping into any set where ρ eq is positive.
Now we show the main result of this paper that the scheme is weakly convergent. We rewrite the time stepping of the scheme in the form
) is the increment of the numerical scheme in a single step. We shall use A to denote the increment of the exact solution in a single step.
Theorem 3 (Weak convergence of the scheme). Suppose that 1. The diffusion coefficient D and the logarithm of the equilibrium density ln ρ eq (x) have bounded derivatives up to order 4.
2. ∇ 2 D(x) and ∇ 2 ln ρ eq (x) can be bounded by some polynomial in x and the diffusion coefficient D(x) is bounded away from zero: inf(D(x)) > 0.
3. the function f (x) together with its partial derivatives of order up to and including 3 have at most polynomial growth.
We assume the initial condition X(0) = x 0 is fixed. For uniform discretization t k = hk, k = 1, ..., N with t N = T the total time, the following inequality holds for all k:
Remark: The first condition in Theorem 3 is made in terms of D and ρ eq to fit the framework of SDE in (3). The same result can be obtained under a weaker condition if one impose the smoothness in terms of the coefficients a and b in (1), i.e., when the coefficients a(x) = ∇D(x) + D(x)∇ ln ρ eq (x) and b(x) = 2D(x) of equation (3) are continuous, satisfy a Lipschitz condition
and together with their partial derivatives with respect to x of order up to and including 3 have at most polynomial growth.
We prove Theorem 3 by analyzing the local error of the scheme. In the following estimates of the local error, we use the same techniques as Bou-Rabee et al. (2014) , making precise the dependence of the remainder term on x in order to guarantee global convergence. We also have a slightly less restrictive condition on ρ eq (x) in that derivatives of ln ρ eq (x) do not need to be bounded.
Proof. We are going to apply Theorem 2.1 of (Milstein & Tretyakov 2004, p. 100) to show the weak convergence of the scheme. The condition (a) of their theorem corresponds to our condition 1 which is the requirement on the smoothness and the growth of the coefficients a and b. The condition (c) there corresponds to our condition 3 which is the requirement on the smoothness and the growth of the test function f . Their condition (d) is a uniform a priori bound on the moments of the numerical scheme which is guaranteed by our Lemma 1. What remains to be shown is their condition (b): bounds on the moments of the increments of the numerical method. For convenience, we use O(x, h p ) to denote a quantity that can be bounded by K 1 (x)h p where K 1 (x) is some polynomial or a matrix of polynomial entries. The condition (b) in Theorem 2.1 of (Milstein & Tretyakov 2004, p . 100) has two requirements. Firstly, all the third moments of the increment in the numerical scheme must be O(X n , h 3/2 ), i.e.
HereĀ ij is the i j ∈ {1, .., d} component ofĀ and K 1 (x) is a function with at most polynomial growth. Then, the difference between the first and second moments of the approximated increment and the exact increment needs to be O(X n , h 3/2 ), i.e.
Here K 2 (x) is also a function with at most polynomial growth. For the first requirement, since
By the Lipschitz condition on b(x) = 2D(x), (2D(X n )) 3/2 will be bounded by some polynomial. For the second requirement, consider the solution after one time step from the initial condition. Let A(X(0), h) = X(h) − X(0) be a column vector of the increment of the exact solution.
By Theorem 4, we have
be the infinitesimal generator of the Itô diffusion (3). By Ito-Taylor expansion (Milstein & Tretyakov 2004, p.99) , we have the expansion componentwise
Since the integrands in the remainder terms in (10) (11) are combinations of products of X, a, b and their derivatives, by assumptions on their growth, the integrands can only have at most polynomial growth in X. We can find m large enough, s.t.
for some constant C 1 . The Theorem 4 in (Gihman & Skorohod 1970, p. 48) shows that the moments of the solution could be uniformly bounded by the moments of the initial condtion, i.e.
The constant C in the last inequality only depends on T , m, K. The same process applies to the remainder in (11). As a result, (10) (11) becomes,
Hence, we have the weak local error,
Therefore, by Theorem 2.1 in (Milstein & Tretyakov 2004, p. 100) , the method is convergent with order of accuracy 1/2. Lemma 1. Suppose the assumptions in Theorem 3 are satisfied. Then for every even number 2m the 2m-moment of the numerical solution E|X k | 2m exist and are uniformly bounded with respect to k = 1, ..., N , if and only if E|X 0 | 2m exists.
Proof. The result follows from Lemma 2.2 in Milstein & Tretyakov (2004) , if the magnitude ofĀ in one step is well-behaved. By using Theorem 4, the expectation of A is of order h
satisfies the standard normal distribution and hence has moments of all orders. Then by Lemma 2.2 in Milstein & Tretyakov (2004) , the moments of the numerical solution E|X k | 2m exist and are uniformly bounded.
Theorem 4. With the definitions and assumptions in Theorem 3, we have the following,
Proof. For convenience, let x = X 0 , y = X * 1 , and we can rewrite the conditional expectation in the integral form,
Introducing a change of variable, let ǫ = √ h, y − x = ǫz. Therefore the transition probability density changes into
which is independent of ǫ. Let
After the change of variable, (14) and (15) become,
be an approximation for α(x, z, ǫ). The motivation of β is discussed in Lemma 2. First we study the order of the error in drift. Applying the fact that R d zq(x, z)dz = 0 which follows from the symmetry of q, we obtain
By Lemma 2 and Lemma 3, we can obtain
Use Lemma 2 and Lemma 3 for (17),
Recall that ǫ = √ h, therefore we have the desired bounds for local error.
Lemma 2 (Estimates of α(x, z, ǫ) and β(x, z, ǫ)). With previous definitions, we have the following estimates. Let g(z) ∈ R be polynomial in z, then
where K(x) has polynomial growth.
Proof. Rewrite α in exponent form, α(x, z, ǫ) = min 1, exp ln q(x + ǫz, z)ρ eq (x + ǫz) q(x, z)ρ eq (x)
A Taylor expansion for the exponent about ǫ = 0 gives
Therefore β is obtained by keeping only the leading order ǫ terms.
R(x, z, ǫ) is the remainder given by
Consider the function h(x) = min(1, exp(x)). Since h(x) is piecewise smooth, it is not hard to see that h(x) is globally Lipschitz with Lipschitz constant 1. Therefore,
Therefore, with the assumptions that inf D(x) > 0 , ∇ 2 D(x) bounded by some polynomial, ∇ 2 ln ρ eq (x) bounded by some polynomial, we obtain
Here K 1 (x, z) is some polynomial in x, z. Furthermore, since for fixed x, q(x, z) is a multivariate Gaussian, we can calculate its absolute moments (Gradshteyn & Ryzhik 2007, p. 337) ,
where S d is the surface area of the unit hypersphere in R d . Since b(x) = 2D(x) has at most polynomial growth, therefore,
For K(x) has at most polynomial growth.
Lemma 3. With previous definitions,
Here the region is defined by,
Therefore we can expand β(x, z, ǫ) − 1 in the integrand in domain Ω (x,0) about ǫ = 0
where ǫ 2 R is the remainder given by,
is a odd function in z. On the other hand the integral domain Ω (x,0) is odd. Hence the integral without ǫ 2 R term becomes
Then we need to show the remainder term is indeed of order ǫ 2 . Since in the domain Ω (x,0) ,
As shown in Lemma 2, the term |
ρeq (x) | could be bounded by a polynomial K 1 (x, z) and since the integral R d |z| p q(x, z)dz could be bounded by a polynomial K 2 (x), therefore there exists a polynomial K(x)
A similar proof works for the other inequality (19). By Taylor expansion,
which concludes the proof.
Numerical Simulations
In this section we validate our method with the following numerical experiments. We chose 1-dimensional examples of (3) with the following features:
1. Smooth diffusion coefficient D and equilibrium density ρ eq , for which we have an exact solution.
2. Smooth and periodic diffusion coefficient D and equilibrium distribution ρ eq = 1.
3. Geometric brownian motion, for which we have a degenerate D.
4. Piecewise constant D and ρ eq .
The motivation of these examples is to demonstrate the convergence of the numerical scheme for some problems not necessarily satisfying the conditions of Theorem 3.
3.1 Example 1: SDE with smooth coefficients.
We first test the method on a SDE for which we have a closed-form solution,
Comparing with (3), we can see that this is the case when the diffusion coefficient is
and the equilibrium density is
in the domain |x| < 1. If the initial condition is X(0) = 1 2 , then it has the exact solution
The equation (20) does not satisfy the conditions of Theorem 3 because D is not bounded away from zero and d dx ln(ρ eq (x)) approaches infinity at x = ±1. Firstly, we numerically verify that this method keeps the exact equilibrium density ρ eq and approximates the given diffusion coefficient. To compute these statistical quantities of the trajectories, the domain (−1, 1) is cut into 20 equally spaced subintervals [x i , x i+1 ), i = 0, . . . , 19. The density is computed by dividing the number of times that the particle is in the particular interval over the total number of timesteps. The effective diffusion coefficient is computed as in Tupper & Yang (2012) :
The SDE is simulated with different timestep lengths over a total time interval of length T = 1000. With these parameters we plot the values of ρ eq (x) and D(x) over the domain |x| < 1 in Figure 1 . The error bars show estimates of standard error due to the finite time simulation. As we can see from Figure 1 , the numerical method produces the correct distribution for all the timestep lengths, while the effective D is converging to the exact curve as the time step length is decreasing. In order to check the weak accuracy of the numerical scheme, we measure the mean error at time T = 1 with test function f (x) as in Higham (2001) ,
The expectation E(f (X N h )) is approximated by the average values of f (X N h ) over a number of M = 10 7 trajectories. Figure 2 shows the error versus the time step length with test functions f (x) = x and f (x) = x 2 . For these test functions, the exact solutions are EX(1) =
The plot shows the accuracy is of order 1/2.
Example 2: SDE with smooth coefficients.
Here we consider the case with smooth diffusion coefficient D = sin(x) + 2 and uniform equilibrium distribution ρ eq = 1. Using (3), this gives the SDE dX(t) = cos(X)dt + 4 + 2 sin(x)dB with initial condition X(0) = 0. Here, ρ eq is not normalizable, therefore we do not have a probability density at equilibrium. However, computationally, since we only simulate to finite time, we can still look at the probability distribution of X(T ) and its expectation and moments are well defined. For this SDE, since we do not have the exact solution, we measure the error by subtracting the results from time step length h/2 from h, i.e. The expectation is approximated by the average over M = ×10
7 trajectories. Figure 3 shows the error plot compared with the error from Euler-Maruyama (EM) scheme. The EM method shows the expected weak accuracy of order 1. Our method shows the weak accuary of order 1/2 for the test function f (x) = x 2 . Furthermore, we observe super-convergence with apparent order 1 for test function f (x) = x. A closer look at the leading √ h term in the error shows that its coefficient in this case is comparably smaller than the next term due to the effect of f (x) being odd. Therefore, when h is not small enough, the error is dominated by the order h term.
Example 3: Geometric Brownian Motion.
For this example, we test our scheme on geometric brownian motion dX(t) = aXdt + bXdB with a = 1, b = 1 are constants. The initial condition is X 0 = 1. We have the exact solution
with expectation E(X(t)) = X 0 exp(t).
Firstly we need to rewrite the equation in the form of (3). Notice that even though geometric brownian motion does not have an equilibrium density, we can still formally let D = 1 2 X 2 , ρ eq = 1 to get the same form of SDE as we want. Figure 4 shows the weak error with test function f (x) = x at time t = T = 1 compared with the error from the Euler-Maruyama scheme. The error is measured over M = 5×10 5 trajectories, using (21) and (22). As a result, though geometric brownian motion does not satisfy the conditions in Theorem 3, the numerical simulation still demonstrates that we can expect convergence in this case with weak accuracy of order 1/2.
3.4 Example 4: SDE with piecewise constant diffusion coefficient and equilibrium density.
Here we study an SDE with equilibrium density ρ eq = 0.5, −1 < x < 1 and piecewise constant diffusion coefficient.
D(x) = 2, 1 > x ≥ 0, 1, −1 < x < 0.
In Tupper & Yang (2012) , we showed that our method keeps the correct diffusion coefficient and the exact equilibrium density with this equation. Here we demonstrate the weak convergence. The weak error in this example is calculated using formula
where ρ(x, t) solves the corresponding Fokker-Plank equation, ∂ρ eq (x, t) ∂t = ∂ ∂x D(x) ∂ ∂x ρ eq (x, t) with homogeneous Neumann boundary conditions ∂ ∂x ρ eq (x, t) = 0 at x = ±1 and initial condition ρ(x, 0) = δ(x) where δ(x) is the delta distribution. This divergence form PDE is solved numerically using CrankNicolson(CN) scheme with a very fine mesh. The expectation is approximated by averaging over M = 4×10 7 trajectories. Figure 5 shows the convegence of the method with test functions f (x) = x and f (x) = x 2 . In each case we see order 1/2 convergence despite the discontinuity of D at x = 0. 
