In the era of rapid development of multi-media information, forgery detection has become an important research field of digital image security. This paper proposes a new method to detect the forged image generated by deep learning. First, the feature matrix is constructed through extracting each pixel value of channels a and b in Lab color space for the real and the forged image training set, respectively, which is used to fit the Gaussian Mixture Model (GMM) distribution. Then, the Expectation Maximization (EM) adaptation algorithm is used to re-fit the GMM for test image using the obtained GMM parameter as prior information. Finally, the similarity between two GMM is calculated for forgery detection. Experiments show that the proposed method is more accurate than the traditional SVM for forgery detection.
Introduction
With the increasing popularity of image processing software, it brings convenience to people's lives. However, it is difficult for naked eyes to distinguish the authenticity of forged digital images. As a result, it is more likely to bring a negative influence on politics, cultures, media, military affairs, laws and so on. Therefore, it is imperative to test the authenticity of images. The forgery detection of digital images is mainly divided into two kinds: the active detection and the passive detection (blind detection) [7] . The traditional active detection includes digital signature and digital watermarking technology, both of which require putting some accessional information in images in advance. In the detection, in order to judge whether the image has been tampered or not, it needs to check whether the digital watermarking or the signature digest are changed. However, some priori information may not be embedded into the image beforehand, and on the other hand, embedding may lower the image quality. Besides, these two methods will be limited by the application conditions and are incapable of putting an end to some ways of tampering. Consequently, the active detection is not a mainstream detection method in the field of forgery detection.
Nevertheless, unlike the active detection technique, passive detection needs no special requirements for being-measured images. It is unnecessary to embed any additional priori information in advance. Only the image features and the statistical information are used to identify the authenticity of the image [6] , so a wider range of applications is shown. Hence, many researchers have conducted a host of deep studies on passive detection technology. So, the passive blind detection has also become a significant direction in the field of digital image security.
For target images of passive detection, there are many ways of forgery technologies. In this paper, we classify them into six categories according to the method proposed by Hany Farid et al [2] . (1) Synthesis: selecting some areas of the image and copying them to other areas of this image or other images for blocking the information in the target image or adding extra information. (2) Variants: an image is fused with other features to produce a new image. The feature points of the target image and the given feature points are usually superimposed according to a certain weight, so that the newly generated image has both two kinds of features. (3) Retouch: the details of the image are modified for effect-enhancing. (4) Strengthening: some parts of the content are emphasized by changing the local color, brightness and contrast of the image. (5) Computer generating: an image model is built through 3D modeling. The color, texture and lightness are added into the model. (6) Painting: art professionals draw images with the application of the image editing software based on their personal mastery of painting skills.
There are many new research results about these forgery technologies at home and abroad. Ye Xi presents a way of blind image tamper detection based on Radon and Fourier-Mellin transform. The proposed algorithm result is better than that of detection method based on orthogonal moments, and the white noise with mean zero was significantly higher than the robustness of the detection method based on orthogonal moments [10] . JM Yang et al. proposed a splicing image tamper detection method based on human face color temperature. Using the technology of target detection, the method in question pinpointed the faces in the image [11] . V Thirunavukkarasu et al. proposed a robust technique to discover copy-move tampering with Fast Retina Key Point Descriptor (FREAK). Suspected image is pre-processed and FREAK feature descriptors around each Harris corner points were discovered. Detected FREAK features are mapped by means of KD-Tree algorithm [8] . Junliu Zhong et al. propose an efficient Discrete Radon Polar Complex Exponential Transform (DRPCET)-based method for the extraction of the rotational and the scaling invariant features for the copy move forgery detection. The results show that the proposed method can detect the copy move region in the forgery image precisely even though the forgery regions suffered from mixed geometric distortions [12] .
In this paper, a new forgery technique is used to construct forgery data sets. Richard Zhang and others' deep learning method [13] is applied to recolor images automatically. These are mainly done by designing a specific framework of a convolutional neural network, inputting a grayscale image on the input end and outputting a colorful image with a very vivid effect on the output end, which is difficult for naked eyes to discern authenticity. For the image generated by this forgery technology, none of the scholars have done a related forgery detection before. In this paper, a new algorithm is proposed to fit GMM by extracting the features of natural and forged image data sets respectively. The obtained GMM parameters are used as the priori information and the EM adaptation algorithm is applied for re-fitting the GMM. Through multiple experiments based on the constructed data sets, we calculate the similarity between two Gauss mixed distributions to detect the color forgery image generated by the deep learning. The experimental results manifest the validity of our algorithm.
Methodology

Construction of Gaussian Mixture Model
To illustrate the color feature of images in the real datasets and the forged dataset, a model for data points extracted from color feature of images is constructed based on the GMM. The forged dataset actually comprise color images generated on the basis of quantitative probability distribution done by Richard Zhang et al. [13] Through deep learning in Lab color space, the color information of each pixel from each image in real datasets and forged data set can be recorded as (a, b) T . Therefore, each pixel point is represented by a two-dimensional vector. Assuming that there are N pixels in real datasets and forged dataset amounts respectively, the feature vectors of all pixels in the dataset constitute a low-level feature vector set Y in the form of a matrix of N×2. The feature matrixes extracted from real datasets and forged dataset are used to fit GMM, and each Gaussian component corresponds to a continuous region of similar colors in an image from the dataset.
Fitting Gaussian Mixture Distribution
The value of (a, b) for any pixel of the images in the real datasets and forged dataset can be viewed as data generated through the corresponding GMM. Assuming that the number of Gaussian component included in the corresponding GMM of the image is recorded as k, then the probability density function of the GMM can be derived by linear addition of those Gaussian components, as shown in Equation (1):
Where the number of x is N, then{ = 1 , 2 , 3 , … , }, Ø is the parameter set of the Gaussian Mixture Distribution, is the weight for the k th Gaussian Mixture Distribution(0 ≤ ≤ 1), and ∑ =1 = 1, is the i th component of the Gaussian Mixture Distribution. Its Gaussian probability density function is as shown in Equation (2):
where represents the parameter set of the ith component in Gaussian Mixture Distribution ( , ), is the mean of , is the covariance matrix of , is the dimension of , The parameter set of probability density function of the corresponding GMM for images in real datasets and forged dataset is as shown in Equation (3):
The Solution of Gaussian Mixture Distribution Parameters
The aim of fitting GMM with low-level features of images is to get the GMM parameter set. Since the low-level feature matrix x can be viewed as data generated by the corresponding GMM, with the given GMM probability density function, the maximum likelihood parameters of GMM can be calculated with the EM algorithm [4] . The EM algorithm flow is mainly divided into the following steps:
(1) In order to speed up the convergence and reduce iteration time, k-means is taken to initialize the mean , covariance and weight (1,2,3, … , ), and to calculate the logarithmic likelihood value to set conditions for convergence as shown in Equation (4):
(2) E-step: estimating the probability for the data to be generated by each Gaussian component. For each data , the probability of being generated by k Gaussian composition is as shown in Equation (5):
Where ( | , ) is the posterior probability.
(3) M-step: calculating the new mean , covariance , and weight (i = 1,2,3, … , ) by taking derivative on the basis of the posterior probability value with the maximum likelihood estimation as shown in Equation (6) ~ (8),
(4) Repeat the iterative E-step and M-step until the likelihood function value converges.
GMM parameters obtained by fitting the color feature of images from the real datasets and forged dataset will be used in the subsequent detection.
EM -adaptation Algorithm
To obtain relevant parameters by fitting GMM with the feature matrixes extracted from images in real datasets and forged dataset, fitting of GMM for the input testing images will be done with the two sets of parameters respectively. Due to the fact that it requires a large amount of data for a fast convergence of GMM fitting, the EM adaptation algorithm has proven to be an excellent choice to solve the limitation of the color feature of one image. Therefore, with the color feature matrix of input testing images, refitting GMM can be achieved through EM adaptation algorithm proposed by Enming Luo et al [5] . Then, the GMM parameters obtained together with a small amount of data points can fit a new GMM. The specific flow of EM adaptation algorithm is as follows: the E-step mainly compute the likelihood of x ĩ conditioned on the generic parameter ( , , ) as shown in Equation (9), from Equation (10) 
Where = {( , , )} =1 stands for the parameter set obtained by fitting GMM with data points extracted from color feature of the images in real datasets or forged dataset. {x 1 , . . . ,~} is the data point extracted from color features of the testing image, is the proportional coefficient = /( + ). Experiment shows that when is between 8 and 20 ，the optimal results can be achieved. Here, = 15 is taken, = {(~,~,~)} =1 is obtained by fitting a new GMM with input testing images.
GMM similarity measurement with Monte Carlo simulation
In order to compare the similarity between the GMM fit by real datasets and forged datasets and the GMM fit by each testing image, Monte Carlo Simulation [3] is adopted to calculate Dmc1 and Dmc2 due to the absence of closed-form expression for the similarity between GMMs. According to Monte Carlo Simulation, is taken from a probability density function F, such as [ ( )/ ( )] = ( || ) . The sample data points { } =1 follow independent and identical distribution. The similarity between the GMMs can be calculated using Equation (13) .
Forged Color Image Detection Algorithm Based on Similarity Measurement of GMM
The proposed algorithm for detection forged images generated by deep learning is as follows:
Algorithm 2: Forgery detection algorithm Input: feature matrixes of 500 real images in training dataset, feature matrixes of 500 forged images in training dataset, an arbitrary image in testing dataset Output: testing result of identification Step1: input the feature matrixes extracted from 500 real images to fit a GMM (F1) Step2: input the feature matrixes extracted from 500 forged images to fit a GMM (F2) Step3: input the feature matrix of a testing image and take the parameters obtained by F1 as a priori to fit a new GMM (G1).
Step4: input the feature matrix of the same testing image as in step3, and take the parameters obtained by F2 as a priori to fit a new GMM (G2).
Step5: calculate the similarity between F1 and G1 (Dmc1) and that between F2 and G2 (Dmc2) respectively with the Monte Carlo Simulation.
Step6: if Dmc1 is less than Dmc2, the testing image input is a real image, otherwise not.
This method constructs feature matrixes with the value of (a, b) for every pixel in Lab space from the training dataset of real images and forged images respectively to fit GMM. In order to identify an image, the feature of images in the real dataset should be different from that in the forged image dataset as far as possible. If not, it is hard for the computer to identify the testing image and classify it.
Therefore, firstly, the color feature of images in real datasets and forged datasets are taken as data points to fit GMM respectively in case of different cluster, and are displayed in two-dimensional space, as shown in Figure 1 , Figure 2 and Figure 3 . When the cluster is equal to 2, there is little difference between the two GMMs in two-dimensional space. When the cluster equals 5, the difference reaches the maximum.
Secondly, the two groups of GMM parameters obtained are taken as priori to fit a new GMM with the EM adaptation algorithm for each testing image. A real image and a forged image are taken randomly from the testing dataset to fit a new GMM with EM adaptation algorithm respectively, and then displayed in two-dimensional space as shown in Figure 4 and Figure 5 . Finally, the similarity between two GMMs is calculated to identify the testing image. Generally, Kullback-Leibler Divergence (KLD) [9] is adopted to measure the similarity. However, due to the absence of closed solution expression for KLD, Monte Carlo Simulation, which requires a large number of samples, is frequently adopted to calculate the similarity between two GMMs.
Experiment and discussion
The experiment dataset comes from the ImageNet [1] . 1,000 training sets are selected randomly and are recolored to construct our forged data set by applying Zhang R and other people's deep learning method. The colored effect is shown in Figure 6 . The experiment is classified into three groups. The number of 250 natural images and 250 forged images are trained and tested in the first group. We calculate the accuracy of detection when the clusters take 2, 3, 4, 5, 6, respectively, before training the color features of natural images and forged ones of the training set directly through SVM, which is a traditional method. Then, the testing set is detected. The number of 500 natural images and 500 forged images are trained and tested in group two. We calculate the accuracy of detection when the clusters take 2, 3, 4, 5, 6, respectively, before training the color features of natural images and forged ones of the training set directly through the traditional SVM. Then, the testing set is detected. While in group three, 500 natural images and 500 forged images are halved in their sizes and trained afterwards, which is followed by the accuracy calculation of detection when the clusters take 2, 3, 4, 5, 6, respectively, before training the color features of natural images and forged ones of the training set directly through the traditional SVM.
We set three groups of experiments and utilize our method for verification. Because our experimental data sets are randomly selected in ImageNet datasets, the robustness of our algorithm is guaranteed. Through experiments, we found that the experimental result that is affected by many factors indicates that different number of clusters affect the accuracy of detection severely. Based on the experiment, we found that the detection accuracy is the highest when the cluster takes 5. The excessive or few number of images in the training set causes the cases of fitting and under-fitting in the process of SVM training, affecting the accuracy of the experimental result deeply. In addition, we also find that by resizing the length and width of the datasets to 1/2, some key features of the image will disappear and the experimental results will become worse. The concrete results are demonstrated in Table 1 . 
Conclusions
There is still no detection algorithm for forged images generated by deep learning. This paper aims to calculate the similarity between Gaussian Mixture Distributions by the fitting of GMM and EM adaptation algorithm. Due to the absence of closed solution for the distance between Gaussian Mixture Distributions, Monte Carlo Simulation has been adopted to calculate it. The experimental results demonstrate that the proposed method is quite more accurate than the traditional choice of SVM. For further study, more low-level feature of images will be considered, and the feature expression of the image will be enhanced to improve the accuracy of detection.
