Principal component analysis ͑PCA͒ is a ubiquitous method of multivariate statistics that focuses on the eigenvalues and eigenvectors of the sample covariance matrix of a data set. We consider p, N-dimensional data vectors drawn from a distribution with covariance matrix C. We use the replica method to evaluate the expected eigenvalue distribution () as N→ϱ with pϭ␣N for some fixed ␣. In contrast to existing studies we consider the case where C contains a number of symmetry-breaking directions, so that the sample data set contains some definite structure. Explicitly we set Cϭ We confirm the results of the replica analysis by studying the Stieltjes transform of (). This suggests that the results obtained from the replica analysis are universal, irrespective of the distribution from which is drawn, provided the fourth moment of each element of exists.
I. INTRODUCTION
The techniques of statistical physics have been applied, with some success, to the study of many different statistical learning methods ͓1͔. Amongst such methods is that of principal component analysis ͑PCA͒ ͓2͔ where one aims to discover correlations between the different components of a data set, and thereby provide a means for reducing the complexity of the representation of the data. Given a data set consisting of p, N-dimensional mean centered vectors , ϭ1, . . . ,p, the leading principal components are taken as the eigenvectors of the sample covariance matrix, Ĉ ϭp Ϫ1 ͚ T , that have the largest eigenvalues-i.e., those directions in the data space along which there is the greatest variation. If we use P principal components to represent ͑with loss͒ the original data set, the P leading eigenvectors of Ĉ are in fact the maximum likelihood choice for reconstructing the data set. More recently PCA has been recast as a latent-variable model ͓3͔, allowing its extension to a mixture of PCA models ͓4͔.
Given a data set the question then remains: how many principal components of Ĉ should one retain to model the true underlying covariance matrix C ? Typical methods of selecting principal components focus on comparing the eigenvalues of Ĉ to the expected distribution of eigenvalues () when the components of are independent and identically distributed ͑i.i.d.͒ ͓5͔. However it would be instructive to determine the expected distribution () when the components of are not i.i.d., but when the sample vectors are drawn from a distribution P() containing a finite number of symmetry-breaking directions.
Early work by Anderson ͓6͔ considered the asymptotic distribution of in the limit p→ϱ with N finite, i.e., an increasing number of sample vectors. For some real applications one may have pӶN and so the limit considered by Anderson ͓6͔ will be somewhat unrealistic. Study of PCA for more general values of ␣ϭp/N has been done by applying results from standard matrix ensembles in random matrix theory ͓7͔. These results have been extended to more general sample covariance matrices ͓8͔, although it is still only for the case where the elements of are i.i.d. Therefore in this paper we aim to explicitly obtain the behavior of () for general values of ␣ and as N→ϱ, when the true covariance matrix C does contain a finite number of symmetry-breaking directions.
II. MODEL
The sample data vectors ͕ ͖ ϭ1 p are considered to contain both a signal and a noise component, i.e., where A m Ͼ0᭙ m. Later we will relax the Gaussian assumption for the distribution of pattern vectors . The isotropic case corresponds to A m ϵ0᭙ m, and for simplicity we will not consider the degenerate case, i.e., we restrict our analysis to A 1 ϾA 2 Ͼ•••ϾA S Ͼ0. We denote the eigenvalues of C by ͕d i ͖ iϭ1 N , so that for the covariance matrix given above
N ϭ͓ 2 (1ϩA 1 ), . . . , 2 (1ϩA S ), 2 , . . . , 2 ͔. The sample covariance matrix is defined by Ĉ ϭp Ϫ1 ͚ T .
When the elements of are i.i.d. Gaussian, Ĉ is simply ͑up to a factor p Ϫ1 ) the Wishart matrix XX T ͓9͔ formed from the data matrix Xϭ( 1 , . . . , p ) ͑or strictly speaking an antiWishart matrix ͓10͔ when pϽN). We are interested in the observed distribution of eigenvalues of Ĉ when N is large but finite. The behavior at large N is often approximated by that found in the limit N→ϱ, with pϭ␣N for some fixed ␣. For ␣Ͻ1, Ĉ is singular with a (NϪ p)-fold degenerate zero eigenvalue. However we are interested in the behavior of the largest eigenvalues of Ĉ and how their average values depend upon ͕A m ͖ mϭ1 S and ␣. The elements of Ĉ are random variables and as such Ĉ represents a random matrix. The study of the eigenvalue spectra of random matrices has a long history ͓11͔, with Bai ͓12͔ and Forrester et al. ͓13͔ providing recent comprehensive reviews of the different aspects of the literature. Often this study is restricted to ensembles of matrices that are invariant under certain classes of transformation, such as the Gaussian orthogonal ensemble ͑GOE͒. For Wishart matrices the distribution of the largest eigenvalue has been shown to be identical to that for the GOE ͓7͔. Due to the presence of the symmetry-breaking directions in C we would not automatically expect the behavior of the largest eigenvalue in the ensemble of sample covariance matrices to be equivalent to that for the GOE, or any of the other common ensembles studied.
For the isotropic case the observed distribution of eigenvalues converges to, as N→ϱ ͓14,15͔,
where max,min ϭ 2 ␣ Ϫ1 (1Ϯͱ␣) 2 . Marčenko and Pastur ͓14͔ studied the case of a general covariance matrix and found that the limiting distribution satisfied
where m (z) is the Stieltjes transform of ␣ Ϫ1 () and is determined by
where the measure
k. An equivalent result is also derived by Wachter ͓16͔. From this we can see that if our covariance matrix C has only a few symmetry-breaking directions, then in the limit N→ϱ the variance along these directions will have zero measure as defined by H. Thus in the limit N →ϱ the distribution of eigenvalues is the same as for the isotropic case. However it is the behavior, at finite but large N, of the eigenvalues corresponding to the few symmetrybreaking directions present in C that we are interested in. Understanding the distribution of the eigenvalues of Ĉ may allow us to construct more robust hypothesis tests to select the number of signal components contained within a data set. At present a number of hypothesis tests use the distribution ͑4͒ as the basis for a null hypothesis test on the eigenvalues of Ĉ . For example, Johnstone ͓7͔ provides an inequality for the likelihood of an individual eigenvalue from Ĉ in terms of the likelihood of the leading eigenvalue when C is isotropic. The leading eigenvalue from the GOE has a Tracy-Widom ͑TW͒ distribution ͓17͔ and Johnstone ͓7͔ has shown that when C is isotropic, the leading eigenvalue of Ĉ also has a Tracy-Widom distribution. Therefore Johnstone's inequality provides a means of constructing a conservative hypothesis test on the observed eigenvalues of Ĉ . Whether the top eigenvalue of Ĉ follows a TW distribution when C contains symmetry-breaking directions is still an open question.
The behavior of PCA when one symmetry-breaking direction B is present ͓with variance 2 (1ϩA)] has been studied, using the replica method, in the context of unsupervised learning ͓18,19͔, where one considers the overlap RϭJ•B between B and the leading principal component J of Ĉ . One observes the phenomenon of retarded learning, whereby R 2 goes through a critical phase transition from R 2 ϭ0 for ␣ ϽA Ϫ2 to R 2 Ͼ0 for ␣ϾA Ϫ2 . Formulating the calculation of the eigenvalue spectrum of Ĉ in terms of its resolvent leads to a partition function very similar to that used in the study of the unsupervised learning performance of PCA, and therefore suggests using replicas to derive the eigenvalue spectrum of Ĉ . The trace of the resolvent, G(), of the matrix Ĉ is defined as
from which the density of eigenvalues () can be calculated as
The first application of replicas to evaluate the expected eigenvalue distribution of a random matrix was due to Edwards and Jones ͓20͔. This approach has been extended in many directions ͑e.g., sparse random matrices ͓21͔ and asymmetric random matrices ͓22͔͒. More recently Sengupta and Mitra ͓23͔ calculated the resolvent ͑as N→ϱ) using replicas and found that the resolvent obeys the relation
͑9͒
It is a trivial matter to confirm that Ϫp Ϫ1 tr G(z) corresponds to the Stieltjes transform m (z) and that Eq. ͑9͒ is identical to Eq. ͑6͒. The work of Sengupta and Mitra ͓23͔ demonstrates the utility of using replicas to study the resolvent of Ĉ . However, as already mentioned, for finite S and on taking the limit N→ϱ, Eq. ͑9͒ predicts a distribution () identical to the isotropic case ͑4͒. Potentially one could solve Eq. ͑6͒ or ͑9͒ at finite N and then take the limit, although the validity of this approach is uncertain given that the relationships ͑6͒ and ͑9͒ have been obtained by taking the limit N→ϱ. For SϾ1 solving for tr G(z) involves solution of a third-͑or higher-͒ order polynomial. Thus determining the distribution () explicitly may be more difficult.
In this paper we calculate the resolvent of Ĉ using the replica method, but examine the explicit behavior of the saddle point equations with variation of the parameters
. Thus we are able to derive explicit results for the expectation values of the S highest eigenvalues, rather than the more general relationship for the resolvent obtained by Sengupta and Mitra ͓23͔. For the case where C contains one symmetry-breaking direction we observe a phase transition in the eigenvalue spectrum of Ĉ at ␣ϭA Ϫ2 , thus coinciding not unsurprisingly with the transition observed in the order parameter R 2 analyzed in unsupervised learning studies. Below ␣ c ϭA Ϫ2 , the calculated spectrum is identical to that obtained from the isotropic case. Above ␣ c the bulk of the spectrum is still identical to that for the isotropic case, but with a single eigenvalue ͑the largest͒ clearly separated from the bulk. Transitions in the eigenvalue spectra of random matrices have also been well documented in other branches of physics ͑see, for example, Ref. ͓24͔ for a recent review͒. The calculation of the resolvent using replicas can easily be generalized to the situation where C contains SϾ1 ͑orthogo-nal͒ symmetry-breaking directions. In this case we observe a series of phase transitions at ␣ϭA m Ϫ2 ,mϭ1,2, . . . ,S, each time a single eigenvalue separates from the upper edge of the bulk of the spectrum, which is still the same as for the isotropic case.
III. THEORY
The density of eigenvalues () of the NϫN matrix Ĉ can be expressed in terms of its resolvent G(),
The trace of the resolvent G() can be represented as
Using the standard representation of the determinant of a matrix,
we have
The belief is that the eigenvalue spectrum is self-averaging so that the calculation of () for a specific realization of the sample covariance matrix Ĉ can be replaced by an ensemble average. The ensemble average of ln Z() can be performed using the replica method.
A. One symmetry-breaking direction
We initially restrict ourselves to the case where
Performing a standard calculation involving replicas ͓18,19,25͔ ͑see the Appendix͒ the partition function ͗ln Z()͘ is approximated ͑assuming replica symmetry͒, for large N, pϭ␣N, by locating the extrema of the mean-field free energy,
͑15͒
where q 0 ϭN Ϫ1 ͉͉ ͉͉ 2 ᭙ and xϭq 0 Ϫq 1 , with q 1 ϭN Ϫ1 • Ј ᭙ ,Ј being the overlap between different replica fields , Ј . Similarly RϭN Ϫ1/2 B• ᭙ is the overlap between the replica fields and the symmetrybreaking direction B.
Saddle point equations are
is quadratic in x and has the solutions
while Eq. ͑16͒ has a solution at Rϭ0᭙ ␣, and a solution with ͉R͉Ͼ0 iff xϭ␣ Ϫ2 /(1ϩ␣A). If Rϭ0, then Eq. ͑17͒ yields q 0 ϭx. The trace tr G() is then determined by the value of q 0 at the saddle point and for Rϭ0 we have Imq 0 ϭImx. The contribution that the saddle point at Rϭ0 makes to the density of eigenvalues () comes from two sources-an imaginary part of x arising from the square root in Eq. ͑19͒ and the singularity in Eq. ͑19͒ at ϭ0. For Ͻ min ϭ 2 ␣ Ϫ1 (1Ϫͱ␣) 2 , the solution branch of x with the positive sign before the root in Eq. ͑19͒ has the lower value of Re F for ␣Ͻ1, while for ␣Ͼ1 the branch with the negative sign before the root in Eq. ͑19͒ has the lower value of Re F. For Ͼ max ϭ 2 ␣ Ϫ1 (1ϩͱ␣) 2 the branch with the negative sign before the root in Eq. ͑19͒ has the lower value of Re F. For min рр max the values of F for the two branches of x are complex conjugates of each other. Taking Im ϭϪ⑀,0Ͻ⑀Ӷ1, this symmetry in Re F at the two solutions of x is broken and the solution with a negative sign in Eq. ͑19͒ has the lower value of Re F. The square root in Eq. ͑19͒ can easily be rewritten to give a bulk contribution to (), namely,
For ͉͉Ӷ1 we can expand the two roots in Eq. ͑19͒ as
and on using the representation (yϪi⑀) Ϫ1 ϭPPy Ϫ1 ϩi␦(y) as ⑀→0 ϩ , the solution with the positive sign before the root in Eq. ͑19͒ makes a contribution ⌰(1Ϫ␣)(1 Ϫ␣)␦() to the density ().
When ͉R͉Ͼ0 we require xϭ␣ Ϫ2 /(1ϩ␣A) at the saddle point and Eq. ͑17͒ has solution
If ͉R͉Ͼ0 we would expect the overlap, q 1 , between different replica vectors to be positive as the replicas become increasingly aligned with the symmetry-breaking direction B.
With xϪq 0 ϭϪq 1 we can see that a positive solution for R 2 is only obtainable if ␣ϾA Ϫ2 . The transition point ␣ϭA
Ϫ2
coincides with the retarded learning phase transition observed in unsupervised learning studies of PCA ͓18͔. The relation xϭ␣ Ϫ2 /(1ϩ␣A) and Eq. ͑18͒ specify two conditions on x and therefore can both be satisfied only at distinct values of , namely,
͑23͒
Interestingly, u given by Eq. ͑23͒ agrees with the result for the largest PCA eigenvalue obtained in our previous analysis of the learning problem ͓26͔. For ϭ u , Eqs. ͑16͒ and ͑18͒ specify identical conditions on x and therefore the saddle point equations can determine values for only two of the three order parameters. There is in fact a continuous line of saddle points corresponding to q 0 ͓x,ϱ), xϭ␣ Ϫ2 /(1 ϩ␣A) with R 2 given by Eq. ͑22͒. Note that the line of saddle points extends to Rϭ0 and in effect we have only one distinct solution branch to the saddle point equations. Along this line of saddle points the free energy F is constant. Correspondingly the appropriate Hessian H() evaluated along this line of saddle points will have a zero eigenvalue. The replica partition function can in principle be calculated at ϭ u by diagonalizing the Hessian on the line of saddle points. Fluctuations orthogonal to the line of saddle points can be integrated out, leaving a final integration over q 0 . In fact to evaluate the density () at ϭ u we need only to evaluate the replica partition function at u Ϫi⑀ for ⑀→0 ϩ . Since for u only an isolated saddle point at Rϭ0 exists, to obtain O(N Ϫ1 ) corrections to the bulk density ͑20͒ we need only to calculate the Hessian at Rϭ0. Evaluating the Hessian at the saddle point with Rϭ0 is performed in the Appendix, and as n→0 gives ln det H͑ ͒ϭ
Only the second term in Eq. ͑24͒ depends upon A and can therefore make a contribution to () with a weight that changes across the transition point. With Im ϭϪ⑀ and x given by the appropriate solution branch in Eq. ͑19͒ this gives a contribution
It is easily verified that this contribution has zero integral, ᭙ ␣, over the entire range of . The first term in Eq. ͑24͒ also gives a O(N Ϫ1 ) correction to the bulk eigenvalue density ͑20͒ of the form
We find that this has zero integral over the interval ͓ min , max ͔. The correction in Eq. ͑26͒ is essentially of the same form as that derived by Sollich ͑not within the context of a replica calculation͒ for the isotropic case ͓27,28͔, and similar to the zero integral O(N Ϫ1 ) correction to the Wigner semicircle law for the GOE obtained by Dhesi and Jones ͓29͔. The correction in Eq. ͑26͒ is divergent at the edges of the bulk density, i.e., at ϭ min , max . For close to the spectral edges at max , min the stationary points represented by x as given by Eq. ͑19͒ are close together. In this region and at finite values of N critical-like fluctuations lead to poor convergence of the naive perturbative expansion of () ӷ1. In the main we are interested in the effect the signal component, specified by A, has upon the observed spectrum, rather than the precise form of the edge of the bulk. Therefore in this study for large finite N the only O(N Ϫ1 ) correction to the leading-order result ͑20͒ we retain is that due to the isolated contribution at ϭ u , and we approximate the observed distribution of eigenvalues of Ĉ as
Although the various terms in Eq. ͑28͒ are of different orders, with respect to N, the above approximation for () captures the salient features that we are interested in studying. In particular, we regard the transition point at ␣ϭ␣ c as being a phase transition in the expected eigenvalue distribution (). The contribution ⌰(␣Ϫ␣ c )␦(Ϫ u ) has been derived entirely from the Rϭ0 saddle point and no change in the branch of solution to the saddle point equations occurs. Despite this the logarithm of the replica partition function is singular, for finite N, at ϭ u and the transition point coincides with the phase transition observed in the learning of the symmetry-breaking direction B.
It is interesting to observe that all the terms in the approximation ͑28͒ to the expected eigenvalue density () have been derived by expanding about the saddle point at Rϭ0. At this saddle point q 1 ϭ0, i.e., different replica fields are uncorrelated. This suggests that the ensemble average of the resolvent may be performed as an annealed average.
The annealed average approximates ͗ln Z()͘ by ln͗Z()͘ , leading to a mean-field free energy 1 2 NF an , with F an given by
Here q an and R an represent the length and overlap with B of a stochastic vector, and the subscript an is used to denote that these are quantities determined within the context of an annealed average. The free energy in Eq. ͑29͒ has a minimum at R an ϭ0. The resulting expression for the leading-order contribution to the eigenvalue density is the same as Eq. ͑20͒, and we find an O(N Ϫ1 ) correction identical to Eq. ͑25͒. However an O(N Ϫ1 ) correction twice that of Eq. ͑26͒ is also obtained, because the replica-replica overlap q Ј has nonnegligible fluctuations at the saddle point. Thus the annealed average yields an expression for (), which is very similar but not identical to that obtained from the quenched average, differing in the precise form of the O(N Ϫ1 ) corrections. Although surprising, it has previously been observed that the annealed average leads to the correct leading-order result for isotropic data ͓31͔. The use of an annealed average is also implicit within the derivation by Edwards and Jones ͓20͔ of the Wigner semicircle law, since terms involving replicareplica correlations are ultimately dropped from their calculation. Within the context of PCA it is somewhat surprising that the annealed average yields a similar expression for () as the quenched average, in particular the contribution ⌰(␣Ϫ␣ c )␦(Ϫ u ), since within the context of learning for ␣Ͼ␣ c one has ͉RϭJ•B͉Ͼ0 and replica-replica correlations are nonzero ͓18,26͔. Thus to analyze the performance of learning the actual symmetry-breaking direction, evaluating the quenched average is essential.
B. Simulation results-one symmetry-breaking direction
Simulations were carried out in order to test the validity of our analytical results. We have chosen Nϭ2000 and set 2 ϭ1 and ␣ϭ0.5. Figure 1͑a͒ shows the top 20 eigenvalues from a sample covariance matrix generated according to Eq. ͑14͒ with A 2 ϭ10. The highest eigenvalue is clearly separated from the general trend followed by the others. The inset shows the empirical distribution of nonzero eigenvalues ͑ex-cept the highest͒, with the solid line being the theoretical distribution of nonzero eigenvalues obtained from Eq. ͑4͒. One can see that the distribution of the bulk of the eigenvalues follows the expected behavior. Figure 1͑b͒ shows the top 20 eigenvalues from a sample covariance matrix generated according to Eq. ͑14͒ with A 2 ϭ1.5. The highest eigenvalue follows the same general trend as the others with the bulk of the nonzero eigenvalues being distributed according to Eq. ͑4͒-see inset.
We can study the behavior, with ␣, of ⌬ϭ 1 Ϫ 2 , the gap between the top eigenvalue 1 and the next highest eigenvalue 2 . We have evaluated ͗⌬͘ by averaging over 1000 simulations, setting A 2 ϭ10 and 2 ϭ1. Plotted in Fig. 2͑a͒ is ln͗⌬͘ against ln ␣ for a number of different values of N.
One can clearly see a change in the behavior of ͗⌬͘ as ␣ increases, with ͗⌬͘ passing through a minimum at ␣ min . For these finite values of N this minimum does not coincide with the actual predicted transition point of ␣ c ϭ0.1. This will be due, in part, to the fact that at the transition point ␣ c the separation between the top eigenvalue 1 and the bulk of the spectrum will be small. Indeed, ␣ will need to be increased above ␣ c before 1 exceeds the typical eigenvalue spacing in the upper tail of the bulk. However for increasing N one can see from Fig. 2͑a͒ 
.
͑30͒
Since for ␣Ͻ␣ c the distribution () is identical to that when C is isotropic, we shall assume that the joint distribution is as for the GOE. Thus for large N and below the transition we can expect
, ␣Ͻ␣ c . ͑31͒
Above the transition point we approximate ͗⌬͘ as the difference between u , given by Eq. ͑23͒, and max , the upper limit of the distribution of the bulk of the remaining eigenvalues, i.e.,
͑32͒ Figure 2͑b͒ shows the simulation results for ͗⌬͘ for N ϭ1000 replotted from Fig. 2͑a͒ . Also shown in Fig. 2͑b͒ is the theoretical result from Eqs. ͑31͒ and ͑32͒. The constant in Eq. ͑31͒ has been fitted so that theory and simulation agree for the smallest value of ␣ shown. Below the transition point of ␣ c ϭ0.1 the agreement between theory and simulation is good, apart from the differences due to finite N around ␣ c . Above the transition point there are more obvious finite size discrepancies between the simulation results and the theory given by Eq. ͑32͒. The theoretical result ͑32͒ is constructed as the difference between u (A) and max . For ␣ just above ␣ c this will be a poor approximation, but as the top eigenvalue becomes more and more separated from the bulk spectrum, with increasing ␣, this approximation will become more accurate. The convergence of the simulation result with the theoretical result ͑32͒ as ␣ increases can clearly be seen in Fig. 2͑b͒ .
FIG. 1. ͑a͒
Plot of eigenvalue against rank, for 2 ϭ1, Nϭ2000, ␣ϭ0.5, and A 2 ϭ10, so that ␣Ͼ␣ c . Eigenvalues are calculated from a single instance of the sample covariance matrix Ĉ . The inset shows the distribution of all nonzero eigenvalues except the largest. The solid line corresponds to the distribution of nonzero eigenvalues, obtained from Eq. ͑4͒, when C is isotropic. ͑b͒ As for ͑a͒ except that A 2 ϭ1.5 so that ␣Ͻ␣ c . The inset shows distribution of all nonzero eigenvalues and again the solid line corresponds to the case when C is isotropic. We can also compare the distribution of the top eigenvalue 1 with the expected Tracy-Widom distribution when C is isotropic. Plotted in Fig. 3 are distributions of rescaled values of 1 obtained from simulation with Nϭ1000 and 2 ϭ1. For each sample we have centered the median of the sample to 0 and the median absolute deviation ͑MAD͒ to 1. Johnstone ͓7͔ shows that the variance of the largest eigenvalue of the Wishart matrix XX T scales as N 2/3 when C is isotropic. Thus we expect the variance of the largest eigenvalue of Ĉ to scale as N Ϫ4/3 when C is isotropic. When C contains a symmetry-breaking direction we cannot a priori exclude the possibility that any prefactors to the scaling relation for the variance of 1 depend upon A. To compare sample distributions of 1 above and below the transition point ␣ϭ␣ c we have therefore applied this location and scale transformation. The solid line ͑obtained from a sample of 100 000 values͒ corresponds to A 2 ϵ0 and pϭ50, i.e., the isotropic case which we expect to correspond to the TW distribution. The dotted line ͑15 000 values͒ corresponds to A 2 ϭ10 and pϭ50, i.e., below the critical value of ␣ c ϭ0.1, while the dashed line ͑15 000 values͒ corresponds to A 2 ϭ10 and pϭ500, i.e., above ␣ c . In all cases the probability density is estimated by a histogram with a bin width of 0.1. One can see that the differences between the three distributions of scaled values of 1 are small, although statistically significant when testing using the Kuiper statistic ͓32,33͔ ͑a variant of the Kolmogorov-Smirnov test ͓33͔͒.
C. Multiple symmetry-breaking directions
Consider the case where we have S ͑orthogonal͒ symmetry-breaking directions, i.e.,
where B m •B m Ј ϭ␦ mm Ј and without loss of generality we have ordered the eigenvalues such that A 1 ϾA 2 Ͼ•••ϾA S Ͼ0. The saddle point approximation of Z n () when multiple symmetry-breaking directions are present in C is straightforward and the appropriate mean-field free energy is
where q 0 and x are defined as before and R m is the replica symmetric overlap of the replica fields with B m . It is easy to see from the form of the free energy in Eq. ͑34͒ that the saddle point behavior of Eq. ͑34͒ will be very similar to that in the one symmetry-breaking direction case. Specifically one has a saddle point at R m ϭ0᭙m. For ␣ϾA m Ϫ2 and if ϭ 2 (1ϩA m )(1ϩ(1/␣A m ))ϭ u (A m ), this extends to a line of saddle points with ͉R m ͉Ͼ0,R m Ј ϭ0᭙mЈ m. The distribution () is now approximated by
where u (A) is given by Eq. ͑23͒. Again the set of transition points, ␣ϭA m Ϫ2 , mϭ1, . . . ,S correspond to phase transitions in the equivalent learning problem ͓34͔.
Simulation results again confirm the accuracy of Eq. ͑35͒. Figure 4͑a͒ shows the top 20 eigenvalues from a sample covariance matrix generated according to Eq. ͑33͒ with three symmetry-breaking directions present. We have set N ϭ2000, 2 ϭ1, A 1 2 ϭ20, A 2 2 ϭ15, and A 3 2 ϭ10. We have also set ␣ϭ0.5 so that ␣ is above all the transition points. From  Fig. 4͑a͒ one can see the top three eigenvalues clearly separated from the remaining bulk, which still follows the predicted distribution of nonzero eigenvalues given by Eq. ͑4͒-see inset. Figure 4͑b͒ shows a plot of ln ⌬ against ln N, where ⌬ is the fractional difference between the average value ͗ i ͘,iϭ1,2,3, of the top three eigenvalues, and the theoretical value u (A i ), i.e.,
͓with u given by Eq. ͑23͔͒. We have set ␣ϭ0.2 but all other parameters are as in Fig. 4͑a͒ . All the average values have been estimated from simulation samples of 1000 values, and error bars in Fig. 4͑b͒ are typically less than the size of the plotted symbols. The differences between the simulation results and the theoretical result given by Eq. ͑23͒ are small, but statistically significant. The theoretical result is derived from the leading-order asymptotic contribution to the replica partition function, and so for any finite value of p and N we would expect finite size corrections. However, as expected, ͉⌬ i ͉ decreases as N→ϱ. Figure 4͑b͒ confirms the asymptotic accuracy of Eq. ͑23͒ at fixed ␣. In some applications ͑see, for example, Ref. ͓26͔͒ we are interested in how many samples are required for good accuracy, in which case we may be more interested in fixing N and varying ␣. Figure  4͑c͒ shows a plot of ⌬ i against ␣. We have set Nϭ1000, with all other parameters as in Fig. 4͑a͒ . All the expectation values have been obtained from simulation samples of 1000 values, and error bars in Fig. 4͑c͒ correspond to Ϯ1 standard error. We have only plotted results for ␣Ͼ0.1, i.e., the largest of the transition points. Again the differences between the simulation results and theory are small, but statistically significant.
The distributions of the largest eigenvalues would again appear to converge to the same distribution ͑up to location and scale transformations͒. Figure 4͑d͒ shows a plot of the distributions of the largest three eigenvalues. Again median and MAD location and scale transformations have been applied for all three eigenvalues. Here we have set Nϭ1000 and ␣ϭ0.2, while all other parameters are as for Fig. 4͑a͒ . The distributions are histograms of bin width 0.1, evaluated from a sample of 30 000 values. The solid line in Fig. 4͑d͒ represents the simulation estimate of the TW distribution, replotted from Fig. 3 . The similarity between all four distributions is striking, suggesting that there is a universal limiting two-parameter family of distributions, irrespective of whether any symmetry-breaking directions are present in C. As for the one symmetry-breaking direction case, at these finite values of N the four different sample distributions are statistically significantly different from each other ͑again using the Kuiper statistic͒.
IV. ANALYSIS OF THE STIELTJES TRANSFORM m "Z…
Equivalent results to those we have derived using replicas must be implicit within the relation ͑6͒ for the Stieltjes transform, m (z), of ␣ Ϫ1 (), particularly since Sengupta and Mitra ͓23͔ derived an equivalent result to Eq. ͑6͒ from a replica formulation of the resolvent of Ĉ . Solving for m (z) in closed form is not necessarily straightforward, however it is instructive to confirm that the results derived from the replica analysis can be obtained from Eq. ͑6͒. We can start from the expression ͑6͒ for the Stieltjes transform m (z). For dH(t)ϭ␦(tϪ 2 )dt, corresponding to C being isotropic, the usual distribution of eigenvalues results ͓14͔. Silverstein and FIG. 4 . ͑a͒ Plot of eigenvalue against rank for 2 ϭ1, Nϭ2000, ␣ϭ0.5. Three symmetry-breaking directions are present in the covariance matrix C, with A 1 2 ϭ20, A 2 2 ϭ15, A 3 2 ϭ10. Eigenvalues are calculated from a single instance of the sample covariance matrix Ĉ . The inset shows the distribution of all nonzero eigenvalues except the largest three. The solid line corresponds to the distribution, obtained from Eq. ͑4͒, of nonzero eigenvalues when C is isotropic. ͑b͒ Log-Log plot, with increasing ln N, of the difference between simulation values of ͗ i ͘ and u (A i ) given by Eq. ͑23͒ for iϭ1,2,3. We have set ␣ϭ0.2 but all other parameter values are the same as for ͑a͒. ͑c͒ As for ͑b͒ but with Nϭ1000 and ␣ increasing. ͑d͒ Distributions of top three eigenvalues ͑after median and MAD location and scale transformationssee main text for details͒.
Choi ͓35͔ show that the support of () can be determined from the intervals between extrema of z(m ). This approach has been used, in particular by Silverstein and Combettes ͓36͔, to determine the signal component of a spectrum when a large number variables are present. For the case of C isotropic, if we consider dH(t)ϭ␦(tϪ 2 )dt, a straightforward calculation yields a single interval, ͓ min , max ͔, for the support of (). Figure 5͑a͒ shows a schematic plot of the behavior of z(m ) when C is isotropic.
For the case of a single symmetry-breaking direction present in C we take dH(t)ϭ(1Ϫ⑀)␦(tϪ 2 )dtϩ⑀␦"t Ϫ 2 (1ϩA)…dt, with ⑀Ӎ1/N. This gives
͑36͒
and stationary points satisfy 0ϭ 1
Since ⑀Ӷ1 we do not expect the behavior of z(m ) to be modified substantially in the interval ͓ min , max ͔. Therefore we look for additional stationary points close to the singularity at m ϭϪ
ϩ␦ and expanding Eq. ͑37͒ yields
). Thus, as N→ϱ, if the stationary points at Ϫ Ϫ2 (1ϩA) Ϫ1 ϩ␦ exist, they will define a small interval of z centered on u (A) and so define an approximate contribution of N Ϫ1 ␦"Ϫ u (A)… to the observed distribution of eigenvalues of Ĉ , in agreement with the previous calculations using replicas. From Eq.
͑38͒ we see that for ␦ to be real requires ␣ϾA Ϫ2 , in agreement with our previous calculations. Figure 5͑b͒ shows a schematic plot of the behavior of z(m ) for the symmetry broken C.
A similar perturbative analysis when C contains more than one symmetry-breaking direction gives a set of contributions N Ϫ1 ␦"Ϫ u (A m )…,mϭ1, . . . ,S, to (). Again this is in agreement with our previous replica analysis of the resolvent.
The relationship ͑6͒ can be obtained with only very weak convergence conditions placed upon the elements of the data matrix X, and we essentially require only the second moment of each of the elements of Ĉ to exist. Indeed Bai ͓37͔ gives convergence rates for the Stieltjes transform for a variety of differing constraints upon the moments of the elements of X. This suggests that the results from the perturbative analysis of the Stieltjes transform, and therefore analysis of the replica saddle point equations maybe more general, extending beyond the case studied here where the sample vectors are drawn from a multivariate Gaussian distribution. To test this we consider the case where the signal and noise components of the data vectors are drawn from the same zero mean, unit variance distribution f (x), i.e.,
where e i is the ith component of e and f (x) satisfies ͐ f (x)dxϭ0, ͐x 2 f (x)dxϭ1. We have performed simulations using three different distributions, f ͑ x ͒ϭ
where C G (x;a,c,)ϳ(1ϩa͉x͉ c ) Ϫ(1ϩ)/c is the generalized Cauchy distribution ͓38,39͔. For distribution ͑i͒ all moments of each element of Ĉ exist, while for distribution ͑ii͒ the second moment exists, and for distribution ͑iii͒ only the first moment of each element of Ĉ exists. For simplicity we have only simulated the one symmetry-breaking direction case. We have set A 2 ϭ10 (␣ c ϭ0.1) and 2 ϭ1. Figure 6͑a͒ shows a log-log plot of simulation results ͑1000 values͒ for the fractional error ⌬ 1 of the largest eigenvalue for distributions ͑i͒ and ͑ii͒. In the simulations we have fixed ␣ ϭ0.2Ͼ␣ c . The fractional error is clearly decreasing with increasing N, confirming the accuracy of the asymptotic theory given by Eq. ͑23͒, and has approximately the same behavior irrespective of which distribution is used. Noticeable is the difference in ⌬ 1 from the two distributions at the smallest value of N shown. Typical standard errors ͑not shown͒ in ⌬ 1 for the Laplace distribution are 10-20 % of the plotted value, while for the generalized Cauchy distribution C G (x; 
V. DISCUSSION AND CONCLUSIONS
Evaluation of the resolvent of the sample covariance matrix Ĉ using the replica method has enabled us to determine the distribution of eigenvalues, (), of Ĉ in the limit N →ϱ, with pϭ␣N for some fixed value of ␣. Most existing studies consider the case where the elements of the data matrix X are i.i.d., the idea being that such a model serves to provide a null hypothesis for () against which to test the largest observed eigenvalue of real data sets. However the ultimate motivation for using PCA is to apply it to data sets that have some definite structure. Thus it is instructive to consider the expected eigenvalue distribution when definite structure is genuinely present in the data, so that bias in eigenvalue estimates can be examined, and the effect of repeatedly using the i.i.d. case as a null model for lower eigenvalues determined. To this end we have used the replica method to obtain the distribution () for a particular case where the elements of X are not i.i.d. Specifically, when the population covariance matrix C contains a number of symmetry-breaking directions then phase transitions in the eigenvalue spectrum () are observed. With each transition a single eigenvalue detaches from the upper edge of the bulk of the spectrum. The bulk of the distribution () is still given by Eq. ͑4͒, i.e., is identical to that for the case when C is isotropic. This transition behavior is similar to that observed in the original replica analysis of a random matrix by Edwards and Jones ͓20͔, although in that case the phase transition was as a result of varying the mean of the Gaussian distribution from which the matrix elements were drawn. When C is nonisotropic the distribution () can in theory be determined from its Stieltjes transform, ␣m , for which an integral equation has been derived by Marčenko and Pastur ͓14͔ and also Wachter ͓16͔. Indeed an equivalent result for the Stieltjes transform m has been derived using replicas by Sengupta and Mitra ͓23͔. In practice, even when the eigenvalues of C are restricted to a finite number of localized values, the solution of the resolvent or Stieltjes transform in closed form involves solution of at least a thirddegree polynomial. When C contains a finite number of symmetry-breaking directions, determination of the support of () through a perturbative analysis of the integral equation controlling m is possible, and the results agree with those obtained from explicit solution of the saddle point equations of the replica partition function. In contrast to Sengupta and Mitra ͓23͔, explicit solution of the replica saddle point equations reveals the form of the bulk of () and the isolated contributions from the symmetry-breaking directions present in C. However if the number of symmetry-breaking directions, S, is also extensive in N, then the saddle point evaluation of the replica partition function given in the Appendix is no longer valid. In these circumstances the distribution () must be obtained by analysis of its Stieltjes transform, and one finds that for sufficiently large ␣ the spectrum () is composed exactly of a separate portion due to the noise and a separate portion due to the symmetrybreaking directions ͓36,40,41͔.
The fact that the location of the mth transition and the locus ͑with A m ) of the mth eigenvalue does not depend upon the values of the other parameters ͕A m Ј ͖ m Ј m suggests that testing each of the m top eigenvalues separately against a Tracy-Widom distribution, as Johnstone ͓7͔ does, will correctly select those eigenvalues which are due to genuine symmetry-breaking directions in C. The distribution of the largest eigenvalue of Ĉ would appear to be universal ͑up to a location and scale transformation͒, irrespective of the value of A 1 .
The explicit result for the expectation value u (A m ) ϭ 2 (1ϩA m )͓1ϩ(␣A m ) Ϫ1 ͔ of the mth eigenvalue of Ĉ ͑when ␣ϾA m Ϫ2 ) allows us to correct for the bias due to having a finite number of samples p. Thus for those eigenvalues which we select as being not just the result of the additive noise 2 , we can obtain a much more accurate estimate of the true underlying eigenvalue. One should note that the bias is nontrivial. The fractional error ͑in the limit N→ϱ) in the estimate of the mth largest eigenvalue is predicted to be (␣A m ) Ϫ1 . Even if one is above the transition point (␣ ϾA m Ϫ2 ) for this eigenvalue to be detected as separated from the bulk, this only bounds the fractional error in the eigenvalue estimate to less than A m .
Sample covariance matrix spectra also impact upon other areas in the study of learning, to which the techniques of statistical physics have been applied. For example, the eigenvalues of the sample covariance matrix Ĉ determine the optimal learning rate within large linear perceptrons ͓27,28,31,42,43͔. Using the self-averaging property of trG but without specific recourse to replicas, a number of authors obtain an equivalent result to the Stieltjes transform relationship ͑6͒ ͓27,28,43͔, which can be iteratively solved to obtain the perturbative O(N Ϫ1 ) corrections to the bulk density (). Sollich ͓27,28͔ has analyzed finite size effects in the isotropic case and derived essentially the same form as Eq. ͑26͒ for the O(N Ϫ1 ) corrections. This approach has been extended by Halkjaer and Winther ͓43͔ to the case when C contains a definite signal. A similar form to Eq. ͑28͒ for () is derived, containing an isolated contribution ␦"Ϫ 2 (1 ϩA)…. The location of the ␦ function differs from u (A).
However the derivation by Halkjaer and Winther essentially considers the large signal limit A→ϱ and so unsurprisingly agrees with u (A) only in this limit. One can confirm that in general the last term of Eq. ͑10͒ of Halkjaer and Winther ͓43͔ has a pole at ϭ u (A), and that the derivation of Halkjaer and Winther can be extended to the case when C contains more than one symmetry-breaking direction. However to the best of our knowledge the current work represents the first derivation of Eq. ͑28͒ using a replica calculation.
APPENDIX
We wish to evaluate the ensemble average trG͑ ͒ϭϪ ‫ץ‬ ‫ץ‬ ͗ln Z͑ ͒͘ .
͑A1͒
We start with the replica partition function Z ϭ(2) where we have interchanged the order of differentiation to obtain the second expression, and the expectation value is with respect to the integrand in ͑A2͒. After integrating over we obtain
͑A4͒
where ͑for Cϭ 2 Iϩ 2 ABB T )
•B,
The integrations over are performed in terms of integrations over R and q Ј , i.e.,
͑A6͒
We rewrite ␦ functions in terms of their Fourier representations, with R and q Ј being the Fourier variable conjugates to R and q Ј , respectively. After integrating over we have
where the exponent T is given by
The matrix Q has elements Q Ј ϭiq Ј . To obtain the leading-order contribution to the eigenvalue density () we integrate over the Fourier variables R and q Ј , and retain only terms in the exponent of the integrand that are extensive in N. We also drop any irrelevant prefactors This gives
where L Ј ϭi(q Ј ϪR R Ј ). We now look for saddle points of the exponent of the integrand in Eq. ͑A9͒. We then seek to find extrema of ͑A11͒ with respect to R,q 0 , and q 1 . When more than one symmetry-breaking direction is present in C, i.e., 
Hessian for RÄ0 saddle point
The free-energy expression in Eq. ͑A11͒ has a stationary point ͑see main text͒ at Rϭ0,q 0 ϭx with x, given by Eq. ͑19͒. To evaluate O(N Ϫ1 ) contributions to () we need to evaluate the Hessian of T given by Eq. ͑A8͒. For the saddle point at Rϭ0 evaluation of the Hessian H is straightforward and follows closely that for the perceptron problem ͓1͔. The Hessian takes a block diagonal form
Hϭ

