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BOUNDARY BEHAVIOR OF OPTIMAL POLYNOMIAL
APPROXIMANTS
CATHERINE BE´NE´TEAU, MYRTO MANOLAKI, AND DANIEL SECO
Abstract. In this paper, we provide an efficient method for com-
puting the Taylor coefficients of 1 − pnf , where pn denotes the
optimal polynomial approximant of degree n to 1/f in a Hilbert
space H2ω of analytic functions over the unit disc D, and f is a
polynomial of degree d with d simple zeros. As a consequence, we
show that in many of the spaces H2ω, the sequence {1 − pnf}n∈N
is uniformly bounded on the closed unit disc and, if f has no ze-
ros inside D, the sequence {1 − pnf} converges uniformly to 0 on
compact subsets of the complement of the zeros of f in D, and we
obtain precise estimates on the rate of convergence on compacta.
We also treat the previously unknown case of a single zero with
higher multiplicity.
1. Introduction
Consider a sequence of weights ω = {ωk}k∈N such that ω0 = 1, ωk > 0
and ωk/ωk+1 → 1 as k →∞, and define the weighted Hardy space H
2
ω
as the space of analytic functions f(z) =
∑∞
k=0 akz
k in the unit disc D
with norm defined by
‖f‖2ω =
∞∑
k=0
|ak|
2ωk. (1)
For instance, the choices ωk = 1/(k + 1), 1, (k + 1), give, respectively,
the Bergman space A2, the Hardy space H2 and the Dirichlet space
D. They are reproducing kernel Hilbert spaces with the corresponding
induced inner product
〈f, g〉ω =
∞∑
k=0
akbk ωk,
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where g(z) =
∑∞
k=0 bkz
k. The reproducing kernel k(z, w) at a point
w ∈ D is given by
k(z, w) =
∞∑
k=0
wkzk
ωk
. (2)
For more information on these spaces see [11], and for more on the
particular cases of Hardy, Bergman, and Dirichlet spaces, see [8, 12, 9,
15, 10].
In this article, we will examine the boundary behavior of certain poly-
nomials that indirectly approximate reciprocals of functions in these
analytic function spaces. More specifically, for a function f ∈ H2ω (not
identically 0), we say that pn is the optimal polynomial approximant
to 1/f of degree n ∈ N if pn is the polynomial of degree less or equal
to n minimizing ‖1 − pnf‖ω. Note that since 1/f is not necessarily
in the space and since the norm in question is not multiplicative, pn
is not the best approximant of 1/f in the classical sense. Existence
and uniqueness of pn follows from the fact that pnf is the orthogonal
projection of 1 onto the finite dimensional space Pn ·f, where Pn is the
set of all polynomials of degree at most n.
This definition arises naturally from classical problems in function
theory. In particular, a function f is called cyclic for a given space
if the closed linear span of its polynomial multiples is equal to the
space. It is then easy to show that cyclic functions in H2ω are precisely
those functions for which ‖1 − pnf‖ω → 0 as n → ∞. Characterizing
cyclic functions is known to be, in general, a very difficult problem. In
H2, the cyclic functions are the outer functions, but in the classical
Dirichlet space for example, a complete characterization of the cyclic
functions is still an open problem, often referred to as the Brown and
Shields Conjecture (see [6]). In [4, Theorem 6.1], the authors found
a characterization of cyclic functions for H2 based on the zeros of the
optimal polynomial approximants. The hope is that additional insight
into optimal polynomial approximants in other spaces will give tools
to tackle open problems related to cyclicity.
The term optimal polynomial approximant was introduced in [1] but
these polynomials arose earlier in the context of digital signal pro-
cessing (see [7] and references therein). These polynomials are also
closely connected to reproducing kernels and orthogonal polynomials
in weighted Hardy spaces: in fact, it is not hard to see that (pnf)(z) is
the reproducing kernel evaluated at 0 of the weighted space Pn · f (see
[4]). In [1], the authors studied the rate of decay of the norm of 1−pnf
for fairly general f . However, only a few explicit examples have been
computed, including those for 1 − z in any space H2ω in [11] and for
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(1− z)s for Re(s) > 0 in H2 in [5]. In this paper, we are interested in
exploring explicit computations for simpler functions f .
The first goal of the present article is to provide an efficient method
via a closed formula to compute the coefficients of 1− pnf , and hence
those of pn, whenever f is a polynomial. Since for a function f such
that f(0) = 0, the optimal approximants are always identically 0, we
assume throughout that f(0) 6= 0. Our method is first described for
a function f which is a polynomial with simple zeros. In that case, a
special role will be played by the Szego˝ kernel, which will appear in
Gram matrices throughout the proofs of our results. (Gram matrices,
also called Gramians, are matrices whose entries are given as inner
products of vectors for some fixed set of vectors.) When we move
on to dealing with functions with a single zero of higher multiplicity,
we will see that this universal structure will be replaced by Hilbert
matrices. This phenomenon is interesting in its own right and we will
concentrate on this case at the end of our article. It seems likely that
the same principles should also solve the general case of all zeros, but
the formulas become less manageable.
From now on, for n ∈ N and f a polynomial of degree d, we use the
following notation:
(N1) gˆ(k), the Taylor coefficient of order k ∈ N of an analytic function
g at 0.
(N2) dk,n = ̂(1− pnf)(k), k ∈ N.
(N3) Z = Z(f) is the zero set of f .
(N4) vt is the transpose of a vector v.
Our first result considers the slightly more general situation of a
polynomial g of degree at most d and its projection Pn(g) onto the
space Pn · f. Theorem 1.1 provides an efficient way of computing the
coefficients of g − Pn(g) and the distance from g to Pn · f. We will
then apply the result to the case that g ≡ 1 to obtain information
about the optimal polynomial approximants of f . For any integer m ∈
N, we define km(z, w) =
∑m
k=0
wkzk
ωk
, which is the partial sum of the
reproducing kernel k(z, w). Notice that km(z, w) is a reproducing kernel
for the subspace of the weighted space H2ω generated by polynomials of
degree at most m.
Theorem 1.1. Let f be a monic polynomial of degree d with simple
zeros z1, . . . , zd that lie in C\{0}. Let g be a polynomial of degree at
most d, and for n ≥ deg(g), let Pn(g) be the projection of g onto Pn ·f .
Let gZ := (g(z1), . . . , g(zd)) ∈ C
d, and let E = EZ,n := (el,m)
d
l,m=1
be the matrix whose coefficients are given by el,m = kn+d(zl, zm). Let
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L(z) = Ln(z) := (kn+d(z, z1), . . . , kn+d(z, zd)) . Then E is invertible
and
(g − Pn(g)) (z) = L(z) · E
−1 · gtZ . (3)
Moreover,
dist2(g,Pn · f) = gZ · E
−1 · gtZ , (4)
and if the zeros of f are outside D, then there exists a positive constant
C(g, d, ω) such that
dist2(g,Pn · f) ≤ C(g, d, ω) ·
(
n∑
k=0
1
ωk
)−1
. (5)
By applying Theorem 1.1 to g ≡ 1, we obtain the following corollary.
Corollary 1.2. Let f be a monic polynomial of degree d with simple
zeros z1, . . . , zd that lie in C\{0}, pn the n-th optimal approximant to
1/f in H2ω, dk,n =
̂(1− pnf)(k), v0 := (1, ..., 1) ∈ C
d, and E := EZ,n
the matrix as in Theorem 1.1. Then there exists a unique vector An =
(A1,n, ..., Ad,n) such that for k = 0, ..., n+ d, we have
dk,n =
1
ωk
d∑
i=1
Ai,nzi
k. (6)
Moreover Atn = E
−1 · v0 and
dist2(1,Pn · f) =
d∑
i=1
Ai,n = v0E
−1vt0.
In particular,
∑d
i=1Ai,n ∈ [0, 1], and if f is cyclic, then
∑d
i=1Ai,n →
0 as n→∞. Also, if Z := Z(f) ⊂ D, then
dist2(1, [f ]) = v0K
−1
Z v
t
0,
where [f ] denotes the z−invariant subspace generated in H2ω by f and
KZ is the matrix with entries kZ,l,m = 〈k(·, zm), k(·, zl)〉ω for l, m =
1, ..., d.
Remark 1.3. Note that the restriction that f is monic in Theorem 1.1
and in Corollary 1.2 is insignificant, since if f is not monic, we can
use the above theorem to find the optimal polynomial approximants to
fˆ(d)/f, and then divide them by fˆ(d) to get the optimal polynomial
approximants to 1/f .
Remark 1.4. The key point of Corollary 1.2 is that the matrix E :=
EZ,n is of fixed size d × d and depends only on the zeros Z of f and
on n. In addition, the only unknowns (Ai,n, i = 1, . . . , d) needed in
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order to find a closed formula for the Taylor coefficients dk,n of 1− pnf
(and hence, the Taylor coefficients of pn) for all k = 0, ..., n + d are
independent of k.
Remark 1.5. Note that since the entries of the matrix EZ,n are given by
the reproducing kernels of the subspace of Pn+d evaluated at the zeros
of f , EZ,n encodes a finite-dimensional version of the corresponding
Gram matrix KZ of reproducing kernels of the whole space H
2
ω.
Remark 1.6. The distance formulas in Corollary 1.2 are similar to those
discussed in a slightly different context in Theorem 3.5 in [2].
Theorem 1.1 is the key to understanding the behavior of the optimal
approximants to reciprocals of polynomials on the unit circle T, where
we concentrate on the case in which Z(f) ∩ D = ∅. One may ask,
for instance, does the norm convergence of 1 − pnf to 0 (for cyclic f)
carry over to pointwise convergence on the unit circle? For example,
whenever f has no zeros in the closed disc, it is cyclic in H2ω, and 1 −
pnf converge towards 0 exponentially fast (which also implies uniform
convergence on the boundary). Could the same pointwise convergence
hold for any function f that is a polynomial, even if it has zeros on the
unit circle? Of course, one would have to exclude convergence at the
zeros zi of f , since there, (1 − pnf)(zi) = 1 for all n. A similar type
of question (motivated in part by Proposition 3.2 in [1]) involves the
Wiener norm of a function h, defined by ‖h‖A(T) =
∑
k∈N |hˆk|. One
may ask, then, is the Wiener norm of pnf uniformly bounded in n?
Note that since the Wiener norm is always larger than the H∞ norm,
boundedness of the Wiener norm would imply that the sequence 1−pnf
is uniformly bounded on D.
On the other hand, one may wonder whether a completely differ-
ent phenomenon can occur, namely, are there functions f for which
{(1− pnf)(z0) : n ∈ N} = C, for some z0 ∈ T? Such functions are
called universal at the point z0. In this paper, we examine the first two
questions, and answer them both in the affirmative, for polynomials f
with distinct zeros, first in the case where the zeros are outside the open
unit disc and approximants are considered in the Hardy or Bergman
spaces, and second in the case when all zeros are on the circle and the
weight ωk is monotonic. The third question relating to universality is
addressed in [3].
Thus, we prove the following.
Theorem 1.7. Let f be a polynomial with simple zeros such that Z(f)∩
D = ∅, and let pn be the n-th optimal approximant to 1/f in the Hardy
space H2 or the Bergman space A2. Then there exists a constant C > 0
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such that for all n ∈ N,
‖1− pnf‖A(T) ≤ C.
The behavior shown here is opposite to universality: it is not possible
for a polynomial f to be universal at a point of the boundary. It is
natural to ask whether, for z0 ∈ T the set of accumulation points of
{(1 − pnf)(z0) : n ∈ N} is a singleton. The answer to this question is
contained in the following theorem.
Theorem 1.8. Let f be a polynomial with simple zeros such that Z(f)∩
D = ∅, and let pn be the n-th optimal approximant to 1/f in the Hardy
space H2 or the Bergman space A2. Then
1− pnf → 0 as n→∞,
uniformly on compact subsets of D\Z(f).
In the case of the Hardy space, Fatou’s theorem guarantees that for
any cyclic function f , a subsequence of the optimal approximants will
satisfy 1−pnkf → 0 at almost every point of the boundary (where f is
defined in the non-tangential limit sense), but in Theorem 1.8 we are
looking to predict the behavior at a given point. In this sense, 1− pnf
already satisfies some form of overconvergence but here we find out
a special situation in that overconvergence happens (a) for the whole
sequence of optimal approximants, (b) in the pointwise sense, (c) with
control on the exceptional set, which happens to be exactly the finite
set Z(f) of the roots of f , and (d) convergence is uniform on compact
subsets of D\Z(f).
In Section 2, we will provide the proof of Theorem 1.1 Then, in
Section 3, we state some technical lemmas establishing lower bounds
of determinants of some key matrices, and assume those lemmas to
prove the general result about the boundedness of the Wiener norm,
Theorem 1.7, and the pointwise convergence, Theorem 1.8. We restrict
there to the case of the Hardy space. In Section 4, we establish these
technical lemmas. Then we discuss, in Section 5, how to extend these
results to the setting of A2, therefore completely settling Theorem 1.7
and 1.8. If all the zeros of the polynomial f lie on the unit circle,
a different set of estimates gives rise to convergence rates in uniform
norm over compact subsets of D\Z(f) for spaces H2ω with monotonic
weights. This is the result of Theorem 6.1. We dedicate Section 7
to the study of the function (z − 1)t, for t ∈ N, in a space H2ω, and
the computations there will involve inversion of Hilbert-type matrices.
We conclude with some further directions of research, considerations
about sharpness and open questions in Section 8. We would like to
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thank the referees of an earlier version of this article whose comments
led to significant improvements both in the presentation and content
of the current paper, and some of the proofs we present here have been
simplified by making use of their ideas.
2. Computation of coefficients of projections
Let us now turn to the proof of Theorem 1.1.
Proof. We fix a monic polynomial f with simple zeros z1, . . . , zd that lie
in C\{0}, and let g be a polynomial of degree at most d. Notice that for
any integer n ≥ deg(g), the reproducing kernels kn+d(z, w) still have the
reproducing property even when |w| ≥ 1 in the space of polynomials
of degree at most n + d. Therefore, as is well-known, (see, e.g, [10,
Lemma 4.2.6 and Lemma 4.2.3]) since the zi, i = 1, . . . , d are distinct,
the functions kn+d(z, zi) are linearly independent and the matrix E is
invertible. Moreover, the kernels kn+d(z, zi) are orthogonal to Pn · f,
since for any polynomial p of degree at most n, 〈pnf, kn+d(·, zi)〉 =
(pf)(zi) = 0. Therefore, these kernels form a basis for the subspace of
Pn+d that is orthogonal to Pn · f, and so
(g − Pn(g))(z) = L(z) · A
t
n, (7)
where L(z) := (kn+d(z, z1), . . . , kn+d(z, zd)) and An ∈ C
d. In particular,
for each i = 1, . . . , d, (g − Pn(g))(zi) = L(zi) · A
t
n. Rewriting (7) in
matrix form gives that gtZ = E · A
t
n, and therefore (g − Pn(g)) (z) =
L(z) · E−1 · gtZ , which is (3) in Theorem 1.1.
Now, writing An := (A1,n, . . . , Ad,n), we see that
dist2(g,Pn · f) = ‖g − Pn(g)‖
2
H2ω
=
〈
d∑
i=1
Ai,nkn+d(z, zi),
d∑
i=1
Ai,nkn+d(z, zi)
〉
ω
=
d∑
i=1
Ai,n
(
d∑
j=1
Aj,n kn+d(zi, zj)
)
=
d∑
i=1
Ai,ng(zi)
= gZ · E
−1 · gtZ ,
which proves (4) in Theorem 1.1.
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Finally, for n ≥ deg g, we have that
‖g − Pn(g)‖
2
H2ω
= inf
{
‖g − pf‖2H2ω : p ∈ Pn
}
≤ inf
{
‖g(1− pf)‖2H2ω : p ∈ Pn−d
}
≤ C1(g, d, ω) dist
2(1,Pn−d · f),
where C1(g, d, ω) is a constant, since g is a polynomial and hence a
multiplier for H2ω. Now if the zeros of f are all outside D, then by [11],
dist2(1,Pn−d · f) ≤ C(d, ω) ·
(
n∑
k=0
1
ωk
)−1
,
where C(d, ω) is a constant, and therefore
dist2(g,Pn · f) ≤ C(g, d, ω) ·
(
n∑
k=0
1
ωk
)−1
, (8)
where C(g, d, ω) is a constant, as desired, and the proof of the theorem
is complete. 
Remark 2.1. Notice that this proof is simply a reformulation of the
fact that in this finite-dimensional setting, Pn(g), being the difference
between g and the projection of g onto the space generated by the lin-
early independent vectors kn+d(z, zi), can be obtained by the following
ratio of determinants (see, e.g, [10, Lemma 4.2.4]):
Pn(g) =
1
detE
∣∣∣∣∣∣∣∣∣
g(z) kn+d(z, z1) · · · kn+d(z, zd)
g(z1) kn+d(z1, z1) · · · kn+d(z1, zd)
...
...
. . .
...
g(zd) kn+d(zd, z1) · · · kn+d(zd, zd)
∣∣∣∣∣∣∣∣∣ .
Corollary 1.2 easily follows from Theorem 1.1:
Proof. Set g ≡ 1. In that case, Pn(g) = pnf, where pn is the opti-
mal polynomial approximant to 1/f of degree n, and thus, for v0 =
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(1, 1, . . . , 1) ∈ Cd and Atn = E
−1 · v0, where An = (A1,n, . . . , Ad,n),
(1− pnf)(z) = L(z) · E
−1 · vt
=
d∑
i=1
Ai,nkn+d(z, zi)
=
d∑
i=1
Ai,n
(
n+d∑
k=0
zi
kzk
ωk
)
=
n+d∑
k=0
(
1
ωk
d∑
i=1
Ai,nzi
k
)
zk,
as desired, and the fact that
dist2(1,Pn · f) =
d∑
i=1
Ai,n = v0E
−1vt0
follows immediately. Notice that this distance must be a number in
[0, 1] since 0 ∈ Pn · f . In addition, if f is cyclic, then
∑d
i=1Ai,n =
‖1− pnf‖
2
ω → 0.
The last part of the corollary comes from the fact that if Z(f) ⊂ D,
then, as n→∞, each of the kernels kn(z, zi) converge to the reproduc-
ing kernel k(z, zi) for the whole space H
2
ω at the same point zi, which
is now a point in the unit disc. Thus, this kernel is an element of the
space, so the Gramian is invertible, and the result follows.

Notice that Theorem 1.1 also allows us to estimate the entries of E−1,
which will be important when examining the pointwise convergence of
1− pnf and related Wiener norm estimates when Z ⊂ T.
Corollary 2.2. Let f be as in Theorem 1.1 and E = EZ,n be the
corresponding Gram matrix. If Z ⊂ T and E−1 = (ui,j)
d
i,j=1, then there
exists a constant C(Z, ω) > 0 such that
|ui,j| ≤ C(Z, ω) ·
(
n∑
k=0
1
ωk
)−1
. (9)
Proof. For each i = 1, . . . , d, choose gi to be the interpolating polyno-
mial of degree d such that g(zi) = 1 and g(zj) = 0 for j 6= i, and apply
(4) and (5) to get that
|ui,i| ≤ C(gi, d, ω) ·
(
n∑
k=0
1
ωk
)−1
.
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Now, since E is a Gram matrix, E−1 is also a Gram matrix (see, e.g.,
[16]), and therefore the entries of E−1 can be viewed as inner products
of some set of linearly independent vectors wi, i = 1, . . . , d. Applying
the Cauchy-Schwarz inequality then gives that
|ui,j| = | 〈wi, wj〉 | ≤
√
〈wi, wi〉 · 〈wj, wj〉
≤
√
C(gi, d, ω)C(gj, d, ω)
(
n∑
k=0
1
ωk
)−1
.
Since there are only a finite number of gi, we can then choose an ap-
propriate constant C(Z, ω) such that for all i, j = 1, . . . , d, we have
|ui,j| ≤ C(Z, ω) ·
(
n∑
k=0
1
ωk
)−1
,
as desired. 
We would like to stress that the main point of Theorem 1.1 and
Corollary 1.2 is the constructive and explicit nature of the coefficients.
The following example is included in order to show the efficiency of
our method rather than the result. In fact, the result was previously
obtained in [4], but the approach we present here is clearly faster.
Example 2.3. Let us apply Corollary 1.2 to the function f(z) = z−1
in the setting of the Hardy space H2. In Section 7, we will apply a
modification of these ideas to a new example. Then d = 1, z1 = 1, and
for each k ∈ N, ωk = 1. The matrix E is simply a scalar,
E = e1,1 =
n+1∑
k=0
1
ωk
= n + 2,
and
An = A1,n =
1
e1,1
=
1
n+ 2
.
Thus dk,n =
1
ωk
A1,n · 1 =
1
n+2
, and therefore,
(1− pnf)(z) =
n+1∑
k=0
dk,nz
k =
n+1∑
k=0
1
n+ 2
zk =
1
n+ 2
1− zn+2
1− z
,
for z 6= 1. Solving for pn gives
pn(z) = −
zn+2 − (n+ 2)z + n+ 1
(n + 2)(1− z)2
, (10)
which is precisely equation (2.3) in [4]. (Note that pn is indeed a poly-
nomial, as the numerator in (10) has a zero of order 2 at 1.) Thus
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Corollary 1.2 provides a computational tool for finding optimal poly-
nomial approximants pn by first computing the coefficients of 1 − pnf
in an efficient way. This method may thus lead to being able to identify
optimal polynomial approximants for more difficult examples.
Notice that it is possible to use the formula for pn in (10) to examine
the convergence behavior of pn on the unit circle T. We would now
like to extend this idea, and use Corollary 1.2 to get information about
the boundary behavior of the optimal polynomial approximants to 1/f
when f is a polynomial, which we turn to in Section 3.
3. Wiener norm and boundary behavior of optimal
approximants for H2
We now turn to the proofs of Theorems 1.7 and 1.8. We will begin
by giving a proof of the case when the space under consideration is H2,
and in Section 5, will discuss how to extend the results to A2.
Without loss of generality, as discussed in the Introduction, we may
choose the polynomial f to be monic. We assume f has degree d and
simple zeros zi for i = 1, . . . , d, that all lie in C\D. Let pn be the
n-th optimal approximant to 1/f in H2, and we would like to show
that ‖1 − pnf‖A(T) ≤ C < ∞. Without loss of generality, we suppose
that 1 ≤ d1 ≤ d is such that |zi| = 1 for i = 1, ..., d1 and |zi| > 1
otherwise. (Note that if d1 = 0, then 1/f is analytic in the closed disc,
and therefore 1− pnf converges to 0 uniformly in the closed disc, and
the result certainly follows.) We also order the zeros so that |zi| ≤ |zi+1|
for all i.
The difficulty of the proof lies mainly in estimating various determi-
nants of matrices constructed from these zeros, and we will see that
there will be a distinction in the decay in terms of n of the coefficients
Ai,n from Corollary 1.2 related to zeros zi that lie on the unit circle
T versus the ones that lie outside T. We will need the following three
lemmas, which we will prove in Section 4. The first lemma examines a
matrix that is relevant to the zeros that lie outside the unit circle.
Lemma 3.1. Let ζ1, . . . , ζs be distinct complex numbers such that |ζi| >
1 for all i. Then the matrix B := (bl,m)
s
l,m=1 with bl,m =
1
ζl ζm−1
is
positive definite, and in particular, det(B) > 0.
The second lemma shows that the determinant of the matrix E in
Corollary 1.2 can be bounded below by the product of its diagonal
terms.
Lemma 3.2. Let 1 ≤ d1 ≤ d be integers, and zi ∈ C be such that |zi| =
1 for 1 ≤ i ≤ d1 and |zi| > 1 for d1 < i ≤ d. If E := (el,m)
d
l,m=1 with
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el,m =
∑n+d
k=0 z
k
l zm
k, then there exists a constant δ > 0, independent of
n, such that for every n,
det(E) ≥ δ · (n + d+ 1)d1 ·
d∏
l=1
|zl|
2(n+d+1). (11)
The third lemma gives an estimate of the decay of the coefficients
Ai,n and consequently allows us to estimate the coefficients dk,n.
Lemma 3.3. The coefficients Ai,n from Corollary 1.2 have the follow-
ing growth, as n→∞:
Ai,n =
{
O
(
1
n+d+1
)
for 1 ≤ i ≤ d1
o
(
1
|zi|n+d+1
)
for d1 < i ≤ d.
Consequently, for each 1 ≤ i ≤ d1, there exists a constant Ci, indepen-
dent of n, such that
n+d∑
k=0
|Ai,n zi
k| ≤ Ci,
while for d1 < i ≤ d, we have
n+d∑
k=0
|Ai,n zi
k| → 0
as n→∞.
Assuming these lemmas for the moment, we can now prove Theorem
1.7 for the Hardy space H2.
Proof of Theorem 1.7. Recall from Corollary 1.2 that (1− pnf) (z) =∑n+d
k=0 dk,nz
k, where dk,n =
∑d
i=1Ai,n zi
k, and Ai,n satisfy the linear
equation specified in the theorem. Therefore, the Wiener norm can be
estimated as follows:
‖1− pnf‖A(T) =
n+d∑
k=0
|dk,n| =
n+d∑
k=0
∣∣∣∣∣
d∑
i=1
Ai,n zi
k
∣∣∣∣∣ ≤
d∑
i=1
n+d∑
k=0
∣∣Ai,n zik∣∣ .
Now use Lemma 3.3 to estimate the last quantity above, and conclude
that
‖1− pnf‖A(T) ≤
d1∑
i=1
Ci + o(1) ≤ C <∞,
for some positive constant C, thus proving the theorem for H2. 
The estimates we obtained for the coefficients Ai,n allow us to get
even more precise information about the behavior of 1− pnf as stated
in Theorem 1.8, which we now prove, again for the Hardy space H2.
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Proof of Theorem 1.8. First note that since point evaluations inH2ω are
bounded and f is cyclic, 1− pnf converges uniformly to 0 on compact
subsets of D. Therefore, it suffices to prove the result for compact
subsets K ⊂ D\{z1, . . . , zd} that avoid 1/zi for d1 < i ≤ d. Let K be
such a compact set. Then by Corollary 1.2, for each z ∈ K,
(1− pnf)(z) =
n+d∑
k=0
(
d∑
i=1
Ai,n zi
k
)
zk =
d∑
i=1
Ai,n ·
1− (zi z)
n+d+1
1− zi z
.
Now for 1 ≤ i ≤ d1, the term
1−(zi z)
n+d+1
1−zi z
is uniformly bounded on K,
while according to Lemma 3.3, Ai,n goes to 0 as n→∞. On the other
hand, if d1 < i ≤ d, then there exists a positive constant C such that
for each z ∈ K,∣∣∣∣Ai,n · 1− (zi z)n+d+11− zi z
∣∣∣∣ ≤ C|Ai,n||zi|n+d+1,
which again by Lemma 3.3, goes to 0 as n → ∞, thus concluding the
proof of Theorem 1.8 for H2. 
4. Proofs of technical lemmas for H2
We now turn to the proofs of the lemmas, starting with Lemma 3.1.
Proof of Lemma 3.1. Let ζ1, . . . , ζs be distinct complex numbers such
that |ζi| > 1 for all i, and B the matrix with entries bl,m =
1
ζl ζm−1
.
Writing wi :=
1
ζi
, we have that
bl,m =
1
1
wl
· 1
wm
− 1
=
wl wm
1− wl wm
=
1
1− wl wm
− 1 = k(wl, wm)− 1,
where k(z, w) is the Szego˝ kernel, which is reproducing for H2. Now
notice that k(z, w)−1 is the reproducing kernel for the subspace of H2
consisting of functions f ∈ H2 that vanish at the origin, since for such
f , we have
〈f, k(·, w)− 1〉ω = f(w)− f(0) = f(w).
Writing K(z, w) := k(z, w)− 1, we conclude that
bl,m = K(wl, wm) = 〈K(·, wm), K(·, wl)〉ω ,
that is, B is a Gramian. SinceK(z, w) is a reproducing kernel and since
the points w1, . . . , ws are distinct, it is easy to see that the functions
K(z, w1), . . . , K(z, ws) are linearly independent, and thus, since the
Gramian of a set of linearly independent vectors is positive definite,
the matrix B is positive definite, and in particular det(B) > 0.

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We will now use Lemma 3.1 to prove Lemma 3.2.
Proof of Lemma 3.2. Let E := (el,m)
d
l,m=1 be as in Lemma 3.2. In what
follows, we will use the notation S to denote the set of all permutations
of the indices {1, . . . , d}, sgn(σ) to denote the parity of a particular
permutation σ ∈ S, and id to denote the identity permutation. Then
we have, by the definition of determinant,
det(E) =
∑
σ∈S
[
sgn(σ)
d∏
l=1
el,σ(l)
]
=
∑
σ∈S
[
sgn(σ)
d∏
l=1
(
n+d∑
k=0
zkl zσ(l)
k
)]
.
Let us decompose this sum depending on the number of indices a given
permutation fixes. Recall that 1 ≤ d1 ≤ d is such that |zi| = 1 for
i = 1, ..., d1 and |zi| > 1 otherwise. Let A be the set of all permutations
σ ∈ S such that σ(i) = i for every 1 ≤ i ≤ d1, and, for each 0 ≤ j < d1,
and let Bj be the set of all permutations σ ∈ S that fix exactly j of
the indices in the set {1, . . . , d1}. Then
det(E) =
d∏
l=1
(
n+d∑
k=0
|zl|
2k
)
+
∑
σ∈A\{id}
sgn(σ)
d∏
l=1
(
n+d∑
k=0
zkl zσ(l)
k
)
(12)
+
d1−1∑
j=0
∑
σ∈Bj
sgn(σ)
d∏
l=1
(
n+d∑
k=0
zkl zσ(l)
k
)
. (13)
Now notice that if l 6= σ(l), or if l = σ(l) > d1, then zl zσ(l) 6= 1, and so
n+d∑
k=0
zkl zσ(l)
k =
1−
(
zl zσ(l)
)n+d+1
1− zl zσ(l)
=
(
zl zσ(l)
)n+d+1
· C(l, σ, n), (14)
where
C(l, σ, n) =
1
(zl zσ(l))
n+d+1 − 1
1− zl zσ(l)
,
which is bounded above, and if either l or σ(l) is greater than d1, then
C(l, σ, n)→
1
zl zσ(l) − 1
as n→∞. (15)
On the other hand, if l = σ(l) ≤ d1, then
n+d∑
k=0
zkl zσ(l)
k = n+ d+ 1.
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Therefore, the first summand in (12) is equal to
(n+ d+ 1)d1 ·
(
d∏
l=d1+1
|zl|
2(n+d+1)C(l, id, n)
)
. (16)
We can also compute the second summand in (12) and it is equal to
∑
σ∈A\{id}
sgn(σ)(n+ d+ 1)d1 ·
(
d∏
l=d1+1
(
zl zσ(l)
)n+d+1
C(l, σ, n)
)
. (17)
Finally, the summand in (13) consists of sums similar to those giving
(17) except involving powers (n + d + 1)j, with 0 ≤ j < d1 − 1 and
products over some subset of indices l.
Now notice that if σ ∈ A, since σ is bijective from {d1+1, . . . , d} to
itself, we have
d∏
l=d1+1
(
zl zσ(l)
)n+d+1
=
d∏
l=d1+1
|zl|
2(n+d+1) =
d∏
l=1
|zl|
2(n+d+1).
Therefore, the determinant of E is equal to
(n + d+ 1)d1 ·
(
d∏
l=1
|zl|
2(n+d+1)
)
· (18)
d∏
l=d1+1
C(l, id, n) +
∑
σ∈A\{id}
sgn(σ)
d∏
l=d1+1
C(l, σ, n) + r(n)
 , (19)
where r(n) denotes the remainder terms. Now, note that
el,m = 〈kn+d(zl, ·), kn+d(zm, ·)〉ω ,
which implies that E is a Gram matrix and by Theorem 1.1, it is
invertible and thus positive definite. We can conclude that det(E) > 0
(for all n). In addition, r(n) → 0 as n → ∞. On the other hand, by
(15) and since if σ ∈ A, we can think of σ as a permutation of the
indices d1 + 1, . . . , d, we have that
lim
n→∞
 d∏
l=d1+1
C(l, id, n) +
∑
σ∈A\{id}
sgn(σ)
d∏
l=d1+1
C(l, σ, n)
 = det(B),
where B := (bl,m)
d
l,m=d1+1
is defined by bl,m =
1
zl zm−1
. Therefore, by
Lemma 3.1, B is positive definite, and so det(B) > 0. Thus, by (19)
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and since det(E) > 0, the quantity
d∏
l=d1+1
C(l, id, n) +
∑
σ∈A\{id}
sgn(σ)
d∏
l=d1+1
C(l, σ, n) + r(n)

is strictly positive for all n, and converges as n → ∞ to a positive
quantity, and is therefore bounded below by some constant δ > 0.
Hence
det(E) ≥ δ · (n+ d+ 1)d1 ·
d∏
l=1
|zl|
2(n+d+1),
as desired. 
Notice that Lemma 3.2 essentially shows that the size of the deter-
minant of E as n becomes large is comparable to the product of its
diagonal terms.
Let us now prove Lemma 3.3.
Proof of Lemma 3.3. Recall from Corollary 1.2 that the coefficients
Ai,n are obtained as the solution to the linear system E ·A
t
n = v
t
0, where
v0 := (1, ..., 1) ∈ C
d. Therefore by Cramer’s rule, if E(i) := (e
(i)
l,m)
d
l,m=1
denotes the matrix obtained from E by replacing the i-th column of E
by vt0, we have that Ai,n =
det(E(i))
det(E)
. Therefore, det(E(i)) is given by
∑
σ∈S
sgn(σ)
d∏
l=1
e
(i)
l,σ(l) =
∑
σ∈S
sgn(σ) ·
d∏
l=1,σ(l)6=i
(
n+d∑
k=0
zkl zσ(l)
k
)
. (20)
Now if 1 ≤ i ≤ d1, then arguing as in Lemma 3.2, since in all the sums
σ(l) 6= i, the highest power of n+ d+1 that can appear in any term of
the expression of det(E(i)) is (n+d+1)d1−1, multiplied by a product that
is bounded above by a constant multiple of
∏d
l=1 |zl|
2(n+d+1). Therefore,
there exists a positive constant C1 such that
| det(E(i))| ≤ C1 · (n+ d+ 1)
d1−1 ·
d∏
l=1
|zl|
2(n+d+1).
Now applying Lemma 3.2 gives that, for 1 ≤ i ≤ d1, we have Ai,n =
O
(
1
n+d+1
)
as n→∞.
On the other hand, suppose now that d1 < i ≤ d. Recall that A is the
set of all permutations σ ∈ S such that σ(j) = j for every 1 ≤ j ≤ d1.
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Then again, arguing as in Lemma 3.2,
det(E(i)) = (n+ d+ 1)d1 ·
d∏
l=d1+1
l 6=i
1− |zl|
2(n+d+1)
1− |zl|2
(21)
+
∑
σ∈A\{id}
sgn(σ)(n+ d+ 1)d1 ·
d∏
l=d1+1
σ(l)6=i
1− (zl zσ(l))
n+d+1
1− zl zσ(l)
(22)
+R(n), (23)
where R(n) denotes the remainder terms. Now note that in (21), the
product is missing a term of order |zi|
2(n+d+1). In (22), each product is
missing a term of order |zi∗|
n+d+1 · |zi|
n+d+1, where i∗ := σ−1(i) > d1,
and hence by Lemma 3.2, after division by det(E), has order of decay
at most, say, |zizd1+1|
−(n+d+1). Finally, in (23), the highest power of
n+ d+ 1 that appears is (n+ d+ 1)d1−1, and each product is missing
at least one term of order |zi|
n+d+1. Therefore, after division by det(E)
and using Lemma 3.2, we can conclude that Ai,n =
det(E(i))
det(E)
has order
of decay at most
O
(
1
|zi|2(n+d+1)
+
1
|zi|n+d+1 · |zd1+1|
n+d+1
+
1
(n+ d+ 1) · |zi|n+d+1
)
,
and therefore we obtain that Ai,n = o
(
1
|zi|n+d+1
)
as n→∞, as desired.
Using these estimates, it is now easy to see that for 1 ≤ i ≤ d1, there
is a constant Ci such that
n+d∑
k=0
|Ai,n zi
k| ≤
Ci
n + d+ 1
·
n+d∑
k=0
|zi
k| = Ci,
while if d1 < i ≤ d,
n+d∑
k=0
|Ai,n zi
k| = |Ai,n| ·
1− |zi|
n+d+1
1− |zi|
→ 0
as n→∞, and the proof of Lemma 3.3 is complete.

5. Wiener norm and boundary behavior of optimal
approximants for A2
In order to prove Theorems 1.7 and 1.8 for the Bergman space A2
(i.e., when ωk =
1
k+1
), we need good estimates of the partial sums of the
reproducing kernel k(z, w) when evaluated at points z and w that are
18 BE´NE´TEAU, MANOLAKI, AND SECO
on the unit circle or outside the closed unit disc. With such estimates,
one can obtain analogous versions of Lemma 3.2 and Lemma 3.3. More
specifically, we have the following.
Lemma 5.1. Let 1 ≤ d1 ≤ d be integers, and zi ∈ C be such that |zi| =
1 for 1 ≤ i ≤ d1 and |zi| > 1 for d1 < i ≤ d. Let ωk =
1
k+1
, 1 ≤ l ≤ d,
and let σ be a permutation of {1, 2, . . . , d} such that zl · zσ(l) 6= 1. Then
n+d∑
k=0
zkl zσ(l)
k
ωk
= (n+ d+ 2)
(
zlzσ(l)
)n+d+1
· C(l, σ, n), (24)
where C(l, σ, n)→ 1
zlzσ(l)−1
as n→∞.
Proof. Let ωk =
1
k+1
, let |z| ≥ 1, z 6= 1, and let N be an integer. Then
the partial sum of the reproducing kernel for the Bergman space equals
N∑
k=0
zk
ωk
=
(
N∑
k=0
zk+1
)′
=
(
z(1 − zN+1)
1− z
)′
.
A direct calculation shows that the latter is equal to
1− zN+2
(1− z)2
+
(N + 2)zN+1
z − 1
,
and thus,
N∑
k=0
zk
ωk
=
(N + 2)zN+1
z − 1
[1 + o(1)] . (25)
Applying (25) to N = n+d and z = zlzσ(l) gives the desired result. 
Remark 5.2. Whenever we can find an analogue to (24) for other spaces
H2ω, we expect that the limit as n → ∞ of C(l, σ, n) will remain un-
changed. This seems to indicate that the Szego˝ kernel plays a key role
in diverse classes of weighted Hardy spaces.
The above estimate allows us to get the following version of Lemma
3.2.
Lemma 5.3. Let ωk =
1
k+1
, and let d, d1, and zi be as in Lemma 5.1.
If E := (el,m)
d
l,m=1 with el,m =
∑n+d
k=0
zk
l
zmk
ωk
, then there exists a constant
δ > 0, independent of n, such that for every n,
det(E) ≥ δ · (n+ d+ 1)d+d1 ·
d∏
l=1
|zl|
2(n+d+1). (26)
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The proof is similar to that of Lemma 3.2, using instead the estimates
from Lemma 5.1, and the details are left to the reader.
Lemma 5.3 in turn allows us to obtain estimates on the decay of the
coefficients Ai,n. Again, the proof is similar to the one for Lemma 3.3
and is omitted.
Lemma 5.4. Let ωk =
1
k+1
. Then the coefficients Ai,n from Corollary
1.2 have the following decay, as n→∞:
Ai,n =

O
(
1
(n+d+1)2
)
for 1 ≤ i ≤ d1
O
(
1
(n+d+1)2|zi|n+d+1
)
for d1 < i ≤ d.
Consequently, for each 1 ≤ i ≤ d1, there exists a constant Ci, indepen-
dent of n, such that
n+d∑
k=0
∣∣∣∣Ai,n zikωk
∣∣∣∣ ≤ Ci,
while for d1 < i ≤ d, we have
n+d∑
k=0
∣∣∣∣Ai,n zikωk
∣∣∣∣→ 0
as n→∞.
Using Lemma 5.4, the proofs of Theorems 1.7 and 1.8 for the Bergman
space A2 now follow in the same manner as in Section 3.
6. General estimates for monotonic weights and roots on
the unit circle
In Sections 3 and 5 we treated the cases of Hardy and Bergman
spaces. The proofs there depend on the nature of the corresponding
reproducing kernels and hence can not be extended directly to the gen-
eral case. However, if we assume that the sequence of weights {ωk}k∈N
is monotonic and that f is a polynomial with simple zeros on the unit
circle, we can derive more general estimates, which simplify the proofs
of two of our main results. From here on, we assume that the weight
ω defining the space H2ω satisfies that
∞∑
n=0
1
ωn
= +∞, (27)
and that there exists a constant C > 0 such that for all n ∈ N, and all
t ∈ {0, ..., n+ 1}
C−1ωn ≤ ωn+t ≤ Cωn. (28)
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The classical weights ωk = (k+1)
α, for Dirichlet-type spaces do clearly
have the first property if and only if α ≤ 1 while they always have
the second one with C = 2|α|. The first condition is used in [11] and
characterizes the cyclicity of f(z) = 1 − z in H2ω, while the doubling
condition (28) will be relevant in the following proof partly because it
ensures that
n∑
k=0
ωn
ωk
→∞, as n→∞. (29)
Theorem 6.1. Let f be a polynomial of degree d with simple zeros
such that Z := Z(f) ⊂ T and let K be a compact subset of D \ Z.
Suppose ω = {ωk} is a monotone sequence that satisfies the conditions
(27) and (28). Then there is a positive constant C1(Z,K), depending
only on the zero set Z and the set K, such that
sup
z∈K
|1− Pn(1)(z)| ≤ C1(Z,K) ·
(
n∑
k=0
sn
ωk
)−1
, (30)
where sn = min{1, ωn}. In particular, if pn is the n-th optimal approx-
imant to 1/f in H2ω, then
1− pnf → 0 as n→∞
uniformly on compact subsets of D \ Z. Moreover, there is a constant
C2(Z, ω) > 0 such that for all n ∈ N,
‖1− pnf‖A(T) ≤ C2(Z, ω). (31)
Remark 6.2. In the above result, the value of sn in the estimate (30)
cannot be improved: at least when ω is non-decreasing, the value of
(1−pnf)(0) decays at a comparable speed to that of the right-hand side,
so the estimate is exact for any compact subset of D \Z(f) containing
the point 0. For the case of decreasing weights, we wonder whether
the rate presented is sharp, since the same estimate for the value of
(1− pnf)(0) holds but now a gap appears between the two quantities.
Proof. Let Z = {z1, z2, . . . , zd} and let K be a compact subset of
D \ Z. Recall that kn(z, w) =
∑n
k=0
wkzk
ωk
. In view of Theorem 1.1
and Corollary 2.2, to prove (30), it suffices to show that there is a
positive constant C1(Z,K) such that, for each n,
sup
z∈K
|kn(z, zi)| ≤
C1(Z,K)
sn
(i = 1, 2, . . . , d).
Since ω is monotone, the sequence
ψ(t) :=
1
ωt+1
−
1
ωt
, t ∈ N,
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has constant sign. In particular, we have that
n∑
t=0
|ψ(t)| =
∣∣∣∣∣
n∑
t=0
ψ(t)
∣∣∣∣∣ =
∣∣∣∣ 1ωn+1 − 1
∣∣∣∣ . (32)
On the other hand, we have that ψ can be extended to a continuous
function φ′ with a monotone primitive φ such that φ(k) = 1
ωk
for all
k ∈ N. Abel’s summation formula then gives that
n∑
k=0
(z¯iz)
kφ(k) =
(
n∑
k=0
(z¯iz)
k
)
·
1
ωn
−
∫ n
0
 ⌊t⌋∑
k=0
(z¯iz)
k
φ′(t)dt, (33)
and this shows that for any z ∈ K and zi ∈ T, we have
|kn(z, zi)| ≤
(
sup
t∈N
|1− (z¯iz)
t|
|1− (z¯iz)|
)
·
(
1
ωn
+
1
ωn+1
+ 1
)
. (34)
Using (28) we see that(
1
ωn
+
1
ωn+1
+ 1
)
≤
2 + C
sn
,
while the first term on the right-hand side of (34) is bounded by a
constant that depends only on the choice of the compact set K ⊂ D\Z.
This concludes the proof of (30).
Since the weight ω satisfies (27) and (28), we conclude that the right-
hand side of (30) tends to 0 as n→∞. Hence supz∈K |1−pn(z)f(z)| =
supz∈K |1− Pn(1)(z)| → 0 as n→∞.
To see the Wiener algebra norm estimate, notice that from Corollary
1.2
‖1− pnf‖A(T) =
n+d∑
k=0
∣∣∣∣∣ 1ωk
d∑
i=1
Ai,nzi
k
∣∣∣∣∣ .
By Corollary 2.2, the right-hand side above is bounded above by
n+d∑
k=0
1
ωk
d · C(Z, ω)∑n
k=0
1
ωk
,
where C(Z, ω) is a positive constant. The doubling condition (28)
ensures now that the last quantity is bounded by a positive constant
C2(Z, ω). 
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7. Higher multiplicity
In the previous sections we studied the case of functions which have
only simple zeros. Now we focus on functions of the form gd(z) =
(z − 1)d for any d ∈ N. Even though gd can be treated (for any fixed
d) as the limiting case of a sequence of functions with simple zeros
only, the separate study of this case will shed some light on how to
eliminate the assumption of simple zeros in Theorems 1.1, 1.7 and 1.8.
In previous work, the study of the approximants to 1/gd had only been
fruitful in the two simplest cases: d = 0, 1 or H2ω = H
2 (see [5]). We
denote by vt the transpose of the vector v, and by v0 a column vector
of zeros. We will prove the following result:
Theorem 7.1. Let d, n ∈ N, gd(z) = (z − 1)
d and denote by pn the
n-th optimal approximant to 1/gd in H
2
ω. Then there exists a vector of
constants An = (A1,n, ..., Ad,n) such that for all k ∈ N with 0 ≤ k ≤
n+ d, we have
̂(1− pngd)(k) =
A1,n + A2,nk + ...+ Ad,nk
d−1
ωk
=
1
ωk
(1, k, ..., kd−1) · Atn.
(35)
Moreover An is the unique solution to the linear system
E · Atn =
(
1
v0
)
, (36)
where Ei,j =
n+d∑
k=0
ki+j−2
ωk
for i, j = 1, ..., d and E = (Ei,j)i,j=1,...,d. In
particular E is invertible and
‖1− pngd‖
2
ω = dist
2(1,Pn · gd) = (1− pngd)(0) = A1,n = E
−1
1,1 . (37)
Proof. The orthogonality conditions (1−pngd) ⊥ z
kgd for k = 0, 1, . . . , n
give rise to recurrence relations that the coefficients ωk · ̂(1− pngd)(k)
must satisfy. These recurrence relations are well-known (see [13, Sec-
tion 2.1]), and lead directly to the condition (35) stated in Theorem
7.1.
Now, since gd has a zero of multiplicity d at 1, the derivative of order
s of 1− pngd must satisfy:
(1− pngd)
(s)(1) =
{
1 if s = 0
0 if s = 1, ..., d− 1.
(38)
On the other hand, using (35), we must also have:
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(1−pngd)
(s)(1) =
n+d∑
k=s
̂(1− pngd)(k)
k!
(k − s)!
=
n+d∑
k=s
(1, k, ..., kd−1) · Ank!
ωk(k − s)!
.
(39)
For s = 0, condition (38) combined with (39) gives(
n+d∑
k=0
1
ωk
,
n+d∑
k=0
k
ωk
, ...,
n+d∑
k=0
kd−1
ωk
)
· An = 1, (40)
while for s = 1 we obtain(
n+d∑
k=0
k
ωk
,
n+d∑
k=0
k2
ωk
, ...,
n+d∑
k=0
kd
ωk
)
· An = 0.
Note that in this second equality, all the terms for k = 0 in the sums are
equal to 0, and thus we can start the summation at k = 0. Continuing
in this manner, using induction and noting that the quotient k!
(k−s)!
vanishes for k = 0, ..., s− 1, we conclude that:(
n+d∑
k=0
ki−1
ωk
,
n+d∑
k=0
ki
ωk
, ...,
n+d∑
k=0
ki+d−2
ωk
)
· An = 0, (41)
for i = 2, ..., d. Putting (40) and (41) together we conclude that (36)
holds.
The remaining point is to check that det(E) 6= 0. To see this, notice
that E is a Gram matrix for the inner product in H21/ω (the space with
weights given by the inverse of each ωk). In that space, Ei,j = 〈fi, fj〉
where the coefficients of the functions fi in the orthonormal basis of
monomials in H21/ω are given by:
(f̂i(k))k∈N = (1, 2
i−1, 3i−1, ..., (n+ d)i−1, 0, 0, ...). (42)
As discussed in Section 2, a basic result in linear algebra yields that
det(E) 6= 0 if and only if {fi} is a linear independent family. Since
n ≥ 0, such independence will be established if the matrix
V =

1 1 · · · 1 1
1 2 · · · d− 1 d
...
. . .
...
...
...
1 2d−1 · · · (d− 1)d−1 dd−1

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has nonzero determinant, but V is the transpose of the Vandermonde
matrix for the points αi = i, for i = 1, ..., d and hence its determinant
det(V ) =
d∏
i,j=1
i<j
(i− j) 6= 0.
Thus, E is invertible, and the last identity in (37) follows from (36).
The first two identities in (37) are direct consequences of the fact that
pngd is the orthogonal projection of the function 1, while (1−pngd)(0) =
A1,n is the case k = 0 in (35). 
Remark 7.2. Notice that E is a Hankel matrix, that is, a square ma-
trix whose skew-diagonals are constant, and, as already mentioned, a
Gramian. Hankel Gramians are interesting and have connections with
the Hamburger moment problem, which asks when a sequence of real
numbers corresponds to the moments of a positive Borel measure on
the real line. It may also be interesting to explore Levinson or Schur
algorithms for inversion of Toeplitz and Hankel matrices in this con-
text. For the time being, we are going to use the information we just
obtained in the context of Dirichlet-type spaces where ωk = (k + 1)
α.
We first consider the case α < 1, and deal later with the classical
Dirichlet space (α = 1). Note that the behavior in terms of cyclicity for
α > 1 is well understood, and we do not extend our treatment there.
We would like to find good estimates of A1,n for large n and will see that
a certain Hilbert matrix will play a role. Finally, notice that the rate
at which A1,n decays towards 0 (as n→∞) is known from [1], up to a
constant, but here we will determine the exact term that dominates this
rate (including the constant). Denote by B(t, s) =
∫ 1
0
ut−1(1− u)s−1du
the classical beta function.
Theorem 7.3. Let d ∈ N be fixed, gd(z) = (z− 1)
d, ωk = (k+1)
α, for
all k ∈ N, A1,n as in Theorem 7.1, and α < 1. As n→∞ we have
A1,n =
nα−1(1 + o(1))
(B(d, 1− α))2(1− α)
.
Proof. From Theorem 7.1 we know that A1,n = E
−1
1,1 . Let p > −1. A
standard estimate gives that if p ≥ 0
1 +
∫ n+d
1
xpdx ≤
n+d∑
k=1
kp ≤ 1 +
∫ n+d+1
2
xpdx, (43)
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while if −1 < p ≤ 0 the inequalities are reversed. In either case, we see
that, as n→∞,
n+d∑
k=1
kp =
(n+ d)p+1
p+ 1
(1 + o(1)). (44)
By the linear properties of determinants related to multiplication of
rows and columns by a scalar, we have that
det(E) =
d∏
i=1
(n+d)i−1−α ·
d∏
j=1
(n+d)j ·det(E2)) = det(E2))(n+d)d(d−α),
(45)
where E2) is the matrix with entries given by
E
2)
i,j =
Ei,j
(n+ d)i+j−1−α
=
1 + o(1)
i+ j − 1− α
,
for i, j = 1, ..., d.
Since the inversion of matrices is continuous among non-singular
complex matrices, the determinant of the matrix E satisfies
det(E2)) = det(E3))(1 + o(1)), (46)
as n → ∞, where E3) is the matrix with entries E
3)
i,j =
1
i+j−1−α
, for
i, j = 1, ..., d. In fact, by taking n large enough we can make any of
the minors of E3) arbitrarily close to any of those of E2). Even though
E3) is a very ill conditioned matrix, we are taking arbitrarily small
perturbations and then minors converge to the corresponding values.
Notice that E3) is still a Hankel Gram matrix, so algorithms for its
inversion are abundant. However, E3) has even more structure and is
usually referred to as a generalized Hilbert matrix, which is a moment
matrix associated with certain orthogonal systems. In particular, it is
a Cauchy matrix, that is, a matrix whose i, j-th entry is of the form
aij =
1
xi+yj
for given sequences xi and yj , xi 6= −yj . Exact formulas are
known for its determinant and for its inverse matrix (see, e.g., [14, pp.
512-515].) Applying the formula for the inverse for the Cauchy matrix
given by xi = i− 1− α, yj = j, we obtain
(E3))−11,1 =
1
(1− α) · (B(d, 1− α))2
. (47)
We now apply Cramer’s rule to obtain E−11,1 , by computing the de-
terminant of the lower-right (d− 1)-dimensional principal minor of E,
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say E˜. In that way,
E−11,1 =
det(E˜)
det(E)
=
det
(
1 vt0
v0 E˜
)
det(E)
, (48)
where v0 again denotes a column vector of zeros.
Using the relationship between E and the matrix E3), we obtain
E−11,1 =
det
(
(n+ d)α−1 vt0
v0 E
4)
)
det(E3))
· (1 + o(1)) =
= (n + d)α−1(1 + o(1))(E3))−11,1,
where E4) is the lower right (d− 1)-principal minor of E3).
Putting the last expression together with the expression of (E3))−11,1
from (47) finishes the proof. 
For the Dirichlet space case (α = 1), the same approach with slightly
different growth estimates still works. If in (43) we allowed p = −1, we
would obtain that, as n→∞,
n+d∑
k=1
k−1 = log(n+ d+ 1)(1 + o(1)). (49)
Taking i = j = α = 1, log(n + d + 1) grows much faster than the
constant 1 = (n + d)i+j−1−α, and the determinant of E is in this case
adjusted by a factor of log(n+d+1). The same method as in the proof
of Theorem 7.3 yields
A1,n = E
−1
1,1 =
1 + o(1)
log(n + d+ 1)
. (50)
Finally, notice that for all d ∈ N, d ≥ 1,
lim
α→1
(1− α)B(d, 1− α) = 1.
Using (44) once more, we can conclude the following:
Corollary 7.4. For α ≤ 1, d ∈ N, the limit
Lα,d := lim
n→∞
A1,n ·
(
n+d∑
k=0
1
ωk
)
exists, depends continuously on α and satisfies
Lα,d =
{
1
((1−α)·B(d,1−α))2
if α < 1,
1 if α = 1.
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As remarked earlier, the results of this section give rise to the precise
constant in the rate of decay of ‖1− pngd‖
2
ω for weights ωk = (k + 1)
α,
α ≤ 1. These estimates also provide a starting point for examining
uniform convergence of (1 − pngd) on compact subsets of the closed
unit disc, which we leave for future work.
8. Concluding remarks
We would like to conclude with some remarks and directions for
future research.
(A) The estimates obtained in Lemma 3.3 are close to optimal: the
estimates on dk,n yield that the square of the norm of 1 − pnf
is bounded by a constant times (
∑n+d
t=0
1
ωt
)−1, which we know
from previous work to be also the exact rate for any polynomial
function with at least one zero on the boundary.
(B) There are analogues to Theorems 1.7 and 1.8, at least, for the
case when all the zeros are inside the disc D, but one should
rather consider h−pnf , instead of the function 1−pnf , where f
has a factorization as f = gh and h is the orthogonal projection
of 1 onto [f ] (h is a constant multiple of an inner function). This
relation between factorization and the orthogonal projection of
1 onto invariant subspaces of H2ω is explained in [2].
(C) It seems natural to expect that Wiener algebra functions or
functions in other H2ω spaces will have a behavior similar to the
one described here, perhaps requiring that boundary zeros are
not multiple. In order for the proofs here to go through, one
needs good estimates, for |z| ≥ 1, on sums of the form
∑N
k=0
1
ωk
zk
that do not depend only on the modulus of z.
(D) The approach discussed in this paper yields, in the forthcoming
paper [17], the possibility of proving results on cyclicity and the
corresponding rates of approximation on large classes of (non-
Hilbert) Banach spaces.
(E) Theorem 1.1 has not been established for functions g other than
very particular polynomials of low degree (deg(g) ≤ deg(f)).
However, it is of general interest to understand approximation
properties for any function in the invariant subspace generated
by a function f , even if we have to restrict to the case when f
is itself a polynomial (as in the present article).
(F) From the Taylor coefficients dk,n of 1−pnf obtained in Corollary
1.2 we can also obtain the coefficients of pn themselves: Notice
that pn = 1/f−(1−pnf)/f . Denote by bk the Taylor coefficient
of order k of the function 1/f , and by ck,n those of pn. Then for
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all 0 ≤ k ≤ n ∈ N we have
ck,n = bk +
k∑
r=0
bk−rdr,n.
(G) We think that our ideas give all the necessary tools to solve
completely the problem of finding 1− pnf for any polynomial f
in any space H2ω but the task of writing down the formulas for
the case when f has different zeros with different multiplicities
seems involved and we decided not to pursue that here. How-
ever, the conditions that one will need to impose to determine
the coefficients are that the corresponding derivatives (up to
multiplicity of the zeros minus 1) cancel at the selected points.
The key fact for our proof in the simple zero case was the fact
that the orthogonal complement of Pnf in Pn+d is spanned by
the kernels at the zeros of f . With higher multiplicities, one will
need to make use of the derivatives of the kernels also, but much
of the mathematical work will be simplified because derivatives
of kernels happen to be the kernels in other space closely related
to H2ω. Also, the assumption that f(0) 6= 0 can be avoided by
changing the weight ω to another weight which is essentially
ω shifted as many times as the multiplicity of the zero at the
origin.
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