New Algebraic Approaches to Classical Boundary Layer Problems by Xu, Xiaoping
ar
X
iv
:0
70
6.
18
64
v1
  [
ph
ys
ics
.fl
u-
dy
n]
  1
3 J
un
 20
07
New Algebraic Approaches to Classical
Boundary Layer Problems1
Xiaoping Xu
Institute of Mathematics, Academy of Mathematics & System Sciences
Chinese Academy of Sciences, Beijing 100080, P.R. China 2
Abstract
In this paper, we use various ansatzes with undetermined functions and the technique of
moving frame to find solutions with parameter functions modulo the Lie point symmetries for
the classical non-steady boundary layer problems. These parameter functions enable one to find
the solutions of some related practical models and boundary value problems.
1 Introduction
In 1904, Prandtl observed that in the flow of slightly viscous fluid past bodies, the frictional
effects are confined to a thin layer of fluid adjacent to the surface of the body. Moreover,
he showed that the motion of a small amount of fluid in this boundary layer decides
such important matters as the frictional drag, heat transfer, and transfer of momentum
between the body and the fluid. The two-dimensional classical non-steady boundary layer
equations
ut + uux + vuy + px = uyy, (1.1)
py = 0, ux + vy = 0 (1.2)
are used to describe the motion of a flat plate with the incident flow parallel to the plate
and directed to along the x-axis in the Cartesian coordinates (x, y), where u and v are
the longitudinal and the transverse components of the velocity, and p is the pressure. Lie
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point symmetries of the above equations were obtained by Ovsiannikov [O]. The three-
dimensional classical non-steady boundary layer equations are:
ut + uux + vuy + wuz = −1
ρ
px + νuyy, (1.3)
wt + uwx + vwy + wwz = −1
ρ
pz + νwyy, (1.4)
py = 0, ux + vy + wz = 0, (1.5)
where ρ is the density constant and ν is the coefficient constant of the kinematic viscosity.
The Lie point symmetries of the equations (1.3)-(1.5) were obtained by Garaev [G] and by
Vereschagina [V]. Lie group method is one of most important ways of solving nonlinear
partial differential equations. However, the method only enables one to obtain certain
special solutions. It is desirable to find more effective ways of solving nonlinear partial
differential equations.
The aim of this paper is to develop more powerful methods than the Lie group method
of solving the above classical non-steady boundary layer problems. Based our earlier work
[X] on function-parameter exact solutions of the equation of nonstationary transonic gas
flow discovered by Lin, Reisner and Tsien [LRT], and its three-dimensional generalization,
we find ansatzes with various undetermined functions and obtained solutions with param-
eter functions modulo the Lie point symmetries for the above boundary layer equations.
In the three-dimensional case, we have also used the technique of moving frame. Our
results can be applied to certain related practical models and boundary value problems
by specifying these parameter functions. Below we give a more detailed introduction.
Lin, Reisner and Tsien [LRT] found the equation
2utx + uxuxx − uyy = 0 (1.6)
for two-dimensional non-steady motion of a slender body in a compressible fluid, which
was later called the “equation of nonstationary transonic gas flows” (cf. [M]). Using
certain finite-dimensional stable range of the nonlinear term uxuxx, we obtain in [X] the
following solution of the above equation:
u =
x3
(
√
3y + β)2
+
β ′x2√
3y + β
− 2β
′′
3
(
√
3y + β)x− 4β
′β ′′
3
y2 − 2β
′′′
27
(
√
3y + β)3, (1.7)
where β is an arbitrary function of t. Since the above solution blows up on the moving
line
√
3y + β = 0, it reflects partial phenomena of gust. Moreover, we have found a
family of solutions of the three-dimensional generalization of the equation (1.6) blowing
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up on a rotating and translating plane y cosα(t) + z sinα(t) = f(t), which reflect partial
phenomena of turbulence. Our work [X] suggested some possible approaches to more
general nonlinear partial differential equations in fluid dynamics, such as the classical
non-steady boundary layer problems we will deal with in this paper.
By the divergence-free condition in (1.2), we write u and v in the potential form:
u = ξy, v = −ξx, (1.8)
where ξ is a function of t, x, y. It is known that the solution space of the equations (1.1)
and (1.2) is invariant under the following transformation T (cf. [O]):
T (u) = u(t, x, y + σ), T (v) = v(t, x, y + σ)− σt − σxu, T (p) = p (1.9)
for any function σ of t, x. Modulo this transformation, our main method of solving the
equations (1.1) and (1.2) is to assume
ξ = f(t, x) + κ(t, x)y + g(t, x)H(t, y), (1.10)
where f, κ, g are functions to be determined and H is a more sophisticated function that
is either first given or is to be solved under certain conditions. The term κ(t, x)y is
used to make the function H more flexible. With the ansatz (1.10), the equation (1.1)
is reduced to a system of several nonlinear partial differential equations in t, x. While
by Lie group method, one usually reduces it to a single nonlinear partial differential
equation in t, x. This in a way shows that our method is more powerful than the Lie
group method. Imposing some conditions on the above undetermined functions, we are
able to solve the system of partial differential equations. In this way, we obtain three
families of function-parameter exact solutions of the two-dimensional classical non-steady
boundary layer problem (1.1) and (1.2). For instance, we have the following solutions (see
Theorem 3.2):
u =
β ′′x
2β ′
+
e−β√
β ′
ℑ
(
x√
β ′
)
cos(
√
β ′ y), (1.11)
v = −β
′′y
2β ′
− e
−β√
(β ′)3
ℑ′
(
x√
β ′
)
sin(
√
β ′ y), (1.12)
p =
(β ′′)2 − 2β ′β ′′′
4(β ′)2
x2 − 1
2β ′
e−2β
[
ℑ
(
x√
β ′
)]2
, (1.13)
where β is an arbitrary increasing function of t and ℑ is any one-variable function. Ap-
plying the symmetry transformations of the equations (1.1) and (1.2) (see next section)
such as the one in (1.9), we can get solutions with more parameter functions.
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The main contents of this paper are devoted to solving the three-dimensional clas-
sical non-steady boundary layer equations (1.3)-(1.5). Similarly, we write u, v, w in the
potential form:
u = ξy, w = ηy, v = −(ξx + ηz) (1.4)
for some functions ξ and η in t, x, y, z. The equations (1.3)-(1.6) have the similar symmetry
transformation as that in (1.9). Modulo this transformation, we assume
ξ = f(t, x, z) + κ(t, x, z)y + g(t, x, z)H(t, σ(t, x, z)y), (1.14)
and
η = τ(t, x, z)y + ζ(t, x, z)Φ(t, σ(t, x, z)y), (1.15)
where f, g, κ, σ, τ, ζ are three-variable functions to be determined, andH(t, ̟) and Φ(t, ̟)
are more sophisticated two-variable functions that are either first given or are to be solved
under certain conditions. Again the terms κ(t, x, z)y and τ(t, x, z)y are used to make H
and Φ more flexible. With the ansatz (1.14) and (1.15), the equations (1.3) and (1.4) are
reduced to a system of several more complicated nonlinear partial differential equations
in t, x, z. This again in a way shows that our method is much more powerful than the
Lie group method. One of the main technique of solving the system of nonlinear partial
differential equations in t, x, z is to use time-dependent orthogonal transformations (mov-
ing frames). Imposing some technical conditions on the above undetermined functions,
we are able to solve the system of partial differential equations. In this way, we obtain
ten families of function-parameter exact solutions of the three-dimensional classical non-
steady boundary layer problem (1.3)-(1.5). For instance, we have the following solutions:
(1) for any function ι of z, any function α of t and arbitrary functions ℑ, ϕ in ˆ̟ = α− ι:
u =
α′′
2α′
x− ϕ√
α′
[
exp
(
−2νℑ2
∫
dz
(ι′)2
)]
cos
(√
α′ℑy
ι′
)
, (1.16)
v =
α′ι′′y
(ι′)2
− α
′′
2α′
y, w =
α′
ι′
, (6.17)
p = −ρ
2
(
2α′α′′
′ − (α′′)2
4(α′)2
x2 +
(α′)2
(ι′)2
+ α′′
∫
dz
ι′
)
(6.18)
(see Theorem 6.1); (2) in terms of the moving frame
˜̟ = x cos γ + z sin γ, ˆ̟ = z cos γ − x sin γ, (1.19)
u =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) ( ˜̟ + 2 ˆ̟ tan γ)
−
(
1
6ν
βγ′ tan γ + γ′ sec γ
)
ˆ̟ − (6νx+ β ˆ̟ )y−2, (1.20)
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v =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν cos γ (β − 6ν sin γ) y −
βγ′
6ν
y sec γ − 6νy−1, (1.21)
w =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) ( ˜̟ tan γ − 2 ˆ̟ )
+
1
6ν
βγ′ ˆ̟ − γ′ ˜̟ sec γ − (6νx+ β ˆ̟ )y−2 tan γ (1.22)
and p is more complicated and given in (7.26), where β and γ are arbitrary functions of
t (see Theorem 7.1). Applying the symmetry transformations of the equations (1.3)-(1.5)
(see next section) such as that similar to the one in (1.9), we can get solutions with more
parameter functions. For instance, the above second solution would yield to a solution
singular on any moving hypersurface, which may be used to study turbulence. In addition,
we present another two anzatzes and obtain another two families of function-parameter
exact solutions of the three-dimensional problem that are rational functions in y.
Of course, one can view the two-dimensional problem (1.1) and (1.2) as a special
case of the three-dimensional problem (1.3)-(1.5). Our results on the two-dimensional
problem in Section 3 can be directly applied to the three dimensional problem by assuming
that ξ is independent of z and η is independent of x. Applying constant orthogonal
transformations (see Section 2), we can obtain more sophisticated solutions of the three-
dimensional problem. So obtained solutions of the three-dimensional problem will not be
given. Thus not all the solutions of the two-dimensional problem in Section 3 are the
specializations of the solutions of the three-dimensional problem in later sections. Our
another purpose of presenting the solutions of the two-dimensional problem in Section 3
is to let the reader first understand our techniques in simpler version and then to better
understand much more sophisticated techniques of solving the three-dimensional problem
in later sections. Indeed, due to the technicality, the author himself keeps referring the
results and arguments on the two-dimensional problem in Section 3 when he solves the
three-dimensional problem in later sections.
For convenience, we always assume that all the involved partial derivatives of related
functions always exist and we can change orders of taking partial derivatives. As we all
know that in general, it is impossible to find all the solutions of nonlinear partial differ-
ential equations both analytically and algebraically. In our arguments throughout this
paper, we always search for reasonable sufficient conditions of obtaining exact solutions.
For instance, we treat nonzero functions as “nonzero constants” for this purpose because
our approaches in this paper are completely algebraic. Of course, one can used our meth-
ods in this paper to get more solutions, in particular, by considering the support and
5
discontinuity of the related functions.
The paper is organized as follows. In Section 2, we present the known Lie point
symmetries of the equations (1.1) and (1.2) due to Ovsiannikov [O], and the Lie point
symmetries of the equations (1.3)-(1.5) due to Garaev [G] and by Vereschagina [V]. In
later sections, we always try to exclude the obvious ingredients in our solutions induced by
these symmetry transformations. In other words, we search for the solutions modulo these
transformations. We solve the two-dimensional classical non-steady boundary layer equa-
tions (1.1) and (1.2) in Section 3. Starting from Section 4, we solve the three-dimensional
classical non-steady boundary layer equations (1.3)-(1.5) according to the types of the
involved functions with respect to the variable y. First in Section 4, we find solutions
of the equations (1.3)-(1.5) containing a single exponential function in y. In Section 5,
we look for solutions of the equations (1.3)-(1.5) with distinct exponential functions in
y. In Section 6, we obtain solutions of the equations (1.3)-(1.5) with trigonometric and
hyperbolic-type functions in y. Finally in Section 7, we present solutions the equations
(1.3)-(1.5) which are rational functions with respect to the variable y.
2 Lie Point Symmetries
In this section, we will present all the known Lie point symmetries of concerned boundary
layer problems.
Denote by F(i)(x1, ..., xn) the space of functions in x1, ..., xn, whose all partial deriva-
tives up ith order exists. Ovsiannikov [O] found the following symmetric group G2 gen-
erated by the transformations
{T1a, T2b, T3b, T4α, T5β, T6σ | a, b ∈ R, b 6= 0;α ∈ F(2)(t); β ∈ F(0)(t); σ ∈ F(1)(t, x)} (2.1)
with
T1a(u) = u(t+ at, x, y), T1a(v) = v(t+ at, x, y), T1a(p) = p(t+ at, x); (2.2)
T2b(u) = u(b
2t, b2x, by), T2b(v) = b
−1v(b2t, b2x, by), T2b(p) = p(b
2t, b2x); (2.3)
T3b(u) = bu(t, bx, by), T3b(v) = v(t, bx, by), T3b(p) = b
2p(t, bx); (2.4)
T4α(u) = u(t, x+ α, y)− α′, T4α(v) = v(t, x+ α, y), T4α(p) = p(t, x+ α) + α′′x; (2.5)
T5β(u) = u, T5β(v) = v, T5β(p) = p+ β; (2.6)
T6σ(u) = u(t, x, y + σ), T6σ(v) = v(t, x, y + σ)− σt − σxu, T6σ(p) = p. (2.7)
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The elements of G2 transform the solutions of the two-dimensional classical non-steady
boundary layer equations (1.1) and (1.2) into solutions. For instance, the transformation
T4αT5γ transforms a solution with zero pressure into a solution with the pressure p =
α′′x+ γ and the transformation T6σ may change a solution to the one with an additional
two-variable parameter function. In this way, we can always transform our solutions to
the ones with nonzero pressure and at least one two-variable parameter function. For
simplicity, we only write our solutions of (1.1) and (1.2) as simple as possible modulo the
group G2. We will do the same thing for the solutions of the three dimensional problems
(1.3)-(1.5).
The symmetry group G3 of the equations (1.3)-(1.5) are generated by the transforma-
tions
{T1a, T2a, T3b, T4b, T5α, T6α, T7β, T8σ | a, b ∈ R, b 6= 0;
α ∈ F(2)(t); β ∈ F(0)(t); σ ∈ F(1)(t, x, z)} (2.8)
with
T1a(ψ) = ψ(t+ a, x, z, y), ψ = u, v, w, p; (2.9)
T2a(u) = u(t, x cos a + z sin a,−x sin a + z cos a, y) cos a
+w(t, x cos a+ z sin a,−x sin a+ z cos a, y) sin a, (2.10)
T2a(w) = −u(t, x cos a+ z sin a,−x sin a + cos a, y) sin a
+w(t, x cos a+ z sin a,−x sin a+ z cos a, y) cosa, (2.11)
T2a(ψ) = ψ(t, x cos a+ z sin a,−x sin a+ z cos a, y), ψ = v, p; (2.12)
T3b(u) = bu(t, bx, y, bz), T3b(v) = v(t, bx, y, bz), (2.13)
T3b(w) = bw(t, bx, y, bz), T3b(p) = b
2p(t, bx, y, bz); (2.14)
T4b(u) = b
−2u(b2t, x, by, z), T4b(v) = b
−1v(b2t, x, by, z), (2.15)
T4b(w) = b
−2w(b2t, x, by, z), T4b(p) = b
−4p(b2t, x, by, z); (2.16)
T5α(u) = u(t, x+ α, y, z)− α′, T5α(v) = v(t, x+ α, y, z), (2.17)
T5α(w) = w(t, x+ α, y, z), T5α(p) = p(t, x+ α, z) + ρα
′′x; (2.18)
T6α(w) = w(t, x, y, z + α)− α′, T6α(v) = v(t, x, y, z + α), (2.19)
T6α(u) = u(t, x, y, z + α), T6α(p) = p(t, x, z + α) + ρα
′′z; (2.20)
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T7β(u) = u, T7β(v) = v, T7β(w) = w, T7β(p) = p+ β; (2.21)
T8σ(u) = u(t, x, y + σ, z), T8σ(v) = v(t, x, y + σ)− σt − σxu− σzv, (2.22)
T8σ(u) = w(t, x, y + σ, z), T8σ(p) = p. (2.23)
3 Solutions for the 2-D Problem
In this section, we will find various function-parameter exact solutions for the two-
dimensional classical non-steady boundary layer equations (1.1) and (1.2).
Solving the second equation in (1.2), we get
u = ξy, v = −ξx (3.1)
for some function ξ in t, x, y. Now the equation (1.1) becomes
ξyt + ξyξxy − ξxξyy + px = ξyyy. (3.2)
Assume that ξ is of the form:
ξ = f(t, x) + κ(t, x)y + g(t, x)H(t, y), (3.3)
where κ(t, x), g(t, x), f(t, x) and H(t, y) are two-variable functions. Then
ξy = κ+ gHy, ξx = fx + κxy + gxH, ξyt = κt + gtHy + gHyt, (3.4)
ξyx = κx + gxHy, ξyy = gHyy, ξyyy = gHyyy. (3.5)
In particular, the nonlinear term in (3.2) becomes
ξyξxy − ξxξyy = (κ + gHy)(κx + gxHy)− (fx + κxy + gxH)gHyy
= κκx + (κgx + κxg)Hy − (fx + κxy)gHyy + ggx[H2y −HHyy]. (3.6)
In order to linearize (3.6) with respect to H , we divided it into the following cases.
First we consider H = eγy. Then
ξyt = κt + (γgt + γ
′g)eγy + γγ′gyeγy. (3.7)
So (3.2) becomes
κt + κκx + [γ
′g + γ(gt + γ
′gy + κgx + κxg − γfx − γκxgy − γ2g)]eγy + px = 0, (3.8)
which is implied by the following system of partial differential equations:
κt + κκx + px = 0, γ
′ − γκx = 0, (3.9)
8
γ′g + γgt + κγgx + γκxg − γ3g − γ2gfx = 0. (3.10)
So
κ =
γ′
γ
x+ γ0 (3.11)
for some function γ0 of t. Moreover, (3.10) implies
fx =
2γ′
γ2
+
gt + γ0gx
γg
+
γ′xgx
γ2g
− γ. (3.12)
So
ξ = f +
γ′
γ
xy + γ0y + ge
γy. (3.13)
Hence,
p = −γ
′′
2γ
x2 − γ
′
0γ + γ0γ
′
γ
x (3.14)
modulo some T5β in (2.6).
Next we consider the case f = gx = 0. Replacing H by gH , we can assume g = 1.
Now (3.2) becomes the following linear partial differential equation:
κt + κκx +Hyt + κxHy − κxyHyy + px = Hyyy. (3.15)
To simplify the problem, we assume
κt + κκx + px = 0, κx =
γ′′
2γ′
(3.16)
for some nonzero function γ′ of t. Then
κ =
γ′′
2γ′
x+ γ0 (3.17)
for some function γ0 of t and
p =
2γ′γ′′
′ − (γ′′)2
8(γ′)2
x2 +
γ0γ
′′ + γ′0γ
′
2γ′
x (3.18)
modulo the transformation in (2.6). Now (3.15) becomes
Hyt +
γ′′
2γ′
(Hy − yHyy) = Hyyy. (3.19)
Write
Hy =
1√
γ′
Hˆ(t,
√
γ′ y) (3.20)
for some two variable function Hˆ(t, ̟) with ̟ =
√
γ′ y. Then (3.19) turns out to be
Hˆt = γ
′Hˆ̟̟. (3.21)
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One can use Fourier expansion to solve the above equation with given initial condition. In
particular, discontinuous solutions can be found in this way. For the algebraic neatness,
we just want to find globally analytic solution with respect to the spacial variables x and
y. So we take the following solution of (3.21):
Hˆ =
m∑
i=1
die
(a2
i
−b2
i
)γ+ai̟ sin(bi(2aiγ +̟) + ci), (3.22)
where ai, bi, ci, di are real numbers. Hence, we have
Hy =
1√
γ′
m∑
i=1
die
(a2
i
−b2
i
)γ+ai
√
γ′ y sin(bi(2aiγ +
√
γ′ y) + ci). (3.23)
By (3.1), we have the following result, where the first solution follows from a direct
observation the equations in (1.1) and (1.2).
Theorem 3.1. We have the following solutions of the two-dimensional classical non-
steady boundary layer problem (1.1) and (1.2): (1)
u = y, v = −κx, p = κ, (3.24)
where κ is an arbitrary function of t, x; (2)
u =
γ′x
γ
+ γ0 + γge
γy, (3.25)
v = γ − 2γ
′
γ2
− gt + γ0gx
γg
− γ
′xgx
γ2g
− γ
′y
γ
− gxeγy. (3.26)
and p is given in (3.14), where γ, γ0 are any nonzero functions of t and g is any nonzero
function of t, x; (3)
u =
γ′′x
2γ′
+ γ0 +
1√
γ′
m∑
i=1
die
(a2
i
−b2
i
)γ+ai
√
γ′ y sin(bi(2aiγ +
√
γ′ y) + ci), (3.27)
v = −γ
′′y
2γ′
(3.28)
and p is given in (3.18), where γ, γ0 are any functions of t, and ai, bi, ci, di are real
constants.
Next we consider the case f = ∂y(H
2
y − HHyy) = 0. Again let γ be a function of t.
For a ∈ R, we denote
ϑ0 =
eγy − ae−γy
2
, ϑ1 = sin(γy), (3.29)
ϑˆ0 =
eγy + ae−γy
2
, ϑˆ1 = cos(γy). (3.30)
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Given r ∈ {0, 1}. Assume
H = ϑr. (3.31)
Then
H2y −HHyy = (δ0,ra + δ1,r)γ2. (3.32)
By (3.6),
ξyξyx− ξxξyy = κκx+(κgx+κxg)γϑˆr− (−1)rγ2(fx+κxy)gϑr+(δ0,ra+ δ1,r)γ2ggx. (3.33)
Since
ξyt = κt + (gtγ + gγ
′)ϑˆr − (−1)rγ′γgyϑr, ξyyy = (−1)rγ3ϑˆr, (3.34)
κt + κκx + px ++[γ
′g + γ(gt + κgx + κxg − (−1)rγ2g)]ϑˆr
−(−1)rγ(γ′ + γκx)ygϑr + (δ0,ra + δ1,r)γ2ggx = 0, (3.35)
which is implied by the following equations:
κt + κκx + (δ0,ra+ δ1,r)γ
2ggx + px = 0, γκx + γ
′ = 0, (3.36)
gγ′ + (gt + κgx + κxg − (−1)rγ2g)γ = 0. (3.37)
For convenience of solving the above equations, we assume
γ =
√
β ′ =⇒ γ
′
γ
=
β ′′
2β ′
. (3.38)
So we take
κ =
β ′′x
2β ′
, g =
e(−1)
rβ
β ′
ℑ
(
x√
β ′
)
(3.39)
for some one-variable function ℑ. Moreover,
p =
(β ′′)2 − 2β ′β ′′′
4(β ′)2
x2 − δ0,ra+ δ1,r
2β ′
e(−1)
r2β
[
ℑ
(
x√
β ′
)]2
(3.40)
modulo the transformation in (2.6) and
ξ =
β ′′xy
2β ′
+
e(−1)
rβ
β ′
ℑ
(
x√
β ′
)
ϑr. (3.41)
According to (3.1), we have:
Theorem 3.2. Let β be any nonzero increasing function of t and let ℑ be any one-
variable function. We have the following solutions of the two-dimensional classical non-
steady boundary layer problem (1.1) and (1.2): (1)
u =
β ′′x
2β ′
+
eβ
2
√
β ′
ℑ
(
x√
β ′
)
(e
√
β′ y + ae−
√
β′ y), (3.42)
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v = −β
′′y
2β ′
− e
β
2
√
(β ′)3
ℑ′
(
x√
β ′
)
(e
√
β′ y − ae−
√
β′ y) (3.43)
and p is given in (3.40) with r = 0, where a ∈ R; (2)
u =
β ′′x
2β ′
+
e−β√
β ′
ℑ
(
x√
β ′
)
cos(
√
β ′ y), (3.44)
v = −β
′′y
2β ′
− e
−β√
(β ′)3
ℑ′
(
x√
β ′
)
sin(
√
β ′ y) (3.45)
and p is given in (3.40) with r = 1.
Finally, we look for ξ of the following form:
ξ = κ(t, x)y + g(t, x) + h(t, x)y−1, (3.46)
where κ, g, h are functions of t, x with h 6≡ 0. Then
ξy = κ− hy−2, ξyt = κt − hty−2, ξyx = κx − hxy−2, (3.47)
ξx = κxy + gx + hxy
−1, ξyy = 2hy
−3, ξyyy = −6hy−4. (3.48)
So (3.2) becomes
κt − hty−2 + (κ− hy−2)(κx − hxy−2)− 2hy−3(κxy + gx + hxy−1) + px = −6hy−4, (3.49)
equivalently,
κt + κκx + px − (ht + κhx + 3κxh)y−2 − 2hgxy−3 − hhxy−4 = −6hy−4. (3.50)
Moreover, (3.50) is implied by the following equations:
κt + κκx + px = 0, ht + κhx + 3κxh = 0, (3.51)
g = 0, hx = 6. (3.52)
So h = 6x modulo T4α in (2.5).
According to the second equation in (3.51),
6κ+ 18xκx = 0 =⇒ κ = γx−1/3 (3.53)
for some function γ of t. Thus
ξ = γx−1/3y + 6xy−1. (3.54)
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Moreover, κt = γ
′x−1/3. Thus
px =
γ2
3
x−5/3 − γ′x−1/3 =⇒ p = 3γ
′
2
x2/3 − γ
2
2
x−2/3 (3.55)
by modulo T5β in (2.6) by the first equation in (3.51). Therefore, (3.1) implies:
Theorem 3.3. Let γ be any function of t. We have the following solutions of the
two-dimensional classical non-steady boundary layer problem (1.1) and (1.2):
u = γx−1/3 − 6xy−2, v = γ
3
x−4/3 − 6y−1, p = 3γ
′
2
x2/3 − γ
2
2
x−2/3. (3.56)
4 3-D Uniform Exponential Approach
In this section, we will find certain function-parameter exact solutions with single ex-
ponential function in y for the three-dimensional non-steady boundary layer equations
(1.3)-(1.5).
Solving the second equation in (1.5), we get
u = ξy, w = ηy, v = −(ξx + ηz) (4.1)
for some functions ξ and η in t, x, y, z. Now the equation (1.3) and (1.4) become
ξyt + ξyξyx − (ξx + ηz)ξyy + ηyξyz + 1
ρ
px = νξyyy, (4.2)
ηyt + ξyηyx − (ξx + ηz)ηyy + ηyηyz + 1
ρ
pz = νηyyy . (4.3)
First we assume that ξ and η are of the form:
ξ = f(t, x, z) + κ(t, x, z)y + g(t, x, z)H(t, σ(t, x, z)y), (4.4)
and
η = τ(t, x, z)y + ζ(t, x, z)Φ(t, σ(t, x, z)y), (4.5)
where f, g, κ, σ, τ, ζ are three-variable functions, and H(t, ̟) and Φ(t, ̟) are two variable
functions, where ̟ = σy. Then
ξy = κ+ σgH̟, ηy = τ + σζΦ̟, (4.6)
ξx = fx + κxy + gxH + σxgyH̟, ηz = τzy + ζzΦ+ σzζΦ̟, (4.7)
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ξyx = κx + (σg)xH̟ + σσxgyH̟̟, ηyx = τx + (σζ)xΦ̟ + σσxgyΦ̟̟, (4.8)
ξyz = κz + (σg)zH̟ + σσzgyH̟̟, ηyz = τz + (σζ)zΦ̟ + σσzgyΦ̟̟, (4.9)
ξyy = σ
2gH̟̟, ξyyy = σ
3gH̟̟̟, ηyy = σ
2ζΦ̟̟, ηyyy = σ
3ζΦ̟̟̟. (4.10)
Thus the nonlinear term in (4.2) becomes
ξyξyx − (ξx + ηz)ξyy + ηyξyz = (κ+ σgH̟)(κx + (σg)xH̟ + σσxgyH̟̟)
−σ2gH̟̟(fx + (κx + τz)y + gxH + σxgyH̟ + ζzΦ + σzζyΦ̟)
+(τ + σζΦ̟)(κz + (σg)zH̟ + σσzgyH̟̟)
= κκx + τκz + [(σgκ)x + (σg)zτ ]H̟ + σζκzΦ̟ + σg{[κσx + τσz − σ(κx + τz)]y
−σfx}H̟̟ + σg(σg)xH2̟ − σ2ggxHH̟̟ + σζ(σg)zH̟Φ̟ − σ2gζzH̟̟Φ. (4.11)
Symmetrically, the nonlinear term in (4.3) becomes
ξyηyx − (ξx + ηz)ηyy + ηyηyz
= κτx + ττz + [(σζτ)z + (σζ)xκ]Φ̟ + σgτxH̟ + σζ{[κσx + τσz − σ(κx + τz)]y
−σfx}Φ̟̟ + σζ(σζ)zΦ2̟ − σ2ζζzΦΦ̟̟ + σg(σζ)xH̟Φ̟ − σ2gxζHΦ̟̟. (4.12)
In order to linearize (4.11) and (4.12) with respect to H and Φ, we divide it into ten
cases.
Case 1. H = Φ = e̟.
In this case,
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz + {σgκx + σζκz + (σg)xκ+ (σg)zτ
+σg{[κσx + τσz − σ(κx + τz)]y − σfx}}e̟ + σ[σxg2 + ζ(σg)z − σgζz]e2̟. (4.13)
Moreover,
ξyt = κt + ((σg)t + σσtgy)e
̟, ξyyy = σ
3ge̟. (4.14)
Thus (4.2) becomes
κt + κκx + τκz + {(σg)t + σgκx + σζκz + (σg)xκ+ (σg)zτ + σg{[σt + κσx + τσz
−σ(κx + τz)]y − σfx − νσ2}}e̟ + σ[σxg2 + ζ(σg)z − σgζz]e2̟ + 1
ρ
px = 0. (4.15)
By symmetry, (4.2) and (4.3) are implied by the following system of partial differential
equations:
κt + κκx + τκz +
1
ρ
px = 0, τt + κτx + ττz +
1
ρ
pz = 0, (4.16)
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σt + κσx + τσz − σ(κx + τz) = 0, (4.17)
(σg)t + σgκx + σζκz + (σg)xκ + (σg)zτ − σ2g(fx + νσ) = 0, (4.18)
(σζ)t + σgτx + σζτz + (σζ)xκ + (σζ)zτ − σ2ζ(fx + νσ) = 0, (4.19)
σxg
2 + ζ(σg)z − σgζz = 0, σzζ2 + g(σζ)x − σgxζ = 0. (4.20)
Observe that (4.20) yields
σx + σz
ζ
g
= σ
(
ζ
g
)
z
, σz + σx
g
ζ
= σ
(
g
ζ
)
x
. (4.21)
Thus we take (
ζ
g
)
z
=
(
ζ
g
)(
g
ζ
)
x
=⇒
(
ζ
g
)(
ζ
g
)
z
= −
(
ζ
g
)
x
. (4.22)
Modulo T5α, T6α in (2.17)-(2.20), we take the solutions:
ζ
g
= tan γ,
z
x
, (4.23)
where γ is a function of t. In the first case,
σx + σz tan γ = 0, (4.24)
and we take
σ = eℑ(z cos γ−x sin γ) sec γ (4.25)
for later convenience. In the second case,
xσx + zσz = σ, (4.26)
and we take
σ = xeℑ(x/z)+γ1 , (4.27)
where γ1 is a function of t and ℑ is a one-variable function. Furthermore, σg × (4.19)−
σζ × (4.18) gives
(σζ)tσg − σζ(σg)t + (σg)2τx − (σζ)2κz + (σζ)(σg)(τz − κx)
+[(σζ)xσg − σζ(σg)x]κ + [(σζ)zσg − σζ(σg)z]τ = 0. (4.28)
Multiplying (4.28) by 1/(σg)2, we obtain(
ζ
g
)
t
+ τx −
(
ζ
g
)2
κz +
(
ζ
g
)
(τz − κx) +
(
ζ
g
)
x
κ +
(
ζ
g
)
z
τ = 0. (4.29)
Since pxz = pxz by our convention, (4.16) implies
(κz − τx)t + (κ(κz − τx))x + (τ(κz − τx))z = 0. (4.30)
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Assume ζ/g = tan γ. Denote the moving frame
˜̟ = x cos γ + z sin γ, ˆ̟ = z cos γ − x sin γ. (4.31)
Then
∂ ˜̟ = cos γ ∂x + sin γ ∂z , ∂ ˆ̟ = − sin γ ∂x + cos γ ∂z . (4.32)
Observe that (4.29) becomes
γ′
cos2 γ
+ τx − κz tan2 γ + (τz − κx) tan γ = 0, (4.33)
equivalently,
γ′ + (cos γ ∂x + sin γ ∂z)(τ cos γ − κ sin γ) = 0 ∼ γ′ + ∂ ˜̟ (τ cos γ − κ sin γ) = 0, (4.34)
and so we take
τ cos γ − κ sin γ = −γ′ ˜̟ =⇒ τ = κ tan γ − γ′ ˜̟ sec γ (4.35)
for the convenience of solving the problem. Note
∂t( ˜̟ ) = γ
′ ˆ̟ , ∂t( ˆ̟ ) = −γ′ ˜̟ . (4.36)
Substituting (4.25) and (4.35) into (4.17), we obtain
2γ′ sin γ − 2γ′ cos γ ˜̟ℑ′ − ∂ ˜̟ (κ) = 0, (4.37)
where ℑ is a function of ˆ̟ . Thus we take
κ = 2γ′ ˜̟ sin γ − γ′ ˜̟ 2ℑ′ cos γ + ε(t, ˆ̟ ) (4.38)
for some two-variable function ε(t, ˆ̟ ). Moreover,
τ = −γ′ ˜̟ cos 2γ
cos γ
− γ′ ˜̟ 2ℑ′ sin γ + ε tan γ. (4.39)
Note
κz − τx = −γ′ ˜̟ 2ℑ′′ + ε ˆ̟ sec γ + γ′. (4.40)
Moreover,
(κz − τx)t = −γ′′ ˜̟ 2ℑ′′ − 2(γ′)2 ˜̟ ˆ̟ℑ′′ + (γ′)2 ˜̟ 3ℑ′′′
+ sec γ (ε ˆ̟ t + γ
′ tan γ ε ˆ̟ − γ′ ˜̟ ε ˆ̟ ˆ̟ ) + γ′′, (4.41)
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[κ(κz − τx)]x + [τ(κz − τx)]z = (γ′)2
[
4ℑ′ℑ′′ + ℑ′′′
]
˜̟ 3 − 3(γ′)2 tan γ
×ℑ′′ ˜̟ 2 − γ′[sec γ(2εℑ′ + ε ˆ̟ ) + 2γ′ℑ] ˆ̟ ˜̟ + γ′ tan γ (sec γ ε ˆ̟ + γ′). (4.42)
Since the subcase γ ∈ R is included in Case 3 modulo the transformation in (2.10)-(2.12),
we assume γ′ 6≡ 0. Thus (4.30) is implied by the following system of partial differential
equations:
ℑ′′′ + 2ℑ′ℑ′′ = 0, (γ′′ + 3(γ′)2 tan γ)ℑ′′ = 0, (4.43)
γ′′ + (γ′)2 tan γ + 2γ′ε ˆ̟ sec γ tan γ + ε ˆ̟ t sec γ = 0, (4.44)
[(εℑ′ + ε ˆ̟ ) sec γ + γ′ ˆ̟ℑ′] ˆ̟ = 0. (4.45)
By (4.44), we take
ε = ι( ˆ̟ ) cos2 γ − γ′ ˆ̟ cos γ (4.46)
for some function ι of ˆ̟ . Moreover, (4.45) is implied by
(ℑ′( ˆ̟ )ι( ˆ̟ ) + ι′( ˆ̟ )) ˆ̟ = 0. (4.47)
First,
γ is arbitrary and ι = c1 + d1e
−a ˆ̟ if ℑ = a ˆ̟ + b, (4.48)
where a, b, c1, d1 ∈ R. Assume ℑ′′ 6= 0, we have
ℑ′′′( ˆ̟ ) + 2ℑ′( ˆ̟ )ℑ′′( ˆ̟ ) = 0, γ′′ + 3(γ′)2 tan γ = 0. (4.49)
Thus
ℑ = ln(a ˆ̟ + b), ln sin(a ˆ̟ + b), ln(bea ˆ̟ + b1e−a ˆ̟ ) (4.50)
with a, b, b1 ∈ R and γ is implicitly given by
1 + sin γ
1− sin γ = ce
dt−2 sec γ tan γ, c, d ∈ R. (4.51)
Furthermore,
ι = c1(a ˆ̟ + b) +
d1
a ˆ̟ + b
if ℑ = ln(a ˆ̟ + b), (4.52)
ι = c1 cot(a ˆ̟ + b) + d1 csc(a ˆ̟ + b) if ℑ = ln sin(a ˆ̟ + b), (4.53)
ι = c1
bea ˆ̟ − b1e−a ˆ̟
bea ˆ̟ + b1e−a ˆ̟
+
d1
bea ˆ̟ + b1e−a ˆ̟
if ℑ = ln(bea ˆ̟ + b1e−a ˆ̟ ). (4.54)
According to (4.35), (4.38) and (4.39),
κt + κκx + τκz
= κt + κ∂ ˜̟ (κ) sec γ − γ′ ˜̟ κz sec γ
= 2(γ′′ sin γ + (γ′)2 cos γ) ˜̟ + 2(γ′)2 ˆ̟ sin γ + εt − γ′ ˜̟ ε ˆ̟
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+((γ′)2 sin γ − γ′′ cos γ) ˜̟ 2ℑ′ − 2(γ′)2 ˆ̟ ˜̟ℑ′ cos γ + (γ′)2 ˜̟ 3ℑ′′ cos γ
+(2γ′ ˜̟ sin γ − γ′ ˜̟ 2ℑ′ cos γ + ε)(2γ′ tan γ − 2γ′ ˜̟ℑ′)
−γ′ ˜̟ (2γ′ sin2 γ sec γ − γ′(2 ˜̟ℑ′ sin γ + ˜̟ 2ℑ′′ cos γ) + ε ˆ̟ )
= 2(γ′)2 ˜̟ 3(ℑ′′ + (ℑ′)2) cos γ − (3(γ′)2 sin γ + γ′′ cos γ) ˜̟ 2ℑ′ + εt + 2γ′(ε tan γ
+γ′ ˆ̟ sin γ) + 2(γ′′ sin γ + (γ′)2 sec γ − γ′(γ′ ˆ̟ℑ′ cos γ + ε ˆ̟ + ℑ′ε)) ˜̟ , (4.55)
τt + κτx + ττz
= τt + κ∂ ˜̟ (τ) sec γ − γ′ ˜̟ τz sec γ
=
(
4(γ′)2 sin γ − (γ′)2 cos 2γ sin γ
cos2 γ
− γ′′ cos 2γ
cos γ
)
˜̟ − (γ′)2 cos 2γ
cos γ
ˆ̟ − 2(γ′)2 ˆ̟ ˜̟ℑ′ sin γ
−(γ′′ sin γ + (γ′)2 cos γ) ˜̟ 2ℑ′ + (γ′)2 ˜̟ 3ℑ′′ sin γ + γ′ sec2 γ ε+ (εt − γ′ ˜̟ ε ˆ̟ ) tan γ
−γ′(2γ′ ˜̟ sin γ − γ′ ˜̟ 2ℑ′ cos γ + ε)
(
cos 2γ
cos2 γ
+ 2 ˜̟ℑ′ tan γ
)
+ γ′ ˜̟ [γ′ cos 2γ tan γ
+γ′ ˜̟ (2ℑ′ sin2 γ + ˜̟ℑ′′ sin γ cos γ)− ε ˆ̟ sin γ] sec γ
= 2(γ′)2 ˜̟ 3(ℑ′′ + (ℑ′)2) sin γ − (3(γ′)2 sin γ + γ′′ cos γ) ˜̟ 2ℑ′ tan γ
+2γ′(γ′ sec γ − (γ′ ˆ̟ℑ′ cos γ + ε ˆ̟ + ℑ′ε)) ˜̟ tan γ
−cos 2γ
cos γ
(γ′′ ˜̟ + (γ′)2 ˆ̟ ) + (εt + 2ε tan γ) tan γ. (4.56)
Note
ℑ′′ + (ℑ′)2 = bˆ =


a2 in Cases (4.48) and (4.54),
0 in Case (4.52),
−a2 in Case (4.53),
(4.57)
γ′ ˆ̟ℑ′ cos γ + ε ˆ̟ + ℑ′ε = ι′ + ℑ′ι = cˆ =


ac1 in Cases (4.48) and (4.54),
2ac1 in Cases (4.52),
−ac1 in Case (4.53),
(4.58)
and
εt + 2ε tan γ = (γ
′)2 ˜̟ cos γ − ((γ′)2 sin γ + γ′′ cos γ) ˆ̟ (4.59)
by (4.46). Moreover,
2 ˜̟ sin γ − ˆ̟ cos γ = 3x sin γ cos γ + z(3 sin2 γ − 1), (4.60)
−cos 2γ
cos γ
˜̟ − ˆ̟ sin γ = x(3 sin2 γ − 1) + z(1− 3 cos2 γ) tan γ, (4.61)
−cos 2γ
cos γ
− sin γ tan γ = − cos γ. (4.62)
By (4.16), (4.43) and (4.56)-(4.63), we have:
p = ρ{3(γ
′)2 tan γ + γ′′
3
˜̟ 3ℑ′ + (γ
′)2[ ˆ̟ 2 − (bˆ ˜̟ 2 + 1) ˜̟ 2]
2
+ γ′ ˜̟ 2(cˆ− γ sec γ) sec γ
+γ′′
(
xz(1 − 3 sin2 γ)− 3x
2 sin 2γ
4
+
z2(3 cos2 γ − 1) tan γ
2
)
} (4.63)
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modulo the transformation in (1.26).
Modulo the transformation given in (2.22) and (2.23), we take
g = σ−1 = cos γ e−ℑ( ˆ̟ ) (4.64)
by (4.25). According to (4.18), (4.23) and (4.38), we have
fx = 2γ
′e−ℑ(sin γ − ˜̟ℑ′ cos γ)− νeℑ sec γ. (4.65)
Furthermore,
ξ = f + (2γ′ ˜̟ sin γ − γ′ ˜̟ 2ℑ′ cos γ + ε)y + cos γ exp(eℑy sec γ − ℑ), (4.66)
η =
(
ε tanγ − γ′ cos 2γ
cos γ
˜̟ − γ′ ˜̟ 2ℑ′ sin γ
)
y + sin γ exp(sec γ eℑy − ℑ). (4.67)
By (4.1), we have the following theorem.
Theorem 4.1. In terms of the notations in (4.31), we have the following solutions
of the three-dimensional classical non-steady boundary layer equations (1.3), (1.4) and
(1.5):
u = 2γ′ ˜̟ sin γ − γ′ ˜̟ 2ℑ′ cos γ + ε+ exp(eℑy sec γ), (4.68)
w = ε tanγ − γ′ cos 2γ
cos γ
˜̟ − γ′ ˜̟ 2ℑ′ sin γ + tan γ exp(eℑy sec γ), (4.69)
v = 2γ′e−ℑ(cos γ ˜̟ℑ′ − sin γ) + νeℑ sec γ + γ′(2 ˜̟ℑ′ − tan γ)y (4.70)
and p is given in (4.63), where (1)(4.48) is taken and ε is given (4.46); (2) γ is implicitly
determined by (4.51), (4.52)-(4.54) are taken and ε is given (4.46).
Next we consider the case ζ/g = z/x. Recall that we have already determined σ in
(4.27). Now (4.29) becomes
x2τx − z2κz + xz(τz − κx)− zκ + xτ = 0. (4.71)
equivalently,
(x∂x + z∂z + 1)
(
τ − z
x
κ
)
= 0. (4.72)
Thus
τ =
z
x
κ+ x−1ε(t, x/z) (4.73)
for some two-variable function ε. Denote
ˆ̟ =
x
z
. (4.74)
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Substituting (4.27) into (4.17), we get
xγ′1 + κ(1 + ˆ̟ℑ′)− τ ˆ̟ 2ℑ′ − x(κx + τz) = 0. (4.75)
By (4.73), it changes to
xκx + zκz = xγ
′
1 + x
−1 ˆ̟ 2(ε ˆ̟ − εℑ′). (4.76)
Thus
κ = xγ′1 + x
−1 ˆ̟ 2(εℑ′ − ε ˆ̟ ) + ˆ̟√
1 + ˆ̟ 2
ϑ(t, ˆ̟ ), (4.77)
where ϑ is another two-variable function and the last terms is so written for later conve-
nience. Moreover,
τ = zγ′1 + x
−1 ˆ̟ (εℑ′ − ε ˆ̟ ) + ϑ√
1 + ˆ̟ 2
+ x−1ε. (4.78)
For convenience of solving the problem, we denote
φ(t, ˆ̟ ) = ˆ̟ 2(εℑ′ − ε ˆ̟ ), ψ(t, ˆ̟ ) = ˆ̟ −2φ+ ˆ̟ −1ε. (4.79)
So
κ = xγ′1 + x
−1φ+
ˆ̟ ϑ√
1 + ˆ̟ 2
, τ = zγ′1 + z
−1ψ +
ϑ√
1 + ˆ̟ 2
. (4.80)
Observe that
κz = −x−2 ˆ̟ 2φ ˆ̟ − x−1
(
ˆ̟ 2(ϑ+ ˆ̟ ϑ ˆ̟ )√
1 + ˆ̟ 2
− ˆ̟
4ϑ√
(1 + ˆ̟ 2)3
)
, (4.81)
τx = x
−2 ˆ̟ 2ψ ˆ̟ + x
−1
(
ˆ̟ ϑ ˆ̟√
1 + ˆ̟ 2
− ˆ̟
2ϑ√
(1 + ˆ̟ 2)3
)
. (4.82)
Thus
τx − κz = x−2 ˆ̟ 2(ψ + φ) ˆ̟ + x−1 ˆ̟
√
1 + ˆ̟ 2 ϑ ˆ̟ (4.83)
and
(τx − κz)t = x−2 ˆ̟ 2(ψ + φ)t ˆ̟ + x−1 ˆ̟
√
1 + ˆ̟ 2 ϑt ˆ̟ . (4.84)
Moreover,
κ(τx − κz) = x−3 ˆ̟ 2φ(ψ + ψ) ˆ̟ + x−2
[
ˆ̟ 3ϑ√
1 + ˆ̟ 2
(ψ + φ) ˆ̟ + ˆ̟
√
1 + ˆ̟ 2 φϑ ˆ̟
]
+x−1 ˆ̟ 2[γ′1(ψ + φ) ˆ̟ + ϑϑ ˆ̟ ] + γ
′
1 ˆ̟
√
1 + ˆ̟ 2 ϑ ˆ̟ (4.85)
and
τ(τx − κz) = x−3 ˆ̟ 3ψ(ψ + ψ) ˆ̟ + x−2
[
ˆ̟ 2ϑ√
1 + ˆ̟ 2
(ψ + φ) ˆ̟ + ˆ̟
2
√
1 + ˆ̟ 2 ψϑ ˆ̟
]
+x−1 ˆ̟ [γ′1(ψ + φ) ˆ̟ + ϑϑ ˆ̟ ] + γ
′
1
√
1 + ˆ̟ 2 ϑ ˆ̟ . (4.86)
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Observe that
[κ(τx − κz)]x = x−4 ˆ̟ 2( ˆ̟ ∂ ˆ̟ − 1)(φ(ψ + ψ) ˆ̟ ) + x−1γ′1 ˆ̟ (1 + ˆ̟ ∂ ˆ̟ )(
√
1 + ˆ̟ 2ϑ ˆ̟ )
+x−3
[
ˆ̟ 3(1 + ˆ̟ ∂ ˆ̟ )
(
ϑ√
1 + ˆ̟ 2
(ψ + φ) ˆ̟
)
+ ˆ̟ ( ˆ̟ ∂ ˆ̟ − 1)(
√
1 + ˆ̟ 2φϑ ˆ̟ )
]
+x−2 ˆ̟ 2(1 + ˆ̟ ∂ ˆ̟ )[γ
′
1(ψ + φ) ˆ̟ + ϑϑ ˆ̟ ] (4.87)
and
[τ(τx − κz)]z = −x−4 ˆ̟ 4( ˆ̟ ∂ ˆ̟ + 3)(ψ(ψ + ψ) ˆ̟ )− x−1γ′1 ˆ̟ 2∂ ˆ̟ (
√
1 + ˆ̟ 2ϑ ˆ̟ )
−x−3 ˆ̟ 3( ˆ̟ ∂ ˆ̟ + 2)
[
ϑ√
1 + ˆ̟ 2
(ψ + φ) ˆ̟ +
√
1 + ˆ̟ 2ψϑ ˆ̟
]
−x−2 ˆ̟ 2( ˆ̟ ∂ ˆ̟ + 1)[γ′1(ψ + φ) ˆ̟ + ϑϑ ˆ̟ ]. (4.88)
By (4.84), (4.87) and (4.88), (4.30) is equivalent to the following system of partial differ-
ential equations:
( ˆ̟ ∂ ˆ̟ − 1)(φ(ψ + ψ) ˆ̟ ) = ˆ̟ 2( ˆ̟ ∂ ˆ̟ + 3)(ψ(ψ + ψ) ˆ̟ ), (4.89)
( ˆ̟ ∂ ˆ̟ −1)(
√
1 + ˆ̟ 2φϑ ˆ̟ )− ˆ̟ 2( ˆ̟ ∂ ˆ̟ +2)(
√
1 + ˆ̟ 2ψϑ ˆ̟ )− ˆ̟
2ϑ√
1 + ˆ̟ 2
(ψ+φ) ˆ̟ = 0, (4.90)
ϑt ˆ̟ + γ
′
1ϑ ˆ̟ = 0, (ψ + φ)t ˆ̟ = 0. (4.91)
According to (4.91),
ϑ = α(t) + e−γ1ι1( ˆ̟ ), ψ + φ = β1(t) + ι( ˆ̟ ), (4.92)
where α, β1, ι1 and ι are arbitrary one-variable functions. Write (4.89) as
ˆ̟ ∂ ˆ̟ [ι
′(φ− ˆ̟ 2ψ)] = ι′(φ+ ˆ̟ 2ψ). (4.93)
Moreover, (4.90) is equivalent to
ˆ̟ (1 + ˆ̟ 2)∂ ˆ̟ [ι
′
1(φ− ˆ̟ 2ψ)]− ι′1(φ+ ˆ̟ 4ψ)− ˆ̟ 2(αeγ1 + ι1)ι′ = 0. (4.94)
On the other hand, the first equation in (4.79) yields
ε = eℑ( ˆ̟ )εˆ(t, ˆ̟ ), φ = ˆ̟ 2eℑ( ˆ̟ )εˆ ˆ̟ (t, ˆ̟ ), (4.95)
where εˆ is a function of t and ˆ̟ . According the second equation in (4.79) and (4.92),
φ+ ˆ̟ −2φ+ ˆ̟ −1ε = β1 + ι =⇒ eℑ[(1 + ˆ̟ 2)εˆ ˆ̟ + ˆ̟ −1εˆ] = β1 + ι. (4.96)
Thus
εˆ =
√
1 + ˆ̟ 2
ˆ̟
[
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟ +
∫
ˆ̟ ιe−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
]
(4.97)
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for some function β of t. Thus
φ =
(β1 + ι) ˆ̟
2
1 + ˆ̟ 2
− e
ℑ
√
1 + ˆ̟ 2
[
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟ +
∫
ˆ̟ ιe−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
]
. (4.98)
Note
ˆ̟ ∂ ˆ̟ [ι
′(φ− ˆ̟ 2ψ)] = ˆ̟ ∂ ˆ̟ [ι′((1 + ˆ̟ 2)φ− (β1 + ι) ˆ̟ 2)]
= − ˆ̟ ∂ ˆ̟
{
eℑ
√
1 + ˆ̟ 2ι′
[
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟ +
∫
ˆ̟ ιe−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
]}
= − ˆ̟ ∂ ˆ̟ [eℑ
√
1 + ˆ̟ 2ι′]
[
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟ +
∫
ˆ̟ ιe−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
]
−(β1 + ι)ι
′ ˆ̟ 2
1 + ˆ̟ 2
, (4.99)
ι′(φ+ ˆ̟ 2ψ) = ι′((1− ˆ̟ 2)φ+ (β1 + ι) ˆ̟ 2) = 2(β1 + ι)ι
′ ˆ̟ 2
1 + ˆ̟ 2
−ι
′(1− ˆ̟ 2)eℑ√
1 + ˆ̟ 2
[
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟ +
∫
ˆ̟ ιe−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
]
. (4.100)
Thus (4.93) forces us to take ι′ = 0. Replacing β1 by β1 + ι, we have ι = 0, and (4.93)
naturally holds. Similarly, (4.94) yields ι1 = 0, and (4.94) naturally holds.
According to (4.92), (4.95) and (4.98),
ϑ = α, φ = β1 − ψ = β1 ˆ̟
2
1 + ˆ̟ 2
− e
ℑ
√
1 + ˆ̟ 2
(
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
. (4.101)
By (4.80),
κ = xγ′1 + β1x
−1
(
ˆ̟ 2
1 + ˆ̟ 2
− e
ℑ
√
1 + ˆ̟ 2
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
+
α ˆ̟ − βx−1eℑ√
1 + ˆ̟ 2
, (4.102)
τ = zγ′1 + β1z
−1
(
1
1 + ˆ̟ 2
+
eℑ√
1 + ˆ̟ 2
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
+
α + βz−1eℑ√
1 + ˆ̟ 2
. (4.103)
Modulo the transformation in (2.22) and (2.23), we take g = σ−1. According to (4.18),
(4.27) and (4.101),
fx = σ
−1(γ1 − x−2φ)− νσ = x−1e−ℑ−γ1
(
γ′1 −
β1
x2 + z2
)
− νxeℑ+γ1
+
x−3e−γ1√
1 + ˆ̟ 2
(
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
. (4.104)
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According (4.83), κz = τx. Hence (4.16) gives
p =
ρ
2
(β ′1 ln(x
2 + z2)− κ2 − τ 2 − γ′1′(x2 + z2))− α′ρ
√
x2 + z2
+ρ
∫
ˆ̟ −1eℑ√
1 + ˆ̟ 2
(
β ′ + β ′1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
d ˆ̟ . (4.105)
Recall ξ = f + κy + geσy and η = τy + ζeσy. By (4.1), (4.27), (4.102) and (4.103), we
have the following second theorem in this section.
Theorem 4.2. Let ˆ̟ = x/z. Suppose that α, β, β1, γ1 are arbitrary functions of t and
ℑ is any function of ˆ̟ . We have the following solutions of the three-dimensional classical
non-steady boundary layer equations (1.3), (1.4) and (1.5):
u = xγ′1 + β1x
−1
(
ˆ̟ 2
1 + ˆ̟ 2
− e
ℑ
√
1 + ˆ̟ 2
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
+
α ˆ̟ − βx−1eℑ√
1 + ˆ̟ 2
+ exp
(
xyeℑ+γ1
)
, (4.106)
w = zγ′1 + β1z
−1
(
1
1 + ˆ̟ 2
+
eℑ√
1 + ˆ̟ 2
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
+
α + βz−1eℑ√
1 + ˆ̟ 2
+
z
x
exp
(
xyeℑ+γ1
)
, (4.107)
v =
eℑ√
1 + ˆ̟ 2
(
(x2 + z2)ℑ′y
xz3
− y
x2
− e
−ℑ−γ1
x3
)(
β + β1
∫
ˆ̟ e−ℑ√
(1 + ˆ̟ 2)3
d ˆ̟
)
+ νxeℑ+γ1
−γ
′
1e
−ℑ−γ1
x
+
β1(xy + e
−ℑ−γ1)
x(x2 + z2)
−
(
2γ′1 +
α√
x2 + z2
)
y − y
x
exp
(
xyeℑ+γ1
)
(4.108)
and p is given in (4.105) with κ in (4.102) and τ in (4.103).
5 3-D Distinct Exponential Approach
In this section, we will find certain function-parameter exact solutions with two distinct
exponential functions in y for the three-dimensional non-steady boundary layer equations
(1.3)-(1.5).
We use the settings in (4.1)-(4.12) and continue our case-by-case approach.
Case 2. H = Φ−1 = e̟.
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In this case,
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz − σζ(σg)z − σ2gζz − σζκze−̟ + (σg(σg)x
−σ2ggx)e2̟ + {(σgκ)x + (σg)zτ + σg[(κσx + τσz − σ(κx + τz))y − σfx]}e̟ (5.1)
by (4.11) and
ξyηyx − (ξx + ηz)ηyy + ηyηyz
= κτx + ττz − σg(σζ)x − σ2gxζ + σgτxe̟ + (σζ(σζ)z − σ2ζζz)e−2̟
+{−(σζτ)z − (σζ)xκ + σζ [(κσx + τσz − σ(κx + τz))y − σfx]}e−̟ (5.2)
by (4.12), where we treat ̟ = σy. Moreover, (4.14) holds and
ηyt = τt + (σσtζy − (σζ)t)e−̟, ηyyy = −σ3ζe−̟. (5.3)
Thus (4.2) and (4.3) are implied by the following system of partial differential equations:
κt + κκx + τκz − σζ(σg)z − σ2gζz + 1
ρ
px = 0, (5.4)
τt + κτx + ττz − σg(σζ)x − σ2gxζ + 1
ρ
pz = 0, (5.5)
κz = 0, τx = 0, (5.6)
σx = 0, σz = 0, (5.7)
σt + κσx + τσz − σ(κx + τz) = 0, (5.8)
(σg)t + (σgκ)x + (σg)zτ − σ2g(fx + νσ) = 0, (5.9)
(σζ)t + (σζτ)z + (σζ)xκ + σ
2ζ(fx − νσ) = 0. (5.10)
According to (5.7),
σ = γ(t) (5.11)
for some nonzero function γ of t. Moreover, (5.8) can written as
κx + τz =
γ′
γ
. (5.12)
By (5.6) and (2.17)-(2.20), we take
κ =
γ′ − α′γ
γ
x, τ = α′z, (5.13)
where α is a function of t. Modulo the transformation in (2.22) and (2.23), we take
g = γ−1, and (5.9) becomes
fx =
γ′ − α′γ
γ2
− νγ. (5.14)
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Substituting (5.11) and (5.14) into (5.10), we get
2(γ′ − νγ3)ζ + γζt + α′γzζz + (γ′ − α′γ)xζx = 0. (5.15)
Thus
ζ =
e2ν
R
γ2dt
γ2
φ(eαx/γ, e−αz). (5.16)
On the other hand, (5.4)-(5.6), (5.11) and (5.13) say that the compatibility pxz = pzx
in (5.4) and (5.5) is implied by
(ζ)xx = (ζ)zz. (5.17)
Let ǫ = ±1. The above two equations imply
γ = ǫe2α, ζ = exp
(
2ν
∫
e4αdt− 4α
)
[ℑ(e−α(x+ z)) + ι(e−α(x− z))], (5.18)
where ℑ and ι are arbitrary one-variable functions. Moreover, (5.4) and (5.5) yield
p =
ρ
2
{ǫ exp
(
2ν
∫
e4αdt− 2α
)
[ℑ(e−α(x+ z))− ι(e−α(x− z))]
−(α′′ + (α′)2)(x2 + z2)} (5.19)
modulo the transformation in (2.21).
By (4.1), we have the following theorem.
Theorem 5.1. Let ℑ, ι be one-variable functions and let α be function of t. Suppose
ǫ = ±1. We have the following solutions of the three-dimensional classical non-steady
boundary layer equations (1.3), (1.4) and (1.5):
u = α′x+ exp(ǫe2αy), (5.20)
w = α′z − ǫ exp
(
−ǫe2αy + 2ν
∫
e4αdt− 2α
)
[ℑ(e−α(x+ z)) + ι(e−α(x− z))], (5.21)
v = ǫ(νe2α − α′e2α)− 2α′y − exp
(
−ǫe2αy + 2ν
∫
e4αdt− 5α
)
×[ℑ′(e−α(x+ z))− ι′(e−α(x− z))] (5.22)
and p is given in (5.19).
Case 3. H = e̟ and Φ = 0 = ζ .
As in the earlier cases, we take σg = 1. Then
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz + σxσ−1e2̟
+{κx + [(κσx + τσz − σ(κx + τz))y − σfx]}e̟. (5.23)
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by (4.11) and
ξyηyx − (ξx + ηz)ηyy + ηyηyz = κτx + ττz + σgτxe̟. (5.24)
by (4.12). Thus (4.2) and (4.3) are implied by the following system of partial differential
equations: (4.16),
σx = 0 = τx, σt + τσz − σ(κx + τz) = 0, κx = σ(fx + νσ). (5.25)
We write
σ = eς(t,z), τ = ε(t, z) (5.26)
for some functions ς and ε of t and z. The second equation in (5.25) yields
κx = ςt + εςz − εz = ψ(t, z) is a function of t, z =⇒ κ = φ(t, z) + ψ(t, z)x (5.27)
for some function φ of t and z. The compatibility pxz = pzx in (4.16) is equivalent to
∂z(κt + κκx + τκz) = 0. (5.28)
Note
κκx + τκz = φt + ψtx+ ψφ+ ψ
2x+ εφz + εψzx. (5.29)
For simplicity of solving (5.28) for φ, ψ and (5.27) for ς, we assume
φt + ψφ+ εφz = 0, ψt + ψ
2 + εψz = 0, ε = −α
′(t)
ι′(z)
(5.30)
for some functions α of t and ι of z. Thus
ψ =
1
t+ ℑ(α + ι) , φ =
ℑ1(α+ ι)
t + ℑ(α+ ι) , ς = lnℑ2(α+ ι)(t+ℑ(α+ ι))− ln ι
′ (5.31)
for some one-variable functions ℑ,ℑ1,ℑ2. Hence
κ =
x+ ℑ1(α + ι)
t + ℑ(α+ ι) , τ = −
α′
ι′
, (5.32)
σ =
ℑ2(α+ ι)(t + ℑ(α + ι))
ι′
, g =
ι′
ℑ2(α + ι)(t+ ℑ(α + ι)) , (5.33)
p =
ρ
2
(
2α′′
∫
dz
ι′
−
(
α′
ι′
)2)
(5.34)
modulo the transformation in (2.21). Furthermore, the last equation in (5.25) yields
fx =
ι′
ℑ2(α + ι)(t+ ℑ(α + ι))2 −
ν
ι′
ℑ2(α+ ι)(t + ℑ(α + ι)). (5.35)
Recall ξ = f + κy + geσy and η = τy. By (4.1), we obtain the following theorem:
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Theorem 5.2. Let ι be any function of z and let α be any function of t. Suppose that
ℑ, ℑ1 and ℑ2 are arbitrary one-variable functions. We have the following solutions of the
three-dimensional classical non-steady boundary layer equations (1.3), (1.4) and (1.5):
u =
x+ ℑ1(α + ι)
t+ ℑ(α + ι) + exp[y(ι
′)−1ℑ2(α + ι)(t + ℑ(α+ ι))], w = −α
′
ι′
, (5.36)
v =
ν
ι′
ℑ2(α+ ι)(t + ℑ(α + ι))− ι
′
ℑ2(α + ι)(t + ℑ(α + ι))2 −
y
t+ ℑ(α + ι) (5.37)
and p is given in (5.34).
Case 4. H = e̟ and Φ = eγ̟ for a function γ of t.
Again we assume σg = 1. In this case,
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz + γσζκzeγ̟ − σζze(1+γ)̟
+{κx + [(κσx + τσz − σ(κx + τz))y − σfx]}e̟ + σxge2̟. (5.38)
by (4.11) and
ξyηyx − (ξx + ηz)ηyy + ηyηyz = κτx + ττz + σgτxe̟
+γ{(σζτ)z + (σζ)xκ + γσζ [(κσx + τσz − σ(κx + τz))y − σfx]}eγ̟
+γ2σσzζ
2e2γ̟ + γσ(g(σζ)x − γσgxζ)e(1+γ)̟. (5.39)
by (4.12). Moreover, we have (4.14) and
ηyt = τt + ((γσζ)t + γσσtζy)e
γ̟, ηyyy = (γσ)
3ζeγ̟. (5.40)
Thus (4.2) and (4.3) are implied by the following system of partial differential equations:
(4.16),
κz = ζx = ζz = σz = σx = τx = 0, (5.41)
σt − σ(κx + τz) = 0, κx = σ(fx + νσ) (5.42)
(γσζ)t + γσζτz = γ
2σ2ζ(fx + νγσ). (5.43)
According to (5.41) and (5.42),
σ = β, κ = α′x, τ =
(β ′ − α′β)z
β
(5.44)
modulo the transformations in (2.17)-(2.20), where α and β are arbitrary function of t.
Moreover,
fx =
α′
β
− νβ. (5.45)
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Then (5.43) becomes
(ln γβζ)t +
β ′ − α′β
β
= γ(α′ + ν(γ − 1)β2). (5.46)
So
ζ =
1
γβ2
eα+
R
γ(α′+ν(γ−1)β2)dt. (5.47)
Now
p = −ρ
2
[(α′′ + (α′)2)x2 + (β ′′ − 2α′β ′ + ((α′)2 − α′′)β)β−1z2] (5.48)
modulo the transformation in (2.21). Moreover,
ξ = f + α′xy +
1
β
eβy, (5.49)
η =
(β ′ − α′β)yz
β
+
1
γβ2
eα+βγy+
R
γ(α′+ν(γ−1)β2)dt. (5.50)
By (4.1), we have the following theorem.
Theorem 5.3. Let α, β and γ be any functions of t. We have the following solutions
of the three-dimensional classical non-steady boundary layer equations (1.3), (1.4) and
(1.5):
u = α′x+ eβy, v = νβ − α
′
β
− β
′
β
y, (5.51)
w =
(β ′ − α′β)z
β
+
1
β
eα+βγy+
R
γ(α′+ν(γ−1)β2)dt (5.52)
and p is given in (5.48).
6 3-D Trigonometric and Hyperbolic Approach
In this section, we will find certain function-parameter exact solutions with trigonometric
and hyperbolic-type functions in y for the three-dimensional non-steady boundary layer
equations (1.3)-(1.5).
We start with the general approach given in (4.1)-(4.12) and continue the case-by-case
process. Again we use the notion ̟ = σ(t, x, z)y. For a ∈ R, we denote
ϑ0 =
e̟ − ae−̟
2
, ϑˆ0 =
e̟ + ae−̟
2
, (6.1)
ϑ1 = sin̟, ϑˆ1 = cos̟. (6.2)
Case 5. H = ϑr with r = 0, 1, and ζ = 0 = Φ.
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Note
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz + (aδ0,r + δ1,r)σ2ggx + [(σgκ)x + (σg)zτ ]ϑˆr
−(−1)rσg{[κσx + τσz − σ(κx + τz)]y − σfx}ϑr + σσxg2ϑˆ2r (6.3)
by (4.11) and
ξyηyx − (ξx + ηz)ηyy + ηyηyz = κτx + ττz + σgτxϑˆr (6.4)
by (4.12). Moreover,
ξyt = κt + (σg)tϑˆr − (−1)rσσtgyϑr, ξyyy = (−1)rσ3gϑˆr, ηyt = τt, ηyyy = 0 (6.5)
by (4.4) and (4.5). Thus (4.2) and (4.3) are implied by the following system of partial
differential equations:
τx = σx = fx = 0, (6.6)
κt + κκx + τκz + (aδ0,r + δ1,r)σ
2ggx +
1
ρ
px = 0, τt + ττz +
1
ρ
pz = 0, (6.7)
(σg)t + (σgκ)x + (σg)zτ − (−1)rνσ3g = 0, (6.8)
σt + τσz − σ(κx + τz) = 0. (6.9)
We take f = 0 by (6.6). Let α be a function of t and let ι be a function of z. Denote
ˆ̟ = α− ι, ˜̟ = x√
α′
. (6.10)
In order to solve (6.9), we first assume
τ =
α′
ι′
, κ =
α′′
2α′
x. (6.11)
Then
σ =
√
α′ℑ( ˆ̟ )
ι′
(6.12)
for some one-variable function ℑ. Multiplying (6.8) by 2σg, we obtain
[(σg)2]t + κ[(σg)
2]x + τ [(σg)
2]z + 2(κx − (−1)rνσ2)(σg)2 = 0. (6.13)
So
(σg)2 =
1
α′
ς( ˆ̟ , ˜̟ ) exp
(
(−1)r2νℑ2
∫
dz
(ι′)2
)
(6.14)
for some two-variable function ς. By the compatibility pxz = pzx, ∂x∂z(σg)
2 = 0. Hence
we take
g =
ι′ϕ( ˆ̟ )
α′ℑ( ˆ̟ ) exp
(
(−1)r2ν(ℑ( ˆ̟ ))2
∫
dz
(ι′)2
)
, (6.13)
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where ϕ is a one-variable function. According to (6.5) and (6.9),
p = −ρ
2
(
2α′α′′
′ − (α′′)2
4(α′)2
x2 +
(α′)2
(ι′)2
+ α′′
∫
dz
ι′
)
(6.14)
modulo the transformation in (2.21).
Recall ξ = κy + gH(̟) and η = τy. By (4.1), we have the following theorem.
Theorem 6.1. Let ι be any function of z and let α be an arbitrary function of t.
Suppose that ℑ, ϕ are any functions of ˆ̟ = α − ι and a ∈ R. We have the following
solutions of the three-dimensional classical non-steady boundary layer equations (1.3),
(1.4) and (1.5):
w =
α′
ι′
, v =
α′ι′′y
(ι′)2
− α
′′
2α′
y, (6.15)
p is given in (6.14), and
u =
α′′
2α′
x+
ϕ
2
√
α′
[
exp
(
2νℑ2
∫
dz
(ι′)2
)]
×
[
exp
(√
α′ℑy
ι′
)
+ a exp
(
−
√
α′ℑy
ι′
)]
(6.16)
or
u =
α′′
2α′
x− ϕ√
α′
[
exp
(
−2νℑ2
∫
dz
(ι′)2
)]
cos
(√
α′ℑy
ι′
)
. (6.17)
Suppose
κ = α′(t)x, τ = β ′(t)z, σ = eα+β (6.18)
for some functions α and β of t. Equation (6.9) naturally holds. By the compatibility
pxz = pzx in (6.7), we take
(σg)2 = ε(t, z)− ς(t, x) (6.19)
for some two-variable functions ε and ς. Now (6.13) is implied by the system of the
following equations:
εt+β
′zεz+2(α
′−(−1)rνe2(α+β))ε = 0, ςt+α′xςx+2(α′−(−1)rνe2(α+β))ς = 0. (6.20)
Thus
ε = ℑ(ze−β) exp
(
−2α + (−1)r2ν
∫
e2(α+β)dt
)
(6.21)
and
ς = ι(xe−α) exp
(
−2α + (−1)r2ν
∫
e2(α+β)dt
)
, (6.22)
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where ι and ℑ are arbitrary one-variable functions. Hence
g =
√
ℑ(ze−β)− ι(xe−α) exp
(
−β − 2α+ (−1)rν
∫
e2(α+β)dt
)
(6.23)
and
p =
ρ
2
[(aδ0,r + δ1,r)ι(xe
−α) exp
(
(−1)r2ν
∫
e2(α+β)dt− 2α
)
−(α′′ + (α′)2)x2 − (β ′′ + (β ′)2)z2] (6.24)
modulo the transformation in (2.21).
Recall ξ = κy + gH(̟) and η = τy. By (4.1), we have the following theorem.
Theorem 6.2. Let ι,ℑ be any one-variable functions and let α, β be any functions of
t. We have the following solutions of the three-dimensional classical non-steady boundary
layer equations (1.3), (1.4) and (1.5): (1) w = β ′z,
u = α′x+
√
ℑ(ze−β)− ι(xe−α) exp
(
−α − ν
∫
e2(α+β)dt
)
cos(eα+βy), (6.25)
v =
e−αι′(xe−α)
2
√ℑ(ze−β)− ι(xe−α) exp
(
−β − 2α− ν
∫
e2(α+β)dt
)
× sin(eα+βy)− (α′ + β ′)y (6.26)
and p is given in (6.24) with r = 1; (2) w = β ′z,
u = α′x+
1
2
√
ℑ(ze−β)− ι(xe−α)
[
exp
(
−α + ν
∫
e2(α+β)dt
)]
× [exp(eα+βy) + a exp(−eα+βy)] (6.27)
v =
e−αι′(xe−α)
4
√ℑ(ze−β)− ι(xe−α)
[
exp
(
−β − 2α + ν
∫
e2(α+β)dt
)]
× [exp(eα+βy)− a exp(−eα+βy)]− (α′ + β ′)y (6.28)
for a ∈ R, and p is given in (6.24) with r = 0.
Case 6. H = Φ = ϑr in (6.1) and (6.2), and σ = e
α(t) for some function α of t.
Note ̟ = eαy in this case. Moreover,
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz − (−1)re2αg[(κx + τz)y + fx]ϑr
+eα[(gκ)x + gzτ + ζκz]ϑˆr + (aδ0,r + δ1,r)e
2αg(gx + ζz) + e
2α(ζgz − gζz)ϑˆ2r (6.29)
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by (4.11) and
ξyt = κt + (α
′g + gt)e
αϑˆr + (−1)rα′e2αgyϑr, ξyyy = (−1)re3αgϑˆr. (6.30)
By symmetry, (4.2) and (4.3) are implied by the following system of partial differential
equations: fx = 0,
α′ − κx − τz = 0, (6.31)
ζgz − gζz = 0, gζx − gxζ = 0. (6.32)
κt + κκx + τκz + (aδ0,r + δ1,r)e
2αg(gx + ζz) +
1
ρ
px = 0, (6.33)
τt + κτx + ττz + (aδ0,r + δ1,r)e
2αζ(gx + ζz) +
1
ρ
pz = 0, (6.34)
α′g + gt + (gκ)x + gzτ + ζκz − (−1)rνe2αg = 0, (6.35)
α′ζ + ζt + (ζτ)z + ζxκ+ gτx − (−1)rνe2αζ = 0. (6.36)
We take f = 0 by (4.1). Moreover, (6.31) yields
κ = α′x− ςz, τ = ςx (6.37)
for some function ς of t, x, z. By (6.32),
ζ = g tan γ (6.38)
for some function γ of t. According to (4.28) and (4.29), (6.35) and (6.36) give
γ′ sec2 γ + τx − κz tan2 γ + (τz − κx) tan γ = 0, (6.39)
equivalently,
γ′ sec2 γ + ςxx + ςzz tan
2 γ + 2ςxz tan γ − α′ tan γ = 0. (6.40)
Now we use the notations in (4.31). The above equation is equivalent to
∂2˜̟ (ς) = α
′ sin γ cos γ − γ′, (6.41)
that is,
ς = φ(t, ˆ̟ ) + ψ(t, ˆ̟ ) ˜̟ +
1
2
(α′ sin γ cos γ − γ′) ˜̟ 2 (6.42)
for some functions φ and ψ of t and ˆ̟ . So
κ = α′x− (φ ˆ̟ + ˜̟ψ ˆ̟ ) cos γ − ψ sin γ − (α′ sin γ cos γ − γ′) ˜̟ sin γ, (6.43)
τ = −(φ ˆ̟ + ˜̟ψ ˆ̟ ) sin γ + ψ cos γ + (α′ sin γ cos γ − γ′) ˜̟ cos γ. (6.44)
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Note
τx − κz = φ ˆ̟ ˆ̟ + ˜̟ψ ˆ̟ ˆ̟ + α′ sin γ cos γ − γ′. (6.45)
For simplicity of solving the problem, we assume
φ = −1
2
(α′ sin γ cos γ − γ′) ˆ̟ 2, ψ ˆ̟ ˆ̟ = 0, (6.46)
that is, τx − κz = 0. The compatibility pxz = pzx in (6.33) and (6.36) is equivalent to
∂ ˆ̟ ∂ ˜̟ (g
2) = 0. So
g2 = ε(t, ˆ̟ ) + ς(t, ˜̟ ) (6.47)
for some function ε of t and ˆ̟ , and some function ς of t and ˜̟ . On the other hand, (6.35)
can be written as
gt + κgx + τgz + (α
′ + κx + κz tan γ − (−1)rνe2α)g = 0, (6.48)
equivalently,
gt + α
′x∂x(g)− (φ ˆ̟ + ˜̟ψ ˆ̟ )∂ ˜̟ (g) + (ψ + (α′ sin γ cos γ − γ′) ˜̟ )∂ ˆ̟ (g)
+(α′(2− sin2 γ)− ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)g = 0. (6.49)
By (4.31) and (4.32), we obtain
gt + [ ˜̟ (α
′ cos2 γ − ψ ˆ̟ ) + γ′ ˆ̟ ]∂ ˜̟ (g) + (α′ ˆ̟ sin2 γ − γ′ ˜̟ + ψ)∂ ˆ̟ (g)
+(α′(2− sin2 γ)− ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)g = 0. (6.50)
Multiplying 2g to the above equation, we have
(g2)t + [ ˜̟ (α
′ cos2 γ − ψ ˆ̟ ) + γ′ ˆ̟ ](g2) ˜̟ + (α′ ˆ̟ sin2 γ − γ′ ˜̟ + ψ)(g2) ˆ̟
+2(α′(2− sin2 γ)− ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)g2 = 0. (6.51)
Substituting (6.47) into the above equation, we get
εt + ςt + [ ˜̟ (α
′ cos2 γ − ψ ˆ̟ ) + 2γ′ ˆ̟ ]ς ˜̟ + (α′ ˆ̟ sin2 γ − 2γ′ ˜̟ + ψ)ε ˆ̟
+2(α′(2− sin2 γ)− ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)(ε+ ς) = 0. (6.52)
In order to solve (6.52), we assume
ε ˆ̟ = 2β ˆ̟ + β1, ς ˜̟ = 2β ˜̟ + β2 (6.53)
for some functions β, β1, β2 of t. So ε is a quadratic polynomial in ˆ̟ and ς is a quadratic
polynomial in ˜̟ , whose coefficients are functions of t. Now (6.52) is implied by the
following system of partial differential equations:
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εt + 2β2γ
′ ˆ̟ + (α′ ˆ̟ sin2 γ + ψ)(2β ˆ̟ + β1)
+2(α′(2− sin2 γ)− ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)ε = 0, (6.54)
ςt − 2β1γ′ ˜̟ + [ ˜̟ (α′ cos2 γ − ψ ˆ̟ )](2β ˜̟ + β2)
+2(α′(2− sin2 γ)− ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)ς = 0. (6.55)
By the coefficients of quadratic terms, we have
β ′ + 2(2α′ + γ′ tan γ − (−1)rνe2α)β = 0, (6.56)
β ′ + 2(α′(2 + cos 2γ)− 2ψ ˆ̟ + γ′ tan γ − (−1)rνe2α)β = 0, (6.57)
which implies
ψ ˆ̟ =
α′
2
cos 2γ. (6.58)
For simplicity, we take
ψ =
α′
2
ˆ̟ cos 2γ. (6.59)
According (6.56),
β = b1
[
exp
(
(−1)r2ν
∫
e2αdt− 4α
)]
cos2 γ (6.60)
for b1 ∈ R.
The coefficients of ˆ̟ in (6.54) and of ˜̟ in (6.55) give
β ′1 + 2β2γ + (7α
′/2 + 2γ′ tan γ − (−1)r2νe2α)β1 = 0, (6.61)
β ′2 − 2β1γ′ + (7α′/2 + 2γ′ tan γ + 2νe2α)β2 = 0. (6.62)
So
β1 = (b2 cos 2γ + b3 sin 2γ)
[
exp
(
(−1)r2ν
∫
e2αdt− 7α/2
)]
cos2 γ, (6.63)
β2 = (−b2 sin 2γ + b3 cos 2γ)
[
exp
(
(−1)r2ν
∫
e2αdt− 7α/2
)]
cos2 γ (6.64)
for b2, b3 ∈ R. According to (6.47), we take the zero constant term of ς and the constant
term of ε to be
b4
[
exp
(
(−1)r2ν
∫
e2αdt− 3α
)]
cos2 γ (6.65)
by (6.54) with b4 ∈ R. Hence we take
g =
√
b1e−α( ˆ̟ 2 + ˜̟ 2) + e−α/2[(b2 ˆ̟ + b3 ˜̟ ) cos 2γ + (b3 ˆ̟ − b2 ˜̟ ) sin 2γ] + b4
×
[
exp
(
(−1)rν
∫
e2αdt− 3α/2
)]
cos γ. (6.66)
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Furthermore,
κ =
α′x
2
− γ′(z cos 2γ − x sin 2γ), (6.67)
τ =
α′z
2
− γ′(x cos 2γ + z sin 2γ) (6.68)
by (4.31), (6.43), (6.44), (6.46) and (6.58).
Set
κˆ =
α′
4
(x2 + z2) +
γ′ sin 2γ
2
(x2 − z2)− xzγ′ cos 2γ. (6.69)
Then
κ = κˆx, τ = κˆz =⇒ κt = (κˆt)x, τt = (κˆt)z. (6.70)
Moreover,
e2αg(gx + ζz) =
sec γ
2
∂ ˜̟ (e
2αg2)
=
cos γ
2
[2b1e
−α ˜̟ + e−α/2(b3 cos 2γ − b2 sin 2γ)]
[
exp
(
(−1)r2ν
∫
e2αdt− α
)]
. (6.71)
By (6.33), (6.34) and (6.69)-(6.71),
p = ρ{xz(γ′′ cos 2γ + α′γ′ cos 2γ − 2(γ′)2 sin 2γ) + γ
′′ sin 2γ + 2(γ′)2 cos γ
2
(z2 − x2)
−4(γ
′)2 + 2α′′ + (α′)2
8
(x2 + z2)− aδ0,r + δ1,r
2
[
exp
(
(−1)r2ν
∫
e2αdt− α
)]
×[b1e−α ˜̟ 2 + e−α/2(b3 cos 2γ − b2 sin 2γ) ˜̟ ]} (6.72)
modulo the transformation in (2.21).
Recall ξ = κy + gH(̟) and η = τy + ζΦ. Moreover, ˆ̟ 2 + ˜̟ 2 = x2 + z2 according to
(4.31). By (4.1), we have the following theorem.
Theorem 6.3. Let α, γ be any functions of t and let a, b1, b2, b3, b4 ∈ R. For r = 0, 1,
we define ϑr and ϑˆr in (6.1) and (6.2) with ̟ = e
αy, and ˆ̟ and ˜̟ in (4.31). We have the
following solutions of the three-dimensional classical non-steady boundary layer equations
(1.3), (1.4) and (1.5):
u =
α′x
2
+
√
b1e−α(x2 + z2) + e−α/2[(b2 ˆ̟ + b3 ˜̟ ) cos 2γ + (b3 ˆ̟ − b2 ˜̟ ) sin 2γ] + b4
×
[
exp
(
(−1)rν
∫
e2αdt− α/2
)]
ϑˆr cos γ − γ′(z cos 2γ − x sin 2γ), (6.73)
w =
α′z
2
+
√
b1e−α(x2 + z2) + e−α/2[(b2 ˆ̟ + b3 ˜̟ ) cos 2γ + (b3 ˆ̟ − b2 ˜̟ ) sin 2γ] + b4
×
[
exp
(
(−1)rν
∫
e2αdt− α/2
)]
ϑˆr sin γ − γ′(x cos 2γ + z sin 2γ), (6.74)
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v = − 2b1e
−α ˜̟ + e−α/2(b3 cos 2γ − b2 sin 2γ)
2
√
b1e−α(x2 + z2) + e−α/2[(b2 ˆ̟ + b3 ˜̟ ) cos 2γ + (b3 ˆ̟ − b2 ˜̟ ) sin 2γ] + b4
×
×
[
exp
(
(−1)rν
∫
e2αdt− 3α/2
)]
ϑr − α′y (6.75)
and p is given in (6.72).
Case 7. H = ϑr and Φ = ϑˆr in (6.1) and (6.2) with r = 0, 1.
In this case,
ξyξyx − (ξx + ηz)ξyy + ηyξyz
= κκx + τκz + (aδ0,r + δ1,r)σ
2ggx + [(σgκ)x + (σg)zτ ]ϑˆr + σσxg
2ϑˆ2r + (−1)rσ{ζκz
+g[(κσx + τσz − σ(κx + τz))y − σfx]}ϑr + (−1)r[σζ(σg)z − σ2gζz]ϑrϑˆr (6.76)
by (4.11), and
ξyηyx − (ξx + ηz)ηyy + ηyηyz
= κτx + ττz + (−1)r{[(σζτ)z + (σζ)xκ]ϑr − (aδ0,r + δ1,r)σ2ζζz}+ σσzζ2ϑ2r + σ{gτx
+(−1)rζ [(κσx + τσz − σ(κx + τz))y − σfx] + (−1)r[g(σζ)x − σgxζ ]ϑr}ϑˆr (6.77)
by (4.12). Moreover,
ξyt = κt + (σg)tϑˆr + (−1)rσσtgyϑr, ξyyy = (−1)rσ3gϑˆr, (6.78)
ηyt = τt + (−1)r(σζ)tϑr + (−1)rσσtζyϑˆr, ηyyy = σ3ζϑr (6.79)
by (4.4) and (4.5). Thus (4.2) and (4.3) are implied by the following system of partial
differential equations:
σx = σz = 0, ζκz − σgfx = 0, gτx − (−1)rσζfx = 0, (6.80)
κt + κκx + τκz + (aδ0,r + δ1,r)σ
2ggx +
1
ρ
px = 0, (6.81)
τt + κτx + ττz − (−1)r(aδ0,r + δ1,r)σ2ζζz + 1
ρ
pz = 0, (6.82)
(σg)t + (σgκ)x + (σg)zτ − (−1)rνσ3g = 0, (6.83)
(σζ)t + (σζτ)z + (σζ)xκ− (−1)rνσ3ζ = 0, (6.84)
σt − σ(κx + τz) = 0, (6.85)
ζgz − gζz = 0, gζx − gxζ = 0. (6.86)
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By (6.80) and (6.86), we have
σ = eα, ζ = g tan γ, τx cot γ − (−1)rκz tan γ = 0. (6.87)
Moreover, (6.83) and (6.84) become
gt + κgx + τgz + (α
′ + κx − (−1)rνe2α)g = 0, (6.88)
γ′g sec2 γ + (gt + κgx + τgz + (α
′ + τz − (−1)rνe2α)g) tanγ = 0. (6.89)
Furthermore, [(6.89)− tan γ × (6.88)]/g yields
γ′ sec2 γ + (τz − κx) tan γ = 0 =⇒ κx − τz = 2γ′ csc 2γ. (6.90)
On the other hand, (6.85) says
κx + τz = α
′. (6.91)
Thus
κx =
α′
2
+ γ′ csc 2γ, τz =
α′
2
− γ′ csc 2γ. (6.92)
We take
κ =
(
α′
2
+ γ′ csc 2γ
)
x, τ =
(
α′
2
− γ′ csc 2γ
)
z (6.93)
for simplicity. So the third equation in (6.87) naturally holds. Moreover, the compatibility
pxz = pzx in (6.81) and (6.82) is implied by (g
2)xz = 0. So
g2 = φ(t, x) + ψ(t, z) (6.94)
for some two-variable functions φ and ψ. By (6.93), (6.88) becomes
(g2)t +
(
α′
2
+ γ′ csc 2γ
)
x(g2)x +
(
α′
2
− γ′ csc 2γ
)
z(g2)z
+(3α′ + 2γ′ csc 2γ − (−1)r2νe2α)g2 = 0. (6.95)
Thus
g2 = e−3α+(−1)
r2ν
R
e2αdt(ι(xe−α/2
√
cot γ) + ℑ(ze−α/2√tan γ)) cot γ (6.96)
for some one-variable functions ι,ℑ. According (6.81), (6.82), (6.87), (6.93) and (6.96),
we have:
p =
ρ
2
{(aδ0,r + δ1,r)[(−1)r(tan γ)ℑ(ze−α/2
√
tan γ)− (cot γ)ι(xe−α/2√cot γ)]
×e−α+(−1)r2ν
R
e2αdt −
[(
α′
2
+ γ′ csc 2γ
)2
+
α′′
2
+ csc 2γ (γ′′ − 2(γ′)2 cot 2γ)
]
x2
−
[(
α′
2
− γ′ csc 2γ
)2
+
α′′
2
− csc 2γ (γ′′ − 2(γ′)2 cot 2γ)
]
z2} (6.97)
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modulo the transformation in (2.21). Furthermore, we take f = 0 by (6.80).
Note ξ = κy + gϑr and η = τy + ζϑˆr. By (4.1), we have the following theorem.
Theorem 6.4. Let ι,ℑ be any one-variable functions and let α, γ be any functions of
t. For r = 0, 1, we define ϑr and ϑˆr in (6.1) and (6.2) with ̟ = e
αy and a ∈ R. We
have the following solutions of the three-dimensional classical non-steady boundary layer
equations (1.3), (1.4) and (1.5):
u =
(
α′
2
+ γ′ csc 2γ
)
x+ e−α/2+(−1)
rν
R
e2αdtϑˆr
×
√
(ι(xe−α/2
√
cot γ) + ℑ(ze−α/2√tan γ)) cot γ, (6.98)
w =
(
α′
2
− γ′ csc 2γ
)
z + (−1)re−α/2+(−1)rν
R
e2αdtϑr
×
√
(ι(xe−α/2
√
cot γ) + ℑ(ze−α/2√tan γ)) tan γ, (6.99)
v = −α′y − e
−2α+(−1)rν R e2αdt
2
√
(ι(xe−α/2
√
cot γ) + ℑ(ze−α/2√tan γ))
×[(cot γ)ϑrι′(xe−α/2
√
cot γ) + (tan γ)ϑˆrℑ′(ze−α/2
√
tan γ)] (6.100)
and p is given in (6.97).
7 3-D Rational Approach
In this section, we will find certain function-parameter exact solutions of rational in y
for the three-dimensional classical non-steady boundary layer equations (1.3), (1.4) and
(1.5).
First we consider another three cases of solving the three-dimensional classical non-
steady boundary layer equations (1.3), (1.4) and (1.5) based on the settings in (4.1)-(4.12).
Case 8. H = Φ = y−1.
In this case σ = 1 and ̟ = y. So (4.11) becomes
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κκx + τκz − [ζκz + (gκ)x + gzτ ]y−2
−2g[(κx + τz)y + fx]y−3 + (ζgz − ggx − 2gζz)y−4. (7.1)
Moreover,
ξyt = τt − gty−2, ξyyy = −6gy−4. (7.2)
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By symmetry, (4.2) and (4.3) are implied by the following system of partial differential
equations: fx = 0,
κt + κκx + τκz +
1
ρ
px = 0, τt + κτx + ττz +
1
ρ
pz = 0, (7.3)
ζgz − ggx − 2gζz + 6νg = 0, gζx − ζζz − 2ζgx + 6νζ = 0, (7.4)
gt + ζκz + κgx + gzτ + g(3κx + 2τz) = 0, (7.5)
ζt + gτx + κζx + τζz + ζ(3τz + 2κx) = 0. (7.6)
We take f = 0 and assume ζ = g tan γ for some function γ of t. Use the notations in
(4.31). Then both equations in (7.4) are equivalent to the equation:
gx + gz tan γ = 6ν =⇒ g = 6νx+ φ(t, ˆ̟ ) (7.7)
for some two variable function φ. Moreover, (7.6)− tan γ × (7.5) is implied by
γ′ sec2 γ + τx − κz tan2 γ + (τz − κx) tan γ = 0, (7.8)
equivalently,
γ′ sec γ + ∂ ˜̟ (τ − κ tan γ) = 0 (7.9)
by (4.32). So
τ = κ tan γ + ψ(t, ˆ̟ )− γ′ ˜̟ sec γ (7.10)
for another two-variable function ψ. To simplify the problem, we assume
κz − τx = 0 ∼ ∂ ˆ̟ (κ) sec γ = −ψ ˆ̟ sin γ − γ′ (7.11)
by (4.31) and (4.32). We take
κ = α ˜̟ − 1
2
ψ sin 2γ − γ′ ˆ̟ cos γ (7.12)
for some function α of t.
Note that (7.5) becomes
φt − γ′ ˜̟φ ˆ̟ + 6να ˜̟ − 3νψ sin 2γ − 6νγ′ ˆ̟ cos γ + (ψ − γ′ ˜̟ sec γ)φ ˆ̟ cos γ
+(6νx+ φ)(3α sec γ + 2ψ ˆ̟ cos γ − 2γ′ tan γ) = 0, (7.13)
equivalently,
φt − 3νψ sin 2γ + (φ− 6ν ˆ̟ sin γ)(3α sec γ + 2ψ ˆ̟ cos γ − 2γ′ tan γ)− 6νγ′ ˆ̟ cos γ
+φ ˆ̟ψ cos γ + 2 ˜̟ (12να− γ′φ ˆ̟ + 6νψ ˆ̟ cos2 γ − 6νγ′ sin γ) = 0. (7.14)
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First we have:
12να− γ′φ ˆ̟ + 6νψ ˆ̟ cos2 γ − 6νγ′ sin γ = 0. (7.15)
So we take
ψ =
1
6ν
γ′φ sec2 γ + γ′ ˆ̟ tan γ sec γ − 2α ˆ̟ sec2 γ. (7.16)
Now (7.14) becomes
φt + (cos γ φ ˆ̟ − 3ν sin 2γ)
(
1
6ν
γ′φ sec2 γ + γ′ ˆ̟ tan γ sec γ − 2α ˆ̟ sec2 γ
)
−6νγ′ ˆ̟ cos γ + 1
3ν
γ′φ ˆ̟ (φ− 6ν ˆ̟ sin γ) sec γ = 0, (7.17)
equivalently.
φt +
1
2ν
γ′φφ ˆ̟ sec γ − γ′φ tan γ − (γ′ tan γ + 2α sec γ) ˆ̟ φ ˆ̟
+6ν(2α tan γ − γ′ sec γ) ˆ̟ = 0. (7.18)
For simplicity, we take
φ = β ˆ̟ (7.19)
for a function β 6= 6 sin γ of t. Then (7.18) gives
α =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) . (7.20)
In summary, we have
g = 6νx+ β ˆ̟ , ζ = (6νx+ β ˆ̟ ) tan γ, (7.21)
κ = α ˜̟ −
(
1
6ν
γ′β tan γ + γ′ sin γ tan γ − 2α tan γ
)
ˆ̟ − γ′ ˆ̟ cos γ
=
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) ( ˜̟ + 2 ˆ̟ tan γ)
−
(
1
6ν
βγ′ tan γ + γ′ sec γ
)
ˆ̟ , (7.22)
τ =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) ( ˜̟ tan γ − 2 ˆ̟ )
+
1
6ν
βγ′ ˆ̟ − γ′ ˜̟ sec γ. (7.23)
Set
κˆ =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
8ν cos γ (β − 6ν sin γ) ( ˜̟
2 − 2 ˆ̟ 2)
+
1
12ν
βγ′ sec γ ˆ̟ 2 +
γ′
2
tan γ( ˆ̟ 2 − ˜̟ 2)− γ′ ˆ̟ ˜̟ . (7.24)
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Then
κ = κˆx, τ = κˆz. (7.25)
By the fact κz = τx, (7.11) and (7.24), we have
p = −ρκˆt − ρ
2
(κ2 + τ 2) (7.26)
modulo the transformation in (2.21).
In this case, ξ = κy + gy−1 and η = τy + ζy−1. By (4.1), we have the following
theorem.
Theorem 7.1. Let β, γ be any functions of t. In terms of the notations in (4.31), we
have the following solutions of the three-dimensional classical non-steady boundary layer
equations (1.3), (1.4) and (1.5):
u =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) ( ˜̟ + 2 ˆ̟ tan γ)
−
(
1
6ν
βγ′ tan γ + γ′ sec γ
)
ˆ̟ − (6νx+ β ˆ̟ )y−2, (7.27)
w =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) ( ˜̟ tan γ − 2 ˆ̟ )
+
1
6ν
βγ′ ˆ̟ − γ′ ˜̟ sec γ − (6νx+ β ˆ̟ )y−2 tan γ, (7.28)
v =
β2γ′ + 2ν(β ′ cos γ − 2βγ′ sin γ − 6γ′)
4ν(β − 6ν sin γ) cos γ y −
βγ′
6ν
y sec γ − 6νy−1 (7.29)
and p is given in (7.26) via (7.22)-(7.24).
Case 9. H = Φ = 0.
In this case, f can be any function of t, x, z, and (4.2) and (4.3) are equivalent to the
equations in (7.3), whose compatibility pxz = pzx is equivalent to (4.30). The simplest
solutions are
κ = θx(t, x, z), τ = θz(t, x, z) (7.30)
for some three-variable function θ. Since κz = τx,
p = −ρθt − ρ
2
(θ2x + θ
2
z) (7.31)
modulo the transformation in (2.21). Besides, the κ and τ in Cases 1,3,4 and 8 work for
this case.
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Next we assume
κ = e2αz + hx(t, x, z), τ = hz(t, x, z), (7.32)
where α is a nonzero function of t and h is a function of t, x, z. Now (4.30) becomes
2α′ + hxx + hzz = 0. (7.33)
Hence
h = Υx − α′x2 (7.34)
for some time-dependant harmonic function Υ(t, x, z), that is,
Υxx +Υzz = 0. (7.35)
In this subcase,
κ = Υxx − 2α′x+ e2αz, τ = Υxz. (7.36)
κt = Υxxt − 2α′′x+ 2α′e2αz, (7.37)
κx = Υxxx − 2α′, κz = Υxxz + e2α. (7.38)
Thus
κt + κκx + τκz = Υxxt − 2α′′x+ 2α′e2αz
+(Υxx − 2α′x+ e2αz)(Υxxx − 2α′) + Υxz(Υxxz + e2α)
= Υxtx +
1
2
(Υ2xx +Υ
2
xz)x − 2α′(xΥxx)x + 4(α′)2x+ e2α(zΥxxx +Υzx)− 2α′′x (7.39)
and
τt + κτx + ττz = Υxzt + (Υxx − 2α′x+ e2αz)Υxxz +ΥxzΥxzz. (7.40)
So
p = −ρ
[
Υxt +
1
2
(Υ2xx +Υ
2
xz)− 2α′xΥxx + (2(α′)2 − α′′)x2 + e2α(zΥxx + Υz)
]
(7.41)
modulo the transformation in (2.21).
Denote
̟ = x2 + z2. (7.42)
κ = α′x+ zφ(t, ̟), τ = α′z − xφ(t, ̟) (7.43)
for some functions α of t and φ of t and ̟. Note
κz − τx = 2(̟φ)̟. (7.44)
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Then (4.30) becomes
(̟φ)̟t + 2α
′[(̟φ)̟ +̟(̟φ)̟̟ = 0. (7.45)
Thus
φ =
ℑ(e−2α̟) + β
̟
(7.46)
for a function β of t and a one-variable function ℑ. So
κ = α′x+
z(ℑ(e−2α̟) + β)
̟
, τ = α′z − x(ℑ(e
−2α̟) + β)
̟
. (7.47)
Moreover,
κt + κκx + τκz = (α
′′ + (α′)2)x+
β ′z
̟
− x(ℑ(e
−2α̟) + β)2
̟2
, (7.48)
τt + κτx + ττz = (α
′′ + (α′)2)z − β
′x
̟
− z (ℑ(e
−2α̟) + β)2
̟2
. (7.49)
Hence
p =
ρ
2
{
e−2α
∫
(ℑ(e−2α(x2 + z2)) + β)2
[e−2α(x2 + z2)]2
d[e−2α(x2 + z2)]− (α′′ + (α′)2)(x2 + z2)
}
+ρβ ′ arctan
z
x
(7.50)
modulo the transformation in (2.21).
The final subcase we are concerned with is to assume
τ = ε(t, z) (7.51)
for some two-variable function ε. In this subcase, (4.30) is equivalent to
∂z(κt + κκx + τκz) = 0. (7.52)
We look for a solution of the form
κ = φ(t, z) + ψ(t, z)x (7.53)
for some two-variable function φ and ψ. Note
κt + κκx + τκz = φt + ψtx+ ψφ+ ψ
2x+ εzφz + εzψzx. (7.54)
So (7.48) is equivalent to the following system of partial differential equations:
∂z(φt + ψφ+ εφz) = 0, ∂z(ψt + ψ
2 + εψz) = 0. (7.55)
To solve the above system, we assume
ε =
α
ψz
− ςt(t, z)
ςz(t, z)
(7.56)
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for some functions α of t, and ς of t and z. We have the following solution of the above
second equation:
ψ =
1
t+ ℑ(ς) (7.57)
for another one-variable function ℑ. By the first equation,
φ =
b+ δα,0ℑ1(ς)
t+ ℑ(ς) (7.58)
for another one-variable function ℑ1 and a real constant b. In this subcase,
κ =
b+ δα,0ℑ1(ς) + x
t+ ℑ(ς) , τ = −
α(t+ ℑ(ς))2
ςzℑ′(ς) −
ςt
ςz
. (7.59)
By (7.3) and (7.54),
p = −ρ[1
2
(
αx2 +
(
α(t+ ℑ(ς))2
ςzℑ′(ς) +
ςt
ςz
)2)
+
∫ [
ςtςzt − ςttςz
ς2z
− αςzt(t+ ℑ(ς))
2
ς2zℑ′(ς)
]
dz
+
∫
(t+ ℑ(ς))2(αςtℑ′′(ς)− α′ℑ′(ς))− 2αℑ′(ς)(1 + ςtℑ′(ς))
ςz(ℑ′(ς))2 dz + bαx] (7.60)
modulo the transformation in (2.21).
Recall ξ = f + κy and η = τy. By (4.1), we have the following theorem.
Theorem 7.2. Let µ, θ be arbitrary function of t, x, z and let ℑ,ℑ1 be any one-variable
functions. Suppose that α, β are any functions of t, ς is any function of t and z, b is a real
constant and Υ(t, x, z) is a time-dependent harmonic function in x, z. Then we have the
following solution of the three-dimensional classical non-steady boundary layer equations
(1.3), (1.4) and (1.5): (1)
u = θx, w = θz , v = −(θxx + θzz)y + µ (7.61)
and p is given in (7.31); (2)
u = Υxx − 2α′x+ e2αz, w = Υxz, v = µ+ 2α′y (7.62)
and p is given in (7.41); (3)
u = α′x+
z(ℑ(e−2α(x2 + z2)) + β)
x2 + z2
, v = µ− 2α′y, (7.63)
w = α′z − x(ℑ(e
−2α(x2 + z2)) + β)
x2 + z2
, (7.64)
and p is given (7.50); (4)
u =
(b+ δα,0)ℑ1(ς) + x
t+ ℑ(ς) , w = −
α(t + ℑ(ς))2
ςzℑ′(ς) −
ςt
ςz
, (7.65)
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v =
2αςzℑ′(ς)(t+ ℑ(ς))y
ςzℑ′(ς) −
α(t+ ℑ(ς))2(ςzz + ς2zℑ′′(ς))y
(ςzℑ′(ς))2
+µ+
ςtzςz − ςtςzz
(ςz)2
y − y
t+ ℑ(ς) (7.66)
and p is given in (7.60).
Case 10. H = Φ = y2.
In this case, σ = 1. Now (4.11) becomes
ξyξyx − (ξx + ηz)ξyy + ηyξyz = κt + κκx + τκz − 2gfx
+2[(gκ)x + gzτ + ζκz − g(κx + τz)]y + 2(ggx + 2ζgz − gζz)y2. (7.67)
Moreover,
ξyt = κt + 2gty, ξyyy = 0. (7.68)
Modulo the transformation (2.22) and (2.23), we assume τ = 0. By symmetry, (4.2) and
(4.3) are equivalent to the following system of partial differential equations,
κt + κκx − 2gfx + 1
ρ
px = 0, −2ζfx + 1
ρ
pz = 0, (7.69)
gt + κgx + ζκz = 0, ζt + ζxκ− ζκx = 0, (7.70)
ggx + 2ζgz − gζz = 0, ζζz + 2ζxg − gxζ = 0. (7.71)
After some computations, we take
g = α(t), ζ = β(t) (7.72)
for functions α, β of t. So (7.71) naturally holds. By (7.70), we take
κ =
β ′x− α′z
β
. (7.73)
The compatibility pxz = pzx in (7.69) gives
2(β∂x − α∂z)(fx) = α
′′
β
. (7.74)
Thus
fx =
α′′(βx− αz)
2β(α2 + β2)
+ φ ˆ̟ (t, ˆ̟ ), ˆ̟ = αx+ βz (7.75)
for some two-variable function φ. Thus
p = 2ρφ(t, ˆ̟ )− ρβ
′′
2β
x2 +
ρα′′(αx2 + 2βxz − αz2)
2(α2 + β2)
(7.76)
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modulo the transformation in (2.21).
Recall ξ = f + κy + gy2 and η = ζy2. By (4.1), we have the following theorem.
Theorem 7.3. Let α, β be arbitrary function of t and let φ(t, ˆ̟ ) be an arbitrary two-
variable function. Then we have the following solution of the three-dimensional classical
non-steady boundary layer equations (1.3), (1.4) and (1.5):
u = 2αy +
β ′x− α′z
β
, w = 2βy, v =
α′′(αz − βx)
2β(α2 + β2)
− φ ˆ̟ (t, ˆ̟ )− β
′y
β
(7.77)
and p is given in (7.76), where ˆ̟ = αx+ βz.
By the transformation in (2.22) and (2.23), we next consider the solutions of (4.2) and
(4.3) in the following form:
ξ = fy3 + gy + h, η = κy3 + τy2 + µy, (7.78)
where f, g, h, κ, τ, µ are functions of t, x, z with f 6= 0. Note
ξy = 3fy
2 + g, ξyy = 6fy, ξyyy = 6f, ξyt = 3fty
2 + gt, (7.79)
ξyx = 3fxy
2 + gx, ξyz = 3fzy
2 + gz, ξx = fxy
3 + gxy + hx, (7.80)
ηy = 3κy
2 + 2τy + µ, ηyyy = 6κ, ηyt = 3κty
2 + 2τty + µt (7.81)
ηyx = 3κxy
2 + 2τxy + µx, ηyz = 3κzy
2 + 2τzy + µz, ηz = κzy
3 + τzy
2 + µzy. (7.82)
So we have
ξyξyx − (ξx + ηz)ξyy + ηyξyz
= (3fy2 + g)(3fxy
2 + gx)− 6fy((fx + κz)y3 + τzy2 + (gx + µz)y + hx)
+(3κy2 + 2τy + µ)(3fzy
2 + gz)
= 3(ffx − 2fκz + 3fzκ)y4 + 6(τfz − fτz)y3 + 3(fxg − fgx − 2fµz + κgz + fzµ)y2
+(2τgz − 6fhx)y + µgz + ggx, (7.83)
ξyηyx − (ξx + ηz)ηyy + ηyηyz
= (3fy2 + g)(3κxy
2 + 2τxy + µx)− ((fx + κz)y3 + τzy2 + (gx + µz)y + hx)
×(6κy + 2τ) + (3κy2 + 2τy + µ)(3κzy2 + 2τzy + µz)
= 2(3fτx + 2κzτ − fxτ)y3 + 2(gτx + τzµ− τgx − 3κhx)y + gµx + µµz − 2hxτ
+3(3fκx − 2fxκ+ κκz)y4 + [3(fµx + κxg + κzµ− 2κgx − κµz) + 2ττz]y2. (7.84)
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Thus the equations (4.2) and (4.3) are implied by the following system of partial differ-
ential equations:
ffx − 2fκz + 3fzκ = 0, 3fκx − 2fxκ+ κκz = 0, (7.85)
τfz − fτz = 0, 3fτx + 2κzτ − fxτ = 0, (7.86)
ft + fxg − fgx − 2fµz + κgz + fzµ = 0, (7.87)
3(κt + fµx + κxg + κzµ− 2κgx − κµz) + 2ττz = 0, (7.88)
τgz − 3fhx = 0, τt + gτx + τzµ− τgx − 3κhx = 0, (7.89)
gt + µgz + ggx +
1
ρ
px = 6νf, µt + gµx + µµz − 2hxτ + 1
ρ
pz = 6νκ. (7.90)
Let γ be a function of t. Again we use the notations ˆ̟ = z cos γ − x sin γ and
˜̟ = z sin γ + x cos γ. We take the following solutions of (7.85):
f = φ(t, ˆ̟ ) cos γ, κ = φ(t, ˆ̟ ) sin γ (7.91)
for a two-variable function φ. Since fx + κz = 0, (7.86) is implied by
τ = αφ(t, ˆ̟ ) (7.92)
for a function α of t. Now (7.87) and (7.88) become
−γ′φ sin γ + [φt + φ ˆ̟ (µ cos γ − g sin γ)− φgx − 2φµz] cos γ + φgz sin γ = 0, (7.93)
3[(γ′ + µx)φ cos γ + (φt + φ ˆ̟ (µ cos γ − g sin γ)− 2φgx − φµz) sin γ] + 2ττz = 0. (7.94)
Moreover cos γ × (7.93)− 3 sin γ × (7.94) yields
3[γ′ + µx cos
2 γ − gz sin2 γ + (µz − gx) sin γ cos γ] + 2α2φ ˆ̟ cos2 γ = 0, (7.95)
equivalently,
∂ ˜̟ (µ cos γ − g sin γ) = −2
3
α2φ ˆ̟ cos
2 γ − γ′. (7.96)
According to (7.91) and (7.92), the first equation in (7.89) gives
hx =
α
3
gz sec γ. (7.97)
Substituting it into the second equation in (7.89), we get
α′φ+ α[φt + φ ˆ̟ (µ cos γ − g sin γ)− φ∂ ˜̟ (g) sec γ] = 0. (7.98)
47
Furthermore, (7.93) can be written as
−γ′φ sin γ+[φt+φ ˆ̟ (µ cos γ−g sin γ)] cos γ−φ∂ ˜̟ (g)−2φ∂z(µ cos γ−g sin γ) = 0. (7.99)
The above two equations implies
∂z(cos γ µ− sin γ g) = −1
2
(
α′
α
cos γ + γ′ sin γ
)
. (7.100)
So
µ cos γ − g sin γ = −z
2
(
α′
α
cos γ + γ′ sin γ
)
+ ε(t, x) (7.101)
for some two-variable function ε. Substituting it into (7.96), we obtain
−sin γ
2
(
α′
α
cos γ + γ′ sin γ
)
+ εx cos γ = −2
3
α2φ ˆ̟ cos
2 γ − γ′, (7.102)
which shows that both εx and φ ˆ̟ are purely a function of t. Thus we take
φ = β ˆ̟ (7.103)
for a function β of t. Hence we have
µ cos γ − g sin γ = −
(
2
3
α2β cos2 γ + γ′
)
˜̟ +
(
α2β
3
sin 2γ +
γ′
2
tan γ − α
′
2α
)
ˆ̟ (7.104)
modulo the transformations in (2.17)-(2.20).
In order to solve (7.90) and (7.98), we assume α = 2 and
2
3
α2β cos2 γ + 2γ′ = 0 =⇒ β = − 3γ
′
4 cos2 γ
. (7.105)
Then
µ cos γ − g sin γ = γ′ ˜̟ =⇒ µ = g tan γ + γ′ ˜̟ sec γ (7.106)
by (7.104). Moreover, (7.98) becomes
β ′ ˆ̟ − β ˆ̟ ∂ ˜̟ (g) sec γ = 0 =⇒ ∂ ˜̟ (g) = β
′
β
cos γ =
γ′′
γ′
cos γ + 2γ′ sin γ. (7.107)
Thus
g =
(
γ′′
γ′
cos γ + 2γ′ sin γ
)
˜̟ + ψ(t, ˆ̟ ) (7.108)
for some two-variable function ψ. The compatibility pxz = pzx in (7.90) becomes
(µx − gz)t + (g(µx − gz))x + (µ(µx − gz))z + 2γ′( ˆ̟ gz)x sec3 γ = −6νβ (7.109)
by (7.97) and (7.105).
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Observe that (7.106) and (7.108) yield
gz =
γ′′
γ′
sin γ cos γ + 2γ′ sin2 γ + ψ ˆ̟ cos γ, µx − gz = γ′ − ψ ˆ̟ sec γ. (7.110)
So
(µx − gz)t = γ′′ − γ′ sin γ
cos2 γ
ψ ˆ̟ + γ
′ ˜̟ψ ˆ̟ ˆ̟ sec γ − ψ ˆ̟ t sec γ, (7.111)
(g(µx− gz))x+(µ(µx− gz))z =
(
γ′′
γ′
+ 3γ′ tan γ
)
(γ′−ψ ˆ̟ sec γ)− γ′ ˜̟ψ ˆ̟ ˆ̟ sec γ (7.112)
and
( ˆ̟ gz)x = −
(
γ′′
γ′
sin γ cos γ + 2γ′ sin2 γ + (ψ ˆ̟ + ˆ̟ψ ˆ̟ ˆ̟ ) cos γ
)
sin γ. (7.113)
Thus (7.109) is equivalent to
−ψ ˆ̟ t sec γ − 2γ′ ˆ̟ψ ˆ̟ ˆ̟ tan γ sec γ −
(
γ′′
γ′
+ 6γ′ tan γ
)
ψ ˆ̟ sec γ
+2γ′′(1− tan2 γ) + (γ′)2(3− 4 tan2 γ) tan γ = 9νγ
′
2 cos2 γ
, (7.114)
which can be written as
ψ ˆ̟ t + 2γ
′ tan γ ˆ̟ψ ˆ̟ ˆ̟ +
(
γ′′
γ′
+ 6γ′ tan γ
)
ψ ˆ̟
= 2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ − 9νγ
′
2 cos γ
. (7.115)
Hence
ψ ˆ̟ =
cos6 γ
γ′
ℑ′( ˆ̟ cos2 γ) + 9ν
2
ln(sec γ − tan γ)
+
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ]dt. (7.116)
for some one-variable function ℑ. Therefore,
ψ =
cos4 γ
γ′
ℑ( ˆ̟ cos2 γ) + 9ν
2
ˆ̟ ln(sec γ − tan γ) + ϕ
+ ˆ̟
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ]dt (7.117)
for some function ϕ of t. According to (7.108),
g =
(
γ′′
γ′
cos γ + 2γ′ sin γ
)
˜̟ +
cos4 γ
γ′
ℑ( ˆ̟ cos2 γ) + 9ν
2
ˆ̟ ln(sec γ − tan γ) + ϕ
+ ˆ̟
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 3 tan2 γ) sin γ]dt, (7.118)
49
µ = [
cos4 γ
γ′
ℑ( ˆ̟ cos2 γ) + ˆ̟
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ]dt
+
9ν
2
ˆ̟ ln(sec γ − tan γ) + ϕ] tan γ +
(
γ′′
γ′
sin γ + γ′
1 + 2 sin2 γ
cos γ
)
˜̟ , (7.119)
hx = 3ν ln(sec γ − tan γ) + 2
3
{
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ]dt
+
(
γ′′
γ′
+ 2γ′ tan γ
)
tan γ +
cos6 γ
γ′
ℑ′( ˆ̟ cos2 γ)}. (7.120)
According to (7.91), (7.92), (7.97), (7.103), (7.105), (7.106) and (7.108),
gt + µgz + ggx − 6νf
=
(
γ′′ sin γ +
γ′′
′
γ′ − (γ′′)2 + 2(γ′)4
(γ′)2
cos γ
)
˜̟ + (γ′′ cos γ + 2(γ′)2 sin γ) ˆ̟ + ψt
−γ′ψ ˆ̟ ˜̟ +
(
γ′′
γ′
cos γ + 2γ′ sin γ
)2
˜̟ sec γ +
(
γ′′
γ′
cos γ + 2γ′ sin γ
)
ψ sec γ
+(γ′′ cos γ + 2(γ′)2 sin γ) ˜̟ tan γ + γ′ψ ˆ̟ ˜̟ +
9νγ′
2 cos γ
ˆ̟
=
(
6(γ′′ + (γ′)2 tan γ) sin γ +
γ′′
′
γ′ + 2(γ′)4
(γ′)2
cos γ
)
˜̟ +
(
γ′′
γ′
+ 2γ′ tan γ
)
ψ
+ψt + (γ
′′ cos γ + 2(γ′)2 sin γ) ˆ̟ +
9νγ′
2 cos γ
ˆ̟ , (7.121)
µt + gµx + µµz − 2hxτ − 6νκ
= 2γ′g sec2 γ + γ′′ ˜̟ sec γ + 2(γ′)2 ˜̟ tan γ sec γ + (γ′)2 ˆ̟ sec γ
+(gt + ggx + µgz − 6νf) tan γ + 2γ′gz sec3 γ
= 2[(γ′′ cos γ + 2(γ′)2 sin γ) ˜̟ + γ′ψ] sec2 γ + γ′′ ˜̟ sec γ + 2(γ′)2 ˜̟ tan γ sec γ
+(γ′)2 ˆ̟ sec γ + 2[(γ′′ cos γ + 2(γ′)2 sin γ) sin γ + γ′ψ ˆ̟ cos γ] ˆ̟ sec
3 γ
+(gt + ggx + µgz − 6νf) tan γ
= 3(γ′′ + 2(γ′)2 tan γ) ˜̟ sec γ + ((γ′)2 + 2γ′′ tan γ + 4(γ′)2 tan2 γ) ˆ̟ sec γ
+2γ′(ψ + ˆ̟ψ ˆ̟ ) sec
2 γ + (gt + ggx + µgz − 6νf) tan γ. (7.122)
Expression (7.115) says(
γ′′
γ′
+ 2γ′ tan γ
)
ψ + ψt + (γ
′′ cos γ + 2(γ′)2 sin γ) ˆ̟ +
9νγ′
2 cos γ
ˆ̟
= ϕ′ + [γ′′(3− 2 tan2 γ) cos γ + (γ′)2 sin γ (5− 4 tan2 γ)] ˆ̟
−2γ′ ˆ̟ψ ˆ̟ tan γ − 2γ′ψ tan γ +
(
γ′′
γ′
+ 4γ′ tan γ
)
ϕ. (7.123)
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By (7.121) and (7.123), we set
gˆ =
˜̟ 2
2
(
6 sin γ (γ′′ + (γ′)2 tan γ) +
γ′′
′
γ′ + 2(γ′)4
(γ′)2
cos γ
)
sec γ
+
ˆ̟ 2
2
[γ′′(2 tan γ − 3 cot γ) + (γ′)2(4 tan2 γ − 5)]
+2γ′ ˆ̟ψ sec γ +
[
ϕ′ +
(
γ′′
γ′
+ 4γ′ tan γ
)
ϕ
]
˜̟ sec γ. (7.124)
Then
gˆx = gt + µgz + ggx − 6νf (7.125)
by (4.31). Moreover, (4.31) yields ∂z(F (t, ˆ̟ )) = −∂x(F (t, ˆ̟ )) cot γ for any function F of
t and ˆ̟ . Furthermore, (7.122), (7.124) and (7.126) imply
µt + gµx + µµz − 2hxτ − 6νκ− gˆz
= 3(γ′′ + 2(γ′)2 tan γ) ˜̟ sec γ + ((γ′)2 + 2γ′′ tan γ + 4(γ′)2 tan2 γ) ˆ̟ sec γ
+2γ′(ψ + ˆ̟ψ ˆ̟ ) sec
2 γ + (tan γ + cot γ){[γ′′(3− 2 tan2 γ) cos γ
+(γ′)2(5− 4 tan2 γ) sin γ] ˆ̟ − 2γ′ ˆ̟ψ ˆ̟ tan γ − 2γ′ψ tan γ}
= 3(γ′′ + 2(γ′)2 tan γ) ˜̟ sec γ + ((γ′)2 + 2γ′′ tan γ + 4(γ′)2 tan2 γ) ˆ̟ sec γ
+[γ′′(3− 2 tan2 γ) csc γ + (γ′)2(5− 4 tan2 γ) sec γ] ˆ̟
= 6z(csc 2γ + sec2 γ). (7.126)
Therefore,
p = −ρ{3z2(csc 2γ + sec2 γ) +
[
ϕ′ +
(
γ′′
γ′
+ 4γ′ tan γ
)
ϕ
]
˜̟ sec γ
+2γ′ ˆ̟ψ sec γ +
ˆ̟ 2
2
[γ′′(2 tan γ − 3 cot γ) + (γ′)2(4 tan2 γ − 5)]
+
˜̟ 2
2
(
6(γ′′ + (γ′)2 tan γ) sin γ +
γ′′
′
γ′ + 2(γ′)4
(γ′)2
cos γ
)
sec γ} (7.127)
modulo the transformation in (2.21).
By (4.1) and (7.78), we have the following theorem.
Theorem 7.4. Let γ, ϕ be arbitrary functions of t and let ℑ be an arbitrary one-
variable function. Denote ˆ̟ = z cos γ − x sin γ and ˜̟ = z sin γ + x cos γ. We have the
following solutions of the three-dimensional classical non-steady boundary layer equations
(1.3), (1.4) and (1.5):
u =
(
γ′′
γ′
cos γ + 2γ′ sin γ
)
˜̟ +
cos4 γ
γ′
ℑ( ˆ̟ cos2 γ) + 9ν
2
ˆ̟ ln(sec γ − tan γ) + ϕ
+ ˆ̟
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 3 tan2 γ) sin γ]dt− 9γ
′ ˆ̟
4 cos γ
y2, (7.128)
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w = [
cos4 γ
γ′
ℑ( ˆ̟ cos2 γ) + ˆ̟
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ]dt
+
9ν
2
ˆ̟ ln(sec γ − tan γ) + ϕ] tan γ +
(
γ′′
γ′
sin γ + γ′
1 + 2 sin2 γ
cos γ
)
˜̟
−3γ′ ˆ̟ y sec2 γ − 9γ
′ ˆ̟ sin γ
4 cos2 γ
y2, (7.129)
v =
3
2
γ′y2 sec γ −
(
γ′′
γ′
+ 3γ′ tan γ
)
y − 3ν ln(sec γ − tan γ)
−2
3
{
∫
[2γ′′(1− tan2 γ) cos γ + (γ′)2(3− 4 tan2 γ) sin γ]dt
+
(
γ′′
γ′
+ 2γ′ tan γ
)
tan γ +
cos6 γ
γ′
ℑ′( ˆ̟ cos γ)}. (7.130)
and p is given (7.127) via (7.117).
Finally, we consider
ξ = fy3 + gy2 + κy + h, η = τy + ζy−1, (7.131)
where f, g, h, κ, τ and ζ are functions of t, x, z with ζ 6= 0. First,
ξy = 3fy
2 + 2gy + κ, ξyy = 6fy + 2g, ξyyy = 6f, (7.132)
ξyt = 3fty
2 + 2gty + κt, ξyx = 3fxy
2 + 2gxy + κx, (7.133)
ξyz = 3fzy
2 + 2gzy + κz, ξx = fxy
3 + gxy
2 + κxy + hx, (7.134)
ηy = τ − ζy−2, ηyy = 2ζy−3, ηyyy = −6ζy−4, ηyx = τx − ζxy−2 (7.135)
ηyt = τt − ζty−2, ηyz = τz − ζzy−2, ηz = τzy + ζzy−1. (7.136)
So we have
ξyξyx − (ξx + ηz)ξyy + ηyξyz = (3fy2 + 2gy + κ)(3fxy2 + 2gxy + κx)
−(6fy + 2g)(fxy3 + gxy2 + (κx + τz)y + hx + ζzy−1) + (τ − ζy−2)(3fzy2 + 2gzy + κz)
= 3ffxy
4 + 4fxgy
3 + (3fxκ+ 2ggx − 3fκx − 6fτz + 3fzτ)y2 − 2(gζz + gzζ)y−1
+2(gxκ− 3fhx − gτz + gzτ)y + κκx − 6fζz − 2ghx + τκz − 3fzζ − ζκzy−2, (7.137)
ξyηyx − (ξx + ηz)ηyy + ηyηyz = (3fy2 + 2gy + κ)(τx − ζxy−2)
−2ζy−3(fxy3 + gxy2 + (κx + τz)y + hx + ζzy−1) + (τ − ζy−2)(τz − ζzy−2)
= 3fτxy
2 + 2gτxy + κτx + ττz − 3fζx − 2fxζ − 2(gζ)xy−1
−(κζx + 2ζκx + 3ζτz + τζz)y−2 − 2hxζy−3 − ζζzy−4. (7.138)
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Hence (4.2) and (4.3) are implied by the following system of partial differential equations:
fx = (gζ)z = κz = τx = (gζ)x = hx = 0, ζz = 6ν, (7.139)
ft +
2
3
ggx − fκx − 2fτz + fzτ = 0, (7.140)
gt + gxκ− gτz + gzτ = 0, (7.141)
κt + κκx − 6fζz − 3fzζ + 1
ρ
px = 6νf, (7.142)
τt + ττz − 3fζx + 1
ρ
pz = 0, (7.143)
ζt + κζx + 2ζκx + 3ζτz + τζz = 0. (7.144)
By (7.139), we take
h = 0, f = φ(t, z), ζ = 6νz + ψ(t, x), g = αζ−1 (7.145)
for some two-variable functions φ, ψ and a function α of t. Moreover, (7.144) becomes
ψt + κψx + 2ψκx + 12νzκx + 3ψτz + 18νzτz + 6ντ = 0. (7.146)
Modulo the transformation in (2.19) and (2.20), we assume ψ = 0 or ψx 6= 0. Note the
compatibility pxz = pzx in (7.142) and (7.143) gives
fζxx = 14νfz + ζfzz =⇒ fψxx − ψfzz = 20νfz + 6νzfzz. (7.147)
Furthermore, the last equation in (7.145) says that g × (7.144) + ζ × (7.141) yields
α′ + 2α(κx + τz) = 0 (7.148)
Subcase 1. ψx 6= 0.
In this subcase, applying ∂x∂z to (7.146) gives
4νκxx + ψxτzz = 0. (7.149)
So τ is a quadratic polynomial in z. The coefficients of z2 in (7.146) say that τzz = 0, and
so κxx = 0. By the coefficients of z in (7.146), we have
κ = −2β ′x, τ = β ′z (7.150)
for some function β of tmodulo the transformations in (2.17)-(2.20). Now (7.146) becomes
ψt − 2β ′xψx − β ′ψ = 0. (7.151)
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Hence
ψ = eβℑ(e2βx) (7.152)
for some one-variable function ℑ. According to (7.147), we take f = 0. Furthermore,
(7.140) gives us g = 0.
Subcase 2. ψ = 0.
In this subcase, (7.146) becomes
2zκx + 3zτz + τ = 0. (7.153)
So
κx = −2β ′, τ = γz−1/3 + β ′z (7.154)
for some functions β and γ. Moreover, (7.148) yields
α = aδγ,0e
2β a ∈ R. (7.155)
Now (7.140) becomes
ft +
2γ
3
z−4/3f + (γz−1/3 + β ′z)fz = 0 (7.156)
and (7.147) gives
10fz + 3zfzz = 0. (7.157)
These two equations force us to take γ = 0 and
f = be7β/3z−7z/3 + c, b, c ∈ R. (7.158)
By (4.1) and (7.131), we have the following theorem:
Theorem 7.5. Let β be arbitrary function of t and let a, b, c be any real constants.
Suppose that ℑ is any one-variable function. We have the following solutions of the three-
dimensional classical non-steady boundary layer equations (1.3), (1.4) and (1.5): (1)
u = −2β ′x, v = β ′y − 6νy−1, w = β ′z − [6νz + eβℑ(e2βx)]y−2, (7.159)
p = ρ(β ′′ − 2(β ′)2)x2 − ρ
2
(β ′′ + (β ′)2)z2. (7.160)
(2)
u = 3(be7β/3z−7z/3 + c)y2+
ae2βy
3νz
− 2β ′x, v = β ′y− 6νy−1, w = (β ′− 6νy−2)z, (7.161)
p = ρ[42νcx+ (β ′′ − 2(β ′)2)x2]− ρ
2
(β ′′ + (β ′)2)z2. (7.162)
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