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Autonomous Underwater Vehicles (AUVs) are increasingly used for a wide variety of 
missions with extended durations. Due to the limited onboard battery capacities of typical 
AUVs, the energy shortage of AUVs is a relevant issue that requires further research to 
solve. Efficient motion and path planning is one of the key factors for completing long-
duration missions. Traditional pre-generative planners are inadequate to adapt to 
unknown and dynamically varying ocean environments. This is particularly evident for 
long-duration missions, in which a vehicle may unexpectedly encounter adverse ocean 
currents and suffer energy shortages. As the technological development in recent years 
continues to improve the onboard computational power of AUVs, it is timely to explore 
the potential of a sophisticated path planner for improving the operability, efficiency and 
endurability of AUVs. This thesis focuses on the development of a practical online path 
planner to improve the performance of an AUV operating in dynamic environments. 
The particle swarm optimization (PSO) algorithm and its variants are suitable for the 
application of online path planning in dynamic environments because they can maintain 
a large pool of solutions that can be used for replanning a vehicle path at any time 
throughout the mission. Nonetheless, there are concerns about the practicability of PSO-
based path planners such as the convergence of particles at local minima due to limited 
time for online planning, as well as their computational loads when implemented in an 
actual vehicle. Therefore, a preliminary review was first conducted to identify the 
strengths and weaknesses of existing PSO-based algorithms for solving the AUV path 
planning problem. A pre-generative AUV path planner was developed to solve the offline 
path planning problem of an AUV operating in a turbulent and cluttered ocean 
environment. The path planner successfully generated safe and feasible time-optimal 
paths that can exploit ocean currents to improve the AUV’s performance. 
Based on the preliminary review, a new approach was proposed to improve the performance 
of a PSO-based path planner by using selective hybridization of differential evolution 
(DE). The novel algorithms can conduct the DE operation selectively on particles to 
enhance the particles’ searching ability and resistance to local minima without inflating the 
computational cost. According to the results of Monte Carlo simulations and Kruskal-Wallis 
tests, the proposed algorithms outperformed other algorithms in the tested scenarios. 
x 
To improve the path planner’s search efficiency, which is the most critical attribute for 
an online path planner, constrained optimization was applied to formulate the path 
planner. The search domain was modelled using the polar coordinate system and a 
combination of hard and soft constraints. This ensured the compliance of paths with the 
vehicular constraints and facilitated the placement of path nodes to improve search 
efficiency. Different types of constraints were analysed to identify the optimal constraint 
setting that produced the highest search efficiency. 
Using a novel PSO-based algorithm, an online AUV path planner that employed a path 
replanning scheme was proposed to address the path planning problem of an AUV operating 
in a dynamic and unexplored ocean environment. The proposed path replanner can 
continuously refine a safe and feasible time-optimal path for an unknown environment based 
on the feedback from its onboard sensors. The performance and robustness of the path 
replanner were verified in the Monte Carlo simulations that used the REMUS 100 AUV 
model. Next, the path replanner was implemented in an AUV system by using an open-source 
system architecture, MOOS-IvP. The implemented path replanner was verified in a hardware-
in-the-loop (HIL) test of an Explorer AUV. The path replanner seamlessly worked in 
conjunction with the hardware on the test platform in real time to continuously generate a 
time-optimal path. 
Based on the experiments that involved different sensor configurations and test scenarios, the 
path replanner demonstrated its scalability for missions that required different setups of 
onboard sensors and for AUVs of different sizes. It also showed its versatility to accept 
different current profile data for the generation of time-optimal paths. The resultant path 
replanner developed in this thesis is practical and promotes ease of applications in field 
operations of AUVs. It contributes to enabling an AUV to achieve a higher level of 
autonomy and hence improve its competence in missions with longer durations. 
xi 
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Chapter 1.  
Introduction 
1.1 Background 
Autonomous underwater vehicles (AUVs) are unmanned robots that can be pre-
programmed to conduct underwater missions without relying on direct controls from a 
human operator. AUVs have become a progressively more important tool for performing 
various operations, ranging from seabed surveys, coastal mapping, and environmental 
monitoring for scientific research purposes, to mine countermeasures and anti-submarine 
warfare for military applications. As the market demands AUVs to expand their range of 
applications, the vehicles are required to execute increasingly challenging missions in more 
dynamic and constrained environments over extended durations. The energy requirements 
of such missions have outpaced the technology development of AUVs’ onboard battery 
capacities (Edwards et al., 2017). As typical AUVs have limited onboard resources, efficient 
motion and path planning becomes one of the key factors for completing missions that 
challenge the vehicle autonomy and endurance. 
Path planning is the process of generating paths to be followed by a robotic platform in order 
to conduct its mission. In the context of AUVs and other underwater vehicles, the term “path 
planning” is used more commonly than “motion planning”, which often refers to the 
procedure of determining suitable actions for ground or aerial robots to carry out their 
operations. An AUV path planner must satisfy several objectives and criteria in accordance 
with the properties of the vehicle and its operational space. The minimum requirement of a 
path planner is to generate a path that enables an AUV to traverse towards its target while 
maintaining a safe distance from obstacles and respecting its vehicular constraints. In 
addition to fulfilling the minimum requirement, a path planner can improve the performance 
and endurance of an AUV by exploiting ocean currents.  
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Spatiotemporal currents, which are present in any AUV mission, can have a profound 
impact on the vehicle’s performance. Strong ocean currents and eddies may oppose the 
AUV’s motions and even push the vehicle off its planned path, leading to an increase in its 
energy consumption and thus a reduction in its endurance. A path planner that takes into 
consideration the effect of ocean currents can generate a time-optimal path, which increases 
the operational efficiency of an AUV by guiding the vehicle towards its target within 
minimum time. By adapting its planning to ocean currents, a time-optimal path planner can 
enable an AUV to surf the favourable currents that assist the vehicle’s motion, while 
avoiding the adverse currents that are opposing it. A time-optimal path is particularly 
important when the AUV is required to traverse between multiple regions of interest across 
large bodies of water and over an extended duration. 
Due to the spatial and temporal variabilities of dynamic ocean environments, in which an 
AUV may encounter moving obstacles and time-varying ocean currents, a planned path may 
become less optimal or physically infeasible over time, especially for missions with 
extended duration. In order to ensure a safe and optimal path for an AUV operating in 
dynamically varying environments, path planning needs to be carried out online and 
continuously throughout the AUV’s mission. Path replanning is a technique used to improve 
the computational efficiency of online path planning by reusing previously planned paths 
for the planning of a new path. This thesis focuses on the development and implementation 
of path planning and replanning techniques that generate time-optimal paths to exploit ocean 
currents in a dynamic, cluttered, and unknown environment. 
1.1.1 Overview of Path Planning Techniques 
A path planning system (or path planner) of an AUV usually works together with the 
vehicle’s guidance, navigation, and control (GNC) systems to provide autonomy to the 
vehicle. The framework of an AUV’s GNC systems incorporating a path planner can be 
described in Figure 1.1. After receiving target information from the mission planner, the 
path planner generates a feasible path based on the vehicular and environmental conditions, 
which are measured (or estimated) by the navigation system. The generated path can be fed 
to a line-of-sight (LOS) guidance scheme and a reference model to calculate the reference 
(desired) vehicle states for path following and tracking. The reference states are passed to 
the control system, which computes the control forces required for actuating the vehicle to 




Figure 1.1: Path planning and GNC systems of an AUV. 
Robotic path planning is an active area of research that has been extensively studied for 
many years, especially for ground vehicles. Path planning problems that involve lower 
dimensions and fewer constraints can simply be viewed as finding the shortest path to get a 
vehicle to its destination. However, the complexity of path planning problems can vary 
greatly due to the unique characteristics of different robotic platforms. Some robots, such as 
an unmanned aerial vehicle (UAV) or an AUV, are required to operate in higher-
dimensional space with more degrees of freedom (DOF) and constraints. Path planning for 
an AUV should fulfil additional criteria such as the AUV’s vehicular constraints, limited 
onboard computational power, and external forces in ocean environments. Moreover, robots 
in a real-world system are subjected to uncertainties that arise from their operational 
environments, GNC systems and actuators. In spite of extensive research conducted over 
the years, path planning problems with complex objectives and constraints remain 
computationally intractable. Generally, path planning can be treated as an optimization 
problem, which can be divided into two major components: 
• Generation of a path constituted by a sequence of path nodes. 
• Formation of a path by connecting the path nodes with a geometry. 
1.1.2 Path Generation 
To date, numerous AUV path planning techniques have been studied and applied to optimize 
the generation of path nodes. Earlier studies mostly focused on pre-generative offline 
planning (also known as global path planning), which assumed an a priori known 
environment and omitted the state information feedback from the navigation system. The 
offline planning approach can be applied for predictable environments, such as a previously 
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explored environment with known terrain and weather maps and subjected to little or no 
temporal variabilities. To generate a time-optimal path based on the offline planning 
approach, a predictive ocean model can be used.  
Recent comparison studies from Zeng et al. (2016), Youakim and Ridao (2018), and Panda 
et al. (2020) classified and discussed various path planning techniques, such as potential 
field methods, graphical search-based methods, Markov decision process (MDP), finite-
difference methods, sampling-based algorithms, and optimization-based methods. The 
potential field methods, also known as artificial potential fields (APF), are fast and efficient 
for high-dimensional problems but it is highly susceptible to local minima. Kruger et al. 
(2007) and Cheng et al. (2015) applied the APF method to generate a time-optimal path for 
an AUV based on a predictive ocean model. Graphical search-based planners, such as 
Dijkstra’s algorithm, A* (Garau et al., 2009; Koay & Chitre, 2013) and Fast Marching* 
(FM*) (Petres et al., 2007), use low complexity algorithms with applications limited to 
lower-dimensional and less complex problems. Li et al. (2020) employed a Dijkstra-based 
approach to present a two-stage path planner that generates time-optimal paths based on the 
state constraints, reachability, and risk of collision. In order to improve the robustness of an 
offline A* path planner, Huynh et al. (2015) considered uncertainties in their ocean model 
to generate time-optimal paths. 
Pereira et al. (2013) and Hollinger et al. (2016) incorporated uncertainties of ocean models 
to propose risk-aware MDP-based planners that produce robust pre-generative time-optimal 
paths. Time-optimal paths can also be generated by solving partial differential equations, in 
particular the Hamilton-Jacobi equation, with a finite-difference method. For instance, a fast 
sweeping method was employed by Takei and Tsai (2013) and Parkinson et al. (2020) to 
achieve time-optimal motion planning of a nonholonomic car. Lolla et al. (2012) and Lolla 
et al. (2014) used a level-set method and predictive ocean models to generate time-optimal 
paths for an AUV.  
Rapidly-exploring random trees (RRT) (Cui et al., 2016; Rao & Williams, 2009) is a widely 
applied sampling-based method that is effective for high-dimensional and highly time-
constraint scenarios, but its generated paths are usually suboptimal and require further 
refinement. More details on sampling-based path planners can be found in the study of 
Elbanhawi and Simic (2014).  
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Optimization-based methods can offer the advantage of optimizing multiple control 
objectives by using a combination of objective functions. The Covariant Hamilton 
Optimization Motion Planning (CHOMP) is an optimization algorithm that uses covariant 
gradient descent to achieve continuous path optimization. Another algorithm, the Stochastic 
Trajectory Optimization Motion Planning (STOMP), generates optimized paths based on a 
search from randomized solutions. It can offer higher resistance to local minima compared 
to CHOMP. Metaheuristic optimization algorithms, such as genetic algorithm (GA) 
(Alvarez et al., 2004), simulated annealing (Witt & Dunbabin, 2008), and particle swarm 
optimization (PSO) (Taleshian & Minagar, 2015; Wang et al., 2016), show excellent 
performance in terms of solution optimality for complex multimodal path planning 
problems and have high resistance to local minima, although these algorithms may converge 
to local minima within finite time. Fu et al. (2009) and Zeng et al. (2016) highlighted the 
efficiency and robustness of the quantum-behaved PSO (QPSO) algorithm for solving high-
dimensional path planning problems. 
1.1.3 Path Geometry 
A vehicle path can be formed by connecting path nodes based on a chosen geometry, which 
can be a straight line, an arc, a spline, or a combination of the aforementioned (i.e., a 
composite path). The formation of a path needs to take into account the dynamics and 
constraints of the vehicle. Forming a path using only straight lines produces an unsmooth 
path with a discontinuous first derivative at the location of every path node, resulting in an 
intermittent velocity function. A fully actuated robotic vehicle may be able to follow a path 
with some discontinuities easily. However, most aerial and marine vehicles, particularly an 
underactuated AUV, strictly require a smooth path to produce a satisfactory path-following 
performance. It is important for a vehicle to follow its path closely and pass through every 
waypoint because missing certain waypoints may cause the vehicle to collide with an 
obstacle, especially in a dynamic environment. 
The continuity of velocity function along a path can be achieved by connecting the path 
nodes with a Dubins path, which gives the shortest path in a plane while fulfilling prescribed 
initial and terminal headings and a curvature constraint (Dubins, 1957). A Dubins path is a 
composite path that is formed by concatenating straight lines and circular arcs of maximum 
curvature. The traditional Dubins path considered only the forward motion of car-like robots 
in 2D but it was further studied by Reeds and Shepp (1990) to address the reverse motion, 
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and by Ambrosino et al. (2009) to generate 3D Dubins paths for a UAV. There are 
circumstances in which forming an optimal path from a Dubins path is not guaranteed to be 
feasible, such as when the external forces (wind or current) acting on a robot are considered 
(Bakolas & Tsiotras, 2013; Techy & Woolsey, 2009). Moreover, a Dubins path only has G1 
continuity and a discontinuous curvature function that jumps between zero and non-zero 
values due to the concatenation of straight lines and circular arcs. This increases the 
difficulty for a robot to follow the composite path due to the sudden change in the required 
centripetal acceleration for manoeuvring between the straight and circular segments.  
A smoother path of continuous curvature (G2 continuity) can be formed by concatenating 
segments that have the same curvature at their joining points. This can be achieved by 
joining straight lines and circular arcs with other geometries, such as a clothoid (also known 
as Euler spiral or Cornu spiral) (Fraichard & Scheuer, 2004). A clothoid path can have 
continuous curvature because the curvature of a clothoid starts at zero at its boundaries and 
varies linearly with its length based on Fresnel integrals. Clothoids have been applied in 2D 
path planning of AUVs (Barisic et al., 2010) and UAVs (Dai & Cochran, 2009; 
Shanmugavel et al., 2010). The application of clothoid-based paths is limited because 
solving the non-closed-form expressions of the Fresnel integrals can cause excessive 
computational loads for an autonomous vehicle (Dahl, 2013), especially in scenarios where 
online path planning is required. 
An alternative geometry that can be used for generating a curvature-continuous composite 
path is a Fermat’s spiral (also known as parabolic spiral), which also has a variable curvature 
that can start at zero at its boundaries. Fermat’s spirals offer the advantage of lower 
computational cost because their solutions can be determined explicitly from simple 
parametric equations. The application of Fermat’s spirals in path planning was first studied 
by Dahl (2013) and Candeloro et al. (2013). The parametrization of Fermat’s spirals was 
further modified by Lekkas et al. (2013) to improve the trackability of generated paths. 
Subsequently, Candeloro et al. (2017) applied Fermat’s spirals in a path replanner for 
dynamic path planning. 
The abovementioned methods, namely Dubins, clothoid and Fermat’s spiral, generate 
composite paths that consist of multiple concatenated segments. An alternative method to 
construct a feasible vehicle path is by using splines or other piecewise polynomial curves. 
In this case, path nodes serve as the control points for the curve functions. Although there 
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are a vast variety of piecewise polynomials that have been extensively studied and applied 
in computer science, few are suitable for path planning of underactuated robotic vehicles. 
Bezier curves (Elhoseny et al., 2018; Hassani & Lande, 2018; Zhang et al., 2016) and their 
generalizations, B-splines (also known as basis splines) (Chen et al., 2013; Wang et al., 2019; 
Zeng et al., 2012), are commonly used for path planning because they offer C2 continuity 
and local control over the path, which means relocating one path node only affects the 
adjacent path segments. However, paths based on Bezier curves and B-splines do not pass 
through all their control points (Jolly et al., 2009); this restricts their applications in some 
path planning scenarios (Lekkas & Fossen, 2014). On the other hand, although natural 
splines have continuous curvature and pass through all their control points, they are not 
suitable for path planning because they lack local control and produce unnecessary wiggling 
between path nodes, leading to extra control actions required to follow the paths.  
Another polynomial suitable for constructing a vehicle path is Pythagorean-hodograph (PH) 
curves, which are polynomial curves with hodographs that meet a Pythagorean condition. 
Farouki (2008) proved that a quintic PH curve was required for the path planning application 
to produce a closed-form path solution with continuous curvature and sufficient flexibility. 
PH paths in 2D and 3D scenarios were also studied for various autonomous robots (Choe et 
al., 2016; Farouki et al., 2018; Shanmugavel et al., 2007; Tsourdos et al., 2010). Cubic 
Hermite splines have also been employed for path planning (Bakdi et al., 2017; Song et al., 
2015) to generate practical vehicle paths that offer high tractability without unnecessary 
wiggling segments. Paths based on the cubic splines pass through all the path nodes and 
allow local control. Despite not having a continuous second derivative (C2 continuity), cubic 
Hermite spline paths can be applied for marine vehicles with a suitable path following 
controller (Lekkas & Fossen, 2014).  
Due to the peculiarities of polynomial curves, the choice of curves for path formation 
depends on the types of vehicles and mission requirements. For underactuated vehicles such 
as typical torpedo-shaped AUVs, it is critical to ensure a planned path has a minimum of G2 
and C1 continuity so that the path can be followed closely and smoothly. This is particularly 
important for an AUV subjected to spatiotemporal ocean currents, which increase the 
difficulty of path following and the likelihood of deviations from the planned path. 
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1.1.4 Online Path Planning  
Online path planning pertains to the process where a path is continuously planned in real 
time for a vehicle subjected to dynamic variabilities. Thus, it is also referred to as real-time 
or dynamic path planning. Online path planning enables a vehicle to adapt to unexpected 
changes in a dynamic and/or unknown environment, which is a common operational 
scenario for real-world planning problems. The main challenge of online path planning is 
finding an optimal path within a limited time allowed for planning. A practical online path 
planner should achieve a balance between its computational requirement and the quality of 
generated paths. 
An intuitive approach to online planning is known as local path planning, in which local 
adjustments are made for a vehicle while following a previously planned path. Local path 
planning mainly involves avoiding collisions with an obstacle and guiding the vehicle back 
to the planned path after passing the obstacle. Previous studies (Casalino et al., 2009; Larson 
et al., 2006; Yao et al., 2020) combined path following and obstacles avoidance control to 
handle dynamic environment effectively but at the cost of path optimality. Based on a 
similar approach, Sun et al. (2018) were able to improve path quality by combining fuzzy 
control and the QPSO algorithm. Benjamin et al. (2019) proposed a dynamic obstacle 
manager that uses multi-objective optimization of interval programming to ensure a 
collision-free trajectory while following a pre-planned path. 
Some studies adopted a reactive path planning approach, in which a new path is generated 
reactively to adapt to the varying environment while previously planned paths are discarded. 
Existing studies proposed to combine the reactive approach with various algorithms such as 
Voronoi diagram (Candeloro et al., 2017), APF (Haddadin et al., 2010; Petres et al., 2011), 
A* (Duchoň et al., 2014; Naeem et al., 2012; Singh et al., 2018), Field D* (Carsten et al., 
2006), and RRT (Redding et al., 2007; Vasile & Belta, 2014). Belkhouche (2009) and 
Belkhouche and Bendjilali (2012) also proposed reactive path planners that use simple 
collision cones and kinematic-based navigation laws to generate suboptimal but safe and 
robust paths.  
Reactive planning approach was also applied with neural network and reinforcement 
learning to generate safe AUV paths in dynamic environments (Cui et al., 2017; Duguleana 
& Mogan, 2016; Lin et al., 2019). Cheng and Zhang (2018) proposed a deep reinforcement 
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learning algorithm that combined multiple reward functions to achieve effective obstacle 
avoidance in unknown environments, but it did not demonstrate significant advantages over 
non-learning algorithms. Although these learning algorithms showed their effectiveness in 
numerical simulations, their implementations in AUVs are challenging because model 
training for an AUV in the real world is expensive and time-consuming. Training a model 
in simulations is possible but the model will become biased and very specific to the 
simulated environments. None of the abovementioned path planners was verified 
experimentally on an actual AUV platform. 
In contrast to reactive path planning, an approach known as path replanning scheme 
generates a new path based on the previous solution(s). In some literature, the term 
“replanning” is interpreted as redoing the planning and can be used interchangeably with 
reactive path planning. In this thesis, path replanning refers specifically to the technique of 
reusing previous solution(s) for the generation of a new path. Usually in oceans, the 
environmental conditions change gradually rather than transform completely and abruptly. 
The planning conditions for a new path may bear some resemblance to the conditions in the 
previous planning cycle. Hence, it is deemed more computationally efficient to generate a 
new path by modifying the previously planned path(s) because it is probable that the new 
path nodes can be placed in proximity to the previous solution(s). The increase in 
computational efficiency by making use of the previous solution(s) can be significant 
especially when the search space is vast and highly dynamic. 
Previous studies proposed path replanning based on a single previous solution. For example, 
an “anytime” approach was developed to generate a feasible but suboptimal path that can 
be modified and refined continuously throughout the mission. This approach was combined 
with A* (Likhachev et al., 2004), Field D* (Ferguson & Stentz, 2006b) and RRT (Ferguson 
& Stentz, 2006a). Park et al. (2013) adopted a similar approach and developed a path 
replanner that uses parallel computing on multi-core processors to improve its 
computational performance. Other algorithms were also used to replan a new path from a 
previous solution, such as D* lite (Sun & Zhu, 2016), STOMP (Galceran et al., 2015), and 
RRT (Hernández et al., 2019; Ma et al., 2018).  
Path replanning can also be conducted by reusing more than one previous solution. Bruce 
and Veloso (2002) developed an RRT-based path replanner that stores the cache of all 
previous waypoints for path replanning. To enable path replanning from multiple solutions, 
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existing studies also proposed the use of homotopic sets of paths with APF (Brock & Khatib, 
2000) and RRT (Hernández et al., 2011). 
Path replanning based on a pool of previous solutions can also be achieved by using a 
population-based optimization algorithm, which can maintain all the previous solutions at 
any time throughout a mission. For example, MahmoudZadeh et al. (2018) successfully 
applied PSO, differential evolution (DE), firefly algorithm (FA) and biogeography-based 
optimization (BBO) for path replanning. The application of PSO in path replanning was 
explored by several recent studies (Biswas et al., 2016; Lv et al., 2019; Zhou et al., 2018). 
Zeng et al. (2015) also proposed a QPSO-based path replanner to replan the path of an AUV 
in spatiotemporal environments at a predefined fixed interval. This path replanner has a high 
requirement for onboard sensor configurations because it requires either the global 
environmental information or all the information surrounding the AUV up to a specific 
radius to be known. 
Although the PSO algorithm and its variants offer an effective and computationally efficient 
solution for online path planning, there are concerns about the practicability of PSO-based 
path planners such as the convergence of PSO at local minima due to limited time for online 
planning, as well as the computational loads when implemented in an actual vehicle. The 
majority of previous studies for PSO-based planners are only based on pure numerical 
simulations. Hence, it is critically important to study the performance of PSO-based path 
planners when implemented in real-time vehicle systems. 
1.2 Research Aim and Objectives 
The literature review in the previous section reveals that the path planning of an AUV in an 
unknown and dynamic environment is a computationally intractable problem that remains 
an active area of research. As AUVs are increasingly used for missions with extended 
durations, the shortage of onboard energy is a relevant issue that requires further research 
to solve. Pre-generative planners are inadequate to adapt to unknown and dynamically 
changing ocean environments. This is most notably evident for long-duration missions, in 
which the vehicle may unexpectedly encounter adverse ocean currents and suffer energy 
shortages.  
Technological advancement in recent years continues to improve computers’ speed and 
form factor. This enables an AUV to be equipped with higher onboard computational power 
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and allows it to achieve a potentially higher level of autonomy. Thus, it is timely to explore 
the potential of a sophisticated path planner for improving the operability, efficiency and 
endurability of an AUV. 
This thesis aims to develop a practical online path planner to improve the performance of 
an AUV operating in dynamic environments. It is primarily an applied research study with 
the ultimate goal of implementing the proposed path planner in an actual AUV. The research 
objectives can be summarised as follows: 
• Develop a path planner that generates time-optimal paths to improve the efficiency 
and performance of an AUV operating in complex ocean environments. 
• Devise an online path planning scheme that considers the spatiotemporal variability 
of ocean environments, collision avoidance, and constraints imposed by missions 
and vehicles. 
• Evaluate the effectiveness and scalability of the path planner for AUVs of different 
sizes and sensor configurations through extensive Monte Carlo methods. 
• Verify the practicability and performance of the path planner through numerical and 
experimental studies. 
1.3 Novel Aspects 
This research provides contributions through the development of an effective online path 
replanner to improve the performance of an AUV. The novelties of this work are listed as 
follows (refer to the Statement Regarding Published Work for publication details): 
• A novel PSO-based algorithm has been developed to solve a multi-objective AUV 
path planning problem. The proposed path planner intelligently exploits ocean 
currents and generates time-optimal paths to improve the performance of an AUV 
operating in dynamic and unknown ocean environments. The path planner 
outperformed other existing algorithms based on systematic benchmark studies. The 
review and development of the novel PSO-based algorithm were published in Paper 
1, Paper 2, and Paper 3, while the application of the algorithm for path planning in 
dynamic and unknown environments was published in Paper 4 and Paper 5. 
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• An online path replanning scheme that considers the practical concerns for the 
operation of an AUV in spatiotemporal and unknown ocean environments is 
proposed. The proposed scheme continuously refines the vehicle path, which is 
adaptive to the varying environment based on the limited information provided by 
onboard sensors. The relevant publications are Paper 4 and Paper 5. 
• The proposed path replanner has considered the limitations of different sensor 
configurations and the availability of sensory data. The planner is also scalable for 
AUVs of different sizes by adjusting its parameters based on the vehicle dimensions. 
The path replanner demonstrated its scalability, effectiveness and robustness by 
using Monte Carlo methods. The relevant publications are Paper 4 and Paper 5. 
• The performance of the path replanner has been evaluated and verified under 
stochastic processes in numerical simulations and hardware-in-the-loop tests, which 
involved the onboard controllers and actuators of an Explorer class AUV. Most 
existing relevant studies are based on pure numerical simulations only. The 
evaluation and implementation of the path replanner were published in Paper 5. 
1.4 Assumptions and Scope 
The assumptions and scope of the undertaken work in this thesis are outlined as follows: 
• This study primarily focused on the development of a high-level planning 
architecture for AUV missions that involve a single vehicle. The proposed algorithm 
was only developed and tested for optimizing the planning of a typical torpedo-
shaped AUV. 
• For the operational scenarios in all chapters, ocean current velocity was assumed to 
be always lower than the advance velocity of an AUV. This assumption was based 
on the observation that underwater currents are generally in the range of 0.01 – 0.2 
m/s and rarely exceed 1.0 m/s (Shanmugam, 2020), while typical torpedo-shaped 
AUVs can be operated at up to 3.0 m/s. 
• In Chapter 2, 3 and 4, the operational scenarios, including obstacles and ocean 
current fields, were considered static and exactly known. The AUV was assumed to 
have a constant water-referenced speed. 
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• In Chapter 5 and 6, the operational scenarios, including obstacles and ocean current 
fields, were considered dynamic and fully unknown. The AUV acquired 
environmental information by using simulated sensor feedback. The sensor 
measurements were assumed to be reliable and noise-free. 
• The proposed algorithm did not incorporate fault and situational awareness. The 
AUV was assumed to be fully functional throughout the operational scenarios in all 
chapters. 
1.5 Thesis Outline 
This thesis consists of seven chapters and four appendices. Chapters 2 – 6 are based on peer-
reviewed publications, which are modified to fit into the thesis. The full publications can be 
found in the appendices. The rest of the thesis is organized as follows: 
Chapter 2 provides a comprehensive review of existing PSO-based algorithms, including 
the basic PSO, QPSO and their variants, for their performances in solving the AUV path 
planning problem. A pre-generative AUV path planner was developed to solve the offline 
path planning problem of an AUV operating in a turbulent and cluttered ocean environment. 
The path planner aimed to generate safe and dynamically feasible time-optimal paths that 
could exploit ocean currents to improve the AUV’s performance. Numerical simulations 
were conducted to benchmark the algorithms’ performances. Using the Monte Carlo 
methods, the algorithms were evaluated for their solution qualities, stabilities, convergence 
behaviours and computational requirements. 
Chapter 3 proposes a novel approach to improve the performance of PSO-based algorithms 
in solving an AUV path planning problem by using selective hybridization of DE. To 
analyse the proposed algorithms, an empirical study and a benchmark study based on several 
non-linear continuous test functions were conducted. The algorithms were applied in an 
offline AUV path planner to generate a time-optimal path that can guide the AUV towards 
its target within minimum time. The performances of the proposed algorithms were 
evaluated and benchmarked against other algorithms based on Monte Carlo methods and 
Kruskal-Wallis ANOVA tests. 
Chapter 4 presents the formulation of an objective function for AUV path planning as 
constrained optimization to improve the search efficiency of a path planner. The polar 
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coordinate system and a combination of hard constraints and soft constraints were used to 
model the search domain of the path planner. To identify the optimal constraint setting, the 
effect of different constraints on the algorithm performance was thoroughly analysed using 
extensive Monte Carlo simulations and Kruskal-Wallis tests. 
Chapter 5 addresses the path planning problem of an AUV operating in an unknown, 
dynamic and cluttered ocean environment. It describes the development of an online AUV 
path planner that employed a novel PSO-based algorithm and a path replanning approach to 
optimize the AUV mission. The path replanner aimed to continuously generate and refine a 
time-optimal path for the AUV based on its onboard sensor measurements throughout a 
mission. Different configurations for the FLS and H-ADCP sensors were considered in the 
study. Numerical simulations were conducted to assess the performance and robustness of 
the proposed path replanner under stochastic processes.  
Chapter 6 presents the implementation of the proposed path replanner in an AUV system. 
The implementation was achieved by using an open-source system architecture, MOOS-
IvP. The performance of the path replanner was evaluated and verified in hardware-in-the-
loop (HIL) tests. The experiment required the path replanner to interact with the onboard 
controllers and actuators of an Explorer AUV in real time. A variety of sensor configurations 
and test scenarios were involved in the experiment. Based on the experimental results, the 
performance and robustness of the path replanner were evaluated.  
Chapter 7 concludes the thesis with key findings for each chapter. Suggestions for further 







Chapter 2.  
PSO-based Algorithms for AUV  
Path Planning 
This chapter1 presents a review of various PSO-based algorithms including the basic PSO, 
QPSO and their variants. The algorithms were evaluated for the performance in solving the 
offline path planning problem of an AUV operating in a turbulent and cluttered ocean 
environment that was a priori known. The pre-generative path planner aimed to generate a 
time-optimal path that could exploit ocean currents to enhance the vehicle performance. 
Path planning scenarios with obstacles and non-uniform ocean currents were simulated in 
2D and 3D domains. Extensive Monte Carlo simulations were conducted to evaluate the 
solution qualities, stabilities, computational loads, and robustness of the algorithms. 
2.1 Literature Overview 
Population-based optimization algorithms, such as PSO, are suitable for path planning in 
dynamic environments, where online planning of a vehicle path is required because it can 
maintain a large pool of solutions that is available at any time during the mission. These 
solutions can serve as the initial solutions whenever the replanning of a path is needed, thus 
significantly improving the computational efficiency. Nonetheless, the algorithm may 
converge at local minimum solutions if the time allowed for path planning is limited, which 
is often the case in real AUV operations. In recent years, many strategies that modify the 
PSO algorithm have been proposed to improve its performance in path planning of various 
autonomous systems. Each of these variants of PSO was claimed to offer different extents 
 
1 This chapter was modified from the following publication: Lim, H. S., Fan, S., Chin, C. K. H., & Chai, S. 
(2018). Performance evaluation of particle swarm intelligence based optimization techniques in a novel AUV 
path planner. IEEE OES Autonomous Underwater Vehicle Symposium, Porto, Portugal. 
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of improvement over the original PSO algorithm. Nonetheless, there is a lack of systematic 
methods to evaluate the performances of these algorithms. It is crucial to present a study 
that compares and reviews these algorithms for the required application. 
2.1.1 PSO Algorithm 
The PSO algorithm is a metaheuristic population-based optimization technique introduced 
by Eberhart and Kennedy (1995) based on the inspiration from the analogues of cognitive 
abilities and social interaction in social animals. Due to its high computational efficiency 
and easy implementation, PSO has been widely applied in various optimization problems. 
The pioneering works of PSO application in path planning were presented by Foo et al. 
(2006), Qin et al. (2004), and Saska et al. (2006). Despite being an evolutionary algorithm, 
PSO does not have conventional evolutionary operators. PSO consists of particles that move 
within a multidimensional search space to search for the potential solutions, which are 
represented by the particles’ positions. The particles’ velocities are iteratively updated by 
the particle’s own experience (cognitive behaviour) and the entire swarm’s experience 
(social behaviour) to vary the particles’ positions. In a standard PSO algorithm that consists 
of N particles with D number of dimensions for solving an objective function F, the position 
vector of the ith particle at tth iteration can denoted as: 




DiX i Nχ χ χ=  ∈  (2.1) 
The velocity V and position X of the ith particle at (t+1)th iteration are updated by using the 
particle’s personal best position pbest and the swarm’s global best position gbest according 
to Equations (2.2) and (2.3). The positions pbest and gbest can be determined based on the 
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where the argmin function returns the particle position for the minimum F(pbest) among all 
particles. In Equation (2.2), r1 and r2 are uniformly distributed random positive numbers 
that are less than 1.0. C1 and C2 denote the acceleration coefficients for cognitive and social 
components, respectively; they are both set to 2.0 for most applications (Shi & Eberhart, 
1999). The inertia weight w is introduced by Shi and Eberhart (1998) for balancing the 
global exploration and local exploitation abilities of the particles to produce a faster 
convergence and hence a better algorithm performance. A common strategy is to set w at an 
initial value of 0.9 and linearly decrease it to 0.4 according to Equation (2.6) as the algorithm 
iterates (Eberhart & Shi, 2000). 
( )max max min
max
tw w w w
t
= − −   (2.6) 
To confine the particles within the search space, the particle velocity V is usually bound to 
an interval of [−Vmax, Vmax], where the maximum velocity Vmax is recommended to be 10 – 
20% of the range of variables (Eberhart & Shi, 2001). The application of PSO in AUV path 
planning can be conducted as described in the following pseudocode after selecting the 
suitable parameters for the algorithm. 
Step 1. Define the algorithm parameters and ocean environments. 
Step 2. Initialise a group of candidate paths by generating particles with random 
positions in Equation (2.1). Set pbest to the current particle positions. 
Step 3. While the stop criteria are not met,  
For t = 1, 2, … , tmax, 
Evaluate particle fitness F(Xi t) using the objective function F. 
Update pbest and gbest using Equations (2.4) and (2.5) respectively. 
Update w, C1 and C2 as required. 
For each particle i = 1, 2, … , N, 
Update particle velocity using Equation (2.2). 




Step 4. Output gbest that holds the optimal path when the stop criteria are met. 
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2.1.2 QPSO Algorithm 
Inspired by the mechanics of quantum systems and PSO algorithm, Sun et al. (2004) 
proposed the QPSO algorithm, in which the particles are assumed to have quantum 
behaviour. QPSO is the most well-known variant of PSO. Similar to PSO, QPSO has found 
applications in many fields. Its application in path planning was pioneered by Fu et al. 
(2009) and Zhang et al. (2011).  
In QPSO, the quantum particles are assumed to be attracted to a 1-dimensional delta 
potential well centred at a local attraction point for each dimension of the particles’ 
positions. In quantum states, the momentum and energy of the particles are characterized by 
a wave function, and thus the position and velocity update equations of QPSO are different 
from the traditional update equations in PSO. Based on a statistical interpretation of the 
wave function, the probability distribution function of the particles’ positions can be 
obtained. The particles’ positions can be converted from quantum states to classical states 
by employing Monte Carlo inverse transformation on the probability distribution function 
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  (2.7) 
where u is a random number uniformly distributed in the range of 0 – 1.0, δ is the potential 
well as given in Equation (2.8), and L is the characteristic length of the δ potential well as 
defined in Equation (2.9). 
( )1t t t t ti i i ipbest gbestδ ϕ ϕ= ⋅ + − ⋅   (2.8) 
 2  t t ti iL mbest Xβ= ⋅ ⋅ −   (2.9) 
where φ in Equation (2.8) is a random number uniformly distributed in the range of 0 – 1.0. 
In Equation (2.9), β is the contraction-expansion (CE) coefficient, and mbest is the mean 
best position of the swarm. mbest is defined as the average of personal best positions of all 









= ∑   (2.10) 
Combining Equations (2.7) - (2.10) yields Equation (2.11), which is the position update 
equation of particles in the QPSO algorithm. 
( ) ( )1     1  lnt t t t t t t ti i i i i iX pbest gbest mbest X uϕ ϕ β+ = ⋅ + − ⋅ ± ⋅ − ⋅ −   (2.11) 
When applying the QPSO algorithm. the selection of β is important for tuning the 
convergence behaviour of the algorithm. As suggested by an empirical study of parameter 
selection by Sun et al. (2012), a linearly decreasing β from a maximum value βmax of 1.0 to 
a minimum value βmin of 0.5 according to Equation (2.12) is suitable for most applications. 




β β β β= − −   (2.12) 
The application of QPSO in AUV path planning can be conducted as described in the 
following pseudocode after selecting the suitable parameters for the algorithm. 
Step 1. Define the algorithm parameters and ocean environments. 
Step 2. Initialise a group of candidate paths by generating particles with random 
positions in Equation (2.1). Set pbest to the current particle positions. 
Step 3. While the stop criteria are not met,  
For t = 1, 2, … , tmax, 
Evaluate particle fitness F(Xi t) using the objective function F. 
Update pbest and gbest using Equations (2.4) and (2.5) respectively. 
Update mbest using Equation (2.10). 
Update β as required. 
For each particle i = 1, 2, … , N, 








2.1.3 Variants of PSO and QPSO 
The performance of PSO-based algorithms depends on their global searching ability, 
resistance to local minima, convergence speed, robustness, etc. Many strategies have been 
proposed in recent studies to improve algorithm performance. In this section, the algorithms 
proposed by these studies were classified into several categories based on the approaches 
used to improve the algorithm performance. These approaches include algorithm parameters 
control, novel update equations, hybridization with other algorithms, and a combination of 
multiple approaches.  
Algorithm parameters control 
PSO-based algorithms have several parameters that can be adjusted based on their 
applications, such as their swarm size, maximum iteration, and coefficients of the position 
update equations. Among these parameters, the equation coefficients are the most critical 
parameters for controlling convergence behaviour and algorithm performance. 
The acceleration coefficients C1 and C2, and inertia weight w in the update equation of PSO 
have to be tuned properly to ensure a balance between global exploration and local 
exploitation of the particles. In addition to the common approach of setting constant C1 and 
C2, and a linearly decreasing w, some studies introduced an adaptive mechanism in 
controlling these parameters to ensure they can be adjusted adaptively according to the 
evolutionary state of particles. Zhan et al. (2009) proposed the adaptive PSO (APSO), in 
which an evolutionary factor was used as an indicator representing the evolutionary state of 
particles to control the equation coefficients. To determine the evolutionary factor, the mean 
particle distance di of the ith particle to other particles can be calculated using Equation 
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  (2.14) 
where dmin and dmax are the minimum and maximum of the mean particle distances 
respectively, and dg is the mean particle distance of the global best particle. During the 
iteration of APSO, fe decreases from 1 to 0 as the particles move from the global exploration 
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phase to the local exploitation phase. Thus, the inertia weight w can be calculated from fe 
using a sigmoid mapping as shown in Equation (2.15). The acceleration coefficients C1 and 
C2 can be adapted to fe using Equation (2.16). 
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= − + =
  (2.16) 
Equation (2.15) allows w to be controlled monotonically with fe so that it is adaptive to the 
particle evolutionary state. During the exploration phase, a large fe and hence large w will 
improve the global search. In the exploitation phase, a small fe and hence small w will 
promote the local search of the solution. APSO has been successfully applied in solving a 
2D robotic path planning problem by Song et al. (2017), and in solving the motion planning 
problem of 3-DOF manipulators by Akbarimajd (2014). 
For the QPSO algorithm, the only equation coefficient that needs to be controlled is the CE 
coefficient β. To adapt β with the particle evolutionary state, Wang et al. (2016) proposed 
the dynamic-weighted QPSO (DWQPSO) to solve an AUV path planning problem. In 
DWQPSO, β can be controlled adaptively by classifying the particles into three categories 
according to their fitness values F(Xi). For the classification of particles, the fitness value of 
the global best particle is denoted as Fgbest, and the average fitness value of all the particles 
is Favg. The mean of the fitness values for particles that are above average (better than Favg) 
is denoted as Fgood. The three categories of particles are as follows: 
• F(Xi) ≥ Favg: For particles with fitness values that are higher than the average, i.e., 
worse than the average of all the particles, the global exploration ability of the particles 
should be boosted with a higher β. Thus, β 1 is defined as: 
1
11.5
1 1.5 F Fgbest goode
β −= − + ⋅
 (2.17) 
• Fgood < F(Xi) < Favg: For particles with fitness values that are between Fgood and Favg, 
the evolution of the particles should have a balance between global exploration and 




• F(Xi) ≤ Fgood: For particles with fitness values that are better than Fgood, the particles 
should focus on local exploitation to find the optimal solution. Thus, β 3 is updated 












Novel update equations 
Some studies introduced strategies to improve PSO and QPSO algorithms by modifying 
their position and velocity update equations. To accelerate the convergence of the 
algorithms, Yang et al. (2011) simplified the update equation in PSO to propose the 
accelerated PSO. It was successfully applied in developing a fast and simple path planner 
by Mohamed et al. (2012). The accelerated PSO disregards the personal best positions of 
particles and focuses on the global best position by using a simpler update equation as shown 
in Equation (2.19). 
( ) ( )1 1 1 21 0.5t t t t ti i iX X gbest uϒ ϒ ϒ+ = − ⋅ + ⋅ + ⋅ −   (2.19) 
where ϒ1 is a randomness parameter that is recommended to be 0.5, ui t is a uniformly 
distributed random number with a value ranging from 0 to 1.0, and ϒ2 is another randomness 
parameter defined by Equation (2.20). In Equation (2.20), ϒ2max is an initial ϒ2 value that is 
suggested to be 1.0 and c is a control parameter that takes the value of 0.97. 
2 2 max
cteϒ ϒ −= ⋅   (2.20) 
Another approach of modifying the PSO update equations was adopted by Zhong et al. 
(2008), who proposed the phase angle-encoded PSO (θ-PSO) by mapping the position and 
velocity vector in the equation into a phase angle vector. In θ-PSO, the increment of phase 
angle replaces the increment of velocity and position through a monotonic sinusoidal 
mapping function showing in Equation (2.21). The phase angle vector θ of the ith particle at 
(t+1)th iteration and its increment ∆θ are defined by Equations (2.22) and (2.23). 





X X X XX θ− ⋅ + +=   (2.21) 
( ) ( ) 1        1 1 2 2t t t t t t t ti i i i iw C r pbest C r gbestθ θ θ θ+∆ = ⋅ ∆ + ⋅ − + ⋅ −   (2.22) 
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[ ]1 1      0.5 ,0.5t t ti i iθ θ θ π π+ += + ∆ ∈ −  (2.23) 
Inspired by Zhong et al. (2008), the phase angle-encoded QPSO (θ-QPSO) was introduced 
by Fu et al. (2012), who applied a similar phase angle mapping concept in QPSO. The 
fundamental difference between θ-PSO and θ-QPSO is that θ-QPSO does not compute for 
the phase angle increment, but only the phase angle vector θ as shown in Equation (2.24). 
( ) ( ) [ ]1 1 ln  0.5 ,0.5t t t t t t t ti i i i i ipbest gbest mbest uθ ϕ ϕ β θ π π+ = ⋅ + − ⋅ ± ⋅ − ⋅ − ∈ −  (2.24) 
Fu et al. (2012) developed a UAV path planner and compared the performances of θ-PSO 
and θ-QPSO. The θ-QPSO path planner was found to have better solution quality, higher 
robustness and faster convergence. 
Hybridization 
Another effective method for improving algorithm performance is hybridization, in which 
the beneficial features of other optimization techniques are combined with the PSO or QPSO 
algorithm. Zhang and Xie (2003) combined differential evolution (DE) with PSO, resulting 
in a hybrid algorithm known as DEPSO. The DEPSO algorithm can increase swarm 
diversity and hence promote its searching ability without altering the original particle swarm 
dynamics. Based on the inspiration from DEPSO, Fu et al. (2013) adopted a similar 
hybridization concept to propose the DEQPSO algorithm. Fu et al. (2013) successfully 
applied DEPSO and DEPQSO for UAV path planning. In both DEPSO and DEQPSO, the 
conventional position update operation is conducted and followed by a successive three-step 
DE operation, which consists of three genetic operators described as follows. 
• Mutation: A mutated donor vector U is first generated by using Equation (2.25). 
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pbest pbest pbest pbestU gbest − + −= +   (2.25) 
where r1, r2, r3 and r4 are randomly selected particle indices that are mutually different, 
and different from the current index i and the index of the global best particle, i.e., r1 
≠ r2 ≠ r3 ≠ r4 ≠ i ≠ gbest. 
• Crossover: A trial vector T is generated to increase the diversity by conducting 
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where CR is the crossover probability with a suggested value of 0.85, rj is a random 
number ranging from 0 to 1.0, and r is a random positive integer ranging from 1 to the 
total number of dimensions, D, contained by the particle. 
• Selection: A greedy selection is used to decide whether the trial vector T should replace 
the current position X in (t+1)th iteration. X and T are compared according to Equation 
(2.27). X will only be replaced if T has a better fitness value; otherwise, X will be 
retained. This means the hybridization of DE operation will never deteriorate the 
solution but only make it better or remain unchanged. 
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Combination of multiple approaches 
In some studies, the algorithms were improved by adopting more than one approach. For 
example, Modares and Sistani (2011) proposed the IPSO-SQP algorithm, in which an 
improved PSO (IPSO) with an adaptive inertia weight parameter was combined with the 
Sequential Quadratic Programming (SQP) algorithm. SQP is a general iterative method used 
for non-linear constrained optimization. It determines the solution starting from a single 
search point based on the gradient information. SQP is fast and has a strong searching ability 
for the local optimal solution, although its solution quality is highly dependent on the initial 
solution estimation. In IPSO-SQP, SQP is performed to accelerate the local exploitation 
phase of particles. The inertia weight w of IPSO-SQP is controlled adaptively by the 
evolutionary state of particles. For each particle, w is defined as a function of its personal 












  (2.28) 




α =  (2.29) 
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When the change in global best fitness between iterations in the IPSO-SQP algorithm is less 
than a predefined value, SQP can be triggered by using the global best solution from the 
IPSO operation as its initial solution. Upon completing the SQP iteration, the final solution 
is updated using a greedy selection operator, which only allows the solution from SQP to 
replace the solution from IPSO if the SQP solution is better; otherwise, the IPSO solution is 
retained. As a result, the combination of IPSO and SQP can produce faster local 
convergence and make the solution either become better or remain unchanged but never 
deteriorate. IPSO-SQP was successfully applied in solving the path planning problem of a 
REMUS AUV by Taleshian and Minagar (2015). 
A hybrid improved QPSO algorithm, known as LTQPSO was proposed by Qian et al. 
(2015). In LTQPSO, the precision and convergence performance of QPSO can be enhanced 
by using the particle evolutionary rates, swarm dispersion and hybridization. LTQPSO 
employs novel update equations, in which individual particle evolutionary rates and swarm 
dispersion are represented as the control parameters of the equations. The local attractor and 
position update equations in LTQPSO are given by Equations (2.30) and (2.31) 
respectively. 
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  (2.31) 
where ipit and gst are the dynamic control parameters for particle evolutionary rates and 
swarm dispersion, respectively. ipit is defined by Equation (2.32), which gives the ratio of 
the global best fitness to the personal best fitness of particles. gst is defined by Equation 
(2.33), which gives the ratio of the standard deviation of personal best positions recorded 
by all particles to the standard deviation of the particles’ current positions. 
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For each iteration in LTQPSO, a natural selection operator is performed after the QPSO 
operation. The operator sorts the particles according to their personal best fitness values and 
replaces the worst-performing particles with the best-performing particles. A natural 
selection parameter ς with a suggested value of 2 is used to control the number of particles 
Ns that will be replaced.  
s
NN ς=   (2.34) 
The natural selection operator increases the evolutionary rate of the entire swarm by 
eliminating the least desirable solutions to produce a faster global convergence. Xue et al. 
(2017) applied LTQPSO for path planning in a complex 2D environment. 
2.2 Problem Formulation 
In this thesis, the primary objective of the AUV path planner was to solve a multi-objective 
non-linear optimization problem, in which the Pareto-optimal path for the AUV to travel 
towards a target location through ocean environments was required to be determined. In 
addition, the path planner aimed to generate a time-optimal path that could exploit ocean 
currents to improve vehicle performance. This section describes the formulation of the 
optimization problem. 
2.2.1 Path Formulation 
A potential path of an AUV can comprise a series of nodes along the path from a starting 
point to an end point (target). Controlling and optimizing the coordinates of the path nodes 
can produce an optimized path for the AUV. Neither the starting point nor the end point of 
a path should be involved in the optimization process because all potential paths share the 
same start and end locations. 
In PSO-based path planners, a potential path solution can be modelled as a particle in the 
swarm. The swarm population can be denoted by a matrix X = [X1, X2, … , XN]T, where Xi 
is the position vector of particles and N is the total number of particles in the swarm. The 
entries of a particle’s position vector represent the coordinates of the path nodes. Assuming 
every path consists of n+2 nodes including the starting and end points, the number of nodes 
involved in the optimization process is n. To record the Cartesian coordinates of n node(s) 
in a 2D Euclidean plane, the position vector of a particle requires 2n dimensions for x and 
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y coordinates. For n node(s) in a 3D Euclidean space, a particle requires 3n dimensions to 
include an additional n dimension(s) for z coordinate.  The respective position vectors of 
the ith particle at tth iteration for the 2D and 3D problems can be written as Equations (2.35) 
and (2.36). 
   ,1 , , 1 ,2   ,..., , ,..., ,     {1,2,..., }
t t t t t
i i i n i n i nX i Nχ χ χ χ+= ∈     (2.35) 
   ,1 , , 1 ,3   ,..., , ,..., ,     {1,2,..., }
t t t t t
i i i n i n i nX i Nχ χ χ χ+= ∈    (2.36) 
The path nodes, including the starting and end points, can be connected to form an AUV 
path by using B-splines, which are parametric curves generated from a series of connected 
piecewise polynomials. B-spline is suitable for this application because it offers the 
following properties: 
• It can produce a practical path shape without unnecessary wiggling segments, hence 
reducing the control actions required by an AUV to follow the path. 
• It can maintain the continuity of its second derivative (C2) and curvature function 
(G2). This enhances the path following performance of an AUV. 
• It can offer local control for path alteration without loss of continuity. This allows 
the effect of path nodes relocation to be localized to the adjacent path segments only. 
The path nodes can serve as the control points for B-splines according to the curve function 
in Equation (2.37) , which gives the output vector P(κ) representing a B-spline curve with 
j+1 order in the form of discretised waypoints. If the total number of control points is n+2, 
the total number of piecewise polynomials is one less than the number of control points, 
which is n+1. 
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where xi denotes the control points, κ is the non-decreasing knot sequence given by a knot 
vector κ = [κ0, …, κi, …, κn+j+2], and Bi,j (u) represents the piecewise polynomial basis 
functions of j degree defined by Cox de Boor recursion (Piegl & Tiller, 2012) as follows. 
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  (2.39) 
The continuity of a B-spline is fully dependent on the basis functions. Hence, the control 
points, i.e., path nodes can be adjusted during the path optimization process without 
affecting the continuity of B-splines. 
2.2.2 Objective Functions 
The application of PSO-based algorithms in an optimization problem requires the 
development of suitable objective functions to evaluate the fitness of particles based on their 
respective solutions. Due to the high computational efficiency of PSO-based algorithms, the 
evaluation of particle fitness using objective functions normally contributes to the majority 
of algorithm runtime (Sun et al., 2012). Objective functions should be developed in 
accordance with the optimization criteria of the problem. To provide an accurate fitness 
representation model for finding the optimal solution, the developed function must closely 
resemble the physical conditions of the problem space. The optimization criteria of a multi-
objective AUV path planning problem are:  
• Minimum path length or travel time required to reach a target. 
• Minimum exposure to threats, i.e., obstacle avoidance. 
• Compliance with the physical motion limitations of an AUV. 
A trade-off between these criteria should be established by using multiple objective 
functions because the optimum of all criteria does not necessarily coincide. In this work, the 
path planner was modelled using an aggregate function with equal weights assigned to the 
underlying objective functions Fk. The optimal path solution X* can be given by the function 
in Equation (2.40). Path planning is a minimization problem that requires the vehicle’s path 










= ∑  (2.40) 
where k refers to different objective functions and K is the total number of functions in the 




Travel time optimality 
The first objective function F1 was developed to measure the fitness of a path based on its 
length or time to travel on the path. This study focused on finding a time-optimal path that 
could achieve a minimum travel time by exploiting favourable currents to assist AUV 
motions while avoiding less favourable currents. For this purpose, a travel-time-based 
objective function was employed. By taking into consideration the effect of ocean currents, 
the objective function F1 can allow the path planner to adapt its solutions to currents and 
generate time-optimal paths, which could guide an AUV to its target within a minimum 
time. This objective function assumed that the current velocity is always lower than the 
advance velocity of an AUV. This assumption was based on the observation that underwater 
currents are generally in the range of 0.01 – 0.2 m/s and rarely exceed 1.0 m/s (Shanmugam, 
2020), while typical torpedo-shaped AUVs can be operated at up to 3.0 m/s (e.g., the 
REMUS 100 AUV has a maximum operational speed of 2.6 m/s). 
A given path Xi can be represented as a sequence of discretised waypoints P = [pi,1, pi,2, …, 
pi,m ], where P is the output from the B-spline function and m is the total number of 
discretised waypoints. The travel time fitness F1(Xi) of a path can be measured by finding 
the sum of discrete time required to travel on every small path segment that connects 
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= ∈ −∑  (2.41) 
where the numerator gives the Euclidean distance between two consecutive waypoints. Vg 
denotes the resultant ground-referenced velocity of an AUV, which is the resultant AUV 
velocity under the effect of surrounding ocean currents. The effect of currents on the AUV 
can be obtained by projecting the velocity vector of currents Vc in the direction of the AUV 
water-referenced velocity Va, which is essentially the direction of the path vector. Thus, Vg 
can be given by summing Va and the effect of Vc as shown in Equation (2.42). 
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The second objective function was designed as a penalty function for achieving obstacle 
avoidance. The penalty function F2 can measure a path’s exposure to threats/obstacles in terms 
of threat cost F2(Xi). All the obstacles were modelled as ellipses (or circles if the major axis and 
minor axis are equal) in the 2D problem space, and as ellipsoids (or spheres if all the principal 
axes are equal) in the 3D space with their principal axes aligned with the coordinate axes. An 
intuitive method of measuring the threat cost is to calculate the Euclidean distances of all the 
discretised waypoints to the centres of obstacles by using Equation (2.43) and penalise the cost 
if the distances are smaller than the semi-major axes (semi-principal axes) of the obstacles. 
 , ,        {1,2,..., }obs i j c hd p O h H
→
= ∈  (2.43) 
where Oc denotes the centre of an obstacle, h refers to different obstacles and H is the total 
number of obstacles in the problem space. However, the accuracy of this threat cost 
measurement method is fully dependent on the fineness of a path, i.e., the number of 
discretised waypoints generated by the B-spline function. The threat cost can be inaccurate 
when the distance between two consecutive waypoints is greater than the minor axis of an 
obstacle. To ensure the threat cost can be measured accurately using this method, a finer 
path with a high number of discretised waypoints must be used. This can lead to a higher 
computational requirement for path generation and evaluation. 
To ensure the accuracy of threat cost evaluation, this study employed a method that can 
measure the threat cost based on the intersection between path segments and obstacles. The 
intersection-based method has fineness-independent accuracy, meaning that the path 
fineness can be lowered without compromising the accuracy of threat cost. The threat cost 
for 2D and 3D problems can be measured by using the same approach, except that the 
dimension reduction of 2D problems reduced the number of variables and hence simplified 
the computation. Assuming an obstacle h in 3D problem space with a centre Oc,h = (Ocx, Ocy, 
Ocz) and semi-principal axes Or,h = (Orx, Ory, Orz), its parametric equation can be expressed 
in Equation (2.44). The parametric equation with a parameter s for a path segment that 
connects two consecutive waypoints pi, j = (x1, y1, z1) and pi, j+1 = (x2, y2, z2) can be written 
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 (2.45) 
An alert distance dalert was used to check whether the path was safe from the obstacle. It can 
be given by Equation (2.46), in which max(Or,h ) refers to the longest semi-principal axis of 
the obstacle and max(|| pi, j  pi, j+1�������������������⃗  ||) is the length of the longest path segment. 
( ) ( ), , , 1max max  alert r h i j i jd O p p +→= +  (2.46) 
When dobs was greater than dalert, the obstacle can be safely ignored because it was too far 
from the path. If an obstacle came within the alert distance of a path segment, the function 
should check for the intersection between the segment and the obstacle. The intersection can 
be determined by substituting Equation (2.45) into Equation (2.44) to yield the following 
equations, which is expressed in terms of s.  
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where A, B and C represent Equations (2.48), (2.49) and (2.50), respectively. 
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The intersection of the path with the obstacle can be evaluated by obtaining the discriminant 
Δ of Equation (2.47) according to Equation (2.51). 
2 4B AC∆ = −  (2.51) 
A buffer distance was added to the principal axes of every obstacle to expand the obstacle 
space. The buffer distance considered the dimension of an AUV and ensured the vehicle kept 
a safe distance from actual obstacles. Thus, the AUV will not conflict with obstacles even 
when Δ = 0, i.e., the path is tangent to the buffered obstacle. The setting of buffer distance can 
be adjusted based on the vehicle dimension. When Δ > 0, the path can be threatened by the 
obstacle if the roots s1 and s2 given by Equation (2.52) are within the range of [0,1].  
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=  (2.52) 
The intersection points, S1 and S2, can be determined by solving Equation (2.45) using s1 
and s2. The threat cost F2,h ( pi, j ) was proportional to the length of the path segment contained 
in the buffered obstacle space as given in Equation (2.53). The total threat cost F2 (Xi) of a 
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The following pseudocode describes the procedure for finding the threat cost F2 (Xi). 
For each threat h = 1, 2, …, H, 
Use Equation (2.43) to find dobs, which is the distance between pi,j and Oc,h. 
For each discretised waypoint j = 1, …, m-1, 
 If dobs > max(Or,h) + max(|| pi, j  pi, j+1������������������⃗  ||) 
   F2,h ( pi, j ) = 0 
 Else 
   Find Δ using Equation (2.51). 
   If Δ ≤ 0 
             F2,h ( pi, j ) = 0 
   Else 
            Find s1 and s2 using Equation (2.52). 
            If 0 ≤ s1 ≤ 1 and 0 ≤ s2 ≤ 1 
Find the intersection points S1 and S2 by solving Equation (2.45). 
Calculate the threat cost using Equation (2.53). 
            Else 
   F2,h ( pi, j ) = 0 
        End if 




Calculate the total threat cost using Equation (2.54). 
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Vehicle motion limitations 
A feasible vehicle path must comply with the physical motion limitations of an AUV, which 
should include its yaw (turning) and pitch motions. The following objective functions were 
developed to check the compliance of path solutions with respect to these limitations. The 
fitness of a path should be penalised if any of the limitations are violated. For the yaw 
limitation, the turning angle of a path can be measured and checked against the maximum 
allowable turning angle Ψmax of the AUV. Considering two consecutive path segments that 
consist of three waypoints pi, j, pi, j+1 and pi, j+2 (refer to Figure 2.1), the turning angle Ψ can 
be obtained from the cosine function as shown in Equation (2.55). The first part of the 
function is the scalar projection of the pi, j, pi, j+1 segment on the pi, j+1, pi, j+2 segment in the 
x-y plane, while the second part is the length of the pi, j+1, pi, j+2 segment in the x-y plane. 
 
Figure 2.1: Yaw and pitch angles of a path. 
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The penalty F3 (Xi) for violating the yaw limitation can be obtained from the turning angle 
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The maximum allowable turning angle ψmax of an AUV path was estimated from the 
vehicle’s minimum turning radius Rcurv, which can be converted into a degree of curvature 
θcurv. Referring to Figure 2.2, θcurv is equivalent to ψmax and can be approximately calculated 
from two consecutive path segments with the minimum distance dpp according to Equation 
(2.57). This approximation underestimated the arc length of the turning radius, giving a 
lower θcurv and hence a lower and more conservative estimation of ψmax, which is desirable 
for a safe and feasible path. 
 







ψ θ ≈=  (2.57) 
where θcurv must be in radians, and dpp is the minimum distance between the waypoints of a 
generated path.  
For the pitch motion, the pitch angle θ and change in pitch ∆θ of the AUV at any point 
should not exceed their respective maximum values, θmax and ∆θmax. Referring to Figure 2.1, 
θ can be determined using a basic tangent function as shown in Equation (2.58). Next, ∆θ 
can be calculated by using Equation (2.59). 
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From the calculated pitch, the penalty F4 (Xi) for violating θmax and the penalty F5 (Xi) for 
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2.3 Simulation Setup 
Numerical simulations were conducted to benchmark the performance of different PSO-
based algorithms for the path planning of an AUV. The algorithms were applied in an offline 
path planning scenario using a pre-generative scheme. The benchmark study can provide a 
baseline to evaluate the algorithms’ performances in demonstrating an AUV path planner’s 
minimum capability, which can also reflect their performances when applied in an online 
path planner. The following assumptions were made for the offline path planning 
simulation. 
• The AUV has constant water-referenced velocity and thus constant thrust.  
• The ocean environment was a priori known with negligible uncertainties. The 
predicted ocean currents and obstacle locations were exact, static and time-invariant. 
• The AUV can follow the generated path accurately. 
The benchmark study was based on the Monte Carlo method with 1000 simulation runs. 
The simulations were conducted in 2D domains followed by 3D domains. The problem 
spaces of the simulations were assumed to be an ocean field that is 50×50 square metres for 
2D and 50×50×50 cubic metres for 3D. Non-uniform ocean currents and static obstacles of 
different sizes were present in the problem space. The ocean currents were generated based 
on the field data obtained at Beauty Point, Tasmania, Australia. The field data were acquired 
by using the ADCP sensors of the UTAS Explorer AUV “nupiri muka” during one of the 
vehicle’s open water trials for the preparation of its Antarctic expedition (Pyper, 2018).  
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During the simulation, the AUV was required to travel with a preset water-referenced 
velocity of 1.5 m/s. The buffer distance for obstacle avoidance was set to 1 metre. The 
minimum turning radius was set to 8.1 metres, while the angles θmax and ∆θmax were set to 
45° and 10° respectively. These settings were based on the properties of the REMUS 100 
AUV, which has a length of 1.7 metres, a diameter of 0.19 metres and a dry weight of 36 kg 
(refer to Appendix A for more detailed specifications). 
 In each simulation run, the maximum number of algorithm iterations was set to 100 with a 
predefined stopping threshold. The algorithm was allowed to iterate up to a maximum 
number of 100, but it was stopped whenever the difference of solutions between successive 
iterations was less than the preset threshold. The population size of all the algorithms was 
set to 150 particles, with each particle consists of 4 path nodes, meaning each particle has 8 
dimensions for the 2D scenarios and 12 dimensions for the 3D scenarios. For all the PSO-
based algorithms, the inertia weight w was set to be linearly decreasing from 0.9 to 0.4, and 
the acceleration coefficients C1 and C2 were both set to 2.0 as suggested by Shi and Eberhart 
(1999). The CE coefficient β of all the QPSO-based algorithms was set to be linearly varying 
from 1.0 to 0.5 as suggested by Sun et al. (2012). Other algorithm parameters for the variants 
of PSO and QPSO were set to be their respective suggested values, which were discussed 
in Section 2.1.3. The simulations were conducted on a machine with Intel Core i5-6300U 
CPU @ 2.4GHz with 8GB RAM. 
2.4 Benchmark of PSO-based Path Planners 
Figure 2.3 depicts the Pareto-optimal path solutions generated by the PSO-based algorithms 
in the Monte Carlo simulations under 2D and 3D scenarios. In both scenarios, the AUV was 
required to travel from the starting point (green square) to the target (pink star) without 
running into obstacles, while trying to take advantage of the favourable current to assist the 
AUV motion. Using a colour bar in the 2D results of Figure 2.3, the blue regions indicate 
favourable ocean currents, while the red regions show less favourable currents. The 
favourable currents were defined as positive and flowing towards the top right corner, hence 
pushing the vehicle from its starting position towards the target. On the other hand, the less 
favourable currents were defined as negative and flowing in the opposite direction (towards 
the bottom left corner). 
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In both results, the solid sections of the paths indicate that the favourable ocean currents had 
positive effects on the AUV motions, whereas the dotted sections suggest otherwise.  It can 
be observed that the majority of the generated paths were able to exploit the favourable 
currents and avoid the less favourable currents to improve vehicle efficiency.  
The detailed results of the 2D and 3D simulations are presented in the next two sections, in 
which the performances of the algorithms were compared based on their solution qualities, 
stabilities, convergence behaviours, and computational requirements. These properties were 
evaluated by studying the fitness values of the solutions obtained and the runtime required 
to obtain the solutions. 
 
 
Figure 2.3: Pareto-optimal path solutions for 2D (top) and 3D (bottom) scenarios.  
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2.4.1 Convergence Behaviours 
The convergence behaviours of the algorithms under 2D and 3D scenarios are compared in 
Figure 2.4. The convergence speed of the algorithm can be given by the minimum number 
of iterations required for the algorithm to converge at an optimal or sub-optimal solution.  It 
can be observed in the graphs that the convergence speeds of all the algorithms significantly 
decreased when the dimensionality of the problem increases from 2D to 3D. Based on the 
convergence curves, DEPSO and DEQPSO outperformed other algorithms with similar 
performance in both scenarios; the two algorithms achieved the fastest convergence and the 
global convergence with the lowest fitness. In addition,  APSO and IPSO-SQP were also 
able to offer faster and better convergence than the standard PSO and QPSO under both 
scenarios. The convergence curves show that θ-PSO and θ-QPSO performed poorly, 
especially in 3D. 
  
Figure 2.4: Convergence curves for 2D (top) and 3D (bottom) scenarios. 
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2.4.2 Solution Qualities and Computational Loads 
Prior to further evaluating the algorithm performance, the normality of the 2D and 3D Monte 
Carlo simulation results was examined by using the Shapiro-Wilk test with a significance 
level of 0.05. The normality test revealed that the data was not normally distributed. Hence, 
the median and interquartile range were used as the indicators for solution quality and 
stability. The boxplots in Figure 2.5 and Figure 2.6 show the fitness values of the solutions 
obtained and the runtime required to obtain the solutions, respectively. The fitness value of 
a solution simply represents the time required for the AUV to reach the target by travelling 
on the generated path. Therefore, a lower fitness value indicates a higher solution quality 
and hence a stronger searching ability. 
 
 
Figure 2.5: Fitness values obtained in 2D (top) and 3D (bottom) scenarios. 
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In the boxplots, the blue box shows the interquartile range of the data while the upper and 
lower ends of the box indicate the 25th to 75th percentile. The median is indicated by the 
red horizontal line inside the box. The acceptable data range is indicated by the black 
whisker, and the outliers are represented by red dots. For the boxplots of fitness values, the 
lower end of each whisker identifies the individual best fitness obtained by each algorithm 
over the 1000-run simulation, while the green cross sign represents the best-known (lowest) 
fitness value among all the algorithms in the simulations. The acceptable data range, 
percentile range and outliers are indicators for the stabilities of the algorithm performance, 




Figure 2.6: Algorithm runtime for 2D (top) and 3D (bottom) scenarios. 
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Based on the simulation results, the two DE-hybridized algorithms outperformed almost 
every other algorithm in terms of solution qualities in both 2D and 3D scenarios. As shown 
in Figure 2.5, DEQPSO achieved the lowest median in 2D and the second-lowest median in 
3D. DEQPSO’s individual best fitness was the second best-known fitness in 2D and the 
best-known fitness in 3D. Following closely the performance of DEQPSO, the median 
fitness of DEPSO was the second-lowest in 2D and the lowest in 3D. DEPSO also achieved 
the best-known fitness in 2D and the second best-known fitness in 3D. The hybridization of 
DE operation in the PSO-based algorithms offered up to a 9% improvement in the searching 
ability of the algorithms (in terms of fitness values when compared to the standard PSO). 
 However, as shown in Figure 2.6, DEPSO and DEQPSO required significantly higher 
runtime compared to other algorithms, and the increase in runtime was even more drastic 
when the problem space increased to 3D. This was caused by the greedy selection operator, 
which required an additional fitness evaluation step for every particle to compare its fitness 
with the fitness of its trial vector during the DE operation. This means the fitness of all 
particles needed to be evaluated twice for every iteration. The greedy selection operator can 
drastically increase the computational requirements of the algorithms because the evaluation 
of particle fitness contributes to most of the computational time in PSO-based algorithms. 
APSO and IPSO-SQP were also able to offer excellent performances; both generated higher 
solution qualities than the standard PSO and QPSO. In the 2D scenario, APSO had the third-
lowest median fitness, while IPSO-SQP had the fourth-lowest median. In the 3D scenario, 
both APSO and IPSO-SQP had median fitness that was close to the median of DEQPSO. 
More importantly, the two algorithms showed a good balance between solution quality and 
runtime. The medians of their runtime were lower than most of the tested algorithms, 
indicating their high efficiency in solving the path planning problem.  
Although DWQPSO achieved a comparable median fitness, its runtime was significantly 
higher than the average. The accelerated PSO and LTQPSO did not offer significant 
performance improvement over PSO and QPSO in terms of solution quality, although 
LTQPSO required less runtime. θ-PSO and θ-QPSO were found to have inferior 
performance based on their poor median fitness. The extremely low runtime of the two 
algorithms in 2D indicates that they were prone to be trapped by local minima. In the 3D 
scenario, the two algorithms had significantly higher median fitness and interquartile ranges, 
indicating their inferior and unstable performances. 
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2.5 Chapter Summary 
The performances of various PSO-based algorithms, including PSO, QPSO and their 
variants, has been reviewed for the application of AUV path planning in this chapter. The 
variants of PSO and QPSO were studied and classified into several categories based on the 
approaches used to improve the algorithm performance. A pre-generative AUV path planner 
was developed to solve an offline path planning problem by using the PSO-based 
algorithms. Numerical simulations were conducted to benchmark the algorithms’ 
performances in accomplishing an AUV path planner’s minimum capability. The path 
planning simulations were conducted in a turbulent and cluttered ocean environment under 
2D and 3D scenarios.  
Based on the Monte Carlo methods, the algorithms were evaluated for their solution 
qualities, stabilities, convergence behaviours and computational requirements. The 
simulation results showed that DEPSO and DEQPSO outperformed other tested algorithms 
with equivalently excellent performance in terms of solution qualities, stabilities and 
convergence behaviours. The hybridization of DE operation offers up to a 9% improvement 
in the searching ability of particles when compared to the standard PSO algorithm. 
However, the computational requirement of the DE-hybridized algorithms was found to be 
higher due to the greedy selection operator, which required the particles to undergo twice 
the evaluation of fitness.  
APSO and IPSO-SQP were also found to have extraordinary performances in both 2D and 
3D scenarios. They were able to achieve a balance between solution qualities and 
computational requirements, with their solution qualities slightly lower than the DE-
hybridized algorithms. Most importantly, DEPSO, DEQPSO, APSO and IPSO-SQP were 
proven to have higher algorithm performances than other tested PSO-based algorithms. 
They were capable of generating safe and feasible AUV paths that can achieve obstacle 
avoidance, comply with the AUV motion limitations and exploit ocean currents in a priori 
known environments. 
The main purpose of the review in this chapter is to act as a baseline for developing an 
online path planner by using a PSO-based algorithm. The benchmark study successfully 
identified the strengths and weaknesses of different PSO-based algorithms, which were used 





Chapter 3.  
Novel PSO-Based Algorithms Using 
Selective Hybridization 
This chapter2 presents a new approach to improve the performance of PSO-based algorithms 
in solving an AUV path planning problem by using selective hybridization of DE. The 
proposed algorithms carry out the DE operation selectively on a number of particles to 
enhance the swarm’s searching ability and resistance to local minima while maintaining a 
low computational requirement. To analyse the algorithms, an empirical study and a 
benchmark study based on several non-linear continuous test functions are presented. The 
algorithms were applied in an offline AUV path planner to generate a time-optimal path that 
can safely guide the AUV through an environment with a priori detected obstacles and time-
invariant non-uniform currents. The performances of the algorithms were evaluated and 
benchmarked by using Monte Carlo methods and Kruskal-Wallis ANOVA tests. 
3.1 Selective Hybridization 
The hybridization of DE in PSO and QPSO, which were proposed by Zhang and Xie (2003) 
and Fu et al. (2013), can greatly improve the algorithms’ searching ability and resistance to 
local minima, resulting in better solution quality for path planning problems as shown in 
Chapter 2. However, these improvements come at the cost of higher runtime required to 
obtain the solutions. The computational load of the DE-hybridized algorithms increases 
drastically when the complexity and dimensions of a problem increase. This is caused by 
the greedy selection operator used in the DE operation, which requires the fitness of all 
particles to be evaluated twice in every iteration. As the fitness evaluation process usually 
 
2 This chapter was modified from the following publication: Lim, H. S., Fan, S., Chin, C. K. H., Chai, S., & 
Bose, N. (2020). Particle swarm optimization algorithms with selective differential evolution for AUV path 
planning. International Journal of Robotics and Automation (IJRA), 9(2), 94–112. 
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contributes to the majority of the runtime of a PSO-based algorithm (Sun et al., 2012), the 
negative impact of the greedy selection operator on the computational load cannot be 
overlooked. To reduce the negative impact of DE hybridization on PSO-based algorithms, 
a selective hybridization scheme was proposed to develop the following algorithms: 
• SDEPSO (PSO with selective DE hybridization) 
• SDEAPSO (PSO with adaptive factor and selective DE hybridization) 
• SDEQPSO (QPSO with selective DE hybridization) 
Using a selective scheme, these proposed algorithms can apply the DE operation to a number 
of selected particles only, instead of the entire swarm. The number of particles selected for 
DE operation, Ns, can be controlled by a selection factor S as shown in Equation (3.1). 
[ ],     0,1sN N S S= × ∈   (3.1) 
In the proposed algorithms, the DE operation was modified by replacing the greedy selection 
operator with a natural selection operator. After the position update and fitness evaluation 
of particles, the proposed DE operation can initiate by sorting all the particles in the entire 
swarm according to their personal best positions. Next, a number of selected particles with 
the best fitness underwent the mutation and crossover operators to generate the same number 
of trial vectors. The trial vectors were then subjected to a natural selection operator, in which 
the same number of particles with the worst fitness were replaced by the trial vectors.  
As only the worst particles were replaced in this process, all the potentially best solutions 
can never deteriorate. Furthermore, the computational cost of the algorithms can be 
maintained at a reasonable level because the natural selection operator did not involve 
fitness comparison between the particles, which requires an additional particle fitness 
evaluation step in every iteration. The DE operation with natural selection can increase the 
diversity and the evolutionary rate of the entire swarm by eliminating the least desirable 
solutions, hence leading to a faster and better global convergence theoretically.  
The selective DE hybridization was applied to PSO and QPSO algorithms to develop the 
SDEPSO and SDEQPSO algorithms in this paper. Inspired by the APSO algorithm 
proposed by Zhan et al. (2009), another algorithm, namely SDEAPSO, was developed by 
adding an adaptive mechanism to control the inertia weight and acceleration coefficients in 
PSO. The application of SDEPSO, SDEAPSO and SDEQPSO algorithms in AUV path 
planning can be conducted as described in the following pseudocode. 
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Step 1. Define the algorithm parameters and ocean environments. 
Step 2. Initialise a group of candidate paths by generating particles with random 
positions in Equation (2.1). Set pbest to the current particle positions. 
Step 3. While the stop criteria are not met, 
Step 3.1 For t = 1, 2, …, tmax, 
 SDEPSO SDEAPSO SDEQPSO 
 Evaluate particle 
fitness F(Xi t). 
Update pbest and 
gbest using Equations 
(2.4) and (2.5) 
respectively. 
Update w using 
Equation (2.6). 
Evaluate particle 
fitness F(Xi t). 
Update pbest and 
gbest using Equations 
(2.4) and (2.5) 
respectively. 
Update w, C1 and C2 
using Equations 
(2.15) and (2.16) 
respectively. 
Compute mbest using 
Equation (2.10). 
Evaluate particle 
fitness F(Xi t). 
Update pbest and 
gbest using Equations 
(2.4) and (2.5) 
respectively. 
Update β using 
Equation (2.12). 
Step 3.2 For each particle i = 1, 2, …, N, 
 SDEPSO SDEAPSO SDEQPSO 
 Update particle 
velocity and position 
using Equation (2.2) 
and (2.3) respectively. 
Update particle 
velocity and position 
using Equation (2.2) 





Step 3.3 Sort all particles according to the fitness of their personal best positions. 
Step 3.4 For k = 1, 2,…, Nsth best performing particle, 
Mutation: Generate mutated vector Ukt using Equation (2.25). 
Crossover: Generate trial vector Tkt using Equation (2.26). 




Step 4. Output gbest that holds the optimal path when the stop criteria are met. 
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3.2 Complexity Analysis 
The time complexity of the proposed algorithms can be measured by counting the number 
of primitive operations in the algorithm. By referring to the pseudocode of the proposed 
algorithms, the number of operations can be counted as follows: 
• Initialisation in Step 2 contributes to N operations. 
• Step 3.1 consists of several operations. Fitness evaluation contributes to N 
operations. Finding pbest requires N log(N) operations. Finding gbest requires 
log(N) operations. Updating the equation coefficients contributes to one operation. 
SDEQPSO requires N additional operations to calculate mbest. 
• In Step 3.2, SDEPSO and SDEAPSO perform N loops with 14 operations; 
SDEQPSO performs N loops with 12 operations. 
• Step 3.3 contributes to log(N) operations. 
• Step 3.4 performs NS loops with 8 operations. 
Steps 1 – 3.2 are the standard operations in the basic PSO, APSO and QPSO algorithms, 
whereas Step 3.3 and 3.4 are the additional operations introduced by the selective DE 
operation.  Big O notation was used in this work to analyse the asymptotic upper bound of 
time complexity, which can indicate the computational time of the algorithm in the worst-
case scenario. When finding the O notation, the lower order terms in the number of 
operations are negligible because their impacts on computational time are relatively 
insignificant for large N (Raphael & Smith, 2003). The highest-order term in the operation 
is N log(N) in Step 3.1, and it is performed tmax times to check the stop criteria. The 
operations added by the selective DE operation (Step 3.3 and 3.4) are of lower order and do 
not have a significant impact on the time complexity. Thus, the complexity of the proposed 
algorithms in linear form is O(N log(N)⋅ tmax), similar to the standard PSO algorithm. PSO-
based algorithms have two inner loops when going through the population of N particles, 
and one outer loop for tmax iterations; this renders the time complexity to be O(N 2⋅ tmax) in 






3.3 Benchmark Functions 
Metaheuristic algorithms such as PSO-based algorithms can be evaluated empirically by 
comparing their performances in solving the optimization problem of a test function. The 
development and evaluation of an algorithm for a specific problem should be based on test 
functions of similar classes and properties because it is unlikely for an algorithm to perform 
consistently for every class of optimization problem according to the “no free lunch” (NFL) 
theorem (Wolpert & Macready, 1997). In addition to the AUV path planning problem, non-
linear continuous test functions were used to study and benchmark the characteristics of the 
proposed algorithms. These benchmark functions were selected based on their resemblances 
to the properties of the path planning problem, which has the following properties: 
• Multimodal with deceptive local minima and one global minimum: a path planning 
problem usually consists of multiple suboptimal paths and a Pareto-optimal path. 
• Multi-dimensional: the dimension of a path planning problem is dependent on the 
number of control waypoints along the path. 
Four test functions that exhibit the abovementioned properties were chosen for 
benchmarking in this study. These test functions, which are minimization problems, are 
commonly used to evaluate the characteristics of optimization algorithms. Table 3.1 
provides information about the selected benchmark functions. The dimensions of all the 
functions were set to 20. 
Table 3.1: Benchmark functions. 
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3.4 Empirical Study on Parameter Selection 
In the selectively DE-hybridized algorithms, the number of best-performing particles that 
undergo the DE operation and the number of worst-performing particles that are replaced 
during natural selection can be determined by the selection factor S. Therefore, S can be 
fine-tuned to control the diversity of the population. To study the effects of S on the 
algorithm performance, an empirical study was conducted on SDEPSO by using a range of 
S, which can be a positive number that is less than 1.0. 
When S = 0, DE hybridization is prohibited in the algorithm. When S = 1, the DE operation 
is conducted on the entire swarm, and the entire swarm is replaced during natural selection. 
This implies that all solutions generated from the PSO operation will be discarded, which is 
undesirable. Therefore, the empirical study included S values ranging from 0 to 0.9 to 
investigate the algorithm performance when 0% – 90% of the particles undergo the DE 
operation. The performance for S = 0 was studied for comparison purposes. Through a 1000-
run Monte Carlo simulation with 100 (max) iterations and a swarm size of 150 particles, the 
performance of SDEPSO under different S settings was evaluated by solving the 
optimization problems of the benchmark functions and the path planning problem in 2D and 
3D scenarios. The path planning problem followed the formulation described in Chapter 2. 
Prior to evaluating the algorithm performance, the Shapiro-Wilk test with a significance 
level of 0.05 was performed to examine the normality of the obtained simulation results. 
The normality test revealed that the data was not normally distributed. Therefore, medians 
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can be used as an indicator of solution quality. Table 3.2 shows the medians of the obtained 
fitness (Med) and the best-known fitness (Best) obtained for all the problems under different 
S. Minimization was required in all the problems and thus a lower fitness value indicates a 
higher solution quality and hence a stronger searching ability. The best-performing results 
for each problem are in bold. 
Table 3.2: Empirical study results. 
Selection 
factor, S 







Med Best Med Best Med Best Med Best Med Best Med Best 
0 0.86 0.25 1.28 0.41 0.19 0.06 2.61 1.54 3.07 2.97 3.36 3.30 
0.10 0.58 0.13 1.22 0.42 0.15 0.06 2.22 1.20 3.06 2.99 3.20 3.14 
0.20 0.56 0.13 1.20 0.50 0.15 0.07 2.08 0.69 3.01 2.97 3.34 3.13 
0.30 0.63 0.19 1.15 0.21 0.17 0.05 1.89 0.85 2.98 2.91 3.18 3.14 
0.40 0.68 0.34 1.29 0.51 0.23 0.08 1.90 0.81 3.06 2.96 3.30 3.15 
0.50 0.66 0.30 1.27 0.40 0.26 0.12 1.71 0.65 3.12 3.02 3.44 3.15 
0.60 0.73 0.14 1.41 0.52 0.32 0.11 1.70 0.63 3.05 2.98 3.42 3.18 
0.70 0.80 0.34 1.61 0.50 0.47 0.10 1.71 0.60 3.00 2.98 3.33 3.19 
0.80 0.87 0.43 1.59 0.84 0.74 0.26 1.51 0.57 3.05 2.97 3.22 3.19 
0.90 1.00 0.85 1.77 0.61 1.67 0.43 1.27 0.48 3.08 2.97 3.35 3.25 
It was found that the computational time remained relatively consistent when S changed. 
However, Table 3.2 shows that the performance of the algorithms varied greatly as S 
increases, and the variations were not consistent for all the problems. For the majority of the 
problems, the best results were identified to be in the range of S = 0.1 – 0.3, except for F4. 
This can be explained by the geometry of the Schwefel function F4, which has all of its 
local minima and the global minimum spread far apart from one another. Effective 
optimization of this function requires an algorithm that promotes larger solution diversity 




The simulation results complied with the NFL theorem, which suggests that no single 
algorithm can generate better performance than any other algorithms for every problem. The 
improved algorithm performance in one class of problem is not necessarily consistent in all 
kinds of problems; instead, it is exactly traded with performance in another class of problem 
(Wolpert & Macready, 1997). Although all the test functions selected for benchmarking 
have similar properties (multimodal and multi-dimensional), the geometries of their 
problem spaces are different. Therefore, the setting of S should be adjusted accordingly for 
different optimization problems. 
Based on this empirical study, it can be deduced that the optimal setting of S for the majority 
of the tested problems is in the range of 0.1 – 0.3. More specifically for the path planning 
problem, the setting of S = 0.3 was found to be appropriate and effective. 
3.5 Benchmark Study 
The benchmark functions were used to evaluate the proposed algorithms in this study. 
Through a 1000-run Monte Carlo simulation with 100 (max) iterations and a swarm size of 
150 particles, the performances of the proposed algorithms in solving the optimization 
problems of the four benchmark functions were compared with other existing PSO-based 
algorithms. At each run, the initial particle positions for all the problems were randomly 
generated based on uniform distribution within the boundary intervals given in Table 3.3.  
As the data was not normally distributed according to the Shapiro-Wilk test, the Kruskal-
Wallis test (McKight & Najab, 2010), which is a non-parametric ANOVA, was used with a 
significance level of 0.05 to rank the algorithm performance based on the obtained fitness 
values. The ranking procedure used the Holm–Bonferroni ‘stepdown’ approach (Hochberg 
& Tamhane, 1987), which is best suited for all pairwise comparisons when the confidence 
intervals are not needed and sample sizes are equal (Sun et al., 2012). The algorithms were 
given the same rank if they were not statistically different from one another. The medians 
of the obtained fitness (Med), the ANOVA ranks (R) and the medians of runtime required 
(T) were tabulated in Table 3.3. The medians of the top two best-performing results for each 
problem are in bold. The overall performance of an algorithm can be given by its total ranks 




Table 3.3: Benchmark study results. 
Algorithm 
F1 F2 F3 F4 
#R 
Med R T(s) Med R T(s) Med R T(s) Med R T(s) 
PSO 0.658 8 0.10 1.372 5 0.12 0.453 8 0.10 3.617 5 0.13 26 
QPSO 0.089 3 0.16 1.791 6 0.15 0.005 1 0.17 4.555 8 0.19 18 
APSO 0.100 4 0.16 1.219 4 0.16 0.041 5 0.18 3.606 5 0.20 18 
DEPSO 0.634 6 0.43 1.140 1 0.55 0.166 6 0.42 1.781 1 0.47 14 
DEQPSO 0.064 1 0.51 2.092 7 0.50 0.002 1 0.49 3.023 4 0.56 13 
SDEPSO 0.629 6 0.11 1.149 1 0.14 0.172 6 0.18 1.891 2 0.20 15 
SDEAPSO 0.098 4 0.16 1.196 3 0.16 0.035 4 0.18 2.031 3 0.27 14 
SDEQPSO 0.072 2 0.18 2.125 7 0.18 0.002 1 0.19 3.594 5 0.27 15 
 
Based on Table 3.3, there was no single algorithm that can achieve the best results for all 
the problems. This observation agrees with the NFL theory. For the Griewank function (F1), 
the DEQPSO algorithm generated the best solution. Satisfactory solutions of F1 were also 
produced by APSO, SDEAPSO, QPSO, DEQPSO, and SDEQPSO. This indicates that 
having an adaptive mechanism in PSO or the quantum behaviour of QPSO was beneficial 
for solving this problem. The DEPSO and SDEPSO algorithms generated equally good 
solution qualities for the Rastrigin function (F2). For the Ackley function (F3), the QPSO-
based algorithms, i.e., QPSO, DEQPSO and SDEQPSO, produced the best solution 
qualities; this was followed closely by the APSO-based algorithms. As far as the Schwefel 
function (F4) was concerned, only DEPSO, SDEPSO and SDEAPSO can generate 
satisfactory results, while all the other algorithms showed inferior performances.  
The total ranks of the algorithms revealed that DEQPSO provided a better overall solution 
quality than other algorithms. The performances of DEPSO and SDEAPSO were ranked 
second, followed by SDEPSO and SDEQPSO. More importantly, the simulation results 
showed that the fully DE-hybridized algorithms required significantly higher runtime to 
obtain the solutions. The selectively DE-hybridized algorithms can produce good solution 
qualities while maintaining a reasonably similar computational requirement as the PSO, 
QPSO and APSO algorithms. 
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3.6 Numerical Simulations 
Numerical simulations were performed to benchmark the performance of the proposed 
algorithms for the AUV path planning problem, which was formulated based on the 
description in Section 2.2. In addition to PSO-based algorithms, the proposed algorithms 
were also benchmarked against another path planning technique, RRT*, and other 
metaheuristic algorithms, including DE, Ant Colony Optimization (ACO) (Mirjalili et al., 
2020), Firefly Algorithm (FA) (MahmoudZadeh et al., 2018), and Genetic Algorithm (GA) 
(Alvarez et al., 2004). 
The benchmark study employed the Monte Carlo method with 1000 simulation runs. In each 
simulation run, the algorithms were allowed to iterate up to 100 times with a predefined 
stopping threshold. The population size of all the algorithms was set to 150 particles. The 
simulations were conducted in 2D domains followed by 3D domains. The problem spaces 
of the simulations were assumed to be an ocean field that is 500×500 square metres for 2D 
and 500×500×500 cubic metres for 3D. Non-uniform ocean currents and static obstacles of 
different sizes were present in the problem space. The current field was generated based on 
the data obtained from the field experiment conducted at Beauty Point, Tasmania, Australia. 
The AUV was required to travel from a starting point to a target with a preset water-
referenced velocity of 1.5 m/s. The simulations were conducted on a machine with Intel 
Core i5-6300U CPU @ 2.4GHz with 8GB RAM. 
3.6.1 Benchmark of Path Planners 
The performances of the path planners were benchmarked based on their solution qualities, 
stabilities, and computational requirements. These properties were reflected by the fitness 
values of the solutions obtained and the runtime required to obtain the solutions. A lower 
fitness value is desirable because it represents the time required by the AUV to arrive at the 
target by following the generated path. 
The simulation results were not normally distributed based on the Shapiro-Wilk normality 
test with a significance level of 0.05. Therefore, non-parametric boxplots were used for 
analysis. The boxplots in Figure 3.1 depict the distribution of fitness values obtained by all 
the algorithms in 2D and 3D scenarios. The data ranges (black whiskers) and percentile 
ranges (blue boxes) of the boxplots indicate the stabilities of the algorithms, while the 
medians (red lines inside the boxes) show the solution qualities and searching abilities. The 
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individual best fitness obtained by each algorithm in the 1000-run simulations can be 
identified by the extreme lowest end of each whisker. The best-known (lowest) fitness value 




Figure 3.1: Fitness values obtained in 2D (top) and 3D (bottom) scenarios. 
The Kruskal-Wallis ANOVA procedure with a significance level of 0.05 was used to rank 
the algorithms based on their obtained fitness values. The ranking was based on the Holm–
Bonferroni step-down method. The algorithms were given the same rank if they were not 
statistically different from one another. Table 3.4 shows the details of the simulation results, 
including the median of the obtained fitness (Med), the best-known fitness (Best), the 
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interquartile range (IQR), the ANOVA rank (R), the median of runtime (T) and the total rank 
(#R). The total ranks were calculated from the summation of the ranks in the 2D and 3D 
scenarios. The ranking of the algorithms did not consider the impact of runtime.  
Based on Figure 3.1 and Table 3.4, most of the PSO-based algorithms showed better 
solution quality than RRT* and other metaheuristic algorithms, with the exception of the 
standard PSO being outperformed by FA. Despite having lower solution quality, RRT* 
required the shortest runtime in both 2D and 3D scenarios. It can be observed that all the 
PSO and QPSO variants produced better solution qualities than the standard PSO and 
QPSO. DEPSO and DEQPSO outperformed all the other algorithms by achieving the lowest 
medians for fitness value in both 2D and 3D. The total ranks of DEPSO and DEQPSO 
suggest that the two fully DE-hybridized algorithms were able to produce the best solution 
qualities for the path planning problem. However, the runtime of DEPSO and DEQPSO was 
significantly higher than all the other algorithms due to the high computational requirements 
of the greedy selection operator. 












IQR R T(s) 
RRT* 3.25 3.14 9.4 11 4.8 3.48 3.37 10.9 11 14.3 22 
ACO 3.24 3.12 8.0 13 9.4 3.46 3.29 17.6 11 41.3 24 
FA 3.11 3.02 6.2 8 9.2 3.28 3.21 7.7 7 41.2 15 
GA 3.13 2.98 6.3 10 12.3 3.33 3.23 11.7 9 48.3 19 
DE 3.21 3.05 6.7 11 12.8 3.41 3.34 15.5 11 53.6 22 
PSO 3.10 3.00 5.4 8 10.7 3.35 3.21 12.1 9 34.6 17 
QPSO 3.09 3.00 6.4 7 9.9 3.27 3.19 13.2 7 30.9 14 
APSO 3.01 2.92 1.3 5 10.8 3.20 3.17 2.6 5 37.7 10 
DEPSO 2.90 2.85 5.9 1 22.4 3.09 3.04 5.9 1 69.0 2 
DEQPSO 2.89 2.85 3.7 1 20.8 3.07 3.03 3.7 1 76.7 2 
SDEPSO 2.98 2.91 7.7 6 12.8 3.18 3.14 8.8 5 35.7 11 
SDEAPSO 2.99 2.92 6.2 3 14.9 3.14 3.10 3.7 4 38.8 7 




The solution qualities of SDEAPSO and SDEQPSO were second to the fully DE-hybridized 
algorithms; they were ranked similarly in 2D based on the ANOVA ranking. APSO 
provided a better solution quality than SDEPSO in 2D. It is worth noting that APSO 
achieved the lowest interquartile range in both 2D and 3D, indicating the highest stability 
among all the algorithms. In the 3D scenario, SDEQPSO was ranked slightly higher than 
SDEAPSO, while SDEPSO was ranked similar to APSO.  
SDEQPSO and SDEAPSO were able to offer up to a 10% improvement in the fitness values 
of solutions when compared to other tested algorithms. The total ranks of the overall 
performance in both 2D and 3D revealed that the solution qualities of SDEQPSO and 
SDEAPSO were ranked as the third and the fourth, respectively. More importantly, the 
runtime of the two selectively DE-hybridized algorithms were very close to other PSO-
based algorithms and were significantly (up to 50%) lower than the fully DE-hybridized 
algorithms. These indicate the higher computational efficiency of SDEQPSO and 
SDEAPSO in solving the path planning problem because they were able to produce solution 
quality that was very close to DEPSO and DEQPSO, while having a significantly lower 
computational requirement. In terms of problem size, the runtime required by the path 
planner was considered short, particularly in comparison to the computational time required 
for sensing and estimating the vehicle’s operational environments. 
3.7 Vehicle Path Verification 
For verification purposes, the path solutions generated by the proposed AUV path planner 
were used to produce a reference trajectory for the dynamic model of the Hydroid REMUS 
100, a 1.7-metre-long torpedo-shaped AUV. The detailed specifications of the REMUS 100 
AUV can be found in Appendix A. This section outlines the dynamic model and the path 
following controller used. 
3.7.1 Dynamic Model 
Based on the vectorial representation described by Fossen (1999) and the standard 
formulation of SNAME (Society of Naval Architects and Marine Engineers), the 6 DOF 
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( ) ( ) ( )r r rr rM C D g ηυ υ υ τυ υ+ + + =   (3.3) 
[ ] [ ]T T1 2 x y zη η η φ θ ψ= =   (3.4) 
[ ] TT1 2 b b b b b bx y zυ υ υ φ θ ψ= =          (3.5) 
r cVυ υ= −   (3.6) 
where R (η2) and T (η2) are the rotation matrices between inertial and body-fixed reference 
frames for translational velocities and angular velocities, respectively. η includes the 
position η1 and the orientation η2 of the vehicle with respect to the inertial reference frame 
as described in Equation (3.4), while the derivative of η in Equation (3.2) represents their 
rates of change. υ includes the translational velocities υ1 and the rotational velocities υ2 of 
the vehicle with respect to the body-fixed reference frame as described in Equation (3.5). υr 
is the relative velocity vector derived from the velocity vector of ocean currents Vc as 
defined in Equation (3.6).  
Equation (3.3) defines the kinetics of an AUV, in which M and C(υ) denote the inertial and 
Coriolis matrices (both including rigid body and added mass) respectively. D(υ) is the 
hydrodynamics damping matrix, and g(η) is the hydrostatics restoring forces. The actuators’ 
control forces are represented by τ. The REMUS 100 AUV has a pair of horizontal stern 
planes for pitch control and a pair of vertical rudder planes for heading control. Using the 
derivation of Prestero (2001), the control forces and moments of the REMUS 100 AUV can 
be given as follows: 
[ ]Tprop rudder stern prop stern rudderX Y Z K M Nτ =   (3.7) 
  
4 2
prop T w prop rpsX K D nρ=   (3.8) 
( )    2,   0.5rudder w L fin b rudder b b fin b bY c S x x y x xαρ δ ψ= − −        (3.9) 
( )    2,   0.5stern w L fin b stern b b fin b bZ c S x x z x xα θρ δ = − −     (3.10) 
  
5 2
prop Q w prop rpsK K D nρ=  (3.11) 
( )     2,   0.5stern w L fin fin b stern b b fin b bM c S x x x z x xα θρ δ = − −     (3.12) 
( )     2,   0.5rudder w L fin fin b rudder b b fin b bN c S x x x y x xαρ δ ψ= − −       (3.13) 
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where ρw is the density of water, KT and KQ are the thrust and torque coefficients of the 
propeller, D is the propeller diameter, and nrps is the propeller speed in revolutions per 
second. The dynamic model used the KT and KQ coefficients obtained for the REMUS 100 
AUV by Allen et al. (2000). For the forces and moments of the control fins, Sfin is the fin 
planform area, xfin is the body-referenced x-coordinate of the fin, and cL,α is the lift 
coefficient at the angle of attack α. δrudder and δstern are the body-referenced angles of the 
rudder and stern planes relative to the vehicle x-axis, respectively. The coefficients 
calculated by Prestero (2001) were used in the dynamic model. 
3.7.2 Path Following Guidance and Controller 
The path following controller of the AUV model used the integral line-of-sight (iLOS) 
guidance law to set the yaw and pitch angles for following the planned path. The controller 
enabled the AUV to shape its convergence towards the planned path in the presence of ocean 
currents and environmental disturbance by using the iLOS guidance law (Caharija et al., 
2012). The desired iLOS yaw angle (heading) ψd and pitch angle θd can be given by 







arctan ,        ,  0
   
i y
























arctan ,        ,  0
  
i z















where e is the cross-track error, and h is the vertical-track error. Ki,y and Ki,z are the integral 
gains, while Δy and Δz represent the look-ahead distances for iLOS heading and pitch, 
respectively. The integral terms of cross-track error eint and vertical-track error hint produce 
non-zero ψd and θd even when the AUV is on the planned path, allowing the vehicle to 
counteract any effects of ocean current with the necessary side-slip and pitch angles. The 
rates of integral terms ėint and ḣint reduce the integral action with large cross-track and 




To follow the desired iLOS heading and pitch, the AUV model used a control system with 
the speed, heading and pitch controllers described by Caharija et al. (2012). The speed 
controller used a feedback linearizing proportional (P) controller to control the propeller 
shaft speed. The heading and pitch controllers were two feedback linearizing proportional-
derivative (PD) controllers that control the rudder and stern planes, respectively. In order to 
prevent excessive commands to the controllers, third-order low-pass filters were 
implemented as reference models before passing the desired setpoint to the controllers. 
3.7.3 Verification Results 
The feasibility of the path solutions was first checked against the vehicular constraints of 
REMUS 100, which has a minimum turning radius of 8.1 metres in the worst-case scenario 
(Eng et al., 2016). The curvature radius of a feasible path must be higher than the minimum 
turning radius. Figure 3.2 shows the paths generated by the SDEQPSO algorithm satisfied 
the AUV’s constraints. 
 
 
Figure 3.2: Curvature radius of planned paths for 2D (top) and 3D (bottom). 
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Next, the 2D and 3D solutions generated by SDEQPSO were analysed by comparison with the 
simulated paths in Figure 3.3. The AUV was required to travel from the starting point (green 
square) to the target (pink star) without running into obstacles while trying to exploit favourable 
ocean currents to assist the AUV motion by following time-optimal paths. Using a colour bar in 
the 2D result of Figure 3.3, the blue regions represent favourable currents, while the red regions 
denote less favourable currents. The favourable currents were defined as positive and flowing 
towards the top right corner, hence pushing the vehicle from its starting position towards the 
target. The less favourable currents were defined as negative and flowing in the opposite 
direction. In both results, the solid sections of the planned paths indicate that the favourable 
currents have a positive effect on the AUV motions while the dashed sections suggest otherwise.  
Figure 3.3 shows that the AUV was able to follow time-optimal paths to exploit the favourable 
currents and avoid the less favourable currents. The simulated paths closely resembled the 
planned paths in both scenarios. 
 
 




Figure 3.4: Vehicle speed of REMUS 100 in 2D and 3D scenarios 
 
Figure 3.5: Control forces and moments of REMUS 100 in 2D (top-left and bottom-left) 
and 3D (top-right and bottom-right). 
Figure 3.4 shows the variation of vehicle speed when following the planned paths in the 2D 
and 3D scenarios, while Figure 3.5 depicts the control forces and moments required for 
following the paths. The AUV maintained an average speed of 1.5 m/s in both scenarios. 
Next, the total track errors of the simulated paths relative to the planned paths for the 2D 
and 3D scenarios are graphed in Figure 3.6. The total track error in 2D is simply cross-track 
error, whereas the total track error in 3D is the total resultant error calculated from cross-
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track and vertical-track errors. The errors for both scenarios were well below 1 metre, 
proving that the AUV was able to follow the planned paths closely. Hence, the simulation 
results show that the path solutions generated by the proposed algorithm were smooth and 
dynamically feasible for path planning applications. 
 
Figure 3.6: Total track error of simulated paths relative to planned paths. 
3.8 Chapter Summary 
By selectively hybridizing with DE, this chapter presents new variants of the PSO algorithm 
with an improved searching ability for the global minimum path of an AUV without 
increasing the computational requirements. The proposed algorithms were benchmarked 
against other algorithms in offline AUV path planning scenarios, which consist of a priori 
known obstacles of different sizes and non-uniform ocean currents. Based on the Monte 
Carlo simulations and ANOVA procedures, the SDEAPSO and SDEQPSO algorithms were 
able to surpass most of the tested algorithms (up to a 10% improvement in solution quality). 
SDEQPSO and SDEAPSO achieved similar performance to DEPSO and DEQPSO 
algorithms in terms of solution quality and stability, while having a significantly lower 
computational requirement (up to a 50% reduction in algorithm runtime). Most importantly, 
the simulation results showed that the generated time-optimal paths were smooth, feasible 
and able to exploit ocean currents to improve the vehicle performance. 
The selectively DE-hybridized PSO algorithms proposed in this study are efficient for 
solving non-deterministic polynomial-time (NP)-hard problems, such as the path planning 
problem. The simulation assumed a priori known environments to represent the minimum 
capability of a path planner. The algorithms were adapted to solve path replanning problems 




















Chapter 4.  
Constrained Path Planning Using Polar 
Coordinates 
This chapter3 presents the formulation of an objective function for AUV path planning as a 
constrained optimization problem to improve the computational efficiency of the algorithms 
proposed in the previous chapter. The search domain of AUV paths was modelled using the 
polar coordinate system and a combination of hard and soft constraints. This approach 
allowed the vehicular constraints to be satisfied and facilitated the placement of path nodes 
to enhance the search efficiency of the path planner. The effect of different types of 
constraints on the algorithm performance was thoroughly analysed using Monte Carlo 
simulations and Kruskal-Wallis tests. By combining hard and soft constraints, the path 
planner effectively generated a time-optimal path that can safely guide an AUV through a 
priori known ocean environments. 
4.1 Constraint Handling in Path Planners 
In the previous chapters, the objective function of the path planners was based on an 
unconstrained search domain with penalties applied to ensure obstacle avoidance and 
vehicular constraints. The path nodes can be freely placed in the problem space as long as 
they are collision-free and satisfy the vehicular constraints. By combining with an efficient 
optimization algorithm, the unconstrained objective function can produce a good overall 
performance for offline planning. However, the search efficiency of a metaheuristic 
optimization-based path planner also relies on its objective function. A path planner with an 
inefficient objective function may suffer from the inconsistency and incompleteness of 
 
3 This chapter was modified from the following publication: Lim, H. S., Fan, S., Chin, C. K. H., Chai, S., Bose, 
N., & Kim, E. (2019). Constrained path planning of autonomous underwater vehicle using selectively 
hybridized particle swarm optimization algorithms. IFAC-PapersOnLine, 52(21), 315–322. 
64 
 
solutions if the allowable time for planning is limited, which is often the case in real AUV 
operations. Thus, developing an efficient objective function for path planning is of critical 
importance for an AUV operating in a highly dynamic and time-constraint scenario, where 
online path planning is required.  
To improve the search efficiency of an optimization-based path planner, its objective 
function can be constrained to discretise the problem space into smaller search domains. 
Existing studies proposed various approaches for the discretisation of problem space. A 
traditional approach, which is compatible with the Cartesian coordinate system, uses 
uniformly discretised grids to represent the problem space. The grid-based approach can 
allow a path node to be located on a grid’s vertices (Alvarez et al., 2004), centre 
(Tanakitkorn et al., 2014), edges (Gong et al., 2011; Yao et al., 2018) or anywhere within 
the grid (Zhang et al., 2014). The grid-based approach is suitable for operational 
environments that can be simplified into 2D.  
Another approach, which requires the use of a polar/spherical coordinate system, uses 
concentric circles (in 2D) or concentric spheres (in 3D) to discretise the problem space. In 
this approach, a path node may be placed on the circumference (Hao et al., 2007; Zu et al., 
2008) or the annular space between circles (Zeng et al., 2015). Polar and spherical 
coordinate systems can be more relevant for the path planning of an underactuated torpedo-
shaped AUV, which has limited actuation, if not none, for heave and sway motions. The 
search domain of a path planner that uses polar/spherical coordinate systems is also more 
compatible with the field of view of a multibeam obstacle avoidance sonar. By constraining 
the search domain of a path planner to more relevant and feasible solutions, the search 
efficiency of the planner can be improved significantly. 
The application of constraints in the objective function of a path planner is required for any 
discretisation approach. There are several methods proposed to handle constraints in the 
objective function of metaheuristic optimization algorithms. For PSO-based algorithms, the 
two most suitable methods of constraint handling are (Coath & Halgamuge, 2003): 
1. Penalty function method that uses soft constraints. 
2. Rejection of infeasible solutions method that uses hard constraints. 
When using penalty functions in a minimization problem, penalties are added to the fitness 
value of a solution if the soft constraints are violated. Thus, the objective function requires 
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the fitness values and the penalties to be minimized simultaneously. The benefit of using a 
penalty function is that the soft constraint does not need to be satisfied in every iteration; 
instead, it can be optimized over the iterations. This reduces the solution generation time in 
every iteration during the optimization (Dariani et al., 2014). However, an improper penalty 
function may lead to premature convergence. A penalty function must be developed 
delicately to maintain a balance between preserving feasibility and achieving optimality.  
Hard constraints must be satisfied by all solutions. Infeasible solutions that violate a hard 
constraint are rejected. When using hard constraints in PSO-based algorithms, all particles 
are forced into the feasible domain by regenerating infeasible particles during the 
initialisation of the algorithms. This may lead to a longer initialisation process, especially 
when the feasible domain is small. In every iteration of the algorithm, an infeasible particle 
also requires to be regenerated into the feasible domain. Consequently, the computational 
time of the algorithm may increase when using a hard constraint. 
The effectiveness of constraint-handling methods is fully dependent on the optimization 
problem (Michalewicz, 1995). AUV path planning is a multi-objective non-linear 
optimization problem that involves multiple conflicting criteria and constraints. The optimal 
combination of constraint settings for a path planner should maintain a balance between its 
solution optimality, feasibility and computational requirements. 
4.2 Problem Formulation 
This section describes the formulation of the AUV path planning problem by using the polar 
coordinate system and different combinations of constraints. The problem space was 
discretised using concentric circles/spheres because it is more compatible with a 3D search 
space, which can allow more information from the operational environment of an AUV to 
be embodied during the path planning process. 
4.2.1 Path Formulation 
A path solution can be represented as a particle in PSO-based algorithms. The entries of a 
particle’s position vector represent the coordinates of the path nodes. Given that every path 
comprises n+2 nodes (including the starting and end points), the path optimization process 
involves n nodes. The position vector of a 2D particle requires 2n dimensions to register the 
polar coordinates of n node(s); this includes n dimension(s) for radial coordinates r and n 
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dimension(s) for azimuthal angle coordinates Φ. A 3D particle requires 3n dimensions to record 
n node(s) in the spherical coordinates, which include extra n dimension(s) for polar angle 
coordinates Θ. The position vector X of the ith particle in 2D and 3D can be given by Equations 
(2.35) and (2.36), which correspond to the polar/spherical coordinates in Equation (4.1). 
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The Cartesian coordinates of the jth path node recorded by the ith particle can be obtained 
from the polar coordinates by using Equation (4.2) and from spherical coordinates by using 
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The path nodes were connected to form a path by using the B-spline geometry based on the 
basis function in Equation (2.37). The fitness of the optimal path can be given by the 
aggregate objective function in Equation (2.40). The main objective function was developed 
to measure the travel time of the AUV by using Equation (2.41), while other subsidiary 
functions were designed according to the constraint settings described in the next section. 
4.2.2 Constraint Settings 
Hard and soft constraints were used in the objective function to generate a smooth, feasible 
and collision-free path that can satisfy the following objectives and boundaries:  
• Obstacle avoidance: Avoid collision and keep a safe distance from obstacles. 
• Radial boundary: Control the placement of path nodes.  
• Azimuthal boundary: Ensure the path satisfies the minimum turning radius. 
• Polar boundary: Ensure the path satisfies the pitch control limitation. 
67 
 
Different combinations of hard and soft constraints were applied and compared for their 
effects on the performance of a path planner. Table 4.1 outlines the constraint settings of the 
test cases investigated in this chapter.  
Table 4.1: Constraint settings of test cases. 
Objectives 
Test case 
HBHO HBSO SBHO SBSO 
Obstacle avoidance Hard Soft Hard Soft 
Radial, azimuthal & polar boundaries Hard Hard Soft Soft 
For the cases of hard constraints, an infeasible particle that violates the constraints will be 
regenerated. Meanwhile, when soft constraints are violated, the fitness of the particle will 
be penalized according to a penalty function. Regardless of the type of constraint used for 
obstacle avoidance, a path’s exposure to obstacles requires to be measured according to the 
procedures outlined in Section 2.2.2 to ensure a collision-free path. When using a hard 
constraint, the feasibility of a path solution was checked by using Equations (2.51) and 
(2.52). The hard constraint is satisfied if a path does not intersect with obstacles. When a 
soft constraint is used, the penalty function in Equation (2.54) was used to penalise a 
solution if its path intersects with obstacles. The penalty for violating the soft constraint was 
proportional to the length of the path segment contained in the obstacle space. 
To improve the search efficiency of the path planner, the placement of path nodes was 
controlled by a radial boundary. Each path node was constrained to lie within a concentric 
annulus, which is the region bounded by a pair of adjacent concentric circles/spheres with 
different radii. The radii were pre-defined by a lower boundary Rmin and an upper boundary 
Rmax as shown in Equation (4.4).  
min
max
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d d target
d d d target
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R r r r r
=   
=   
  (4.4) 
where rd is the radial distance between two concentric circles and rtarget is the radial 
coordinate of the target location. The total number of path nodes n required for generating 













When using a hard constraint, a path solution is deemed infeasible if any of its path nodes 
exceed the boundaries Rmin or Rmax. For the cases with soft-constrained boundaries, the 
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To ensure path solutions comply with the minimum turning radius and pitch limitation of 
an AUV, the search domain of azimuthal angle coordinates and polar angle coordinates were 
constrained by using an azimuthal boundary Φmax and a polar boundary Θmax, respectively. 
A feasible path solution that satisfies the hard constraints must have all its path nodes 
fulfilling the conditions of |Φi,j| < Φmax and |Θi,j| < Θmax. When using soft constraints, the 
penalty costs followed the functions in Equations (4.7) and (4.8). 
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4.3 Numerical Simulations 
2D and 3D path planning scenarios were simulated to evaluate the effect of constraint-
handling methods on the performance of the path planner. The analysis was based on the 
Monte Carlo method with 1000 simulation runs. The SDEQPSO and SDEAPSO algorithms 
proposed in Chapter 3 and the QPSO algorithm were used in the path planners with a 
population size of 150 particles. The problem space was an ocean field of 500×500 square 
metres for 2D and 500×500×500 cubic metres for 3D. Non-uniform ocean currents and static 
obstacles of different sizes were present in the problem space. The current field was 
generated based on the data obtained from the field experiment conducted at Beauty Point, 
Tasmania, Australia.  
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The AUV was required to travel with a preset water-referenced velocity of 1.15 m/s. The 
buffer distance for obstacle avoidance was set to 1 metre based on the properties of the 
REMUS 100 AUV. For the radial boundary, rd was set to 50 metres. The azimuthal 
boundary Φmax was set to ±60° because typical forward-looking sonars have a field of view 
of 120°. The polar boundary Θmax was set to ±15° as the pitch angle of a torpedo-shaped 
AUV rarely exceeds 20° during an operation. The simulations were conducted on a machine 
with Intel Core i5-6300U CPU @ 2.4GHz with 8GB RAM. 
In addition to the test cases described in Table 4.1, test cases using an unconstrained 
objective function (uncon.) were also included for comparison purposes. The unconstrained 
cases were configured by using the formulation in Section 2.2, which employed a grid-based 
approach with the Cartesian coordinate system. It was discovered that the runtime required 
by the SDEAPSO path planner was too high when a hard constraint was used for obstacle 
avoidance. This can be explained by the nature of the position and velocity update equations 
in the SDEAPSO algorithm. Unlike QPSO and SDEQPSO that use the swarm’s mean best 
position in their update equations, SDEAPSO has a stronger cognitive component in its 
equations. When the feasible space that can satisfy the hard constraint of obstacle avoidance 
is small, an infeasible solution may require an impractically long time to move back into the 
feasible space before the iteration can continue. Thus, the test cases of HBHO and SBHO 
for SDEAPSO were excluded from the analysis. 
4.3.1 Comparison of Constraint Settings 
The performances of the path planners using different combinations of constraint settings 
were compared based on their solution qualities, stabilities, and computational 
requirements. These properties can be shown by the fitness values of the solutions obtained 
and the runtime required to obtain the solutions. A lower fitness value is desirable for the 
path planning problem.  
Based on the Shapiro-Wilk normality test with a significance level of 0.05, the simulation 
results were not normally distributed. Hence, the following analysis used non-parametric 
boxplots that show the medians and interquartile ranges of the solutions to evaluate the 
searching ability and stabilities of the path planners. Figure 4.1 and Figure 4.2 depict the 




In the boxplots, the black whiskers indicate the data ranges while the blue boxes show 
percentile ranges. The red lines inside the boxes represent the medians of the fitness values. 
The Kruskal-Wallis test, which is a non-parametric ANOVA, was used with a significance 
level of 0.05 to rank the path planners based on their obtained fitness values. The ranking 
procedure used the Holm-Bonferroni stepdown approach. The algorithms were given the 
same rank if they are not statistically different from one another. Table 4.2 summarises the 
obtained results, including the ANOVA ranks (R), the medians of runtime (T), and the total 
ranks (#R). The total ranks were given by the summation of the ranks in the 2D and 3D 
scenarios. The impact of algorithm runtime was not considered in the ranking procedure. 
 
Figure 4.1: Fitness values obtained in 2D scenario. 
 
Figure 4.2: Fitness values obtained in 3D scenario. 
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R T(s) R T(s) 
QPSO 
Unconstrained 11 11.7 12 24.6 23 
HBHO 2 38.4 2 46.7 4 
HBSO 7 12.4 5 26.7 12 
SBHO 7 20.8 7 35.3 14 
SBSO 13 11.9 11 24.6 24 
SDEAPSO 
Unconstrained 9 11.9 12 25.1 21 
HBSO 5 15.2 2 26.1 7 
SBSO 5 11.9 8 25.1 13 
SDEQPSO 
Unconstrained 10 11.5 10 23.6 20 
HBHO 1 38.4 1 46.9 2 
HBSO 3 12.1 2 25.1 5 
SBHO 3 20.6 5 34.7 8 
SBSO 11 11.7 8 24.0 19 
Based on Figure 4.1, Figure 4.2 and Table 4.2, the HBHO case of the SDEQPSO algorithm 
achieved the top rank in both 2D and 3D scenarios. This was followed by the HBHO case 
of the QPSO algorithm. These HBHO cases also produced the highest stabilities, as shown 
by their relatively lower interquartile ranges in the boxplots. Although the HBHO case of 
the SDEAPSO algorithm was inadequate for comparison, the HBHO setting was observed 
to have the best performance in terms of solution qualities compared to other settings. 
However, by comparing the runtime, it was found that the HBHO setting had the highest 
computational requirement in both 2D and 3D scenarios.  
The HBSO cases of SDEQPSO and SDEAPSO were ranked third and fourth, respectively. 
The HBSO setting can maintain a good balance between the searching ability and 
computational requirement of the path planner, thus indicating a higher search efficiency. 
Although the SBHO case of SDEQPSO achieved a similarly good solution quality in 2D 
and 3D, it required a much higher runtime. Based on this observation, it can be deduced that 
the hard constraint setting for obstacle avoidance was the main reason for the undesirable 
increase in computational requirement. When a hard constraint was used, an infeasible 
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solution was forced to move back into the feasible space by regeneration, which led to the 
extra time required for computation. By making an algorithm-wise comparison, it was found 
that the SDEQPSO has the best overall performance, although SDEAPSO has better 
performance in the SBSO case.  
4.3.2 Vehicle Path Verification 
To verify the generated vehicle paths, the 2D and 3D solutions of the SDEQPSO path 
planner with the HBSO setting were used to produce a reference trajectory for the REMUS 
100 AUV model, which was described in Section 3.7. The feasibility of the paths was first 
checked for their compliances with the vehicular constraints of the REMUS 100 AUV. As 
shown in Figure 4.3, the curvature of the planned paths was well above the minimum turning 
radius of the vehicle. 
 
 




Next, the cross-track errors of the simulated paths relative to the planned paths for the 2D 
and 3D scenarios were compared and graphed in Figure 4.4. It can be observed that the 
vehicle was able to follow the planned paths closely in the simulations, with cross-track 
errors of well below 1 metre in both scenarios. Therefore, the simulation results showed that 
the path solutions generated by the path planner were smooth and feasible for the path 
planning application. 
 
Figure 4.4: Cross-track error of simulated paths relative to planned paths. 
4.4 Chapter Summary 
This chapter evaluated the performance of an AUV path planner under different 
combinations of constraint settings. The SDEQPSO path planner with the hard constraint 
setting for boundary conditions and the soft constraint setting for obstacle avoidance 
produced the best performance in terms of search efficiency, as shown by its higher solution 
quality and lower computational requirement. The path planners that used a hard constraint 
for obstacle avoidance were found to have significantly higher computational requirements. 
The proposed path planner generated a safe and dynamically feasible path for the REMUS 
100 AUV, which was verified through the simulation of an AUV dynamic model. The 
optimal constraint setting determined in this chapter successfully improved the search 
efficiency of the path planner, which is of crucial importance for developing an online path 






















Chapter 5.  
Online Path Replanning in Unknown 
Dynamic Environments  
This chapter 4  presents an online AUV path planner that employed a path replanning 
approach and the SDEQPSO algorithm to optimize an AUV mission in an unknown, 
dynamic and cluttered ocean environment. Without requiring any system model or prior 
knowledge of the environment, the proposed path replanner can generate a time-optimal 
path based on the onboard sensor data. Different configurations for the FLS and H-ADCP 
sensors were considered in 2D and 3D simulations. The SDEQPSO path replanner was 
found to be capable of generating a time-optimal path that offered up to a 13% reduction in 
travel time compared to the situation where the vehicle simply followed a path with the 
shortest distance. The proposed replanning technique also showed consistently better 
performance over a reactive path planner in terms of solution quality, stability, and 
computational efficiency. The robustness of the replanner was verified under stochastic 
processes using the Monte Carlo method. The planned path fulfilled the vehicle’s safety and 
physical constraints, while intelligently exploiting ocean currents to improve the vehicle’s 
efficiency. 
5.1 Path Replanning 
To date, significant research has been conducted to study path planning of AUVs, especially 
for operations in a priori known or static environments. Nevertheless, path planning of an 
AUV operating in an unexplored, dynamic, and cluttered underwater environment remains 
a computationally intractable problem. An online AUV path planner must be able to 
 
4 This chapter was modified from the following publication: Lim, H. S., Chin, C. K. H., Chai, S., & Bose, N. 
(2020). Online AUV path replanning using quantum-behaved particle swarm optimization with selective 
differential evolution. Computer Modeling in Engineering & Sciences, 125(1), 33-50. 
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continuously generate a safe and feasible path in real-time by adapting to unexpected 
changes in the environment. Online path planning requires a computationally efficient 
algorithm because the allowable time for planning is often limited during an AUV operation. 
A practical online planner should establish a balance between its path quality and 
computational cost. 
To date, various techniques were proposed to perform online path planning. An intuitive 
approach known as local path planning (Benjamin et al., 2019; Casalino et al., 2009; Larson 
et al., 2006; Sun et al., 2018; Yao et al., 2020) can generate a safe vehicle path effectively 
by making local adjustments while following a previously planned path. This approach 
ensures the safety of a path by sacrificing a certain degree of path optimality.  
Another approach known as reactive path planning (Belkhouche & Bendjilali, 2012; 
Candeloro et al., 2017; Naeem et al., 2012; Petres et al., 2011; Singh et al., 2018; Vasile & 
Belta, 2014) generates a new path reactively to adapt to the varying environment while 
previously planned paths are discarded. Reactive planning approach was also applied with 
neural network and reinforcement learning to generate safe AUV paths in dynamic 
environments (Cheng & Zhang, 2018; Cui et al., 2017; Duguleana & Mogan, 2016; Lin et 
al., 2019). The implementations of these learning algorithms in actual AUVs are challenging 
because it is expensive and time-consuming to train a generalised model that is suitable for 
real operations. 
On the other hand, path replanning is a technique that generates a path by reusing the 
previous solution(s) to improve computational efficiency. Instead of starting afresh in every 
planning cycle, a path replanner modifies solution(s) from the previous planning cycle to 
generate a new path efficiently. Path replanning can be performed by using a single previous 
solution (Galceran et al., 2015; Hernández et al., 2019; Ma et al., 2018; Park et al., 2013; 
Sun & Zhu, 2016) or a pool of previous solutions (Biswas et al., 2016; Hernández et al., 
2011; Lv et al., 2019; MahmoudZadeh et al., 2018; Zeng et al., 2015; Zhou et al., 2018). 
The SDEQPSO algorithm is a population-based optimization algorithm that is suitable for 
the application of path replanning from multiple previous solutions. It can maintain the 
entire population of previous solutions, which can be used for replanning the path at any 
time throughout the mission. 
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In this chapter, the path replanning scheme was employed to handle an online path planning 
scenario in a fully unknown and dynamic ocean environment. The path replanning process 
was carried out online and continuously at an adaptive interval while the AUV navigates 
towards its target. The adaptive replanning interval was devised to be reactive to 
surrounding environments, meaning that a previously planned path is replanned when it is 
unsafe or less optimal due to environmental changes.  
The flags that can trigger path replanning are: 
• Elapsed time since the previous plan exceeds a preset limit. 
• Newly detected obstacles show up within the safe zone of the vehicle. 
• Newly detected obstacles intersect the previously planned path. 
In order to ensure the planned path was optimized for a spatiotemporal current field, the first 
replanning flag enabled the path replanner to refine the path periodically even when no 
conflicting obstacles were detected. The elapsed time limit was defined to be inversely 
proportional to the vehicle and current velocities. Based on the vehicle water-referenced 
velocity Va and the maximum current velocity Vc,max measured by a current profiler, the 











where Dadcp is the effective range of the vehicle’s current profiler. 
When replanning is required, the solutions of the SDEQPSO path replanner from the 
previous planning cycle can serve as the initial solutions for path optimization to improve 
the search efficiency. The replanner modifies its previous solutions to generate a new path 
that is optimized for its new planning conditions. The process of reusing the previous 
solution for path replanning is described in Figure 5.1, in which the grey dots and black 
circles represent the population of path nodes that can be used to construct an AUV path. 
During a new planning cycle, a portion of the previous solutions (grey dots) can be retained 




Figure 5.1: Reuse of solutions in path replanning process (grey vehicle denotes the previous 
position, and black vehicle denotes the current position). 
The initialisation of path replanning begins with defining the new boundary conditions 
based on a new starting point, which is the AUV’s current position. The path nodes behind 
the new starting point are removed. Next, solutions that satisfy the new boundary conditions 
are retained, while solutions that violate the boundary conditions are rejected and 
regenerated. After the initialisation process, the solutions undergo the SDEQPSO iteration 
to determine the optimal path. The proposed path replanner can be executed according to 
the following pseudocode. 
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Step 1. Define the algorithm parameters and ocean environments. 
Step 2. Initialise a group of candidate paths by generating particles with random 
positions in Equation (2.1). Set pbest to the current particle positions. 
Step 3. Check the path replanning flag. 
Step 4. If replanning flag == TRUE 
Define boundary conditions for r, Φ, and Θ. 
Check the feasibility of particles for the boundary conditions. 
Regenerate infeasible particles with random positions in Equation (2.1). 
While the stop criteria are not met,  
For t = 1, 2, …, tmax, 
Evaluate particle fitness F(Xi t) using the objective function F. 
Update pbest and gbest using Equations (2.4) and (2.5) respectively. 
Update mbest by using Equation (2.10). 
Update β using Equation (2.12). 
For each particle i = 1, 2, …, N, 
Update particle position using Equation (2.11). 
End 
Sort all particles according to their personal best fitness. 
For k = 1, 2,…, Nsth best performing particle, 
Mutation: Generate mutated vector Ukt using Equation (2.25). 
Crossover: Generate trial vector Tkt using Equation (2.26). 




Return gbest that contains the optimal path upon algorithm termination. 
Else 
Follow the previous path. 
End if 
Step 5. Back to Step 3 if the mission is not completed. 
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5.2 AUV Simulation Model 
The simulation of an online path planning scenario requires the use of an AUV mathematical 
model. The SDEQPSO path planner can continuously generate an AUV path based on the 
feedback from the sensors and the AUV dynamic model as illustrated in Figure 5.2. The 
planned paths were used to generate a reference trajectory for the dynamic model of the 
Hydroid REMUS 100 AUV. The AUV model and path following controller described in 
Section 3.7 were used in the simulation. The models of the FLS and H-ADCP sensors are 
outlined in this section. 
 
Figure 5.2: Implementation of SDEQPSO path replanner. 
5.2.1 Forward-looking Sonar Model 
A forward-looking sonar (FLS) model was used in the simulation for the detection of 
obstacles. Based on the specification of the REMUS 100, the settings of the FLS model were 
configured as follows: 80 metres detection range, 120° field of view, 121 number of beams 
(with 1° separation between beams), and 100Hz detection frequency. 
Generally, the sonar configuration of an AUV can vary depending on the mission 
requirements. The horizontal sonar configuration, in which the fan-shaped FLS model was 
installed in such a way that the sonar fan aligns with the horizontal plane of the vehicle, is 
suitable for missions such as area coverage survey. Some missions such as operations 
underneath ice shelves or near-seabed operations require the FLS to be configured in the 
vertical plane. Therefore, two sonar configurations were considered in this study as shown 






Figure 5.3: FLS sensors configured in horizontal (top) and vertical (bottom) planes. 
During the simulation, all obstacles in the problem space were configured to be irregular 
and a priori unknown. The FLS model can detect the boundaries of obstacles and generate 
sensor measurements based on the coordinates of the detection points. The sensor data were 
recorded by the path planner to achieve obstacle avoidance during path computation. The 
path planner can maintain a list of relevant detection points by removing irrelevant detection 
points based on their distances to the vehicle. 
5.2.2 Current Profiler Model 
In order to enable the adaptation of path solutions to ocean currents, the path planner was 
provided with continuous information of current profiles based on the simulated 
measurements from a forward-looking horizontal acoustic Doppler current profiler (H-
ADCP). These sensor measurements were used by the path planner to adapt its solutions 
and generate a time-optimal path. The path planning simulation used a 300kHz H-ADCP 
with 200 metres detection range, which is able to reconstruct a velocity profile of 200 metres 
× 50 metres in the forward-looking region of the vehicle (Garau et al., 2006). 
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5.3 Problem Formulation 
The objective functions of the path planner were formulated according to the descriptions 
in Section 4.2. The optimal constraint settings established in Chapter 4 were applied. In 
order to improve the search efficiency during path replanning, the placement of the path 
nodes was controlled by the radial boundary using a hard constraint. Path nodes were 
constrained to lie within a lower boundary Rmin and an upper boundary Rmax. Hard 
constraints were also applied to ensure the path solutions respect the minimum turning 
radius and the pitch limitation of the AUV. An azimuthal boundary Φmax and a polar 
boundary Θmax were used to constrain the search domain of azimuthal angle coordinate and 
polar angle coordinate. A path solution fulfils the constraints if |Φi,j| < Φmax and |Θi,j| < Θmax; 
otherwise, the solution will be regenerated. 
5.3.1 Obstacle Avoidance Using Combined Constraint 
It was found in Chapter 4 that the hard constraint setting for obstacle avoidance can generate 
an excellent solution quality. However, a hard constraint may lead to an undesirable increase 
in the computational cost of a path planner due to the additional runtime required to 
regenerate infeasible solutions. A soft constraint has a lower computational requirement 
because it can be optimized over time. Although the use of a soft constraint can help to 
maintain a good balance between a path planner’s solution quality and computational cost, 
a vehicle may bump into obstacles if its path is soft-constrained to an inadequate distance 
with obstacles. This may occur in practice due to the vehicle’s actuation limitations or 
external forces, such as ocean currents. 
Therefore, a combined constraint approach was developed and applied for obstacle 
avoidance to ensure a collision-free path while maintaining a reasonable computational load. 
In this approach, two parameters were used to control the obstacle avoidance behaviour: 
1. A buffer distance dbuff, which was applied with a soft constraint. 
2. A safety distance dsafe, which was applied with a hard constraint. 
The buffer distance allows the vehicle to bump into the buffered obstacle in real AUV 
operations. It was used to address the concerns for sensor uncertainties in FLS 
measurements, as well as the limitations in vehicular actuation and the effect of external 
forces on the vehicle. On the other hand, the safety distance must be maintained by the 
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vehicle to avoid collisions during an operation. In this combined constraint approach, the 
soft constraint was configured to be stricter than the hard constraint. Thus, it reduces the 
tendency of solutions to violate the hard constraint, subsequently lowering the 
computational load of the path planner. 
To achieve obstacle avoidance using the combined constraint approach, the algorithm needs 
to compute the minimum distance between a path and a detected obstacle, which is 
represented as detection points generated by the FLS sensor. Assuming a solution Xi in a 3D 
Euclidean space, the problem involves an obstacle h with a detection point Oc,h = (Ocx, Ocy, 
Ocz) and a path segment that connects two adjacent waypoints pi, j and pi, j+1. Firstly, the 
nearest point on the segment pi, j pi, j+1 to the point Oc,h was determined. The nearest point 
ρ(s) can be parameterized by Equation (5.2). Next, vector projection was used to obtain 
Equation (5.3). 
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To find the parameter s that gives the minimum distance within the path segment, Equation 
(5.4) was used to clip s to the range of [0,1]. Thus, the minimum distance from Oc,h to ρ(s) 
can be determined by using Equation (5.5), which gives the obstacle distance Dobs between 
the path segment and the detected obstacle. 
( )( )' ˆmin max ,0 ,1s s=  (5.4) 
( ) ( ) ,'obs c hD s s Oρ= −  (5.5) 
A hard constraint was applied to Dobs by using the safety distance dsafe. A feasible path must 
maintain a distance greater than dsafe from all obstacles. A solution is deemed infeasible and 
will be regenerated if any of its path segments contains Dobs < dsafe. Additionally, the solution 
was soft-constrained by using the buffer distance dbuff. For each path segment with Dobs < 
dbuff and Dobs ≥ dsafe, the penalty function F2 in Equation (5.6) can be applied to obtain the 
penalty cost, which is inversely proportional to Dobs. The total penalty of a solution can be 
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In dynamic and unknown environments, a detected obstacle does not necessarily remain 
stationary in the same location; it may move and become irrelevant over time. Moreover, 
the memory of the path planner for storing obstacle detections may become overloaded with 
time, leading to increased latency in the planner as the mission progresses. Hence, the 
proposed algorithm must maintain a list of relevant detection points by removing irrelevant 
detections based on their elapsed time and distances to the vehicle. Detections that exceeded 
the distance Dobs,max or the elapsed time tobs,max were removed. 









=  (5.9) 
where Dfls is the detection range of the vehicle’s FLS sensor.  
The obstacle avoidance process can be illustrated in Figure 5.4. The following pseudocode 
describes the combined constraint approach for achieving obstacle avoidance. 
 
Figure 5.4: Example of obstacle avoidance scenario using an FLS detection point. 
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For each obstacle detection point Oc,h, where h = 1, 2, …, H, 
For each discretised waypoint pi,j, where j = 1, …, m-1, 
Find s using Equation (5.3). 
Clip s to [0,1] using Equation (5.4). 
Find Dobs using Equation (5.5). 
If Dobs < dsafe 
Break and regenerate solutions. 
Else if dsafe ≤ Dobs < dbuff   
Apply penalty using Equation (5.6). 
Else 




5.4 Numerical Simulations 
The AUV mission was simulated in 2D scenarios and subsequently 3D scenarios based on 
the Monte Carlo method with 1000 runs. The machine used has an Intel Core i5-6300U CPU 
@ 2.4 GHz with 8 GB RAM. The problem spaces of the simulations were assumed to be an 
underwater environment that contains 1000×1000 square metres for 2D, and 
1000×1000×1000 cubic metres for 3D. A priori unknown obstacles and spatiotemporal 
ocean currents were simulated in the problem space. The placement of the a priori unknown 
obstacles was configured in such a way that they will potentially block the optimized path 
of the AUV. In the cases of moving obstacles, they were set to move independently in 
different directions at random speeds up to 0.1 m/s. The variable current field with current 
velocity up to 0.5 m/s was generated by using field data of ocean currents. The field data 
were obtained at Beauty Point, Tasmania, Australia by using the ADCP sensors of the UTAS 
Explorer AUV “nupiri muka”. 
The AUV was configured with a default water reference velocity of 1.15 m/s. Based on the 
properties of the REMUS 100 AUV, the safety distance and buffer distance required for 
obstacle avoidance were defined as 3 metres and 5 metres, respectively. The test cases for 
86 
 
the simulation are described in Table 5.1. The azimuthal boundary Φmax was set to ±60° 
because the FLS model had a field of view of 120°. The polar boundary Θmax was set to 
±20° as the pitch angle of a torpedo-shaped AUV rarely exceeds 20° during an operation. 
Table 5.1: Setups of simulation test cases. 










1 2D Horizontal Stationary 50 ±60 - 
2 2D Horizontal Moving 50 ±60 - 
3 3D Horizontal Stationary 50 ±60 ±5 
4 3D Horizontal Moving 50 ±60 ±5 
5 3D Vertical Stationary 50 ±5 ±20 
6 3D Vertical Moving 50 ±5 ±20 
During the simulation, the maximum number of iterations for the SDEQPSO algorithm was 
set to 100 with a pre-defined stopping threshold. This means the algorithm will be iterated 
up to a maximum number of 100 but will be stopped whenever the difference in solutions 
between iterations is less than the pre-set threshold. The population size of the SDEQPSO 
algorithm was set to 150 particles. The setting of algorithm parameters was based on the 
suggested values as discussed in Chapter 3. The performance of the path replanner was 
evaluated by comparison with two other path planners:  
1. An SDEQPSO-based path replanner without adaptation to ocean currents. This 
planner neglected the velocity vector of ocean currents in Equation (2.41) and (2.42), 
2. An SDEQPSO-based reactive path planner with adaptation to ocean currents. This 
planner reinitialized the entire particle swarm with random positions every new 
planning cycle. 
In the Monte Carlo simulation, the robustness of the planners was assessed under scenarios 




5.4.1 Performance Assessment 
The solutions generated by the SDEQPSO path replanner were depicted in Figure 5.5 and 
Figure 5.6. In all test cases, the mission of the AUV was to traverse the ocean field towards 
the target while maintaining a safe distance with the obstacles and attempting to exploit the 
favourable currents that would assist the AUV motion. The vehicle was driven to surf the 
favourable currents and to avoid the adverse currents that would oppose the vehicle’s motion. 
 
Figure 5.5: Pareto-optimal path solutions for Case 1 (left) and Case 2 (right). 
 
 
Figure 5.6: Pareto-optimal path solutions for Case 3 (top left), Case 4 (top right),  
Case 5 (bottom left), and Case 6 (bottom right). 
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The elapsed time of the AUV mission is represented by the colour bars in Figure 5.5 and 
Figure 5.6. Colours corresponding to the elapsed time are used for the planned path and the 
vector field of ocean currents. The boundaries of the static obstacles (Cases 1, 3 and 5) are 
coloured brown, whereas the boundaries of the moving obstacles (Cases 2, 4 and 6) are 
indicated by the trails coloured according to the elapsed time. Therefore, no collision will 
occur if the coloured path does not intersect with the brown obstacles or the obstacle trails 
of the same colour.  
As the obstacles were intentionally placed to block the AUV path, the AUV must detour 
around the obstacles in every test case by replanning a new path whenever the previously 
planned paths collide with the obstacles detected by the FLS sensor. The vehicle with 
horizontal sonar configuration mainly manoeuvred by using yaw motion, whereas the 
vehicle with vertical sonar configuration mostly utilized pitch motion. The resultant paths 
are safe and collision-free as shown in Figure 5.5 and Figure 5.6. During the simulation, the 
AUV was able to follow the planned path closely, as shown by the executed AUV paths 
(black lines) that closely resemble the planned paths in all test cases. 
The feasibility of the path solutions was analysed by checking against the vehicular 
constraints of REMUS 100. The minimum turning radius of the REMUS 100 AUV is 8.1 
metres in the worst-case scenario. A feasible path must have its curvature radius greater than 
the AUV’s minimum turning radius. As shown in Figure 5.7, the generated paths satisfied 
the vehicle’s turning constraints.  
The vehicle speed, heading and pitch of REMUS 100 when following the paths are depicted 
in Figure 5.8, Figure 5.9 and Figure 5.10, respectively. The AUV maintained an average 
speed of 1.5 m/s in all cases. The fluctuation of vehicle speed in Case 5 and 6 can be 
correlated to the increase in pitch motion required when using a vertical sonar configuration. 
Based on a conservative assumption, the REMUS 100 AUV has a pitch limitation of 20° 
during operations. Figure 5.10 shows that the vehicle pitch was well within the vehicular 
limitation. As shown in Figure 5.9 and Figure 5.10, the vehicle utilised mainly yaw motion 
when using the horizontal sonar configuration (Cases 1, 2, 3 and 4). When using the vertical 
sonar configuration (Cases 5 and 6), the vehicle manoeuvred by using mostly pitch motion. 
The vehicle’s control forces and moments for following the planned paths in all cases can 




Figure 5.7: Variation of path curvature with respect to vehicular constraints (dashed line). 
 




Figure 5.9: Variation of vehicle heading. 
 
Figure 5.10: Variation of vehicle pitch with respect to vehicular constraints (dashed line). 
Figure 5.11 shows the resultant cross-track errors of the executed paths relative to the 
planned paths during the simulations. The errors for all cases were found to be well below 
1 metre (less than 0.1% of the total path length), proving that the AUV was able to follow 




Figure 5.11: Cross-track errors between executed paths and planned paths. 
Next, the performance of the path replanner was assessed and compared with two other path 
planners based on the following properties: solution qualities, stabilities, convergence 
behaviours, and computational requirements. In order to study these properties, the fitness 
of the obtained solutions and the runtime required to obtain the solutions were analysed. 
The fitness of a path solution is simply the travel time required by the AUV to arrive at the 
target by following the generated path. Therefore, a shorter travel time is the indicator of 
higher solution quality and hence, a stronger searching ability.  
Shapiro-Wilk test with a significance level of 0.05 was used to examine the normality of the 
simulation results. The normality test revealed that the data was not normally distributed. 
Hence, medians and interquartile ranges were used as indicators for solution quality and 
stability. Figure 5.12 and Figure 5.13 show the boxplots of the simulation results. In the 
boxplots, the whisker indicates the range of data. The horizontal lines inside the boxes show 
the medians. The upper and lower quartiles are represented by the upper and lower ends of 
the box, which indicates the interquartile range. The lower ends of the whiskers in the boxplot 




Figure 5.12: Travel time required by different path planners. 
 
Figure 5.13: Runtime required by different path planners. 
The effect of ocean currents on the AUV’s performance was examined by comparing the 
proposed path replanner (adapted to currents) to the path replanner that was configured 
without the adaptation to currents. In contrast to the time-optimal path generated by the 
current-adapted path replanner, the second replanner simply searched for the path with the 
shortest distance. Figure 5.12 shows that the current-adapted path replanner generated 
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solutions with lower medians and best-known travel time in all test cases, suggesting a 
higher solution quality. The time-optimal path produced up to a 13% reduction in travel time 
compared to the path with the shortest distance. As the shortest-distance path did not take 
into consideration the effect of currents, the AUV that followed this path may run into 
adverse currents that opposed its motion and pushed it away from its path, leading to a less 
efficient operation. It was observed in Figure 5.13 that the additional computational load for 
adapting the path solutions to ocean currents caused a slight increase in the runtime required 
by the path replanner. The simulation results showed a maximum of 5% increase in runtime, 
which was found to be acceptable and insignificant (less than 80 ms). 
When the path replanning scheme is compared with reactive planning, Figure 5.12 shows 
that the medians and the best-known travel time of the path replanner were better (lower) 
than the reactive planner in every test case. The path replanner was able to provide up to an 
11% improvement in terms of travel time over the reactive planner, indicating the higher 
solution quality generated by the replanner. The path replanner was able to achieve better 
results because the replanning initialised the search for the optimal path from the previous 
solutions including the previously optimized path, whereas the reactive planner always 
initialised from the randomly generated solutions. This caused the reactive path planner to 
have poorer convergence and inadequate search before the iteration was stopped to output 
its final solution. In Figure 5.12, it can be observed in some cases that the best-known travel 
time obtained by the reactive path planner were close to the path replanner (less than 2% 
difference for Cases 3 and 5). This is because the reactive path planner also used the 
SDEQPSO algorithm, which is a metaheuristic optimization algorithm. This means that the 
stochastic solutions generated by the reactive planner also have the possibility to converge 
at the Pareto-optimal solution although it is less likely to occur. Nonetheless, the resultant 
medians of travel time produced by the reactive path planner were still worse than the 
replanner, leading to a significantly higher interquartile range in most test cases. The lower 
interquartile range of travel time generated by the path replanner indicates higher stability 
and robustness in all tested scenarios. 
In terms of algorithm runtime, the path replanner also outperformed the reactive path 
planner as shown by the shorter average time required by the replanner in all test cases. The 
difference in their runtime is even more significant (up to approximately 30%) when the 
dimension of the problem increases to 3D. The reactive path planner required a longer 
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runtime because it needs to start afresh to search for the optimal path from the randomly 
generated solution every time, leading to a lower rate of convergence and inefficient 
computation. The path replanner has faster convergence and thus shorter runtime required 
as a result of reusing the previous solution to effectively search for the new optimal path. 
The higher solution quality and shorter runtime required by the SDEQPSO path replanner 
indicate its higher computational efficiency. Furthermore, the consistent performance of the 
path replanner throughout the Monte Carlo simulation under stochastic processes verifies 
its robustness in generating a safe and feasible AUV path. 
5.5 Chapter Summary 
In this chapter, the SDEQPSO algorithm has successfully employed for an online path 
replanner of an AUV in a dynamic operational environment. Using the onboard 
measurements from various sensor configurations, the proposed path replanner incorporated 
the effect of ocean currents in path optimization to continuously generate a time-optimal 
path for the AUV throughout its mission. Based on the simulation results, the time-optimal 
path generated by the proposed path replanner offered up to a 13% reduction in travel time 
compared to a path replanner that neglected the effect of currents. The proposed path 
replanning technique was also proven to have better performance over a reactive path 
planner in terms of solution quality (up to an 11% reduction in travel time), stability and 
computational efficiency (up to a 30% reduction in runtime). With the verified robustness 
through the Monte Carlo method, the generated path fulfilled the vehicle’s safety and 
vehicular constraints, while taking into consideration the effect of ocean currents to improve 
the vehicle’s operational efficiency. In summary, the proposed path replanner offers the 
following advantages: 
• It generates time-optimal paths by using a computationally efficient algorithm to 
improve an AUV’s performance. 
• It is adaptive to the spatiotemporal variability of cluttered ocean environments and 
the constraints imposed by missions and vehicles. 
• It does not require pre-generated paths, system models or any prior knowledge of 
the terrain/environment. 







Chapter 6.  
Implementation of an Online Path 
Replanner using MOOS-IvP 
This chapter5 describes the implementation of an online path replanner in actual AUVs by 
using an open-source system architecture, MOOS-IvP. The implementation was based on a 
modular framework, which was achieved by the operating system kernel that can run 
independent applications for each vehicular system module. This ensures the robustness of 
the planner during a mission. The performance of the path replanner was evaluated and 
verified under stochastic processes in hardware-in-the-loop (HIL) tests, in which the planner 
interacted with the onboard controllers and actuators of an Explorer AUV. The experimental 
results showed the path replanner was robust and capable of generating time-optimal paths 
to improve the AUV performance in an unexplored, cluttered and dynamic environment. 
6.1 Real-time Implementation of Algorithms 
Although extensive research has been conducted over the years to propose various path 
planning techniques for AUV missions, only a small number of them were verified 
experimentally or implemented in a real-time system. The majority of existing path planners, 
especially sophisticated online planners, were based on pure numerical simulations due to 
technical challenges and costs associated with implementation in an actual vehicle. Numerical 
studies often did not consider an AUV’s actual capability to compute the paths and execute them 
in real time. It is important to assess the performance and robustness of a path planner when 
implemented in a real-time vehicle system. In particular, an online path planner must be examined 
for its capability in handling real-time feedback from the vehicle and its environments. 
 
5 This chapter was modified from the following publication: Lim, H. S., King, P., Chin, C. K. H., Chai, S., & 
Bose, N. (2021). Real-time implementation of an online path replanner for an AUV operating in a dynamic 
and unexplored environment (submitted and under the review of Applied Ocean Research). 
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Hardware-in-the-loop (HIL) test is a technique used for developing and testing real-time 
embedded systems and algorithms. A HIL test of an AUV can be conducted on dry land 
without requiring the deployment of the vehicle in water. It can serve as a platform for 
effective prototyping of AUV control algorithms in a safe and controlled environment 
before deploying the algorithms for actual field operations. Implementation of a path 
planner in a HIL test provides insight into how the planner interacts with the high-level and 
low-level controllers of an AUV in real time.  
During the HIL test of an AUV, an interface is required to enable information exchange 
between the actual vehicle system and the algorithm under test. The Mission Oriented 
Operating Suite (MOOS) is a middleware that can serve as an interface for a HIL test. In the 
industry of marine robotics, the MOOS framework is commonly applied for field operations 
because of its wide-ranging capabilities and platform independence (Newman, 2008). 
Therefore, MOOS is often used for HIL tests as well as numerical simulations to allow for 
an easy transition into field operations. Some examples of existing MOOS implementations 
were presented by Paull et al. (2013), Hudson and Seto (2014), McMahon and Plaku (2016), 
Ferri et al. (2018), and Benjamin et al. (2019). 
MOOS (Newman, 2008) is an open-source and cross-platform middleware that is developed 
to support robotic research. It adheres to the ISO (ANSI) C++ standard to ensure platform 
independence. Based on a publish-subscribe architecture, the MOOS middleware functions 
as a centralized database to enable information exchange between a community of vehicle 
system processes, which are run independently as MOOS applications. The MOOS library 
contains a collection of essential applications for robotic operations, ranging from 
autonomy, sensor management, and communication to debugging and data postprocessing. 
This reduces the time required to prototype a control algorithm when MOOS is used. 
MOOS-IvP (Benjamin et al., 2010) is a comprehensive marine autonomy suite, in which the 
MOOS software is complemented by additional MOOS applications, including the IvP 
helm. The IvP helm uses interval programming (IvP) and a behaviour-based architecture to 
solve the multi-objective optimization of competing behaviours in a robotic system. The IvP 
helm represents each objective function as a behaviour that uses a piecewise linear 
approximation. As a single MOOS application, the IvP helm controls the desired speed, 
depth, and orientations of a vehicle by arbitrating multiple behaviours. The MOOS-IvP 
software was used to set up the HIL test in this chapter. 
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6.2 HIL Test Setup 
The SDEQPSO path replanner proposed in Chapter 5 was implemented using the MOOS-
IvP framework and analysed in a real-time HIL test. The MOOS-IvP framework is modular 
and uses a kernel that runs all MOOS applications independently to ensure the robustness 
of the system. The HIL test was set up using a backseat driver paradigm as described in 
Figure 6.1 and Table 6.1. The backseat driver separates the autonomy of an AUV from its 
vehicle control. The frontseat controller of the vehicle onboard computer executes the 
vehicle control, while the payload computer in the backseat is responsible for the vehicle 
autonomy. 
 
Figure 6.1: Backseat driver paradigm of HIL test using MOOS-IvP. 
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Table 6.1: Descriptions of components in the HIL test. 
Component Type Description 
MOOSDB MOOS database A centralized database for the communication 
between all MOOS applications. 
pPathReplan MOOS application Generate a time-optimal path towards the target by 
using the SDEQPSO path replanner. 
pNodeReporter MOOS application Generate a node report that consists of the vehicle 
info, including its position, speed, heading, etc.  
pMarineViewer MOOS application Receive the node report to produce a visualization 
of vehicles and associated information. 
pLogger MOOS application Record all variables sent between applications 
during a test for post-mission analysis, data 
gathering and post-mission replay. 
uSimExplorer MOOS application A 3D vehicle simulator of an Explorer AUV. 
iExplorer MOOS application Establish serial communications between the 
payload computer and the onboard computer. 
uSimObstacle MOOS application Simulate static and dynamic obstacles that are a 
priori unknown to the vehicle. 
pFLSonar MOOS application Simulate the data detected by an FLS sensor based 
on the vehicle position, orientations and obstacle 
information. 
uSimCurrent MOOS application Simulate time-varying ocean currents that are a 
priori unknown to the vehicle. 
pADCP MOOS application Simulate the data of a current field inferred by an H-
ADCP sensor. 
pHelmIvP MOOS application IvP helm for arbitrating multiple behaviours 
through an IvP solver. 
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Table 6.1 (continued). 
Component Type Description 
BHV_Waypoint IvP behaviour Path following behaviour for traversing a sequence 
of specified path waypoints. 
BHV_Depth IvP behaviour Depth control behaviour for tracking a sequence of 
specified depths. 
Onboard computer Hardware Generate control signals for shaft speed and rudder 
angles based on the desired speed, depth and 
orientations. Collect feedback from the actuators. 
Actuators Hardware Actuate the propeller and control surfaces based on 
the control signals. Provide feedback on actual shaft 
speed and rudder angles. 
During the test, the physical actuators of the AUV were controlled directly by the vehicle’s 
embedded computer, while the hull remained stationary on dry land. The problem space was 
a virtual ocean environment, which was simulated by the uSimCurrent and uSimObstacle 
applications. The motion response of the AUV was modelled in the test by using the 
uSimExplorer application, which is a mathematical model of an Explorer AUV. The vehicle 
model is described in the next section. 
6.2.1 Vehicle Model 
In this chapter, the UTAS Explorer AUV “nupiri muka” was used as the test platform for 
verifying the proposed path planning system. The AUV is 7.5 metres in length, 0.74 metres 
in diameter and has a dry weight of 2000 kg. The actuators of the AUV include a two-bladed 
propeller, a set of X-form rudders, and a pair of hydroplanes. The AUV is equipped with an 
FLS sensor, two ADCP sensors, and a dual-frequency side-scan sonar. The modularity of 
the vehicle allows additional sensors to be configured as required by its missions. The 
control architecture of the vehicle is based on the MOOS-IvP framework. The vehicle is 
also equipped with a backseat driver system, which enables seamless information/data 
exchange between the vehicle and its operators by using the MOOS-IvP middleware. HIL 
tests of the vehicle were facilitated by the backseat driver. The detailed specification of the 
“nupiri muka” AUV can be found in Appendix B. 
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To conduct HIL tests on dry land, the AUV’s motion response was simulated using an 
empirical model of the “nupiri muka” in the uSimExplorer application. The vehicle model 
can propagate the AUV’s position and orientation based on the deflection angles of control 
surfaces and the propeller rotation rate, which were provided by the real-time actuator 
feedback from the AUV’s hardware during the test. To simulate the effect of ocean currents, 
the vehicle model considered the drift force caused by time-varying currents by subscribing 
to the drift vector published by the uSimCurrent application. The vehicle model was 
governed by Equations (6.1) – (6.10). 
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-1Θ Θ ∆Θ= +† † †  (6.5) 
( )coshorv vΘ= ⋅† †  (6.6) 
( )sinverv vΘ= − ⋅† †  (6.7) 
( )[ ]  -1 _sin horx x v drift x dΨ= + ⋅ + ⋅† † † † †  (6.8) 
( )[ ]  -1 _cos hory y v drift y dΨ= + ⋅ + ⋅† † † † †  (6.9) 
( )-1max 0,  ver buoydepth depth v v d = + − ⋅ † † †  (6.10) 
where † is the current time, d† is the timestep and v† is the vehicle speed, which can be 
resolved into a horizontal component vhor and a vertical component vver. The vehicle position 
can be given by x†, y†, and depth†. The vehicle heading and pitch angle are denoted by ψ† 
and θ†, respectively. rpm† is the propeller rotation rate, and αn† is the deflection angle of 
the nth control surface. The drift velocity in the x and y direction are represented by drift_x† 
and drift_y†.  
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The kinematic coefficients of the model are given in Table 6.2 and were based on the AUV’s 
performance data, which were obtained from its field experiments (Pyper, 2018; Spain et 
al., 2019). The performance of the vehicle model was validated against the field data of the 
nupiri muka AUV in Appendix C. 
Table 6.2: Kinematic parameters of the vehicle model. 
Parameter Value 
vmax Maximum body-fixed velocity 2.2 m/s 
v̇max Maximum rate of change of body-fixed velocity 0.1 m/s2 
ψ
．
max Maximum rate of change of vehicle heading 5°/s 
θ
．
max Maximum rate of change of vehicle pitch 3°/s 
rpmmax Maximum achievable propeller rotation rate 300 rev/min 
αmax Maximum deflection angle of control surfaces 23° 
vbouy Static upward velocity due to buoyancy  0.06 m/s 
6.3 Experiments and Results 
The implementation of the SDEQPSO path replanner using the MOOS-IvP framework was 
evaluated by performing a HIL test on the “nupiri muka” AUV. The payload computer was 
a Linux machine with Ubuntu 18.04 (GNU g++ 7.5.0) and Intel Core i5-6300U (2.4GHz 
CPU, 8GB RAM). The problem space was virtual ocean environments with 1000×1000 
square metres for 2D and 1000×1000×50 cubic metres for 3D. The target was located at 
(780, 780) for 2D and (780, 780, 15) for 3D, which require an rtarget of 1103.1 metres and 
1103.2 metres, respectively. A priori unknown obstacles and time-varying ocean currents 
were simulated in the problem space. The virtual obstacles were placed in such a way that 
they will potentially block the AUV paths. Dynamic obstacles were configured to move 
independently in different directions at random speeds up to 0.1 m/s. Time-varying current 
field with current velocity up to 0.5 m/s was generated based on field data of ocean currents. 
The field data were obtained at Beauty Point, Tasmania, Australia by using the ADCP 
sensors of the “nupiri muka” AUV. 
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The population size of the SDEQPSO algorithm was set to 150 particles. The algorithm 
parameters were configured based on the suggestions in Chapter 3. Different test cases as 
described in Table 6.3 were conducted during the HIL test. Based on the properties of the 
“nupiri muka” AUV, the safety distance and buffer distance required for obstacle avoidance 
were defined as 10 metres and 30 metres, respectively. The AUV was configured to travel 
with a reference speed of 1.5 m/s. When the horizontal FLS configuration was used, the 
azimuthal boundary Φmax was set to ±60° because the FLS model had a field of view of 
120°. For the vertical FLS configuration, the polar boundary Θmax was set to ±20° as the 
pitch angle of nupiri muka rarely exceeds 20° during operations. 
The compatibility of these settings was checked against the kinematic properties of nupiri 
muka. The vehicle has a maximum yaw rate of 5°/s and a maximum pitch rate of 3°/s. With 
a preset reference speed of 1.5m/s, this corresponded to a heading change of 3.33° and a 
pitch change of 2° per metre. Due to the radial constraint, the minimum length of two 
consecutive path segments must be greater than the radial distance rd, which was set as 50 
metres. This resulted in an allowable heading change of 166.5°, providing sufficient yaw 
motion for the range of azimuthal angle Φ (120°). This also allowed for a pitch change of 
100°, which was sufficient for the range of polar angle Θ (40°). Thus, these settings were 
compatible with the nupiri muka AUV. 
Table 6.3: Setups of HIL test cases. 












2D Horizontal Stationary 50 ±60 - 
2 
(surface test) 
2D Horizontal Moving 50 ±60 - 
3 
(dive test) 
3D Horizontal Stationary 50 ±60 ±5 
4 
(dive test) 
3D Horizontal Moving 50 ±60 ±5 
5 
(dive test) 
3D Vertical Stationary 50 ±5 ±20 
6 
(dive test) 
3D Vertical Moving 50 ±5 ±20 
103 
 
The robustness of the SDEQPSO path replanner was assessed under scenarios with 
stochastic processes, i.e., randomly moving obstacles and constantly changing ocean 
currents. To adapt an AUV path to ocean currents, the path replanner can accept current 
profiles in the form of real-time ADCP data or a predictive ocean model. A comparison was 
conducted between the path replanners that used different current data: 
1. Real-time current profile inferred from the H-ADCP measurements, 
2. Pre-generative current profile loaded directly from the ocean current data. 
The path replanner was also evaluated by comparison with two other planners:  
1. An SDEQPSO-based path replanner without adaptation to ocean currents, 
2. A local path planner that employed the MOOS-IvP inbuilt dynamic obstacle 
manager (Benjamin, 2020). 
The HIL test of the “nupiri muka” was conducted under the scenario described in Figure 6.2 
and Figure 6.3. The mission of the AUV was to traverse the unknown, cluttered, and 
dynamic ocean field towards a target while maintaining a safe distance with the virtual 
obstacles and attempting to exploit the favourable currents that can assist the vehicle motion. 
During the surface tests (Cases 1 and 2), the target and the obstacles were placed on the 
ocean surface. For the dive tests (Cases 3, 4, 5, and 6), the target was located at a depth of 
15 metres, while the obstacles were placed at various depths between the surface and the 
target depth. 
 
Figure 6.2: Bow view (left) and stern view (right) of the “nupiri muka” AUV during 





Figure 6.3: Path solutions of Case 1 (top-left), Case 2 (top-right), Case 3 (mid-left),  
Case 4 (mid-right), Case 5 (bottom-left), and Case 6 (bottom-right). 
In Figure 6.3, the elapsed time during the tests is shown by the colour bars. The planned 
paths and vector fields of ocean currents are coloured according to the elapsed time. The 
static obstacles (Case 1, 3 and 5) are coloured brown, while the moving obstacles (Case 2, 
4 and 6) are represented by the trails with colours corresponding to the elapsed time. A path 
is safe if it does not intersect with the brown static obstacles or the trails of moving obstacles 
with the same colour. The virtual obstacles were configured to obstruct the vehicle path 
intentionally so the AUV must use its sensors to detect and detour around the obstacles by 
replanning its path. When the vehicle used a horizontal sonar configuration (Case 3 and 4), 
the path replanner required it to manoeuvre around obstacles mainly by using yaw motion. 
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Conversely, the planned path for the vehicle that used a vertical sonar configuration (Case 
5 and 6) involved mostly pitch motion.  
Throughout the experiment, the AUV was required to use its onboard controller and 
physically actuate its control surfaces and propeller in order to follow the planned path. In 
all test cases, the AUV maintained an average vehicle speed of 1.5 m/s. Figure 6.3 shows 
that the resultant paths are safe and collision-free. The executed vehicle tracks (black lines) 
showed close resemblances to the planned paths, indicating that the planned paths can be 
followed closely by the AUV in real time. By following a time-optimal path, the vehicle 
was driven to surf the favourable currents and to keep away from the adverse currents that 
would oppose its motion. 
The path replanner must replan the AUV path in real time whenever its replanning flags 
were triggered, e.g., the previously planned paths conflicted with obstacles detected by the 
FLS sensor. Figure 6.4 shows the variation of runtime for the path replanner to replan the 
vehicle path during the real-time missions when it was implemented in the MOOS-IvP 
framework. In the boxplot, the lower and upper ends of the boxes indicate the first and third 
quartiles of the runtime respectively, while the red lines across the boxes show the medians. 
During the HIL test, the runtime required for path replanning varied from milliseconds up 
to a maximum of 2.7 seconds (Case 3). The means of runtime in all test cases were found to 
be below 1 second. The resulting runtime shows that the path replanner can be run smoothly 
on the payload computer or an embedded system that uses the MOOS-IvP middleware. 
 
Figure 6.4: Runtime of the implemented SDEQPSO path replanner for replanning paths in 
different test cases. 
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The feasibility of the planned paths was checked against the physical limitations of the AUV 
actuators. The “nupiri muka” AUV has a minimum turning radius of 10 metres and a 
maximum pitch of 40° in the worst-case scenario. Figure 6.5 shows that the curvature radius 
of the planned paths was maintained higher than the minimum turning radius of the vehicle 
in the test cases.  
The vehicle heading and pitch of the nupiri muka AUV when following the planned paths 
are depicted in Figure 6.6 and Figure 6.7, respectively. The variation of vehicle pitch in 
indicates that the required actuation was well within the vehicular limitation. Based on 
Figure 6.6 and Figure 6.7, when the horizontal sonar configuration was used (Cases 1, 2, 3 
and 4), the planned paths required the vehicle to manoeuvre mainly by using yaw motion. 
On the other hand, when the vertical sonar configuration was used (Cases 5 and 6), the paths 
required mostly pitch motion. The generated control signal for the AUV to follow the 
planned paths in all cases can be found in Appendix E. 
 




Figure 6.6: Variation of vehicle heading. 
 
Figure 6.7: Variation of vehicle pitch with respect to physical limitations. 
To examine the path following performance of the AUV, Figure 6.8 depicts the resultant 
cross-track error between the planned path and the actual path executed by the vehicle. 
Based on Figure 6.8, the variation of cross-track errors can be correlated with the occurrence 
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of path replanning. In the test cases, increases in the cross-track errors were observed mainly 
when a path change was required after the AUV received a replanned path. In some cases, 
multiple triggers of path replanning can be observed within a short distance. This was 
because the FLS sensor detected new obstacles that were either conflicting with the planned 
path or within the safe zone of the vehicle when the vehicle changed its orientation. 
The cross-track errors were found to be less than 0.2% of the total length of the path travelled 
by the vehicle. This corresponds to a maximum error of 2 metres, which is deemed 
acceptable given the total distance travelled and the size of the Explorer AUV (7.5 metres 
long). The safety distance (10 metres) and buffer distance (30 metres) used by the path 
replanner were able to tolerate the resultant cross-track error. The results showed that the 
paths generated by the path replanner can be safely followed by the vehicle under the 
influence of drift caused by ocean currents. Thus, the practicability of the path replanner to 
generate feasible AUV paths in real time was verified. 
 
Figure 6.8: Variation of cross-track error between executed paths and planned paths (red 
dashed lines indicate when the vehicle received a replanned path). 
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To evaluate the performance of the proposed path replanner, the travel time required by the 
AUV to arrive at the target by following the paths generated by different path planners is 
collated in Figure 6.9. The local path planner was configured to follow a straight-line path 
that linked the starting point and the target. During the missions, the local path planner made 
local deviations to the planned path to avoid detected obstacles as required, and it returned 
the path after avoiding the obstacles. Cases 5 and 6 for the local path planner were excluded 
because the planner is only capable of making local deviations by changing the vehicle’s 
heading, and thus, it is not compatible with the vertical sonar configuration. 
The results in Figure 6.9 indicate that the proposed path replanner produced a shorter travel 
time than the local path planner. The path replanner reduced the AUV’s travel time by 4 – 
16% in 2D scenarios (Cases 1 and 2) and by 3 – 12% in 3D scenarios (Cases 3 and 4). The 
effectiveness of the path replanner in reducing the travel time varies depending on the type 
of current profile data used. The local path planner resulted in a longer travel time because 
it did not consider the optimality of the path; instead, it simply followed a straight-line path 
and deviated from the path to avoid obstacles. After passing the obstacles, instead of 
continuing to head towards the target, the local path planner always caused the vehicle to 
steer back to the original path regardless of its position. Furthermore, the solutions of the 
local path planner cannot be adapted to ocean currents. 
 
Figure 6.9: Travel time obtained by different path planners. 
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To examine the effect of ocean currents on the AUV’s performance, the path replanner was 
configured to use different types of current profile data for adapting its solutions to currents. 
Contrary to the current-adapted path replanner that generated time-optimal paths, when the 
path replanner was configured without the adaptation to ocean currents, it simply searched 
for the path with the shortest distance towards the target. As shown in Figure 6.9, the 
resultant travel time of the two current-adapted path replanners was shorter in all test cases 
when compared to the path replanner that was not adapted to currents. By travelling on time-
optimal paths, the AUV’s travel time was reduced by up to 7% when the ADCP 
measurements were used, and up to 12% when the predictive ocean model was used. 
Travelling on the shortest-distance path, which did not consider the effect of currents, 
required a longer travel time to reach the target because the vehicle did not attempt to exploit 
favourable currents or to avoid adverse currents that opposed its motion and pushed it away 
from its path. 
Between the two current-adapted path replanner, the predictive ocean model resulted in 
better solutions than the real-time ADCP measurements in all test cases. Figure 6.9 shows a 
maximum of 5% reduction in travel time was achieved by the path replanner that used an 
ocean model. Although the ADCP sensor measures ocean currents in real time, its profiling 
range is limited, thus leading to less current profile information available for path planning. 
Despite not having a real-time accuracy, a predictive ocean model can further improve the 
effectiveness of time-optimal paths because it provides a more comprehensive current 
profile for path planning. This enables the path replanner to further exploit ocean currents 
for every component of its time-optimal path. However, predictive ocean models are not 
always available, especially when planning an AUV path in unknown underwater 
environments. The proposed path replanner provides versatility in accepting both types of 
current profile data to generate a time-optimal path. 
6.4 Chapter Summary 
In this chapter, the SDEQPSO path replanner was implemented as an independent 
application module in an AUV system that used the MOOS-IvP architecture. The 
implemented path replanner was verified in a HIL test of an Explorer AUV to analyse its 
interaction with the onboard controller and physical actuators. A variety of sensor 
configurations and test scenarios were involved in the experiment, which required the AUV 
to traverse across an unknown, dynamic and cluttered ocean environment. The proposed 
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path replanner demonstrated its scalability for missions that require different sensor 
configurations and its versatility to accept different current profile data. During the 
experiment, the path replanner seamlessly worked in conjunction with the hardware on the 
test platform in real time to continuously generate a time-optimal path that exploited ocean 
currents and maintained obstacle avoidance. The experimental results verified that the 
planned path can be followed closely by the AUV under the disturbance of ocean currents. 
By comparison with a local path planner, the path replanner improved the vehicle 
performance by reducing up to 16% of its travel time required to reach a target. When 
compared to the shortest-distance paths, the generated time-optimal path reduced the travel 
time by up to 7% when onboard sensor measurements were used, and up to 12% when a 
predictive ocean model was used. 
By reducing an AUV’s travel time and energy usage for transiting between survey locations, 
the path replanner can enable the vehicle to preserve its energy for conducting surveys. This 
reduces the necessity of retrieving and redeploying an AUV for recharging its battery during 




















Chapter 7.  
Closing Remarks 
This chapter concludes the thesis with a summary of the presented work. It highlights the 
key outcomes and proposes several directions for future work. 
7.1 Summary and Conclusions 
This thesis focuses on developing an online path planner to improve the operational 
performance of an AUV that operates in dynamic ocean environments. The study covered 
the algorithm development for various path planning and replanning scenarios and missions 
that have different requirements. 
Following the literature review in Chapter 1, the research began with a preliminary review 
study in Chapter 2, which comprehensively compared the performance of existing PSO-
based algorithms for solving the AUV path planning problem. The variants of PSO and 
QPSO were studied and classified into several categories based on the approaches used to 
improve the algorithm performance. A pre-generative AUV path planner was developed to 
solve the offline path planning problem of an AUV operating in a turbulent and cluttered 
ocean environment that was a priori known. The path planner aimed to generate safe and 
dynamically feasible time-optimal paths that could exploit ocean currents to improve the 
AUV’s performance. Using Monte Carlo simulations in 2D and 3D scenarios, the algorithms 
were benchmarked based on their solution qualities, stabilities, convergence behaviours and 
computational requirements. The review successfully identified the strengths and 
weaknesses of different PSO-based algorithms with the following key findings: 
• The hybridization of DE operation in PSO and QPSO provided up to a 9% 
improvement in the searching ability of particles to find the optimal path.  
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• The DE-hybridized algorithms have high computational requirements due to the 
greedy selection operator, which requires the particles to undergo fitness evaluation 
twice during every iteration. 
• APSO and IPSO-SQP can achieve a balance between solution qualities and 
computational requirements, with their solution qualities slightly lower than the DE-
hybridized algorithms. 
Based on the preliminary review, Chapter 3 proposed a novel approach to improve the 
performance of PSO-based algorithms in solving an AUV path planning problem by using 
selective hybridization of DE. The proposed algorithms carry out the DE operation 
selectively on a number of particles to enhance the swarm’s searching ability and resistance 
to local minima without inflating the computational cost. An empirical study and a 
benchmark study based on several non-linear continuous test functions were conducted to 
analyse the algorithms. The proposed algorithms were benchmarked against other 
algorithms in offline AUV path planning scenarios, which consist of a priori known 
obstacles of different sizes and non-uniform ocean currents. Based on the Monte Carlo 
simulations and Kruskal-Wallis ANOVA tests, the following outcomes were obtained: 
• The proposed algorithms maintain a similar time complexity and spatial complexity 
to the standard PSO and QPSO algorithms based on the O notation. 
• For the majority of the tested problems, the algorithms showed the optimal 
performance when using a selection factor S of 0.1 – 0.3, i.e., 10 – 30% of particles 
were DE-hybridized. For path planning problems, the setting of S = 0.3 was found 
to be appropriate and effective. 
• The proposed algorithms achieved similar performance to DEPSO and DEQPSO in 
terms of solution quality and stability, while having a significantly lower 
computational requirement (up to a 50% reduction in algorithm runtime). 
• The performance of the proposed algorithms surpassed most of the tested algorithms 
(up to a 10% improvement in solution qualities), with the SDEQPSO algorithm 
ranked higher than the SDEAPSO algorithm. 
• The time-optimal paths generated by the proposed algorithms were dynamically 
feasible for the REMUS 100 AUV. 
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Next, Chapter 4 formulated the objective function of the path planner as constrained 
optimization to improve its search efficiency, which is the most important attribute for an 
online path planner. The use of the polar coordinate system and a combination of hard and 
soft constraints allowed the vehicular constraints to be satisfied and facilitated the placement 
of path nodes to enhance the search efficiency of the path planner. Using Monte Carlo 
simulations and Kruskal-Wallis tests, different types of constraints were analysed to identify 
the optimal constraint setting that improved the search efficiency of the path planner. The 
key findings are as follows:  
• The SDEQPSO path planner with hard-constrained boundary conditions and soft-
constrained obstacle avoidance produced the highest search efficiency. 
• The hard constraint setting for obstacle avoidance guaranteed the feasibility of a path 
but required significantly higher computational cost. 
• The use of a hard constraint is inappropriate for the SDEAPSO algorithm due to 
impractically long initialisation runtime. 
• The REMUS 100 simulation model can follow the time-optimal path generated by 
the constrained path planner. 
Chapter 5 proposed an online AUV path planner that employed the SDEQPSO algorithm 
and a path replanning approach to optimize an AUV mission in an unknown, dynamic and 
cluttered ocean environment. Without requiring any system model or prior knowledge of 
the environment, the SDEQPSO path replanner incorporated the effect of ocean currents in 
path optimization to generate a time-optimal path based on the measurements from the H-
ADCP and FLS sensors with different configurations. In addition to the verified robustness 
through the Monte Carlo method, the proposed path replanner achieved the following 
outcomes: 
• It can continuously refine a safe and feasible path for an unknown environment based 
on the feedback from the REMUS 100 AUV model and its onboard sensors. 
• The continuously refined paths can be followed by the REMUS 100 AUV under the 
disturbance of ocean currents in simulations. 




• The proposed path replanning scheme provided up to an 11% reduction in travel 
time and up to a 30% reduction in algorithm runtime compared to the reactive 
planning scheme. 
In Chapter 6, the SDEQPSO path replanner was implemented as an independent application 
module in an open-source system architecture, MOOS-IvP. The modular implementation 
ensures the stability and robustness of the path replanner in a vehicle system. The 
implemented path replanner was verified in a HIL test of an Explorer AUV by analysing its 
interaction with the onboard controller and physical actuators. Based on the experiments 
that involved different sensor configurations and test scenarios, the following conclusions 
can be drawn about the path replanner: 
• It can be run seamlessly with the hardware onboard an Explorer AUV in real time to 
continuously generate a safe and feasible path for unexplored operational environments. 
• The continuously refined paths can be followed by the Explorer AUV in real time 
under the disturbance of ocean currents.  
• It offered up to a 16% reduction in the AUV travel time compared to a local path 
planner that used a dynamic obstacle manager to follow a pre-planned path. 
• The generated time-optimal path reduced the travel time by up to 7% when onboard 
sensor measurements were used, and further up to 12% when a predictive ocean 
model was used. 
The resultant path replanner developed in this thesis contributes to enabling an AUV to 
achieve a higher level of autonomy and hence improve its competence in missions with 
longer durations. It can offer the following advantages: 
• By using a computationally efficient algorithm, it generates time-optimal paths that 
exploit ocean currents to improve an AUV’s performance. 
• It continuously adapts the generated path to the spatiotemporal variabilities of 
operational environments, and the constraints imposed by missions and vehicles. 
• It does not require pre-planned paths, system models or any prior knowledge of the 
terrain/environment. 
• It demonstrated its scalability for AUVs of different sizes and with different actuators. 
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• It is scalable for missions that require different setups of onboard sensors. 
• It has the versatility to accept different current profile data for generating time-
optimal paths. 
• Its implementation is based on a modular framework in an open-source system, 
which promotes ease of applications and extendibility for different robotic platforms. 
7.2 Suggestions for Future Work 
In this thesis, the proposed path replanner was tested in fully controlled environments. Extra 
care must be taken when deploying the path replanner in field operations. The presented 
work can be extended in several directions. The future work for developing the proposed 
path replanner is recommended as follows:  
• The obvious next step for verifying the path replanner is to conduct in-water field 
experiments. The performance of the planner should be tested using actual sensor 
feedback because the sensor measurements used in this thesis were assumed to be 
reliable and noise-free. The proposed path replanner promotes the ease of transition 
into field operations. 
• The proposed path replanner only supports the planning of a single AUV. It can be 
extended for applications in multi-vehicle cooperative operations. Using the MOOS-
IvP middleware, it is possible to run the planner on multiple AUVs to facilitate their 
coordination during a mission, such as a rendezvous at a designated point. 
• The path replanner does not incorporate risk awareness. It is possible to improve 
vehicle safety in a mission by introducing situational awareness and fault tolerance 
in the planner. By incorporating awareness for internal faults (such as hardware or 
software failures) and external faults (such as a hazardous or trapped environment), 
the planner can abort the path to its current target and plan a path for emergency 
surfacing if the severity of fault is not tolerable. 
• The path replanner can be applied to marine vehicle systems other than an AUV, if 
the vehicle is equipped with a current profiler or when a predictive ocean model is 
available. The modularity of the implemented planner ensures its scalability and 
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Appendix A.  
Specifications of the REMUS 100 AUV 
Physical specifications 
Length 1.7 m 
Diameter 190 mm 
Weight in air 36 kg 
Maximum depth 100 m 
Endurance ≤ 12 hours (at 1.5 m/s) 
Velocity range 0 – 2.6 m/s 
Energy storage 1.5 kWh, internal rechargeable lithium-ion batteries 
Propulsion Direct drive DC brushless motor to open 3-bladed propeller 
Navigation Long Baseline (LBL), Doppler-assisted dead reckoning, Inertial 
Navigation System (INS), GPS 




















Appendix B.  
Specifications of the “nupiri muka” AUV 
Physical specifications 
Length 7.5 m 
Diameter 740 mm 
Weight in air 2000 kg 
Maximum depth 5000 m 
Endurance ≤ 40 hours 
Velocity range 0 – 2.2 m/s 
Actuators A pair of hydroplanes, X-form rudders and a two-bladed propeller 
Specifications of onboard computer 
CPU Intel Celeron Processor J1900 2.0 GHz with 2 MB L2 cache 
System chipset Intel Celeron J1900 SoC 
BIOS AMI 16 Mbit Flash BIOS 
System memory DDR3L 1333 MHz up to 8 GB 
One 204-pin SO DIMM socket 
Watchdog timer Single-chip Watchdog 255-level interval timer, setup by software 
I/O interface 2 x RS232, 2 x RS232/422/485 
USB 3 x USB 2.0, 1 x USB 3.0 compliant ports 
Audio High-definition Audio, Line-in, Line out, Mic-in  
Storage 1 x mSATA and 1 x high capacity 2.5” SATA HDD (up to 12.5 
mm height) 
Expansion interface Supports1 x MiniPCIe with SIM holder 
Supports 1 x iDoor expansion 
Software API Advantech iManager/SUSI 4.0 and SUSIAccess – Remote 

















Appendix C.  
Validation of the “nupiri muka” HIL model 
The vehicle model used in the HIL setup was validated against the field data of the nupiri 
muka AUV through turning circle tests, which required the vehicle to enter a steady turn at 
a constant speed. The experimental data were collected in the field with the AUV conducting 
a full-rudder (23°) circle at a vehicle speed of 1.5 m/s. The turning circle of the vehicle 
model was obtained from the HIL setup using the same rudder angle and vehicle speed. The 




















Appendix D.  
Control forces and moments of the 


















Appendix E.  






























XXX-X-XXXX-XXXX-X/XX/$XX.00 ©2018 IEEE 
Performance evaluation of particle swarm 
intelligence-based optimization techniques in 
 a novel AUV path planner  
 
Hui Sheng Lim  
National Centre for Maritime 
Engineering and Hydrodynamics 
Australian Maritime College 
University of Tasmania 
Launceston, Australia  
hui.lim@utas.edu.au 
Shuangshuang Fan 
National Centre for Maritime 
Engineering and Hydrodynamics 
Australian Maritime College 
University of Tasmania 
Launceston, Australia  
shuangshuang.fan@utas.edu.au 
Christopher K.H. Chin 
National Centre for Maritime 
Engineering and Hydrodynamics 
Australian Maritime College 
University of Tasmania 
Launceston, Australia  
c.chin@utas.edu.au 
Shuhong Chai 
National Centre for Maritime 
Engineering and Hydrodynamics 
Australian Maritime College 
University of Tasmania 
Launceston, Australia  
shuhong.chai@utas.edu.au
Abstract—Over years of development, many optimization 
techniques have been proposed for the path planning of an 
autonomous underwater vehicle (AUV). The development in 
swarm intelligence optimization, particularly the particle swarm 
optimization (PSO) algorithm, has significantly improved the 
performance of the AUV path planner. This study presents 11 
variants of particle swarm intelligence (PSI)-based algorithms, 
which were applied to evaluate their performances in solving the 
optimal path planning problem of an AUV operating in 2D and 3D 
ocean environments with obstacles and non-uniform currents. 
Throughout the structure of the optimization problem, the 
practicability of the path planning algorithms was considered by 
taking into account the physical limitations of the AUV actuation. 
To compare the performances of these PSI-based algorithms, 
extensive Monte Carlo simulations were conducted to evaluate 
these algorithms based on their respective solution qualities, 
stabilities and computational efficiencies. Ultimately, the strengths 
and weaknesses of these algorithms were comprehensively 
analyzed, to identify the most appropriate optimization algorithm 
for AUV path planning in dynamic environments. 
Keywords—Autonomous Underwater Vehicle; Path planning; 
Optimization; Swarm intelligence; Particle Swarm Optimization 
I. INTRODUCTION 
AUVs are unmanned underwater vehicles that can be 
remotely programmed to conduct various missions. To date, 
many efforts have been made to enable the operation of AUVs 
in more dynamic and constrained environments. The exploration 
of AUVs in highly dynamic regions has several technical issues, 
particularly for its path planning. An optimum AUV path 
planner should be able to determine a path that safely guides the 
AUV from a starting point to a target under rapid-changing 
dynamic environments, based on either minimum time or energy 
cost criterion [1]. 
Planning the path for the AUVs is essentially a multimodal 
optimization problem. Developing the algorithms for AUV path 
planning faces several intrinsic difficulties, particularly in 
balancing the computational requirements and performance of 
the path planner. For a high-dimensional problem space, the 
computational requirement of the algorithms could escalate 
exponentially. A general path planning approach is to simplify 
the 3D environment into a 2D space, in order to reduce the 
computational time and the memory requirement [1]. However, 
this compromises the performance of the path planner due to the 
reduced amount of 3D information available, such as current 
profiles, bathymetry, and obstacles in the ocean environment. A 
recent comparison study in [2] for the existing path optimization 
techniques proved the superiority of evolutionary algorithms, 
particularly the evolutionary particle swarm intelligence (PSI)-
based algorithms, which were found to be remarkably robust and 
efficient for solving high-dimensional path planning problem.  
Particle swarm optimization (PSO) and its most significant 
variant, the quantum-behaved particle swarm optimization 
(QPSO) are extensively used in various optimization problems 
ever since their emergence in 1995 and 2004 respectively due to 
their fine search abilities and easy implementations [3]. In recent 
years, many strategies that modified the PSO and QPSO 
algorithms have been proposed to improve their performances 
in path planning of various autonomous systems. Each of these 
variants of the algorithms was claimed to have different extents 
of improvement over the original PSO and QPSO. Nevertheless, 
there is a lack of systematic methods to evaluate the performance 
of these algorithms. It is crucial to present a study that compares 
and reviews these algorithms for the required application. 
Therefore, this paper aims to provide a comprehensive 
evaluation study on these algorithms through the application in 
AUV path planning. A novel path planner based on an AUV was 
developed and integrated with different PSI-based algorithms. 
To evaluate the performance of these algorithms, path planning 
scenarios with multiple obstacles and non-uniform currents was 
simulated in 2D and 3D domains. Although the actual AUV 
operates in a 3D ocean field, 3D path planning simulations are 
not widely discussed in the majority of other literature due to the 
complexity of high dimensional path planning problem. It is 
critical to apply the path planning algorithms in 3D space to 
assess the effectiveness of the algorithms under realistic 
conditions. Extensive Monte Carlo simulations were conducted 
to analyse the performances of different PSI-based algorithms. 
The rest of this paper is arranged as follows. Section II 
provides a literature review on the basic PSO, QPSO and their 
variants. The path planning problem is formulated in Section III. 
Section IV presents the simulation setup, results and discussion. 
Lastly, Section V concludes the paper with future directions. 
 
II. PSO, QPSO AND THEIR VARIANTS 
This section presents an overview of various PSI-based 
algorithms, including the basic PSO, QPSO, and their variants. 
The variants of PSO and QPSO were classified based on the 
methods of modification used to improve their performances. 
A. PSO Algorithm 
PSO is a heuristic optimization algorithm introduced by [4] 
based on the inspiration from the analogues of cognitive abilities 
and social interaction in animals. [5, 6] are some examples of 
pioneering works of PSO applications in path planning. PSO 
consists of particles that move within a multidimensional search 
space to search for potential solutions, which can be represented 
by the particles’ positions. The particles’ velocities are updated 
by the particle’s own experience (cognitive behaviour) and the 
swarm’s experience (social behaviour) to vary their positions.  
In a standard PSO algorithm consisting of N particles with D 
number of dimensions for solving a cost evaluation function f, 
the position vector of the ith particle at tth iteration is denoted as: 
  ,1 ,2 ,, ,  ... , ,     {1, 2,..., }
t t t t
i i i i DX x x x i N= ∈     (1) 
Based on its previous best position, pbest and global best 
position in the swarm, gbest, the velocity V and the position X 
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   arg min ( )t tigbest f pbest =     (5) 
In (2), r1 and r2 are random positive numbers that are less 
than 1.0. C1 and C2 are the acceleration coefficients for cognitive 
and social components respectively; they are both set to 2.0 for 
most applications [3]. w is the inertia weight for balancing the 
particle global exploration and local exploitation to improve the 
performance. The common strategy is to set w at an initial value 
of 0.9, and linearly decrease to 0.4 during the iteration [3].  
B. QPSO Algorithm 
Inspired by quantum mechanics and PSO, [7] proposed the 
QPSO algorithm, which assumes the particles to have quantum 
behaviour. QPSO algorithm is well known to be an improved 
version of PSO. Its application in path planning was pioneered 
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where u and ϕ are random positive numbers that are less than 1. 
β is the contraction-expansion (CE) coefficient, and mbest is the 
mean best position which is defined as the average of personal 
best positions of all particles as shown in (7). When applying the 
QPSO algorithm, β is the most critical parameter for controlling 
the algorithm performance. A linearly decreasing β from βmax of 
1.0 to βmin of 0.5 is suggested for most applications [3]. 
C. Variants of PSO and QPSO 
1) Improvement by Controlling Parameters 
In PSI-based algorithms, the equation coefficients are the 
most critical parameters for controlling the performance. In 
PSO, w, C1 and C2 must be controlled to balance the particles’ 
global exploration and local exploitation. Reference [10] 
proposed an adaptive PSO, which uses an evolutionary factor f 
as an indicator representing the particles’ evolutionary state to 
control the equation coefficients. The adaptive PSO was applied 
in solving a robotic path planning problem by [11]. To determine 
the evolutionary factor f, the mean distance di of the ith particle 
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where dg is the mean distance of the global best particle, dmin and 
dmax are the minimum and maximum of mean distances 
respectively. f varies from 1 - 0 as the particles move from global 
exploration to local exploitation phase. w can be calculated from 
f using (10), while C1 and C2 can be adapted using (11). 
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The only coefficient that needs to be controlled in QPSO is 
β. To adapt β with the particle evolution, [12] proposed 
Dynamic-Weighted QPSO (DWQPSO) to solve an AUV path 
planning problem. In DWQPSO, β is controlled by classifying 
the particles based on their fitness Fi. The global best fitness is 
denoted as Fgbest, and the average of all particles fitness values is 
Favg. The mean of fitness values that are above average (better 
than Favg) is denoted as Fgood. The categories of the particles are: 
•  Fi ≥ Favg: For these particles, the global exploration of the 
particles should be boosted with a higher β using (12). 
 ( )( ) 1 1.5 1 1 1.5 gbest goodF Feβ −= − + ⋅  (12) 
• Fgood < Fi < Favg: Linear decreasing model in (13) is used to 
balance between global exploration and local exploitation. 
 ( ) ( )2 max max mint MaxItβ β β β= − ⋅ −  (13) 
• Fi ≤ Fgood: These particles should focus on local exploitation 
to find the optimal solution. Thus, β is updated as follows. 
 ( ) ( ) ( )  3 2 0.5 i gbest good gbestF F F Fβ β − −= − ⋅  (14) 
2) Improvement by Novel Update Equation 
Some studies introduced strategies to improve the algorithm 
by modifying the position and velocity update equations. In [13], 
 
an accelerated PSO was proposed by simplifying the update 
equation in PSO. It was successfully applied in developing a fast 
and simple path planner by [14]. The accelerated PSO disregards 
the particles’ personal best positions and focuses on the global 
best position using a simple update equation as shown in (15). 
 ( )1 0.970.5 0.5 0.5t t t t ti i iX X gbest e r+ −= + + ⋅ −   (15) 
where r is a random number with a value ranging from 0 to 1.0. 
In [15], a phase angle-encoded PSO (θ-PSO) was proposed 
by mapping the position vectors into phase angle vectors 
through (16), while the increment of phase angle replaces the 
velocity vectors. The phase angle vector θ of the ith particle at 
(t+1)th iteration and its increment ∆θ are given by (17) and (18). 
 ( )  max min max minsin ( ) 2t ti iX X X X Xθ = − ⋅ + +    (16) 
  ( ) ( ) 1        1 1 2 2t t t t t t t ti i i i iw C r pbest C r gbestθ θ θ θ+∆ = ⋅∆ + ⋅ − + ⋅ −   (17) 
 [ ]1 1      2 , 2t t ti i iθ θ θ π π+ += + ∆ ∈ −  (18) 
Inspired by [15], θ-QPSO was proposed by [16], who 
applied a similar phase angle mapping in QPSO to develop an 
Unmanned Aerial Vehicle (UAV) path planner, and proved that 
θ-QPSO has better performance than θ-PSO. θ-QPSO only 
computes for the vector θ as shown in (19). 
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3) Improvement by Hybrid Method 
Hybridization was used to combine the beneficial feature of 
other optimization techniques with PSO or QPSO algorithm. In 
[17], PSO was combined with differential evolution (DE) to 
form DEPSO. DEPSO increases swarm diversity without 
altering the original particle swarm dynamics. Based on the 
inspiration from DEPSO, [18] applied the hybridization concept 
in QPSO to propose DEQPSO, and successfully used both 
DEPSO and DEPQSO for UAV path planning. In DEPSO and 
DEQPSO, the conventional position update operation is carried 
out, followed by a successive DE operation as described below. 
• Mutation: A mutated vector U is generated using (20). 
          1 2 3 4 2( ) ( )
t t t t t t
i i i i iU gbest pbest pbest pbest pbest = + − + −    (20) 
where i1, i2, i3 and i4 are randomly selected particle indices 
and i1 ≠ i2 ≠ i3 ≠ i4 ≠ gbest. 
• Crossover: A trial vector T is generated to increase the 
diversity, by conducting crossover between the mutated 
vector and the personal best position as shown in (21).   
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where rj is a random number ranging from 0 to 1.0, and r is 
a random integer ranging from 1 to D. 
• Selection: A greedy selection is used to decide whether the 
trial vector T should replace the current position X in (t+1)th 
iteration. X will only be replaced if T has better fitness value. 
4) Improvement by Combination of Multiple Approaches 
Some studies improved the algorithm by applying more than 
one method. Reference [19] proposed IPSO-SQP algorithm, in 
which an improved PSO (IPSO) with adaptive inertia weight 
was combined with Sequential Quadratic Programming (SQP) 
algorithm. SQP has a strong searching ability for the local 
optimum solution, although its solution quality is highly 
dependent on the initial solution. SQP was integrated into PSO 
to accelerate the local exploitation phase. In IPSO-SQP, the 
inertia weight w is controlled adaptively according to (22). 
 [ ]1( )1 1 tit F pbest gbestiw e−= +   (22) 
When the change in global best fitness between iterations in 
IPSO-SQP is less than a predefined value, SQP can be initialized 
using the global best solution from the IPSO operation. The final 
solution is updated using a greedy selection method, which 
allows the SQP solution to replace the solution from IPSO only 
if the SQP solution is better. IPSO-SQP was applied in solving 
the motion planning of a REMUS AUV by [20]. 
A hybrid QPSO algorithm, LTQPSO was proposed by [21]. 
LTQPSO use individual particle evolutionary rates and swarm 
dispersion as the control parameters for its novel local attractor 
and position update equations as shown in (23) and (24). 
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where ipit and gst are the control parameters for evolutionary rate 
and swarm dispersion, as given in (25) and (26) respectively. 
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For each iteration in LTQPSO, natural selection is conducted 
after the standard QPSO operation. Natural selection sorts the 
particles according to their personal best fitness and replaces 
those of the worst fitness with those of the best. The natural 
selection operator increases the evolutionary rate of the entire 
swarm by eliminating the least desirable solutions, leading to 
faster global convergence. LTQPSO was proven by [1] to have 
good performance for robotic path planning in 2D environments. 
III. PROBLEM FORMULATION FOR AUV PATH PLANNING 
A. Path Formulation 
In an AUV path planner, the optimal path among a group of 
potential paths for the AUV to travel toward a target location is 
required to be determined. Each potential path can comprise a 
series of nodes from the start point to the endpoint. Optimizing 
the coordinates of path nodes can produce the optimal path. The 
start and end points should not be involved in optimization as all 
potential paths can share the same start and end locations. 
Each potential path solution for the problem was modelled 
as an individual particle in the swarm. The swarm population 
can be denoted by a matrix X = [X1, X2,…, XN]T, where X is the 
 
particle’s position vector and N is the total number of particles. 
The entries of the position vector represent the coordinates of 
the path nodes. Assuming a path consists of n+2 nodes including 
the start and end points, the number of nodes involved in the 
optimization is n. To record the coordinates of n nodes, the 
position vector of a particle in 2D has 2n dimensions, while a 
particle in 3D has 3n dimensions. The position vector of the ith 
particle at tth iteration for 3D can be given as follows: 
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X x x x x x i N
+
 = ∈   (27) 
Based on the path nodes including the start and end points, 
B-spline geometry was used to construct the AUV path. The 
path nodes can act as the control points for the B-spline curve 
according to the curve function in (28), which gives output 
vector P(u) representing a B-spline curve with k+1 order in the 
form of discretised waypoints. Given that the total number of 
control points is n+2, the number of piecewise polynomials is 
one less than the number of control points, which is n+1. 
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where xi denotes the control points, u is the non-decreasing knot 
sequence contained in a knot vector U = [u0, …, ui, …, un+k+2], 
and Bi,k (u) represents the piecewise polynomial basis functions 
of k degree defined by Cox de Boor recursion [22] as follows. 
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B. Evaluation Function 
Suitable cost evaluation functions are required for PSI-based 
algorithms to measure the fitness of particles. Due to the high 
computational efficiency of PSI-based algorithms, fitness 
evaluation contributes to the majority of their computational 
time [3]. For path planning, a lower cost/fitness indicates a better 
solution. The main criteria for evaluating the AUV path are the 
travel time required to reach the target, the exposure to threats, 
and the compliance with AUV’s physical motion limitations. 
Since it is almost impossible to achieve all criteria at the same 
time, a trade-off between these criteria can be established using 
a weighting scheme with multiple evaluation functions.  The 
fitness of a particle/path Xi can be given by the summation of 
fitness from multiple evaluation functions Fk for different 
criteria, with each criterion weighted by a cost factor fk. 
 ( ) ( )  
1
,     {1, 2,..., }
K
t t
i k k i
k
F X f F X k K
=
= ∈∑  (31) 
where k refers to different evaluation functions and K is the total 
number of functions for the problem. 
1) Path Travel Time Cost 
The main evaluation function for the path planning problem 
was to measure the path cost based on its travel time. A given 
path Xi can be represented in the form of discretised waypoints 
P = [pi,1, pi,2, …, pi,m ], where P is the output from the B-spline 
function and m is the number of discretised waypoints. The 
travel time cost F1 of a path can be determined using (32).  
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where Vg is the resultant ground reference velocity of the AUV, 
The contribution of current on the AUV can be obtained by 
projecting the current velocity Vc in the direction of the AUV 
water reference velocity Va. Thus, Vg is given as shown in (33). 
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2) Threat Cost 
Obstacles avoidance of the path planner relied on its threat 
cost evaluation, which measured the path’s exposure to threats. 
All threats in the problem space were modelled as eclipses in 
2D, and as ellipsoids in 3D. The common method to measure the 
threat cost is by calculating the distance of the discretised 
waypoints to the centre of threat using (34), and penalising the 
cost if the distance is smaller than the semi-major axis of threat. 
 
                                          
       
, ,    ,      {1, 2,..., }threat i j c hd p O h H
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= ∈  (34) 
where Oc is the threat centre, h refers to different threats and H 
is the total number of threats in the problem space. However, the 
accuracy of this method depends on the path fineness, i.e. the 
number of discretised waypoints on the path. The threat cost can 
be inaccurate when the distance between two consecutive 
waypoints is greater than the minor axis of the threat. Therefore, 
a threat evaluation method based on the intersection between the 
path and the threats was used. The intersection-based method 
has fineness-independent accuracy, meaning the computational 
load can be lowered without affecting the cost accuracy.  
Assuming a threat h in 3D problem space with centre Oc,h = 
(Ocx, Ocy, Ocz) and semi principal axes Or,h = (Orx, Ory, Orz), its 
parametric equation can be expressed in (35). The equation of a 
path segment that connects two consecutive waypoints pi, j = (x1, 
y1, z1) and pi, j+1 = (x2, y2, z2) can be written as (36). 




y Ox O z O
O O O
−− −+ + =   (35) 
 1 2 11 2 1
1 2 1
x x x x
sy y yy
z z zz
−     = + −     −    
 (36) 
Substituting (36) into (35) can produce the following 
quadratic equation, which is expressed in term of s. 
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The intersection of the path with the threat can be evaluated 
by obtaining the discriminant D of (37) according to (41). 
 2 4D B AC= −   (41) 
 
A safety margin was added to the principal axes of all threat 
regions so that the AUV will not conflict with the threat when D 
= 0. When D > 0, the path will conflict with the threat, and the 
threat cost can be proportional to the length of the segment 
containing within the threat region. If the path intersects with the 
threat, the intersection points can be found by solving (37) using 
(42). The threat cost of a path Xi can then be obtained using (43)
. 
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3) Physical Motion Limitations 
The considerations for physical motion limitations of AUV 
should include its yaw (turning) and pitch motions. To check the 
path compliance with the yaw limitation, the turning angle of the 
path in the x-y plane was measured and compared against the 
maximum allowable turning angle ψmax. Considering two 
consecutive path segments that consist of three waypoints pi, j, 
pi, j+1 and pi, j+2 (refer to Fig. 1), the turning angle ψ can be 
obtained from the cosine function as shown in (44). 
                                                                                                                                             
  
' ' ' ' '







i j i j i j i j i j ip p p p p pψ + +− +=
→ →

                                                                      




, 1 , 2
 
   
j











  (44) 
The cost F3 for violating the yaw limitation can be obtained 
from the calculated turning angle as shown in (45). 
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For the pitch motion, the instantaneous pitch angle θ and the 
change in pitch ∆θ of the AUV at any point should not exceed 
their respective maximum values (θmax & ∆θmax). Referring to 
Fig. 1, θ can be determined using a basic tangent function as 
shown in (46). Next, ∆θ can be calculated using (47). 
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From the calculated pitch, the cost F4 for violating θmax and 
the cost F5 for ∆θmax can be obtained as follows: 
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IV. SIMULATIONS 
A. Simulation Setup 
The AUV path planning was conducted in a 1000-run Monte 
Carlo simulation under 2D scenarios, followed by 3D scenarios. 
The problem space was a current field that consisted of 50×50 
square grids for 2D, and 50×50×50 cube grids for 3D, with each 
side of the grid equivalent to 1 metre. Non-uniform ocean 
current and static obstacles of different sizes were present in the 
problem space. The AUV was required to travel with a pre-set 
water reference velocity of 1.5m/s. The safety margin used in 
the threat computation was set to 1 metre, while the angles ψmax, 
θmax and ∆θmax were set to 30°, 45° and 10° respectively. The 
cost factor for the path travel time, f1 was set to be 1.0, and the 
other factors f2 – f5 were all set to be 0.25. Thus, all costs except 
the travel time cost had a similar impact on the solutions. In each 
simulation run, the maximum number of iterations was set to 
100. The population size was 150 particles, with each particle 
consists of 4 path nodes, meaning each particle has 8 dimensions 
for 2D problems and 12 dimensions for 3D. The algorithm 
parameters were set to be the values suggested in Section II. 
B. Simulation Results 
The optimal path solutions obtained from the Monte Carlo 
simulation under 2D and 3D scenarios are shown in Fig. 2 and 
Fig. 4 respectively. The AUV was required to travel from the 
starting point (green square) to the target (pink star) without 
running into the obstacles while trying to take advantage of the 
favourable current to assist the AUV motion. In 2D (Fig. 2), the 
blue-coloured zones indicate the favourable current while the 
red-coloured zones denote the less favourable current. In both 
domains, the solid sections of the AUV paths indicate that the 
favourable current has a positive effect on the AUV motion 
while the dashed sections suggest otherwise.  It can be seen that 
most of the generated paths can follow the favourable zone and 
avoid the less favourable zone to achieve a shorter travel time.  
The performances of the algorithms were compared based 
on their solution qualities, stabilities, convergence behaviours, 
and computational requirements; these properties can be 
evaluated by studying the fitness values of the solutions obtained 
and the computational time required to obtain the solutions. The 
fitness value was simply the time required for the AUV to reach 
the endpoint from the start point by travelling on the path. Thus, 
a lower fitness value indicates a higher solution quality. 
The convergence behaviours of the algorithms under 2D and 
3D scenarios are compared in Fig. 3 and Fig. 5. The convergence 
speed of the algorithm can be given by the minimum number of 
iterations required for the algorithm to converge at an optimal or 
sub-optimal solution.  It can be observed in the graphs that the 
convergence speeds of all algorithms significantly decreased 
when the dimensionality of the problem increased from 2D to 
3D. DEPSO and DEQPSO were found to be outperforming 
other algorithms with similar performance under both scenarios; 
the two algorithms achieved the fastest convergence and the 
global convergence with the lowest fitness. The adaptive PSO 
and IPSO-SQP were able to offer faster and better convergence 
 
Fig. 1. Yaw angle and pitch angle of a path 
 
than PSO and QPSO under both scenarios. Conversely, θ-PSO 
and θ-QPSO performed poorly, especially in the 3D scenario. θ-
PSO and θ-QPSO were observed to be highly intolerant to local 
minima when the dimensionality of the problem increased. 
The simulation results of 2D and 3D scenarios are graphed 
in boxplots as shown in Fig. 6, Fig. 7, Fig. 8 and Fig. 9. In the 
boxplots, the mean of data is represented by the blue plus sign, 
the median by the red horizontal line, and the blue box on the 
plot indicates the range of 25th to 75th percentile. The 
acceptable data range is indicated by the black whisker, and the 
outliers are represented by red dots. In the fitness value plots, the 
extreme lowest end of each whisker gives the individual best 
fitness obtained by each algorithm over the 1000-run simulation, 
and the green cross sign represents the best known (lowest) 
fitness value among all algorithms in the simulations. The 
acceptable data range, percentile range and outliers are 
indicators for the standard deviations or the stabilities of the 
performances, while the means and medians give information 
about the solution qualities and search abilities of the algorithms. 
It can be seen on the boxplots that DEPSO outperformed 
other algorithms by achieving the lowest mean fitness value in 
both 2D and 3D, with its individual best fitness being the best-
known fitness value in 2D and the second best-known fitness 
value in 3D. Following closely the performance of DEPSO, 
DEQPSO had the second top mean fitness and second best-
known fitness in 2D; while for 3D, DEQPSO achieved the fourth 
top mean fitness and the best-known fitness.  It is also worth 
noting that DEQPSO achieved the lowest standard deviation for 
the fitness values in 2D, while DEPSO had the lowest standard 
deviation in 3D. These observations indicated that the 
hybridization of DE operation into the PSI-based algorithm 
offered a great improvement to the searching ability and stability 
of the algorithms. However, as shown in Fig. 7 and Fig. 9, 
DEPSO and DEQPSO required significantly higher 
computational time compared to other algorithms, and the 
increase in computational time was even more obvious when the 
dimensionality increased to 3D. This is because the greedy 
selection operator required the fitness values of the particles to 
 
Fig. 2. Path planning solutions in 2D scenario 
 
Fig. 3. Convergence curves of fitness values in 2D scenario 
 
Fig. 4. Path planning solutions in 3D scenario 
 
Fig. 5. Convergence curves of fitness values in 3D scenario 
 
Fig. 6. Boxplot of fitness values in 2D scenario 
 
Fig. 7. Boxplot of computational time in 2D scenario 
 
Fig. 8. Boxplot of fitness values in 3D scenario 
 
Fig. 9. Boxplot of computational time in 3D scenario 
 
be evaluated twice for comparison purpose, meaning an 
additional fitness evaluation for every particle in every iteration. 
Since the fitness evaluation usually contributes to the majority 
of the computational time, the greedy selection operator 
drastically increased the computational requirements of the 
algorithms. 
The adaptive PSO and IPSO-SQP were also able to offer 
excellent performances; both generated higher solution quality 
than the standard PSO and QPSO. The two algorithms showed 
a good balance between solution quality and computational 
time. In 2D, the adaptive PSO was ranked as the third in terms 
of fitness values, and IPSO-SQP was ranked as the fourth. For 
3D, IPSO-SQP had the second top mean fitness, and the 
adaptive PSO scored third. The two algorithms required less 
computational time than most algorithms, indicating their high 
efficiency in solving the path planning problem.  
Although DWQPSO achieved a comparable mean fitness, its 
computational time was significantly higher than the average. 
The accelerated PSO and LTQPSO did not offer significant 
improvement over PSO and QPSO in terms of solution quality, 
despite that LTQPSO required less computation time. θ-PSO 
and θ-QPSO were found to be performing poorly based on their 
poorer mean fitness. The extremely low computational time of 
the three algorithms in 2D indicated that they were prone to be 
trapped by local minimum. In 3D, the three algorithms had 
significantly high mean fitness values and high standard 
deviations, indicating their poor and unstable performance.  
V. CONCLUSION 
This paper presents a performance evaluation study to 
compare various PSI-based algorithms through the application 
in a novel AUV path planner. Based on the Monte Carlo 
simulation, both DEPSO and DEQPSO were identified to be 
outperforming the other algorithms with equivalently excellent 
performance in terms of solution quality, stability and 
convergence behaviour, thus proving that the DE hybridization 
can offer a significant improvement on the particles’ searching 
ability. However, the computational requirement of the DE-
hybridized algorithms was observed to be higher due to the 
greedy selection operator. The adaptive PSO and IPSO-SQP 
were also found to have excellent performances by achieving a 
balance between computational requirement and solution 
quality, with their solution qualities slightly lower than the DE-
hybridized algorithms. Most importantly, DEPSO, DEQPSO, 
the adaptive PSO and IPSO-SQP were proven to be capable of 
generating high-quality AUV paths. 
The future works of this study can be extended in several 
directions. Firstly, the DE-hybridized algorithms may be 
improved by modifying the greedy selection operator to reduce 
their computational requirements, while maintaining their 
excellent search ability. Next, the possibility of integrating an 
adaptive mechanism, such as those employed in the adaptive 
PSO and IPSO-SQP, into the DE-hybridized algorithms can be 
considered. Lastly, it should be noted that this study considered 
only static obstacles and non-time-varying currents in the 
problem space. The potential of these high-performance 
stochastic algorithms for the application in AUV path planning 
under realistic environmental conditions should be exploited. 
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Abstract: This paper presents an autonomous underwater vehicle (AUV) path planning scenario as an 
optimization problem constrained by a combination of hard constraints and soft constraints. The path 
planner aimed to generate the optimum path that can safely guide an AUV through an ocean environment 
with a priori known obstacles and non-uniform currents in both 2D and 3D. The path planner used 2 
variants of particle swarm optimization (PSO) algorithms, which are the selectively differential evolution 
(DE)-hybridized quantum PSO (SDEQPSO) and adaptive PSO (SDEAPSO). The performances of the path 
planners using different constraints were analyzed in a series of extensive Monte Carlo simulations and 
ANOVA (analysis of variance) procedures based on their respective solution qualities, stabilities and 
computational efficiencies. Based on the simulation results, the SDEQPSO path planner with the setting of 
hard constraint for boundary condition and soft constraint for obstacle avoidance was found to be able to 
generate a smooth and feasible AUV path with higher efficiency than other algorithms, as indicated by its 
relatively low computational requirement and excellent solution quality. 
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1. INTRODUCTION 
To date, numerous efforts have been made in an attempt to 
enable the operation of AUVs in more dynamic and 
constrained environments. The exploration of AUVs in highly 
dynamic regions is challenging and has several technical 
issues, particularly for the path planning of the AUVs. An 
optimum AUV path planner should be able to determine a path 
that safely guides the AUV from a starting position to a 
destination in an ocean environment, based on either a 
minimum time or energy cost criterion. 
Planning the path for the AUVs is essentially a multimodal and 
multi-objective optimization problem; numerous techniques 
have been proposed to solve this problem effectively and 
efficiently. Nonetheless, developing the algorithms for AUV 
path planning still faces several intrinsic difficulties, 
particularly in balancing the computational requirement and 
the performance of the path planner. Recently, Zeng et al. 
(2016), and Youakim and Ridao (2018) compared and 
classified various path planning techniques including artificial 
potential field (APF), search-based methods, sampling-based 
methods and optimization methods. APF method (Kruger et 
al., 2007) is fast and efficient, but very susceptible to local 
minima. Search heuristic-based planners such as Field D* 
(Ferguson and Stentz, 2006) and Fast Marching* (FM*) (Petres 
et al., 2007) are capable of generating optimal and robust path, 
but their computational efficiencies are limited to less complex 
and lower dimensional problems. Sampling-based methods 
like Rapidly-exploring Random Trees (RRT) (Rao and 
Williams, 2009) and its variants (Hernández et al., 2019) are 
effective for high-dimensional and highly time-constraint 
scenarios, but at the cost of the path optimality. Optimization 
methods such as evolutionary algorithms (Alvarez et al., 2004, 
Witt and Dunbabin, 2008) show excellent performance in 
terms of solution optimality. They are effective for high-
dimensional complex problems, but their practicality for 
implementation depends highly on the complexity of their 
mathematical functions. Among the existing evolutionary 
algorithms, Zeng et al. (2016) further pointed out that the 
particle swarm optimization (PSO)-based algorithms are 
remarkably robust and efficient for solving high-dimensional 
path planning problem. Lim et al. (2018) compared various 
PSO-based algorithms for AUV path optimization to identify 
their strengths and weaknesses. Inspired by these studies, Lim 
et al. (2020) proposed the selectively differential evolution 
(DE)-hybridized quantum PSO (SDEQPSO) and adaptive 
PSO (SDEAPSO), which were developed by hybridizing the 
PSO algorithm with DE operation based on a selective scheme.  
They were found to be capable of generating high quality path 
while maintaining a low computational requirement. 
Since the implementation of PSO-based algorithms for path 
optimization is highly dependent on the mathematical model, 
it is critical to develop the path planner by formulating the 
appropriate cost functions and types of constraint. To ensure a 
smooth, feasible and collision-free path for the AUV, there are 
many conflicting criteria that need to be considered to achieve 
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an optimal control decision. These criteria involve trade-offs 
between the following objectives: 1) Determine the path with 
minimum travel time or energy cost; 2) Avoid collision and 
keep a safe distance with obstacles; 3) Ensure sufficient path 
control points are placed to generate the path; 4) Ensure the 
path satisfies the minimum turning radius and the pitch control 
limitation of the AUV. These criteria render the path planning 
scenario into a multi-objective optimization problem which 
can contain two classes of constraints: the hard constraints 
which must be satisfied by all solutions, and the soft 
constraints which may or may not be satisfied with different 
relative weightage (Jiang et al., 1995). The benefit of using a 
soft constraint over a hard one is that the soft constraint does 
not need to be satisfied in every iteration, instead, they can be 
optimized over the iterations; this reduces the solution 
generation time in every iteration during the optimization 
(Dariani et al., 2014). If a solution exceeds the soft constraints 
of the problem, penalty functions with predefined relative 
weightage can be applied to penalise the fitness of the solution. 
Choosing the right class of constraint for the path planning 
problem requires a balance between the computational efforts 
and the feasibilities of the solutions. 
This paper presents a comprehensive comparison between 
different classes of constraints used for defining the AUV path 
planning problem, which was solved by using the SDEAPSO 
and SDEQPSO algorithms. The effect of the types of 
constraints on the performance of these stochastic PSO-based 
algorithms were thoroughly analysed. For each test case, the 
path planning scenario with multiple obstacles and non-
uniform current fields was simulated in both 2-dimensional 
(2D) domain and 3-dimensional (3D) domain. Extensive 
Monte Carlo simulations were conducted for all test cases and 
the simulation results were analysed based on their respective 
solution qualities and stabilities. 
The rest of this paper is arranged as follows. In Section 2, an 
overview of the algorithms used is provided. The formulation 
of the path planning problem is described in Section 3. Lastly, 
Section 4 presents the simulation setup, results and discussion. 
2. OVERVIEW OF ALGORITHMS 
2.1 APSO and QPSO Algorithms 
Particle swarm optimization (PSO) is a heuristic population-
based optimization algorithm introduced by Eberhart and 
Kennedy (1995). This algorithm consists of particles that 
move within a multidimensional search space to search for 
potential solutions, which are represented by the particles’ 
positions. The particles’ velocities are iteratively updated by 
the particle’s own experience (cognitive behaviour) and the 
entire swarm’s experience (social behaviour) to vary the 
particles’ positions. In a standard PSO that consists of N 
particles with D number of dimensions for solving a cost 
evaluation function f, the position vector of the ith particle at tth 
iteration is denoted as: 
 ,1 ,2 ,, ,  ... , ,     {1, 2,..., }t t t ti i i i DX x x x i N= ∈     (1) 
Based on its previous best position, pbest and global best 
position in the swarm, gbest, the velocity V and the position X 
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   arg min ( )t tigbest f pbest =     (5) 
In (2), r1 and r2 are random positive numbers that are less than 
1.0. C1 and C2 are the acceleration coefficients for cognitive 
and social components respectively, while w is the inertia 
weight for balancing the particle global exploration and local 
exploitation to improve the performance. Zhan et al. (2009) 
proposed the adaptive PSO (APSO), which uses an evolutionary 
factor f as an indicator representing the particles’ evolutionary 
state to control these equation coefficients. To determine the 
evolutionary factor f, the mean distance di of the ith particle to 








j j i k
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 ( ) ( ) [ ]min max min    0,1gf d d d d= − − ∈   (7) 
where dg is the mean distance of the global best particle, dmin 
and dmax are the minimum and maximum of mean distances 
respectively. f varies from 1 - 0 as the particles move from 
global exploration to local exploitation phase. w is calculated 
from f using (8), while C1 and C2 can be adapted using (9). 
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Inspired by quantum mechanics and PSO, Sun et al. (2004) 
proposed the QPSO algorithm, which assumes the particles to 
have quantum behaviour. QPSO algorithm is well known to be 
an improved version of PSO. In QPSO, the position of the ith 
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= ∑   (11) 
where u and ϕ are random positive numbers that are smaller 
than 1. β is the contraction-expansion (CE) coefficient, and 
mbest is the mean best position which is defined as the average 
of personal best positions of all particles as shown in (11). 
When applying the QPSO algorithm, β is the most critical 
parameter for controlling the algorithm performance. A 
linearly decreasing β from βmax of 1.0 to βmin of 0.5 according 
to (12) is suggested for most applications (Sun et al., 2012). 
 ( ) ( )max max max mint tβ β β β= − −   (12) 
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2.2 SDEAPSO and SDEQPSO Algorithms 
A selective hybridization of differential evolution (DE) 
operator with APSO and QPSO was proposed by Lim et al. 
(2019) to present the SDEAPSO and SDEQPSO algorithms, 
which were successfully applied to solve an unconstrained 
AUV path planning problem. Using the selective scheme, these 
proposed algorithms can apply the DE operation to a selected 
number of particles only, instead of the entire swarm. The 
number of particles selected for DE operation, NS, was controlled 
by a selective factor S as shown in (13). S was recommended 
to be 0.3 for AUV path planning problems by Lim et al. (2019) 
as this setting can help to promote swarm diversity while retaining 
an adequate group of potentially optimum particles. 
 [ ],     0,1SN N S S= × ∈   (13) 
In SDEAPSO and SDEQPSO, the DE operation can initiate by 
sorting all the particles in the entire swarm according to their 
personal best positions. Next, a number of selected particles 
with the best fitness underwent the mutation using (14) to 
generate the same number of mutated vectors U. 
       1 2 3 4 2( ) ( )
t t t t t t
i i i i iU gbest pbest pbest pbest pbest = + − + −    (14) 
where i1, i2, i3 and i4 are randomly selected particle indices and 
i1 ≠ i2 ≠ i3 ≠ i4 ≠ gbest. The mutated vectors underwent 
crossover with the personal best positions to generate the same 
number of trial vectors according to (15). 
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  (15) 
where rj is a random number ranging from 0 to 1.0, and r is a 
random integer ranging from 1 to D. The trial vectors were then 
subjected to a natural selection operator, in which the same 
number of particles with the worst fitness were replaced by the 
trial vectors. Since only the worst particles were replaced in 
this process, all potentially best solutions never deteriorated. 
Furthermore, the computational requirement of the algorithms 
was not significantly affected because the natural selection 
operator did not involve fitness comparison between the 
particles, which can require additional particle fitness evaluation 
in every iteration. The DE operation with natural selection can 
increase the diversity and the evolutionary rate of the entire 
swarm by eliminating the least desirable solutions, hence 
leading to a faster and better global convergence. 
The implementation of SDEAPSO and SDEQPSO algorithms 
in AUV path planning can be conducted as described in the 
following pseudo code after selecting the appropriate 
parameters for the algorithm, i.e. the population size N, the 
number of particle dimensions D and the maximum number of 
iterations tmax. 
Step 1. Input the algorithm parameters and environmental 
information of the ocean field. 
Step 2. Initialize particles with random positions in (1) to 
represent an initial group of candidate paths. Set pbest 
to be the current particle positions. 
Step 3. While the stop criteria are not met,  
For t = 1, 2, …, tmax, 
SDEAPSO SDEQPSO 
Evaluate the cost 
function f (Xi t). 
Update pbest and 
gbest according to (4) 
and (5) respectively. 
Update w, C1 and C2 
according to (8) and 
(9) respectively. 
Compute mbest 
according to (11). 
Evaluate the cost 
function f (Xi t). 
Update pbest and 
gbest according to (4) 
and (5) respectively. 
Update β according to 
(12). 
For each particle i = 1, 2, …, N, 
SDEAPSO SDEQPSO 
Update particle 
velocity and position 
according to (2) and 
(3) respectively. 
Update particle 
position according to 
(10). 
End 
Sort all particles according to the fitness of their 
personal best positions. 
For k = 1, 2,…, NSth best performing particle, 
Mutation: Generate mutated vector Ukt using (14) 
Crossover: Generate trial vector Tkt using (15). 
Natural selection: Replace kth worst-performing 
particle with trial vector Tkt. 
End 
End 
Step 4. Output gbest that holds the optimal path when the stop 
criteria are met or when tmax is reached. 
3. PROBLEM FORMULATION 
3.1 Path Formulation 
An AUV path planner is required to determine the optimal path 
among a group of potential paths for the AUV to travel toward 
a target location. Each potential path can comprise a series of 
nodes from the start point to the endpoint. Optimizing the 
coordinates of path nodes can yield the optimal path. The start 
and end points should not be involved in the optimization because 
all the potential paths can share the same start and end locations. 
Each potential path solution for the problem was modelled as 
an individual particle in the swarm. The swarm population can 
be denoted by a matrix X = [X1, X2,…, XN]T, where X is the 
particle’s position vector and N is the total number of particles. 
In this paper, the entries of the position vector represented the 
polar/spherical coordinates of the path nodes. Assuming a path 
consists of n+2 nodes including the start and end points, the 
number of nodes involved in the optimization is n. To record 
the polar coordinates of n nodes in 2D, the position vector of a 
particle has 2n dimensions, including n dimensions for radial 
coordinate r and n dimensions for azimuthal angular 
coordinate φ. For the spherical coordinates of n nodes in 3D, a 
particle has 3n dimensions, including additional n dimensions 
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for polar angular coordinate θ. The position vector of the ith 
particle at tth iteration for 3D can be given as follows: 
           
,1 ,2 , 1 , 2 ,3 1 ,3
, ,..., , ,..., ,t t t t t t t
i i i i n i n i n i n
X r r ϕ ϕ θ θ
+ + −
 =    (16) 
The polar coordinates of a path node in 2D can be converted 
to Cartesian coordinates using (17), while spherical 
coordinates in 3D can be converted using (18).  
 ,1 ,1 , 1
,1 ,1 , 1
cos
sin
i i i n









  (17) 
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  (18) 
Based on the path nodes including the start and end points, B-
spline geometry was used to construct the AUV path. The path 
nodes can act as the control points for the B-spline curve according 
to the curve function in (19), which can give output vector P(u) 
representing a B-spline curve with k+1 order in the form of 
discretised waypoints. Given the total number of control points 
is n+2, the total number of piecewise polynomials is one less 
than the number of control points, which is n+1. 








x iP u B u n
+
=
= ∈ +∑   (19) 
where xi denotes the control points, u is the non-decreasing 
knot sequence contained in a knot vector U = [u0, …, ui, …, 
un+k+2], and Bi,k (u) represents the piecewise polynomial basis 
functions of k degree defined by Cox de Boor recursion (De 
Boor et al., 1978) as follows. 
 ( ) { 1,0 1,    if  0,    otherwise        i ii u u uB u +≤ ≤=   (20) 
( ) ( ) ( )1, , 1 1, 1
1 1
i i k
i k i k i k
i k i i k i
u u u uB u B u B uu u u u
+ +
− + −
+ + + +
− −
= +− −   (21) 
3.2 Path Fitness Evaluation 
Suitable fitness evaluation functions are required for PSO-based 
algorithms to measure the fitness of the particles accurately. 
Due to the high computational efficiency of PSO-based 
algorithms, fitness evaluation usually contributes to the 
majority of computational time (Sun et al., 2012). For path 
planning, which is a minimization problem, a lower 
cost/fitness indicates a better solution. In this paper, the main 
evaluation function was to measure the path fitness based on 
its time to travel on the path. A given path Xi can be represented 
in the form of discretised waypoints P = [pi,1, pi,2, …, pi,m ], 
where P is the output from the B-spline function and m is the 
number of discretised waypoints. The travel time cost F1 of a 
path can be determined using (22). 
 ( )    
                                                      1
, , 11
1
   {1, 2,..., 1}    , 
m
i i j i j g
j




→ = ∈ −  
∑  (22) 
where Vg is the resultant ground reference velocity of the 
AUV. The contribution of current on the AUV can be obtained 
by projecting the current velocity Vc in the direction of the 
water reference velocity Va. Thus, Vg is given as (23). 
 ( )
                                                                                                 
                      
, , 1 , , 1
     c i j i jg a i j i jV p pV V p p+ +
→→
⋅= +  (23) 
3.3 Boundaries and Constraints 
Two classes of constraints, namely hard constraint and soft 
constraint, were used in the AUV path planning problem in 
order to produce a smooth, feasible and collision-free path that 
can satisfy the boundaries and the objectives, which included:  
• Obstacle avoidance: Avoid collision and keep a safe 
distance from obstacles. 
• Radial boundary: Ensure sufficient path nodes are placed.  
• Azimuthal boundary: Ensure the path satisfies the 
minimum turning radius. 
• Polar boundary: Ensure the path satisfies the pitch control 
limitation. 
Different combinations of hard and soft constraints were 
applied to achieve these objectives in this paper. The test cases 
investigated are summarised in Table 1. 
Table 1: Simulation test cases 
Objectives 
Test cases 
HBHO HBSO SBHO SBSO 
Radial, azimuthal & 
polar boundaries Hard Hard Soft Soft 
Obstacle avoidance Hard Soft Hard Soft 
The hard constraints must be satisfied by all feasible solutions; 
while the soft constraints of different relative weightage may 
or may not be satisfied by the solution. If the hard constraints 
are violated by a solution, the particular solution will be 
regenerated. Meanwhile, if the soft constraints are violated, a 
penalty function with predefined relative weightage will be 
applied to penalise the fitness of the particle. 
To achieve obstacle avoidance, the path’s exposure to 
threats/obstacles was required to be measured regardless of the 
class of constraint used. All obstacles in the problem space were 
modelled as eclipses in 2D, and as ellipsoids in 3D. The threat 
exposure was evaluated based on the intersection between the 
path and the obstacles. Assuming an obstacle h in 3D problem 
space with centre Oc,h = (Ocx, Ocy, Ocz) and semi principal axes 
Or,h = (Orx, Ory, Orz), its parametric equation can be expressed 
in (24). The equation of a path segment that connects two 
consecutive waypoints pi, j = (x1, y1, z1) and pi, j+1 = (x2, y2, z2) 
can be written as (25). 




y Ox O z O
O O O
−− −+ + =   (24) 
 1 2 11 2 1
1 2 1
x x x x
sy y yy
z z zz
−     = + −     −    
 (25) 
Substituting (25) into (24) can yield the following quadratic 
equations, which is expressed in term of s. 
   2 0As B s C+ + =   (26) 
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The intersection of the path with the obstacle can be evaluated 
by obtaining the discriminant D of (26) according to (30). 
 2 4D B AC= −   (30) 
A safe distance was added to the principal axes of all obstacle 
regions so that the AUV can keep a safe distance from the 
obstacles and collision will not occur when D = 0. If D > 0, the 
collision can be checked by determining (31).  
 ( )1 2,  2s s AB D= − ±   (31) 
If s1<0 and s2 >1, the path will not intersect with the obstacles, 
i.e. no collision, and hence the hard constraint can be satisfied; 
otherwise, the path solution will be regenerated. For soft 
constraint, if a path intersects with the obstacles, the 
intersection points can be found by solving (26) with (31). The 
penalty for violating the soft constraint will be proportional to 
the length of segments containing within the obstacle region as 
shown in (32). When the soft constraint setting was used for 
obstacle avoidance, the global best solution of each iteration 
was still hard-constrained (meaning the iteration will always 
continue until the global best solution is not penalised), in 
order to ensure the final solution is collision-free. 
 
              1
2 ,1 2
1 1







=  × 
→∑ ∑   (32) 
To ensure sufficient path nodes were placed to generate the path, 
each node was constrained to lie within a concentric annulus. 
The annuli are the regions bounded by every pair of adjacent 
concentric circles with predefined radii. To achieve this, the 
radial coordinates of the path nodes were constrained to a lower 
boundary Rmin and an upper boundary Rmax. 
 min
max
0, , 2 ,  ... ,
, 2 ,3 , ... ,
d d target
d d d target
R r r r
R r r r r
=   
=   
  (33) 
where rd is the distance between two concentric circles and 
rtarget is the radial coordinate of the target location. The number 
of path nodes n can be decided by rd as defined by (34). 
 target dr rn ceil=      (34) 
where ceil is the rounding function toward positive infinity. 
The hard constraint can be satisfied if the path solution falls 
between the boundaries Rmin and Rmax. When using a soft 
constraint, the following penalty function F3 was applied. 
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∑   (35) 
In order to ensure the minimum turning radius and the pitch 
limitation were satisfied, the search domains of azimuthal angular 
coordinate and polar angular coordinate were also constrained 
within the boundaries φmax and θmax. The path solution can 
satisfy the hard constraints if |φi,j| < φmax and |θi,j| < θmax. For 
soft constraints, the penalty costs followed (36) and (37). 
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= −∑   (37) 
Using these optimization functions, the test cases in Table 1 
were combined with the QPSO, SDEAPSO and SDEQPSO 
algorithms to solve the path planning problem. The path 
solutions generated by the path planner were then validated by 
setting as the reference trajectory for a dynamic model of 
REMUS 100, which is an under-actuated AUV with a path 
following controller. Based on Fossen’s vectorial 
representation (Fossen, 1999) and SNAME (Society of Naval 
Architects and Marine Engineers) standard formulation, the 6 
DOF equations of motion for a typical AUV can be modelled 


















   (38) 
 ( ) ( ) ( )M C D g ην νν ν ν τ+ + + =   (39) 
where R (η2) and T (η2) are the rotation matrices between 
inertial and body-fixed reference frames for the translational 
velocities and angular velocities respectively. η in (38) 
represents the position η1 and the orientation η2 of the vehicle 
with respect to the inertial reference frame, while ν includes 
the translational velocities ν1 and the rotational velocities ν2 of 
the vehicle with respect to the body-fixed reference frame as 
described in the vectors in (40). 
 [ ] [ ]






u v w p q r




  (40) 
In (39), M and C(ν) describe the inertial and Coriolis matrices 
(including rigid body and added mass) respectively, while D(ν) 
is the hydrodynamics damping matrix, g(η) is the hydrostatics 
restoring forces, and τ describes the control forces from the 
actuators. This study used the REMUS 100 model derived 
from equations (38) – (40) by Prestero (2001). The AUV was 
controlled with a line-of-sight (LOS) guidance controller to 
follow the trajectory generated by the path planner. The 
controller used the lookahead-based steering law described by 
Breivik and Fossen (2009), which can be deemed suitable because 
of its lower computational requirement and validity for all 
cross-track errors. The desired yaw angle (heading) ψd can be 
given by the control law in (41). A similar control law was also 
used for pitch control of the vehicle. 
 ( ) ( )( )0arctan
t
d k p iK e K e deψ α ττ= + − − ∫   (41) 
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where αk is the path-tangential angle, e is the cross-track error, 
and Kp and Ki are the proportional gain and the integral gain 
respectively. The integral action in (41) allowed an under-
actuated vehicle, such as the REMUS 100, to follow a path 
regardless of ocean current and non-zero sideslip angles. 
4. SIMULATIONS 
4.1 Simulation Setup 
The AUV path planning was conducted in a 1000-run Monte 
Carlo simulation under 2D and 3D scenarios. The problem 
space was a current field that consists of 50×50 square grids 
for 2D, and 50×50×50 cube grids for 3D, with each side of the 
grid equivalent to 1 metre. Non-uniform ocean currents and 
static obstacles of different sizes were present and a priori known 
in the problem space. The AUV was required to travel with a pre-
set water reference velocity of 1.5m/s. The safe distance for 
obstacle avoidance was set to 1 metre. rd was set to 20 metres, while 
the angles ψmax and θmax were set to 60° and 15° respectively. 
The population size was 150 particles. The algorithm 
parameters were set to be the values suggested in Section 2.  
In addition to all the test cases described in Table 1, test cases 
with unconstrained path planning problem (uncon.) were also 
included for comparison purposes. It was discovered that the 
computational requirement of the SDEAPSO path planner with 
hard-constrained obstacle avoidance was too high due to the 
nature of SDEAPSO’s position and velocity update equations. 
Unlike QPSO and SDEQPSO which use the mean best 
position in their update equations, SDEAPSO has a stronger 
cognitive component in its equation, making it impossible to 
satisfy the hard constraint in a single iteration within a 
reasonable time frame, if the constraint is violated initially. 
Thus, the HBHO and SBHO cases for SDEAPSO were 
excluded. 
4.2 Results and Discussion 
The performances of the path planners in different test cases 
were compared based on their solution qualities, stabilities and 
computational requirements; these properties can be evaluated 
by studying the fitness values of the solutions obtained and the 
computational time required to obtain the solutions. The 
fitness value is simply the time required for the AUV to reach 
the target by travelling on the path. Thus, a lower fitness value 
indicates a higher solution quality. To comprehensively 
compare the test cases and the significance of the differences 
between their performances, a multiple comparison procedure, 
ANOVA (analysis of variance), was used in this study with a 
level of significance of 0.05. This procedure used a ‘stepdown’ 
approach, which considered that all but one of the comparisons 
were less different than the range; such an approach is best 
suitable for all pairwise comparisons when the confidence 
intervals are not needed and sample sizes are equal (Sun et al., 
2012). The ANOVA results of 2D and 3D scenarios are 
graphed in Fig. 1, Fig. 2, Fig. 3 and Fig. 4. The best performing 
results are in blue in the graphs, and those with statistically 
similar performance to the best performing one are coloured 
black. 
In the 2D scenario, it can be seen that SDEQPSO’s HBHO case 
achieved the best (lowest) fitness value, and this was followed 
closely by QPSO’s HBHO case. Although the HBHO case of 
SDEAPSO was inadequate for comparison, the HBHO setting was 
observed to have the best performance in terms of fitness value 
compared to other settings. However, by comparing the 
computational time, it was found that the HBHO setting has 
the highest computational requirement, roughly 10 times of 
computational time compared to others in 2D. The second-best 
fitness value was achieved by SDEQPSO’s HBSO and SBHO 
cases. Despite the similar performance, the SBHO case has a much 
 
Fig. 1. ANOVA means of fitness values in 2D scenario 
 
Fig. 2. ANOVA means of computational time in 2D scenario 
 
Fig. 3. ANOVA means of fitness values in 3D scenario 
 
Fig. 4. ANOVA means of computational time in 3D scenario 
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higher computational requirement in 2D. Based on this 
observation, it can be deduced that the hard constraint setting 
for obstacle avoidance was the main reason for the undesirable 
increase in computational requirement. When an algorithm-wise 
comparison was made, it was found that the SDEQPSO had the 
best overall performance, although SDEAPSO had better 
performance in the unconstrained case and SBSO case. 
SDEAPSO was found to have lower performance whenever a 
hard constraint was involved; this can be explained by its update 
equation which heavily relied on the cognitive component. 
Similar performance trends were observed in the 3D scenario. 
The HBHO cases achieved the best fitness value but at the cost 
of a much higher computational requirement. SDEQPSO’s 
HBSO case displayed the second-best fitness value while 
maintaining a relatively low computational requirement. 
SDEAPSO was again only able to outperform other algorithms 
when a hard constraint was not involved. Hence, it can be 
concluded that the most suitable setting for AUV path planning 
was the HBSO setting (hard-constrained boundary conditions 
and soft-constrained obstacle avoidance), which was able to 
achieve excellent performance in terms of fitness value 
without high computational requirement. 
The 2D and 3D solutions generated by SDEQPSO with HBSO 
setting were validated by comparing against the simulated 
paths in Fig. 5 and Fig. 8. The AUV was required to travel 
from the starting point (green square) to the target (pink star) 
while keeping a safe distance from obstacles and trying to take 
advantage of the favourable current to assist the AUV motion. 
In 2D (Fig. 5), the blue-coloured zones indicate the favourable 
current while the red-coloured zones denote the less 
favourable current. Their respective relative errors in each of 
the x, y and z domains with respect to the total path length are 
graphed in Fig. 6 and Fig. 9. It can be observed that the 
simulated paths closely resembled the planned paths, with 
relative errors of well below 1% for both 2D and 3D scenarios. 
The feasibility of the path solutions was further checked by 
comparing against the minimum turning radius of REMUS 
100, which has a minimum turning radius of 8.1 metres in the 
worst-case scenario (Eng et al., 2015). The curvature radius 
must be higher than the minimum turning radius to satisfy the 
AUV motion limitation, which can be shown in Fig. 7 and Fig. 
10 for the paths in 2D and 3D respectively. Therefore, the 
simulation results showed that the path solutions generated by 
the proposed algorithm were smooth and feasible for the path 
planning application. 
 
Fig. 5. Validation of path planning solution in 2D scenario 
 
Fig. 6. Relative error of planned and simulated 2D path w.r.t. total path length 
 
Fig. 7. Curvature radius of the 2D simulated path 
 
Fig. 8. Validation of path planning solution in 3D scenario 
 
Fig. 9. Relative error of planned and simulated 3D path w.r.t. total path length 
 
Fig. 10. Curvature radius of the 3D simulated path 
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CONCLUSIONS 
This paper evaluated the performance of an AUV path planner 
under different types of constraint settings. The SDEQPSO 
path planner with the setting of hard constraint for boundary 
condition and soft constraint for obstacle avoidance produced 
the best performance as shown by its high solution quality and 
computational efficiency. The path planners with hard 
constrained obstacle avoidance were found to have a 
significantly higher computational requirement. Therefore, the 
soft constraint setting was recommended for obstacle avoidance 
of the path planner, with the safety and validity of the path 
guaranteed by having a hard constrained obstacle avoidance 
on the final solution of each iteration. The proposed path 
planner successfully generated a feasible and safe path for a 
REMUS 100 AUV, which was validated through the 
simulation of the AUV dynamic model. 
Although the simulation assumed a priori known environment 
to represent the minimum capability of path planner, this path 
planner can be adapted to the realistic operational condition in 
future work due to the demonstrably high computational 
efficiency of this stochastic algorithm, which is suitable for 
solving compute-intensive problems such as path re-planning 
in a highly dynamic environment. The future extension of this 
work can be explored by developing a path re-planning 
algorithm for a priori unknown environment with dynamic 
obstacles and spatiotemporal ocean currents. 
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 Particle swarm optimization (PSO)-based algorithms are suitable for path 
planning of an autonomous underwater vehicle (AUV) due to their high 
computational efficiency. However, such algorithms may produce sub-
optimal paths or require a higher computational load to produce an optimal 
path. This paper proposed a new approach that can improve the ability of 
PSO-based algorithms to search for the optimal path while maintaining a 
low computational requirement. By hybridizing with differential evolution 
(DE), the proposed algorithms can carry out the DE operator selectively to 
improve the search ability. The algorithms were applied in an offline AUV 
path planner to generate a Pareto-optimal path that can safely guide the AUV 
through an environment with a priori known obstacles and time-invariant 
non-uniform currents. The algorithm performances were benchmarked 
against other algorithms in an offline path planner because if the proposed 
algorithms can provide better computational efficiency to demonstrate the 
minimum capability of a path planner, then they can outperform the tested 
algorithms in a realistic scenario. Through Monte Carlo simulations and 
Kruskal-Wallis tests, SDEAPSO (selective DE-hybridized PSO with 
adaptive factor) and SDEQPSO (selective DE-hybridized quantum-behaved 
PSO) were found to be capable of generating feasible AUV path with 
higher efficiency than other algorithms tested, as indicated by their lower 
computational requirement and excellent path quality. 
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AUVs are unmanned underwater vehicles that can be remotely programmed to conduct various 
missions, ranging from seabed survey, coastal mapping, and environmental monitoring for scientific research 
purposes, to anti-submarine warfare for defence purposes. To date, numerous efforts have been made in an 
attempt to enable the operation of AUVs in more dynamic and constrained environments, such as shallow 
coastal areas, deep ocean regions and regions underneath ice shelves. The operation of AUVs in highly dynamic 
regions is challenging and it has several technical issues, particularly for the path planning of the AUVs.  
Planning the path for an AUV is essentially a multimodal optimization problem; numerous 
optimization techniques have been proposed to solve this problem effectively and efficiently. Nonetheless, 
developing the algorithms for AUV path planning still faces several intrinsic difficulties, particularly in 
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balancing the computational requirements and the performance of the path planner. The high computational 
requirements for planning the path in a realistic 3D environment may lead to excessive energy drain in an 
AUV. A common way to keep the computational requirements of path planners feasible is to reduce the 
problem to a 2D space [1]. This however compromises the performance of the path planner due to the 
reduced amount of 3D information available for the path planner, such as current fields, bathymetry, and 
obstacles in the ocean environment. Thus, a computationally efficient algorithm is required for effective 
AUV path planning in realistic ocean environments. 
Recently, Zeng, et al. [2], and Youakim and Ridao [3] compared and classified various path 
planning techniques including the artificial potential field (APF), search-based methods, sampling-based 
methods and optimization methods. The APF method [4] is fast and efficient, but very susceptible to local 
minima. Search heuristic-based planners such as Field D* [5] and Fast Marching* (FM*) [6] are capable of 
generating optimal and robust paths, but their computational efficiencies are limited to less complex and 
lower dimensional problems. Sampling-based methods such as rapidly-exploring random trees (RRT) [7] and 
its variants RRT* [8] are effective for high-dimensional and highly time-constraint scenarios at the cost of 
the path optimality, and the resultant paths often require further refinement. Meta-heuristic optimization 
methods such as the evolutionary algorithms [9, 10] showed excellent performance in terms of solution 
optimality. Evolutionary algorithms are effective for high-dimensional complex problems, but they may 
converge to local minima within finite time. Among the existing evolutionary algorithms, Zeng, et al. [2] 
further pointed out that the particle swarm optimization (PSO)-based algorithms are remarkably robust and 
efficient for solving high-dimensional path planning problems. 
PSO algorithm and its most significant variant, the quantum-behaved PSO (QPSO) are extensively 
used in various optimization problems ever since their emergence in 1995 and 2004 respectively due to their 
fine search abilities and easy implementations [11]. Some pioneering examples of their applications in path 
planning can be found in [12-14]. PSO-based path planners are suitable for dynamic environments where 
online path planning is required because they maintain a large pool of solutions, which is available at any 
time during the mission. These solutions can serve as the initial solutions whenever path replanning is 
required, thus significantly improving the computational efficiency. Some successful applications of PSO-
based algorithm in online path planning of AUV can be found in [15, 16]. Nonetheless, PSO-based 
algorithms are susceptible to convergence at local minimum solutions if the time allowed for path planning is 
limited, which is often the case in real AUV operations.  
In recent years, many strategies that modified the PSO and QPSO algorithms have been proposed in 
order to improve their performances in path planning of various autonomous systems. Each of these variants 
of the algorithms claimed to have different improvements over the original PSO and QPSO algorithms. To 
benchmark the PSO and QPSO variants in the application of AUV path planning, a recent comparison study 
[17] classified and evaluated the algorithms based on their solution qualities, stabilities and computational 
efficiency. It was concluded from the results of [17] that the hybridization of differential evolution (DE) in 
PSO and QPSO, which were proposed by [18], were able to produce path planning solution with the highest 
quality due to their stronger resistance to local minima, but at the cost of higher computational requirements. 
Moreover, the findings of [17] suggested that having an adaptive mechanism in the evolution of particles in 
the PSO algorithm can produce solution quality that was second only to DE-hybridized algorithms, but with a 
relatively low computational requirement; the adaptive PSO (APSO) proposed by [19] was able to generate a 
path planning solution that achieved a balance between solution quality and computational requirements. 
Inspired by the DE hybridization, three algorithms, namely SDEPSO (PSO with selective DE 
hybridization), SDEAPSO (PSO with adaptive factor and selective DE hybridization), and SDEQPSO 
(QPSO with selective DE hybridization), are proposed in this paper. These algorithms explored the strengths 
of DE-hybridized algorithms and minimized their weaknesses in order to improve the algorithm performance. 
The proposed algorithms were implemented in an offline AUV path planner, and their performances were 
benchmarked against other meta-heuristic algorithms because if the proposed algorithms can provide better 
computational efficiency to demonstrate the minimum capability of a path planner, then they can outperform 
the tested algorithms in a realistic online path planner. The objective of the AUV path planner was defined as 
finding a near-optimal path that safely guides the AUV from a starting position to a destination based on a 
minimum time criterion. The path planning scenario with a priori known obstacles and non-uniform current 
fields was first simulated in a 2-dimensional (2D) domain, followed by the simulation in a 3-dimensional 
(3D) domain. Extensive Monte Carlo simulations were conducted on all algorithms and the simulation results 
were analysed based on their respective solution qualities and stabilities. 
The rest of this paper is arranged as follows. In Section 2, an overview of the basic PSO, QPSO and 
their variants, including DEPSO, DEQPSO and APSO is provided. Section 3 describes the novel algorithms 
proposed in this paper. The formulation of the path planning problem is outlined in Section 4. Section 5 
presents the simulation setup, results, and discussions. The generated path solutions were then validated 
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using an AUV simulator of REMUS 100 in Section 6. Finally, Section 7 concludes the paper along with the 
future research directions. 
2. REVIEW ON PSO AND ITS VARIANTS 
This section presents an overview of various particle swarm intelligence-based algorithms used for 
developing the novel algorithms, which included the basic PSO, basic QPSO and their variants.  
 
2.1. PSO Algorithm 
Introduced by Eberhart and Kennedy [20], the PSO algorithm is a heuristic population-based 
optimization algorithm inspired by the analogues of cognitive abilities and social interaction in animals. The 
algorithm consists of particles that move within a multidimensional search space to find the potential 
solutions, which are represented by the particles’ positions. The particles’ velocities are iteratively updated 
by the particle’s own experience (cognitive behaviour) and the entire swarm’s experience (social behaviour) 
to vary the particles’ positions. In a standard PSO algorithm that consists of N particles with D number of 
dimensions for solving a cost evaluation function f, the position vector of the ith particle at tth iteration can be 
denoted as: 
{ }  
    1 2, ,..., ,..., ,     1, 2,...,
t t t t t
i i i i j i DX x x x x i N = ∈   (1) 
Based on its previous best position pbest and global best position in the swarm gbest, the velocity V and the 
position X of the ith particle at (t+1)th iteration are updated by (2) and (3) respectively. pbest and gbest are 
determined based on the particle’s fitness f(X) and its previous best fitness f(pbest) as shown in (4) and (5). 
1
1 1 2 2( ) ( )
t t t t t t t
i i
t
i i iV w V C pbest gbestr X C r X
+ = ⋅ + ⋅ ⋅ − + ⋅ ⋅ −   (2) 
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i i iX X V
+ += +   (3) 
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,              ( ) ( )
t t t
i i it
i t t t
i i i
pbest if f X f pbest
pbest





  (4) 
arg min ( )t tigbest f pbest =      (5) 
In (2), r1 and r2 are uniform distributed random positive numbers that are less than 1.0. C1 and C2 
denote the acceleration coefficients for cognitive and social components respectively; they are both set to 2.0 
for most applications [21]. Parameter w is the inertia weight introduced by [22] for balancing the global 
exploration and local exploitation of the particles. A common strategy is to set the inertia weight at an initial 
wmax value of 0.9, and linearly decreasing to a wmin value of 0.4 according to (6) as the iteration progresses 
[23, 24].  
( )max max min
max
tw w w w
t
= − −    (6) 
where tmax is the maximum number of iterations defined for the algorithm.  
To confine the particles within the search space, the particle velocity denoted by V is usually bound 
to an interval of [-Vmax, Vmax], where the maximum velocity Vmax is recommended to be 10 – 20% of the 
dynamic range of the variables [24, 25]. 
 
2.2. QPSO Algorithm 
Inspired by the mechanics of quantum systems and dynamical analysis of the PSO algorithm, Sun, 
et al. [26] proposed the QPSO algorithm. In QPSO, the position of the ith particle can be updated using the 
following stochastic equation: 
( ) ( )
( ) ( )
1
1  ln 1 ,      0.5
1  ln 1 ,      0.5
t t t t t t t
i i i i it
i t t t t t t t
i i i i i
pbest gbest mbest X u if u
X




 ⋅ + − ⋅ + ⋅ − ⋅ ≥= 









= ∑   (8) 
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where u is a uniformly distributed random positive number that is less than 1.0, ϕ is another random 
number uniformly distributed in the range of 0 – 1.0 , and mbest is the mean best position which is defined 
as the average of personal best positions of all particles in the swarm as shown in (8). β is known as the 
contraction-expansion (CE) coefficient, which is the most critical parameter for tuning the convergence 
behaviour of QPSO. As suggested by the empirical study of parameter selection in [11], a linearly decreasing 
β from a maximum value βmax of 1.0 to a minimum value βmin of 0.5 according to (9) can be suitable for 
most applications. 




β β β β= − −    (9) 
2.3. DEPSO and DEQPSO Algorithms 
One of the most effective methods used for improving the PSO-based algorithm is by hybridization, 
in which the beneficial features of other optimization techniques are combined with PSO or QPSO algorithm. 
In [27], the basic PSO was combined with differential evolution (DE), resulting in a hybrid algorithm known 
as DEPSO. Based on the inspiration from DEPSO, [18] applied a similar hybridization concept in QPSO to 
propose DEQPSO. In both DEPSO and DEQPSO, the particles undergo the usual position update operations, 
followed by a successive three-step DE operation, which consists of mutation, crossover and selection as 
described below. 
- Mutation: A mutated donor vector U is first generated using (10). 
1 2 3 4( ) ( )
2
t t t t
t t r r r r
i
pbest pbest pbest pbest
U gbest
− + −
= +   (10) 
where r1, r2, r3 and r4 are randomly selected particle indices that are mutually different, and different from 
the current index i and the particle index of global best position, i.e. r1 ≠ r2 ≠ r3 ≠ r4 ≠ i ≠ gbest. 
- Crossover: A trial vector T is generated to increase the diversity, by conducting crossover between the 
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,     ||
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u if r CR j r
if r CR j rpbest
τ τ τ
τ
 =  
 ≤ ==  > ≠
   (11) 
where CR is the crossover probability that is suggested to be 0.85, rj is a uniformly distributed random 
number ranging from 0 to 1.0, and r is a random positive integer ranging from 1 to the number of particle 
dimensions D. 
- Selection: A greedy selection is used to decide whether the trial vector T should replace the current 
position X in the (t+1)th iteration. The fitness of T will be evaluated and compared with X. X will only be 
replaced if T has a better fitness value; otherwise, X will be retained. This means the hybridization of the 
DE operation will never deteriorate the solution, but only make it better or remain unchanged. 
DEPSO and DEQPSO algorithms were applied to solve the path planning problem of an unmanned 
aerial vehicle (UAV) in [18] and has been proven to be capable of generating significantly higher solution 
quality than the basic PSO and QPSO algorithms. 
 
2.4. APSO Algorithm 
In the basic PSO, the acceleration coefficients C1 and C2, and inertia weight w in the update equation 
are important for maintaining the balance between the global exploration and local exploitation of the 
particles. Zhan, et al. [19] proposed an adaptive PSO (APSO), in which an evolutionary factor was used as an 
indicator representing the evolutionary state of the particles to control the equation coefficients adaptively. 
To determine the evolutionary factor, the mean particle distance di of the ith particle to other particles can be 








j j i k
d x x
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where dg is the mean particle distance of the global best particle, dmin and dmax are the minimum and 
maximum of the mean particle distances respectively. The inertia weight w can be calculated from 
evolutionary factor f using (14). The adaptation of the acceleration coefficients C1 and C2 can also be 
achieved using the evolutionary factor as shown in (15). 














= − + =
   (15) 
3. METHODOLOGY: SELECTIVE DE HYBRIDIZATION 
Although DEPSO and DEQPSO algorithms can generate excellent solution qualities for AUV path 
planning, the hybridization of DE significantly increases the computational requirements of the algorithm due 
to the greedy selection operator used in the DE operation [17]. The greedy selection operator requires the 
fitness of the particles to be evaluated twice for comparison purposes, meaning an additional fitness 
evaluation for every particle in every iteration. As the fitness evaluation process usually contributes to the 
majority of the computational time [11], the greedy operator drastically increases the computational 
requirements of the algorithms. The increase in computational requirements due to the addition of the greedy 
selection operator can be even more obvious when the complexity and the dimensionality of the problem 
increase [17]. In order to minimize the downside of DE operator in PSO-based algorithm, a selective 
hybridization scheme was proposed in this paper to present the following algorithms: 
- SDEPSO (PSO with selective DE hybridization) 
- SDEAPSO (PSO with adaptive factor and selective DE hybridization) 
- SDEQPSO (QPSO with selective DE hybridization) 
Using the selective scheme, these proposed algorithms can apply the DE operation to a selected 
number of particles only, instead of the entire swarm. The number of particles selected for DE operation, NS, 
can be controlled by a selection factor S as shown in (16). 
[ ],     0,1SN N S S= × ∈    (16) 
The DE operation in the proposed algorithms was modified by replacing the greedy selection 
operator with a natural selection operator. The DE operation proposed in this paper can initiate by sorting all 
the particles in the entire swarm according to their personal best positions. Next, a number of selected 
particles with the best fitness underwent the mutation and crossover operators, similar to those in DEPSO and 
DEQPSO, to generate the same number of trial vectors. The trial vectors were then subjected to a natural 
selection operator, in which the same number of particles with the worst fitness were replaced by the trial vectors.  
As only the worst particles can be replaced in this process, all potentially best solutions can never 
deteriorate. Furthermore, the computational requirements of the algorithms were not significantly affected 
because the natural selection operator did not involve fitness comparison between the particles, which will 
require additional particle fitness evaluation in every iteration. The DE operation with natural selection can 
increase the diversity and the evolutionary rate of the entire swarm by eliminating the least desirable 
solutions, hence leading to a faster and better global convergence theoretically.  
The selective DE hybridization was applied to PSO and QPSO algorithms to develop the SDEPSO 
and SDEQPSO algorithms in this paper. In addition, another algorithm, namely SDEAPSO, was developed 
by adding an adaptive mechanism to the control of inertia weight and acceleration coefficients in the PSO 
algorithm, similarly to the APSO algorithm. The implementation of SDEPSO, SDEAPSO and SDEQPSO 
algorithms in AUV path planning can be conducted as described in the following pseudocode. 
Step 1. Input the algorithm parameters and environmental information of the ocean field. 
Step 2. Initialize particles with random positions in (1) to represent an initial group of 
candidate paths. Set pbest to be the current particle positions. 
Step 3. While the stop criteria are not met,  
Step 3.1 For t = 1, 2, …, tmax, 
SDEPSO SDEAPSO SDEQPSO 
Evaluate the cost 
function f (Xi t). 
Update pbest and gbest 
according to (4) and (5) 
respectively. 
Update w according to 
(6). 
Evaluate the cost 
function f (Xi t). 
Update pbest and gbest 
according to (4) and 
(5) respectively. 
Update w, C1 and C2 
according to (14) and 
(15) respectively. 
Compute mbest according to 
(8). 
Evaluate the cost function 
f (Xi t). 
Update pbest and gbest 
according to (4) and (5) 
respectively. 
Update β according to (9). 
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Step 3.2 For each particle i = 1, 2, …, N, 
SDEPSO SDEAPSO SDEQPSO 
Update particle velocity 
and position according to 
(2) and (3) respectively. 
Update particle velocity and 
position according to (2) 





Step 3.3 Sort all particles according to the fitness of their personal best 
positions. 
Step 3.4 For k = 1, 2,…, NSth best performing particle, 
Mutation: Generate mutated vector Ukt according to (10). 
Crossover: Generate trial vector Tkt according to (11). 
Natural selection: Replace kth worst-performing particle with 
trial vector Tkt. 
End 
End 
Step 4. Output gbest that holds the optimal path when the stop criteria are met or when tmax 
is reached. 
 
3.1. Complexity Analysis 
The time complexity of the proposed algorithms can be measured by counting the number of 
primitive operations in the algorithm. By referring to the pseudocode of the proposed algorithms, the number 
of operations can be counted as follows: 
• In Step 2, initialization contributes to one operation for N times. 
• In Step 3.1, cost function evaluation contributes one operation for N times; finding pbest requires N⋅ 
log(N) operations; finding gbest requires log(N) operations; updating coefficients contributes one 
operation; SDEQPSO requires N additional operations to calculate mbest. 
• In Step 3.2, SDEPSO and SDEAPSO perform N loops with 14 operations; SDEQPSO performs N 
loops with 12 operations. 
• Step 3.3 contributes log(N) operations. 
• Step 3.4 performs NS loops with 8 operations. 
Steps 1 – 3.2 are the standard operations in basic PSO, APSO and QPSO, whereas Step 3.3 and 3.4 
are the additional operations introduced by the selective DE operator.  O-notation was used in this work to 
denote the asymptotic upper bound of time complexity, which can indicate the computational time of the 
algorithm in the worst-case scenario. When computing the O-notation, the lower order terms in the number of 
operations are negligible because their impacts on computational time are relatively insignificant for large 
input [28]. The highest-order term in the operation is N⋅ log(N) in Step 3.1, and it performs tmax times to 
check the termination condition. The operations added by the selective DE operator (Step 3.3 and 3.4) are of 
lower order and do not have a significant impact on the time complexity. Thus, the complexity of the 
proposed algorithms in linear form is O(N⋅ log(N)⋅ tmax), similar to the standard PSO algorithm. PSO-based 
algorithms have two inner loops when going through the population of N particles, and one outer loop for tmax 
iterations; this renders the time complexity to be O(N 2⋅ tmax) in the extreme case. The spatial complexity of 
the algorithms is O(N 2), which depends on the population size. 
 
3.2. Benchmark Functions 
Metaheuristic algorithms such as the PSO-based algorithms can be evaluated empirically by 
comparing their performance in solving a set of objective function problems. In addition to the AUV path 
planning problem, a number of non-linear continuous function problems was used to study and benchmark 
the characteristics of the proposed algorithms. According to the “no free lunch” (NFL) theorem [29], the 
development and evaluation of an algorithm for a specific problem should be based on the benchmark 
function problems of similar class and properties, because the algorithm performance will not be consistent 
for every kind of problem. Thus, these benchmark functions were selected based on their resemblances to the 
properties of the path planning problem. The selected benchmark functions should have the following 
properties: 
• Multimodal with deceptive local minima and one global minimum, because the path planning 
problem usually consists of multiple suboptimal paths and an optimal path. 
• Multi-dimensional, because the dimensionality of the path planning problem is dependent on the 
number of control waypoints along the path. 
Four test functions were chosen for benchmarking in this study. These minimization problem 
functions, which are commonly used to evaluate the characteristics of optimization algorithms, were found to 
exhibit the abovementioned properties. The information on the selected benchmark functions is given in 
Table 1. The dimensions of all functions were set to 20 in this study.  
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Table 1: Benchmark functions 
Notation Name Function formulation Boundary interval Global minimum 
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3.3. Empirical Study on Parameter Selection 
In SDEPSO, SDEAPSO and SDEQPSO, the number of best-performing particles that can undergo 
the DE operation and the number of worst-performing particles that can be replaced during the natural 
selection can be determined by the selection factor S. Thus, S can be manipulated to control the diversity of 
the population. In order to study the effects of S on the algorithm performance, an empirical study was 
conducted on SDEPSO by using a range of S. The selection factor S was defined as a positive number that is 
less than 1.0. Note that when S = 0, the algorithm will not be hybridized with DE at all; while S = 1 means 
the DE operation will be conducted on the entire swarm, and the entire swarm will be replaced during the 
natural selection, meaning all the solutions generated from the PSO operation will be discarded, which can be 
undesirable. Therefore, the empirical study included S values ranging from 0 to 0.9, meaning that 0% – 90% 
of the particles can undergo the DE operation; the results for S = 0 were included for comparison purposes.  
Through a 1000-run Monte Carlo simulation with 100 (max) iterations and a population size of 150 
particles, the performance of SDEPSO under different S settings was evaluated by solving the optimization 
problems of the benchmark functions and the path planning problem in 2D and 3D scenarios; the formulation 
of the path planning problem is described in Section 4. 
Prior to evaluating the algorithm performance, the Shapiro-Wilk test was performed to examine the 
normality of the obtained simulation data. The normality test revealed that the data was not normally 
distributed. Hence, the median was used as the indicator for solution quality. The median of fitness obtained 
(Med.) and the best-known fitness (Best) for each setting of S were obtained for all problems and tabulated in 
Table 2. A lower fitness value indicates a higher solution quality and hence a stronger search ability. 
 
Table 2: Empirical study results 
Selection 
factor, S 
F1 F2 F3 F4 2D path planning (×102) 
3D Path planning 
(×102) 
Med Best Med Best Med Best Med Best Med Best Med Best 
0 0.86 0.25 1.28 0.41 0.19 0.06 2.61 1.54 3.07 2.97 3.36 3.30 
0.10 0.58 0.13 1.22 0.42 0.15 0.06 2.22 1.20 3.06 2.99 3.20 3.14 
0.20 0.56 0.13 1.20 0.50 0.15 0.07 2.08 0.69 3.01 2.97 3.34 3.13 
0.30 0.63 0.19 1.15 0.21 0.17 0.05 1.89 0.85 2.98 2.91 3.18 3.14 
0.40 0.68 0.34 1.29 0.51 0.23 0.08 1.90 0.81 3.06 2.96 3.30 3.15 
0.50 0.66 0.30 1.27 0.40 0.26 0.12 1.71 0.65 3.12 3.02 3.44 3.15 
0.60 0.73 0.14 1.41 0.52 0.32 0.11 1.70 0.63 3.05 2.98 3.42 3.18 
0.70 0.80 0.34 1.61 0.50 0.47 0.10 1.71 0.60 3.00 2.98 3.33 3.19 
0.80 0.87 0.43 1.59 0.84 0.74 0.26 1.51 0.57 3.05 2.97 3.22 3.19 
0.90 1.00 0.85 1.77 0.61 1.67 0.43 1.27 0.48 3.08 2.97 3.35 3.25 
 
The best-performing results for each of the problems are in bold in Table 2. It can be observed from 
the results that the behaviour of the algorithms varied greatly as S increases, and the variations were not 
consistent for all problems. The best results for the majority of the problems were identified to be in the range 
of S = 0.1 – 0.3, except for problem F4. Such results can be explained by the geometry of the Schwefel 
function F4, which has all its local minima and the global minimum spread far apart from one another. 
Effective optimization of this function requires an algorithm that promotes larger solution diversity (higher S) 
so that it provides a jumping-out ability to prevent trapping in deceptive local minima. This observation 
complied with the NFL theorem, which suggests that no single algorithm can generate better performance 
than any other algorithms for every problem. In fact, the improved algorithm performance in one class of 
problem is not necessarily consistent in all kinds of problems; instead, it is exactly traded with performance 
in another class of problem [29]. Although all the function problems selected for benchmarking purposes 
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have similar properties (they are all multimodal and multi-dimensional), the geometry of the problems were 
different. Therefore, the setting of S should be adjusted accordingly for different optimization problems. 
Based on this empirical study, it can be deduced that the optimal setting of S for the majority of the 
tested problems was in the range of 0.1 – 0.3. More specifically for the path planning problem, the setting of 
S = 0.3 was found to be appropriate and effective. 
 
3.4. Benchmark Study 
The benchmark functions were used to evaluate and benchmark the proposed algorithms in this 
study. Through a 1000-run Monte Carlo simulation with 100 (max) iterations and a population size of 150 
particles, the performances of the proposed algorithms in solving the optimization problems of the four 
benchmark functions were compared with other existing PSO-based algorithms. At each run, the initial 
particle positions for all problems were randomly generated based on the uniform distribution within the 
boundary intervals given in Table 3.  
As the data was not normally distributed according to the Shapiro-Wilk test, the Kruskal-Wallis test 
[34], which is a non-parametric ANOVA (analysis of variance), was used with a significance level of 0.05 to 
rank the algorithm performance based on the solution qualities (fitness obtained). The ranking procedure 
used the Holm–Bonferroni ‘stepdown’ approach [35], which is best suited for all pairwise comparisons when 
the confidence intervals are not needed and sample sizes are equal [11]. The algorithms were given the same 
rank if they were not statistically different from one another. The medians (Med.) of fitness obtained, the 
ANOVA ranks (#R) and the medians of computational time required were tabulated in Table 3. The medians 
of the top two best-performing results for each problem are in bold. The overall performances of the 
algorithms can be given by their total ranks, which was calculated from the summation of the ranks of the 
algorithm for all problems. 
Based on the results, it can be seen that there is no single algorithm that can achieve the best results 
for all problems; this observation agreed with the NFL theory. For the Griewank function (F1), DEQPSO 
produced the best result. In fact, APSO, SDEAPSO, QPSO, DEQPSO, and SDEQPSO algorithms were 
found to be producing satisfactory results, indicating that the adaptive mechanism and quantum behaviour of 
the particles were beneficial for solving this problem. DEPSO and SDEPSO algorithms produced an equally 
good performance for the Rastrigin function (F2). For the Ackley function (F3), the QPSO-based algorithms, 
i.e., QPSO, DEQPSO and SDEQPSO produced the best performance, followed by the adaptive PSO-based 
algorithms, i.e., APSO and SDEAPSO. As far as the Schwefel function (F4) was concerned, only DEPSO, 
SDEPSO and SDEAPSO were able to generate satisfactory results, while all the other algorithms showed 
inferior performances.  
The total ranking of the algorithms revealed that DEQPSO achieved better overall performance than 
other algorithms. The second-best performing algorithms were found to be DEPSO and SDEAPSO. Most 
importantly, the results for all problems showed that the fully DE-hybridized algorithms, i.e. DEPSO and 
DEQPSO required significantly higher computational time to obtain the solutions, while the selectively DE-
hybridized algorithms were able to maintain a reasonably similar computational requirement as the PSO, 
QPSO and APSO algorithms. 
 
Table 3: Benchmark study results 
Algorithm F1 F2 F3 F4 Total Rank Med #R T(s) Med #R T(s) Med #R T(s) Med #R T(s) 
PSO 0.658 8 0.102 1.372 5 0.123 0.453 8 0.104 3.617 5 0.125 26 
QPSO 0.089 3 0.160 1.791 6 0.150 0.005 1 0.166 4.555 8 0.187 18 
APSO 0.100 4 0.155 1.219 4 0.162 0.041 5 0.177 3.606 5 0.202 18 
DEPSO 0.634 6 0.427 1.140 1 0.548 0.166 6 0.419 1.781 1 0.470 14 
DEQPSO 0.064 1 0.510 2.092 7 0.502 0.002 1 0.490 3.023 4 0.555 13 
SDEPSO 0.629 6 0.108 1.149 1 0.135 0.172 6 0.177 1.891 2 0.199 15 
SDEAPSO 0.098 4 0.161 1.196 3 0.157 0.035 4 0.181 2.031 3 0.273 14 
SDEQPSO 0.072 2 0.177 2.125 7 0.181 0.002 1 0.191 3.594 5 0.271 15 
 
 
4. PROBLEM FORMULATION FOR PATH PLANNING 
The AUV path planning problem is formulated in this section. Throughout the formulation, the 
AUV was assumed to have constant thrust, and hence constant water reference velocity. 
 
4.1. Path Formulation 
In this paper, the primary objective of the AUV path planner was to solve a multimodal non-linear 
optimization problem, in which the optimal path among a group of potential paths for the AUV to travel 
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towards a target location through the ocean environment was required to be determined. Each potential path 
of the AUV can comprise a series of nodes along the path from the start point to the target (end) point. 
Controlling and optimizing the coordinates of the path nodes can yield the optimized path for the AUV. The 
start point and the endpoint of the path should not be involved in the optimization because all the potential 
paths share the same start and end locations. 
In a PSO-based algorithm, each potential path solution for the problem can be modelled as an individual 
particle in the swarm population. The swarm population can be denoted by a matrix X = [X1, X2,…, XN]T, 
where X is the position vector of the particles and N is the number of particles in the swarm. The entries of 
the position vectors for the particles can represent the coordinates of the path nodes. Assuming every path 
consists of n+2 nodes including the start point and endpoint, the number of nodes involved in the 
optimization is n. In order to record the coordinates of n nodes, the entries of the position vector for a particle 
in 2D problem space has 2n dimensions, while a particle in 3D has 3n dimensions. Thus, the respective 
position vectors of the ith particle at tth iteration for 2D and 3D problems are: 
 
  ,1 ,2 , , 1 ,2, ,..., , ,..., ,     {1,2,..., }
t t t t t t
i i i i n i n i nX x x x x x i N+ = ∈    (17) 
  
  ,1 ,2 , , 1 ,3, ,..., , ,..., ,     {1,2,..., }
t t t t t t
i i i i n i n i nX x x x x x i N+ = ∈   (18) 
Based on the path nodes including the start and end points, B-spline geometry was used to construct 
the AUV path. B-splines are parametric curves generated from a series of connected piecewise polynomials 
[36], which are suitable for modelling the AUV path because of their continuity for smooth path and locality 
for path alteration without loss of continuity. The path nodes can act as the control points for the B-spline 
curve according to the following curve function, which gives the output vector P(u) representing a B-spline 
curve with k+1 order in the form of discretised waypoints. Given the total number of control points is n+2, 
the total number of piecewise polynomials is one less than the number of control points, which is n+1. 








P u x B u i n
+
=
∈= +∑    (19) 
where xi denotes the control points, u is the non-decreasing knot sequence contained in a knot vector U = 
[u0, …, ui, …, un+k+2], and Bi,k (u) represents the piecewise polynomial basis functions of k degree defined by 
Cox de Boor recursion [37] as follows. 
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  (21) 
The continuity of the spline is fully dependent on the basis functions. Hence, it can be noted from (19) that 
the control points, i.e. path nodes can be adjusted during the path optimization process without affecting the 
spline continuity.  
 
4.2. Evaluation Functions 
When implementing PSO-based algorithms in an optimization problem, it is critical to develop 
suitable cost evaluation functions to measure the fitness of the particles based on their respective solutions. 
Due to the high computational efficiency of PSO-based algorithms, the evaluation functions usually 
contribute to the majority of the computational time [11]. The functions should be developed based on the 
optimization criteria of the problem. They must closely resemble the physical conditions of the problem 
space to provide an accurate cost representation model for finding the optimal solution. For path planning, 
which is a minimization problem, a lower cost/fitness indicates a better solution. The main criteria for 
evaluating the AUV path were:  
- Minimum length or travel time required to reach the target 
- Minimum exposure to the threats 
- Compliance with physical motion limitations of AUV 
As the optimum of all criteria does not necessarily coincide, a trade-off between these criteria can be 
established using a weighting scheme with multiple evaluation functions, which included the main evaluation 
function to measure the path length/time cost, a function to measure the threat cost along the path, and 
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functions to measure the compliance of the path with respect to the AUV motion limitations. Thus, the fitness 
of a particle/path Xi can be given by a combination of several evaluation functions Fk for different criteria, 
with each criterion weighted by a cost factor fk. 
( ) ( )  
1
,     {1,2,..., }
K
t t
i k k i
k
F X f F X k K
=
= ∈∑   (22) 
where k refers to different evaluation functions and K is the total number of functions for the problem. 
 
4.3. Path Travel Time Cost 
The main evaluation function for the path planning problem was to measure the path cost based on 
its length or time to travel on the path. This study focused on finding an optimal path that can take 
advantage of favourable currents to assist the AUV motion while avoiding less favourable currents to 
achieve a shorter travel time. For this purpose, a travel-time-based evaluation function was developed in 
this study.  
Based on the previous formulation, a given path Xi can be represented as a series of path nodes or 
alternatively in the form of discretised waypoints P = [pi,1, pi,2, …, pi,m ], where P is the output from B-spline 
function and m is the total number of discretised waypoints. The travel time cost F1 along a path can be 
determined by finding the sum of discretised time required to travel on each small path segment that connects 
the consecutive discretised waypoints in P.  
( )  
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= ∈ −∑  (23) 
where Vg is the ground reference velocity of the AUV, which is the resultant AUV velocity under the effect 
of surrounding ocean current. The contribution of current on the AUV can be obtained by projecting the 
current velocity Vc in the direction of the AUV water reference velocity Va, which is essentially the direction 
of the path vector. Thus, Vg can be given by the sum of Va and the contribution of Vc as shown in (24). 
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4.4. Threat Cost 
The obstacles avoidance ability of the path planner relied on the threat cost evaluation function, in 
which the exposure of the path to threats/obstacles was measured. All threats in the problem space were 
modelled as ellipses (or circles if the major axis and minor axis were equal) under 2D conditions, and as 
ellipsoids (or spheres if all the principal axes were equal) under 3D conditions with their principal axes 
aligned with the coordinate axes. A threat cost evaluation method based on the intersection between the path 
and the threats was employed in this study. 
Assuming a threat h in 3D problem space with centre Oc,h = (Ocx, Ocy, Ocz) and semi principal axes 
Or,h = (Orx, Ory, Orz), its parametric equation can be expressed in (25). The parametric equation of a path 
segment that connects two consecutive waypoints pi, j = (x1, y1, z1) and pi, j+1 = (x2, y2, z2) can be written as 
(26). The cost evaluation in 2D took a similar approach, except that the dimension reduction in 2D reduced 
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Substituting (26) into (25) yields the following equations, which are expressed in terms of s. The intersection 
of the path with the threat can be evaluated by obtaining the discriminant ξ of (27) according to (31). 
  
2 0As B s C+ + =    (27) 
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2 4B ACξ = −    (31) 
A safety margin was added to the principal axes of all threat regions so that the AUV did not 
conflict with the threat when ξ = 0, i.e., the path was tangent to the threat region. When ξ > 0, the path 
conflicted with the threat if the roots s1 and s2 given by (32) were within the range of 0 ≤  s1, s2  ≤ 1. 





=    (32) 
If the path conflicted with the threat, the threat cost was proportional to the length of the path 
segment contained in the threat region as given in (33). The intersection points, S1 and S2 can be determined 
by solving (27) using the obtained s1 and s2 and substituting them back into (26). 
















×∑∑    (33) 
4.5. Physical Motion Limitations 
The considerations for physical motion limitations of an AUV should include its yaw (turning) and 
pitch motions at a given forward speed. Evaluation functions were developed to check the compliance of the 
path with respect to these limitations and to penalise the cost if any of the limitations were violated. To check 
the path compliance with the yaw limitation, the turning angle of the path in the x-y plane was measured and 
compared against the maximum allowable turning angle ψmax. Considering two consecutive path segments 
that consist of three waypoints pi, j, pi, j+1 and pi, j+2 (refer to Figure 1), the turning angle ψ can be obtained 
from the cosine function as shown in (34). The first part of the function is the scalar projection of the second 
path segment on the first segment in the x-y plane, while the second part is the length of the second path 
segment in the x-y plane. 
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Figure 1: Yaw angle and pitch angle of a path 
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The cost F3 for violating the yaw limitation was obtained from the calculated turning angle as shown 
in (35). 







0 ,   
1 ,  

























  (35) 
For the pitch motion, the instantaneous pitch angle θ and the change in pitch ∆θ of the AUV at any 
point should not exceed their respective maximum values (θmax & ∆θmax). Referring to Figure 1, θ can be 
determined using the basic tangent function as shown in (36). Next, ∆θ can be calculated using (37). 
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1j j jθ θ θ+∆ = −    (37) 
From the calculated pitch, the cost F4 for violating θmax and the cost F5 for ∆θmax can be obtained as 
shown in (38) and (39) respectively. 
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5. SIMULATIONS 
The performance of the proposed algorithms was evaluated in the AUV path planning problem 
under different scenarios in this section. 
 
5.1. Simulation Setup 
The path planning of the AUV was conducted in a 1000-run basis Monte Carlo simulation under a 
2D scenario, followed by a 3D scenario. The machine used has an Intel Core i5-6300U CPU @ 2.4GHz with 
8GB RAM. The problem spaces of the simulations were assumed to be a current field that consists of 
500×500 square grids for 2D, and 500×500×500 cube grids for 3D, with each side of the grid equivalent to 1 
metre. Non-uniform ocean current and static obstacles of different sizes were present in the problem space. 
The current field was generated based on the data obtained from the field experiment conducted at Beauty 
Point, Tasmania, Australia. 
The AUV was required to travel from a starting point to a target with a pre-set water reference 
velocity of 1.5m/s. Based on the properties of REMUS 100 AUV, the safety margin used in the threat computation 
was set to 1 metre, while the angles ψmax, θmax and ∆θmax were set to 30°, 45° and 10° respectively. The cost 
factor for the path travel time f1 was set to be 1.0, and other cost factors f2 – f5 were all set to be 0.25 so that 
all costs except the travel time cost can have a similar impact on the solutions. Hence, when the path solution 
was not violating the threat exposure (f2) and the physical motion limitations (f3 – f5), the fitness value of the 
solution can directly represent the time required for the AUV to travel on the corresponding path. 
In each simulation run, the maximum number of iterations for the algorithm was set to 100 with a 
pre-defined stopping threshold. This means the algorithm can iterate up to a maximum number of 100 but 
was stopped whenever the solution difference between iterations was less than the pre-set threshold. The 
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population size of all algorithms was set to 150 particles, with each particle consisting of 5 path nodes, 
meaning each particle had 10 dimensions for the 2D problem and 15 dimensions for the 3D problem. All 
algorithm parameters were set to be their respective suggested values as discussed in Section 2. For 
comparison purposes, another path planning technique, RRT* and other metaheuristic algorithms, including 
ant colony optimization (ACO) [38], firefly algorithm (FA) [16], differential evolution (DE) and genetic 
algorithm (GA) [9], were also tested in this study. 
 
5.2. Simulation Results 
The performances of the algorithms were compared based on the following properties: solution 
qualities, stabilities, convergence behaviours, and computational requirements. These properties can be 
evaluated by studying the fitness values of the solutions obtained and the computational time required to 
obtain the solutions. The fitness value of a solution was simply the time required (cost) for the AUV to reach 
the endpoint from the starting point by travelling on the path corresponding to the solution. Therefore, a 
lower fitness value can indicate a higher solution quality and hence a stronger search ability.  
The Monte Carlo simulation results of the 2D and 3D scenarios are graphed and compared in 
boxplots as shown in Figure 2 and Figure 3. The data was not normally distributed based on the Shapiro-
Wilk normality test. In the boxplots, the medians of the data are represented by the red horizontal line; the 
blue boxes indicate the range of 25th to 75th percentile; the black whiskers indicate the acceptable data 
range. For the boxplots of fitness values, the extreme lowest end of each whisker gives the individual best 
fitness obtained by each algorithm over the 1000-run simulation, and the green cross sign represents the best 
known (lowest) fitness value among all algorithms in the simulations. The acceptable data ranges and 
percentile ranges are indicators for the stabilities of the algorithm performances, while the medians give 
information about the solution qualities and search abilities of the algorithms.  
 
Figure 2: Boxplot of fitness values in 2D scenario 
 
Figure 3: Boxplot of fitness values in 3D scenario 
 
Int J Rob & Autom ISSN: 2089-4856  
 
Particle swarm optimization algorithms with selective differential evolution... (Hui Sheng Lim) 
107 
The Kruskal-Wallis ANOVA procedure with a significance level of 0.05 was used to rank the 
solution qualities (fitness values) based on the Holm–Bonferroni step-down method. The algorithms were 
given the same rank if they are not statistically different from one another. Detailed results of the path 
planning simulation, including the median of fitness obtained (Med.), the best-known fitness (Best), the 
interquartile range (IQR), the ANOVA rank (#R), the median of computational time (T) and the total ranks, 
are tabulated in Table 4. The total ranks are calculated from the summation of the ranks for the 2D and 3D 
scenarios. The ranking of the algorithms did not consider the impact of computational time.  
Based on Figure 2, Figure 3 and Table 4, almost all the PSO-based algorithms have better solution 
quality than RRT* and other metaheuristic algorithms, with the exception of standard PSO being 
outperformed by FA. Despite having lower solution quality, RRT* has the shortest computational time in 
both 2D and 3D scenarios. It can also be seen that all variants of PSO and QPSO produced better solution 
qualities than the standard PSO and QPSO. DEPSO and DEQPSO outperformed all other algorithms by 
achieving the lowest medians for fitness value in both 2D and 3D. The total ranks of DEPSO and DEQPSO 
suggest that the two fully DE-hybridized algorithms were able to produce the top two best solution qualities for 
the path planning problem. However, the computational time of DEPSO and DEQPSO were significantly higher 
than all the other algorithms due to the high computational requirements of the greedy selection operator. 
 
 
Table 4: Path planning simulation results 
Algorithm 
2D 3D 
Total Rank Med. 
(×102) 
Best 




(×102) IQR #R T(s) 
RRT* 3.25 3.14 9.4 11 4.8 3.48 3.37 10.9 11 14.3 22 
ACO 3.24 3.12 8.0 13 9.4 3.46 3.29 17.6 11 41.3 24 
FA 3.11 3.02 6.2 8 9.2 3.28 3.21 7.7 7 41.2 15 
GA 3.13 2.98 6.3 10 12.3 3.33 3.23 11.7 9 48.3 19 
DE 3.21 3.05 6.7 11 12.8 3.41 3.34 15.5 11 53.6 22 
PSO 3.10 3.00 5.4 8 10.7 3.35 3.21 12.1 9 34.6 17 
QPSO 3.09 3.00 6.4 7 9.9 3.27 3.19 13.2 7 30.9 14 
APSO 3.01 2.92 1.3 5 10.8 3.20 3.17 2.6 5 37.7 10 
DEPSO 2.90 2.85 5.9 1 22.4 3.09 3.04 5.9 1 69.0 2 
DEQPSO 2.89 2.85 3.7 1 20.8 3.07 3.03 3.7 1 76.7 2 
SDEPSO 2.98 2.91 7.7 6 12.8 3.18 3.14 8.8 5 35.7 11 
SDEAPSO 2.99 2.92 6.2 3 14.9 3.14 3.10 3.7 4 38.8 7 
SDEQPSO 2.94 2.90 7.8 3 13.7 3.13 3.10 4.7 3 37.6 6 
 
 
The solution qualities of SDEAPSO and SDEQPSO were second to the fully DE-hybridized 
algorithms; they were ranked similarly in 2D based on the ANOVA ranking. APSO had better solution 
quality than SDEPSO in 2D. It is worth noting that APSO had the lowest interquartile range is both 2D and 
3D, indicating the highest stability among all the algorithms. In the 3D scenario, SDEQPSO was ranked 
slightly higher than SDEAPSO, while SDEPSO was ranked similar to APSO. The total ranks of the overall 
performance in both 2D and 3D revealed that SDEQPSO and SDEAPSO were ranked as the third and the fourth 
respectively. More importantly, the computational times of the two selectively DE-hybridized algorithms were 
significantly lower than the fully DE-hybridized algorithms and very close to other PSO-based algorithms. 
These indicate the higher computational efficiency of SDEQPSO and SDEAPSO in solving the path planning 
problem because they were able to produce solution quality that was very close to DEPSO and DEQPSO 
while having a significantly lower computational requirement. In terms of problem size, the computational 
time required by the path planner was considered short, particularly in comparison to the computational time 
required for estimating the ocean environment based on the AUV sensory measurements. 
 
 
6. VEHICLE PATH VALIDATION 
For validation purposes, the path solutions generated by the AUV path planner were used as a 
reference trajectory for a dynamic model of REMUS 100. This section briefly explains the dynamic model 
and the path following controller used. 
 
6.1. Dynamic Model 
Based on Fossen’s vectorial representation [39] and SNAME (Society of Naval Architects and 
Marine Engineers) standard formulation, the 6 DOF equation of motion for a typical AUV can be modelled 
as shown in (40) and (41). 
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where R (η2) and T (η2) are the rotation matrices between inertial and body-fixed reference frames 
for the translational velocities and angular velocities respectively. η includes the position η1 and the 
orientation η2 of the vehicle with respect to the inertial reference frame, while the derivative of η in (40) 
represents its rate of change. v includes the translational velocities v1 and the rotational velocities v2 of the 
vehicle with respect to the body-fixed reference frame as described in the vectors in (42). 
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In (41), M and C(v) describe the inertial and Coriolis matrices (including rigid body and added 
mass) respectively, D(v) is the hydrodynamics damping matrix, g(η) is the hydrostatics restoring forces, and τ 
describes the control forces from the actuators. This study used the REMUS 100 model derived from (40)–
(42) by [40]. The hydrodynamics coefficients calculated in [40] were used in the vehicle model. 
 
6.2. Path Following Controller 
The path following controller of the AUV model used the integral line-of-sight (iLOS) guidance law 
to set the yaw and pitch angles for following the trajectory generated by the path planner. The iLOS guidance 
law described by [41] allowed the AUV to shape the convergence towards the path in the presence of ocean 
current and environmental disturbance. The desired iLOS yaw angle (heading) ψd and pitch angle θd can be 
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where e is the cross-track error, h is the vertical-track error, Ki,y and Ki,z are the integral gains, and Δy and Δz 
represent the look-ahead distances for iLOS heading and pitch respectively. The integral terms of cross-track 
error eint and vertical-track error hint can produce non-zero ψd and θd even when the AUV is on the planned 
path, allowing the vehicle to counteract any effects of ocean current with the necessary side-slip and pitch 
angles. The rates of integral terms ėint and ḣint can reduce the integral action with large cross-track and vertical-
track errors (i.e. vehicle is far from the planned path), in order to minimize the risk of integrator wind-up. 
 
6.3. Validation Results 
The feasibility of the path solutions was first checked against the motion limitation of REMUS 100, 
which has a minimum turning radius of 8.1 metres in the worst-case scenario [42]. The curvature radius of a 
feasible path must be higher than the minimum turning radius. The paths generated by SDEQPSO satisfied 
the AUV motion limitation as shown in Figure 4.  
Next, the 2D and 3D solutions generated by SDEQPSO were validated by checking against the 
simulated paths in Figure 5. The AUV was required to travel from the starting point (green square) to the 
target (pink star) without running into obstacles while trying to take advantage of the favourable current to 
assist the AUV motion. In the 2D results, the blue-coloured regions indicate the favourable current while the 
red-coloured regions denote the less favourable current. In both results, the solid sections of the planned 
paths indicate that the favourable ocean current has a positive effect on the AUV motion while the dashed 
sections suggest otherwise.  It can be observed that the paths were able to follow the favourable current and 
avoid the less favourable current to achieve a shorter travel time. The simulated paths closely resembled the 
planned paths in both scenarios. 
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   (a)      (b) 
Figure 4: Curvature radius of planned paths for (a) 2D and (b) 3D 
 
 
       
            (a)        (b) 
Figure 5: Validation of path solution in (a) 2D scenario and (b) 3D scenario 
 
 
The cross-track errors of the simulated paths relative to the planned paths for the 2D and 3D 
scenarios are graphed in Figure 6. The errors for both scenarios were well below 1 metre, proving that the 
AUV was able to follow the planned paths closely. Hence, the simulation results showed that the path 
solutions generated by the proposed algorithm were smooth and feasible for the path planning application. 
 
 




By selectively hybridizing with differential evolution, this paper presents new variants of PSO with 
improved search ability for the global minimum path of an AUV without increasing the computational 
requirements. The proposed algorithms were benchmarked against other algorithms in an offline AUV path 
planner because if the proposed algorithms can provide better computational efficiency to demonstrate the 
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minimum capability of a path planner, then they can outperform the tested algorithms in the online path 
planner. Based on the Monte Carlo simulations and ANOVA procedures, the SDEAPSO and SDEQPSO 
algorithms were able to achieve similar performance to DEPSO and DEQPSO algorithms in terms of solution 
quality and stability, while having a significantly lower computational requirement. Most importantly, the 
simulation results showed that the planned paths in both the 2D and 3D scenarios were smooth, feasible and 
able to account for a priori known environment. 
The PSO-based algorithms proposed in this study are most efficient for solving non-deterministic 
polynomial-time (NP)-hard problem, such as the path planning problem. Although the simulation assumed a 
priori known environment to represent the minimum capability of a path planner, the algorithms can be 
adapted to a more realistic operational condition in future work due to the demonstrably high computational 
efficiency, which is suitable for solving compute-intensive problems such as path re-planning in highly 
dynamic environments. The future extension of this work can include developing a path re-planning 
algorithm that can deal with a priori unknown environment. 
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Abstract: This paper presents an online AUV (autonomous underwater vehicle)
path planner that employs path replanning approach and the SDEQPSO (selective
differential evolution-hybridized quantum-behaved particle swarm optimization)
algorithm to optimize an AUV mission conducted in an unknown, dynamic and
cluttered ocean environment. The proposed path replanner considered the effect
of ocean currents in path optimization to generate a Pareto-optimal path that
guides the AUV to its target within minimum time. The optimization was based
on the onboard sensor data measured from the environment, which consists of a
priori unknown dynamic obstacles and spatiotemporal currents. Different sensor
arrangements for the forward-looking sonar and horizontal acoustic Doppler cur-
rent profiler (H-ADCP) were considered in 2D and 3D simulations. Based on the
simulation results, the SDEQPSO path replanner was found to be capable of gen-
erating a time-optimal path that offered up to 13% reduction in travel time com-
pared to the situation where the vehicle simply followed a path with the shortest
distance. The proposed replanning technique also showed consistently better per-
formance over a reactive path planner in terms of solution quality, stability, and
computational efficiency. Robustness of the replanner was verified under stochas-
tic process using the Monte Carlo method. The generated path fulfilled the vehi-
cle’s safety and physical constraints, while intelligently exploiting ocean currents
to improve the vehicle’s efficiency.
Keywords: Autonomous underwater vehicle; path planning; particle swarm
optimization; sonar detection; Monte Carlo methods
1 Introduction
AUVs have become an increasingly important tool for performing various operations, ranging from
seabed surveys, coastal mapping, and environmental monitoring for scientific research purposes, to anti-
submarine warfare for defense purposes. To date, most of the research has been dedicated to improving
the autonomy of the AUVs in order to enable operation with longer endurance, in which the vehicles
may come across unknown obstacles and large-scale time-varying ocean circulation. Strong ocean
currents and eddies may push an AUV off its planned path, causing a profound impact on the vehicle’s
This work is licensed under a Creative Commons Attribution 4.0 International License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.




performance, particularly its battery consumption and thus the vehicle’s endurance. Therefore, it is important
for an AUV path planner to take into consideration the effect of ocean currents [1]. By adapting its planning
to ocean currents, a path planner can enable an AUV to surf the favorable currents that assist the vehicle’s
motion, while avoiding the adverse currents that are opposing it. This paper proposes a novel path replanner
that generates time-optimal paths to exploit ocean currents in a fully unexplored and dynamic environment.
The path replanner used an efficient SDEQPSO algorithm to achieve a balance between the generated path
quality and its computational load [2], which is a crucial factor for succeeding in long-endurance missions.
Planning an AUV path in an unknown, dynamic, and cluttered underwater environment is a multi-
objective and multimodal optimization problem, which requires a computationally efficient algorithm.
Recent comparison studies [2–4] discussed various path planning techniques including Artificial Potential
Field (APF), graphical search methods, sampling-based methods, and metaheuristic optimization. APF [5]
is efficient for high dimensional problems, but it is highly vulnerable to local minima. Search-based
methods such as A* [1,6] and Field D* Lite [7] are low complexity algorithms with applications limited
to lower-dimensional and less complex problems. Rapidly exploring random tree (RRT) [8] and its
variant RRT* [9] are sampling-based methods that can be applied for high dimensional and time-
constrained scenarios, but the generated paths are usually sub-optimal and require further refinement.
Metaheuristic optimization techniques such as genetic algorithm [10] and particle swarm optimization
(PSO) [11] are efficient for complex multimodal path planning problems and have higher resistance
towards local minima. Among the existing metaheuristic algorithms, the quantum-behaved PSO (QPSO)
algorithm and its variants were found to have outstanding performance in terms of robustness and
solution quality for solving the AUV path planning problem [3,12].
QPSO-based path planner is suitable for dynamic environments where real-time/online planning of the
trajectory is required because it can maintain a large pool of solutions, which is available at any time during
the mission. These solutions can serve as the initial solutions whenever the replanning of a path is needed,
thus significantly improving the computational efficiency. Nevertheless, the algorithm may converge at local
minimum solutions if the time allowed for path planning is limited, which is often the case in real AUV
operations. Some have proposed methods to improve their resistance to local minima but at the cost of
computational load [13]. Based on a recent comparison study [12] on the variants of the QPSO
algorithm, selectively Differential Evolution (DE)-hybridized QPSO (SDEQPSO) was developed through
the hybridization of DE operation in the QPSO algorithm using a selective scheme [2]. By benchmarking
against other metaheuristic path planners including standard DE, PSO, and other DE-hybridized
algorithms, the SDEQPSO algorithm was found to have improved search ability for the global optimal
path and provide higher resistance to local minima with an insignificant increase in its computational
requirement. It demonstrated the ability to generate high-quality AUV paths without imposing a high
computational load on the vehicle’s computer.
There are various existing techniques used to perform online path planning in an unexplored and dynamic
ocean environment. The traditional approach is known as reactive path planning, which generates a new path
reactively to adapt to the varying environment, while the previously planned path is discarded. To achieve
online path planning while accounting for the effect of ocean currents, the reactive approach can be
combined with various algorithms such as genetic algorithm (GA) [10], APF [5], level set methods [14],
and swarm optimization [15]. A different approach of online path planning [16] combined path following
and obstacles avoidance control to handle dynamic environment efficiently but at the cost of path quality. A
similar study [17] was able to improve the path quality by combining fuzzy control and QPSO. However,
this approach does not incorporate the effect of ocean currents in the path planner.
In contrast to reactive path planning, an approach known as the path replanning scheme generates a new
path based on the previous solution [18]. It is deemed more computational efficient if the optimized path can
34 CMES, 2020, vol.125, no.1
be generated by modifying the previously planned path because there is a high possibility that the new
optimized path nodes can be placed near to the previous solution. This is because the ocean
environmental conditions usually vary gradually over time, and therefore the new environmental
conditions may resemble the conditions in the previous planning cycle to some extent. The increase in
computational efficiency by making use of the previous solutions can be significant especially when the
search space is vast and highly dynamic. Some existing path replanners [7,9,19] allow replanning based
on a single previous solution. Path replanning can be achieved more efficiently by using a population-
based optimization algorithm such as the QPSO, which can maintain all previous solutions at every
iteration. For example, a QPSO-based path replanner [18] was proposed to replan the path of an AUV in
a spatiotemporal environment at a predefined fixed interval. This path replanner has a high requirement
for onboard sensor configuration because it requires either the global environmental information or all the
information surrounding the AUV up to a certain radius to be obtained in real-time.
In this study, the novel SDEQPSO path replanner generates a time-optimal path for an AUV by
adapting its solutions to ocean currents and intelligently using the currents to improve the vehicle’s
efficiency. Based on the onboard sensor measurements, the path replanner continuously generates the
AUV path at an adaptive interval to react against the environmental changes. Different sensor
configurations were considered and compared while assuming the measurements to be noise-free and
reliable. The mission scenario with a priori unknown dynamic obstacles and spatiotemporal currents
was first simulated in a 2D domain, followed by the simulation in a 3D domain. Monte Carlo method
was used to establish a comprehensive evaluation study for the proposed path replanner. The proposed
path replanner offers the following advantages:
1. It generates time-optimal paths by using a computationally efficient algorithm to improve an AUV’s
performance.
2. It accounts for obstacle avoidance, the spatiotemporal variability of ocean environments, and the
constraints imposed by missions and vehicles.
3. No pre-generated path is required.
4. It demonstrates its scalability for missions that require different setups of onboard sensors.
This paper is organized as follows. Section 2 describes the formulation of the path planning problem. An
overview of the SDEQPSO algorithm is provided in Section 3. The AUV simulation model used in this paper
is outlined in Section 4. In Section 5, the simulation setup, results, and discussions are presented. Finally, the
paper is concluded in Section 6 along with future research directions.
2 Problem Formulation for Path Replanning
2.1 Path Formulation
In this paper, the primary objective of the AUV path planner was to solve a multi-objective multimodal
optimization problem, which was required to determine an optimal path that can guide the AUV towards its
target through an ocean environment. A feasible path of the AUV can comprise a series of nodes along the
path from the starting point to the endpoint (target). An optimal path can be obtained by controlling and
optimizing the node coordinates. The optimization does not involve the starting point and the endpoint of
the path because the same start and end locations are shared by all potential paths.
In the SDEQPSO path planner, each particle in the swarm represents a potential path solution. A swarm
population containing N particles can be written as a matrix X = [X1, X2,…, XN]
T, where X denotes the
position vector of the particles. Entries of the particles’ position vectors represent the node coordinates.
Given that every path comprises n + 2 nodes (including the starting point and endpoint), the path
optimization involves n number of nodes. The position vector of a 2D particle requires 2n dimensions to
register the polar coordinates of n node(s); this includes n dimension(s) for radial coordinates r and n
CMES, 2020, vol.125, no.1 35
dimension(s) for azimuthal angle coordinates φ. Meanwhile, a 3D particle requires 3n dimensions to record n
node(s) in the spherical coordinates, which include extra n dimension(s) for polar angle coordinates θ. The ith
particle’s position vectors at tth iteration for 2D and 3D can be written as Eqs. (1) and (2) respectively.
X ti ¼ xti;1; xti;2;…; xti;n; xti;nþ1;…; xti;2n
h i
; i 2 f1; 2;…;Ng (1)
X ti ¼ xti;1; xti;2;…; xti;n; xti;nþ1;…; xti;3n
h i
; i 2 f1; 2;…;Ng (2)
Cartesian coordinates of the first path node can be obtained from the polar coordinates (2D) by using
Eq. (3) and from spherical coordinates (3D) by using Eq. (4).
xi;1 ¼ ri;1 cos’i;nþ1
yi;1 ¼ ri;1 sin’i;nþ1
(3)
xi;1 ¼ ri;1 cos’i;nþ1 sin hi;2nþ1
yi;1 ¼ ri;1 sin’i;nþ1 sin hi;2nþ1
zi;1 ¼ ri;1 cos hi;2nþ1
(4)
B-spline geometry was applied to generate an AUV path from the path nodes. B-spline is a parametric
curve generated from a series of connected piecewise polynomials [20], which are suitable for modeling the
AUV path because of its continuity for a smooth path and locality for altering the path without affecting
continuity. Based on the curve function in Eq. (5), B-spline curve can be constructed by using the path
nodes as the control points to produce an output vector P(u), which represents a k + 1 order B-spline
curve in the form of discretized waypoints. Assuming n + 2 number of control points is involved, the
number of piecewise polynomials that can be generated is n + 1.
P uð Þ ¼
Xnþ1
i¼0
xiBi;k uð Þ; i 2 f0; 1; 2;…; nþ 1g (5)
where xi denotes the control points and u is a strictly increasing knot sequence from a knot vectorU = [u0,…,
ui, …, un+k+2]. Bi,k (u) is the basis functions for piecewise polynomial of k degree, which can be obtained
from Cox de Boor recursion [20] as follows.
Bi;0 uð Þ ¼ 1; if ui  u  uiþ10; otherwise

(6)
Bi;k uð Þ ¼ u uiuiþk  ui Bi;k1 uð Þ þ
uiþkþ1  u
uiþkþ1  uiþ1 Biþ1;k1 uð Þ (7)
The continuity of the spline is fully dependent on the basis functions. Hence, the control points, i.e., path
nodes can be adjusted during the path optimization process without affecting the spline continuity.
2.2 Forward-Looking Sonar Model
A forward-looking sonar (FLS) model was used in the simulation for the detection of obstacles. The
settings of the FLS model was specified as follows: 80 m detection range, 120° field of view, 121 number
of beams (with 1° separation between beams), and 100 Hz detection frequency.
Generally, the sonar configuration of an AUV can vary depending on the mission requirements. The
horizontal sonar configuration, in which the fan-shaped FLS model was installed in such a way that the
36 CMES, 2020, vol.125, no.1
sonar fan aligns with the horizontal plane of the vehicle, is suitable for missions such as area coverage survey.
Some missions such as operations underneath ice shelves or near-seabed operations require the FLS to be
configured in the vertical plane. Therefore, two sonar configurations were considered in this study as
shown in Fig. 1. The vertical sonar configuration has an offset of 20° above the horizontal plane.
All obstacles in the simulated space were configured to be irregular and a priori unknown. The
coordinates indicating the boundaries of the obstacles were generated by sonar detection. This
information was then sent to the path planner for path computation.
2.3 Current Profiler Model
In order to allow the adaptation of path solutions to ocean currents, real-time current information based on
the simulated measurement from a forward-looking horizontal acoustic Doppler current profiler (H-ADCP) was
fed to the path planner. The path planning simulation used a 300 kHz H-ADCP with 200 m detection range,
which is able to reconstruct a velocity profile of 200 m × 50m in the looking-forward region of the vehicle [21].
2.4 Objective Functions
The implementation of PSO-based algorithms in an optimization problem requires the development of
objective functions to evaluate the particles’ fitness based on their respective solutions. Objective functions
usually account for most of the computational time as PSO-based algorithms are computationally efficient
[22]. Objective functions should be developed in accordance with the optimization criteria of the problem.
In order to produce an accurate fitness representation model for finding the optimal solution, the developed
functions must closely resemble the physical conditions of the problem space. Path planning is a
minimization problem that requires the AUV travel time to be minimized. Therefore, its optimal solution
should have the lowest cost/fitness. The multi-objective path planning problem was modeled using a single
aggregate objective function with equal weights assigned to the underlying objective functions Fk. Thus, the
optimal solution X† for the path planning problem can be given by the function in Eq. (8).
X y ¼ argmin
X2
k¼1
Fk Xið Þ (8)
The first objective function F1 was developed to measure the particles’ fitness with respect to the time
required to travel on the corresponding paths while considering the effect of ocean currents. This allowed the
path planner to determine the time-optimal path, which would guide the vehicle to its destination within
minimum time. After constructing a B-spline path from the path nodes, the path Xi can be represented in
the form of discretized waypoints P = [pi,1, pi,2, … , pi,m], where P is generated from the B-spline
function, and m is the total number of discretized waypoints. For the ith particle, its travel time cost
Figure 1: Forward-looking sonar configured in horizontal plane (left) and vertical plane (right)
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F1(Xi) can be given as the sum of discretized time required to travel on each small path segment that links the
consecutive discretized waypoints in P as shown in Eq. (9).







  ; j 2 f1; 2;…;m 1g (9)
where Vg is the AUV’s resultant ground reference velocity, which is the resultant AUV velocity under the
influence of surrounding ocean currents. Projection of the current velocity Vc onto the vector of AUV
water reference velocity Va, which is in the same direction of the path vector, allowed the effect of
currents on the AUV to be determined. Thus, Vg can be given by the sum of Va and the contribution of
Vc as shown in Eq. (10). Eq. (10) enabled the path planner to adapt its solutions to the measured currents.






In order to generate a collision-free and feasible path, solutions generated by the algorithm were required
to satisfy the following objectives and boundaries:
 Obstacle avoidance: Maintain a safe distance with obstacles to prevent collisions.
 Radial boundary: Control the placement of path nodes for path replanning.
 Azimuthal boundary: Constrain the solutions with respect to the AUV’s minimum turning radius.
 Polar boundary: Constrain the solutions with respect to the AUV’s pitch control limitation.
The path solutions were constrained based on a setup discussed in the previous work [23], which are
explained as follows. The second objective function F2 was designed as a penalty function for achieving
obstacle avoidance. The penalty function measured the threat cost of a given path with respect to its
exposure to threats/obstacles. Threat detection points, which were generated by the forward-looking
sonar, were treated as circles under the 2D condition and as spheres under 3D. The radii of the threat
circles/spheres were set as the safety clearance required by the AUV to maintain a safe distance with the
threats. The threat cost can be obtained by checking the path’s intersection with the threat circles/spheres.
A threat h in 3D with a detection point Oc,h = (Ocx, Ocy, Ocz) and safety clearance Or,h can be represented
by a parametric equation in Eq. (11). A path segment that connects two adjacent waypoints pi, j = (x1, y1,
z1) and pi, j+1 = (x2, y2, z2) can also be expressed as shown in Eq. (12).
x Ocxð Þ2 þ y Ocy


















Substituting Eq. (12) into Eq. (11) produced the following equations, which are expressed in terms of s.
The intersection between the path and the threat can be checked by computing the discriminant ξ of Eq. (13)
by using Eq. (17).
As2 þ Bsþ C ¼ 0 (13)
A ¼ ðx2  x1Þ2 þ ðy2  y1Þ2 þ ðz2  z1Þ2 (14)
B ¼ 2 ðOcx  x1Þðx1  x2Þ þ ðOcy  y1Þðy1  y2Þ þ ðOcz  z1Þðz1  z2Þ
 
(15)
C ¼ ðOcx  xÞ2 þ ðOcy  yÞ2 þ ðOcz  zÞ2  Or2 (16)
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f ¼ B2  4AC (17)
There will be no intersection between the path and the threat when ξ = 0, i.e., the path is tangent to the
threat region. When ξ > 0, collisions between the AUV path and the threat will occur if the roots s1 and s2
given by Eq. (18) are within the range of 0 ≤ s1, s2 ≤ 1.






If there is a collision, the threat cost F2(Xi) can be obtained from Eq. (19), which was developed to be directly
proportional to the length of the path segment contained in the threat region. The intersection points S1 and S2 can
be determined by solving Eq. (13) using the obtained s1 and s2 and substituting them back into Eq. (12).










In order to improve the computational efficiency during path replanning, the placement of the path nodes
was constrained by the radial boundary. Each path node was constrained to be placed within a concentric
annulus, which is the region bounded by a pair of adjacent concentric circles with different radii. The
radii were defined by a lower boundary Rmin and an upper boundary Rmax as defined in Eq. (20). The
search domains of radial coordinates were hard-constrained between the two boundaries.
Rmin ¼ 0; rd; 2rd;…; rtarget
 
Rmax ¼ rd; 2rd; 3rd;…; rtarget
  (20)
where rd is defined as the radial distance between two concentric circles and rtarget denotes the radial coordinate
of the target. Path nodes exceeding the boundaries Rmin and Rmax will be regenerated. The total number of path







Hard constraints were also applied to ensure the generated path solutions respect the minimum turning
radius and the pitch limitation of the AUV. An azimuthal boundary φmax and a polar boundary θmaxwere used
to constrain the search domain of azimuthal angle coordinate and polar angle coordinate. The path solution
will fulfill the constraints if |φi,j| < φmax and |θi,j| < θmax; otherwise, the solution will be regenerated.
2.5 Path Replanning Scheme
A path replanning scheme was employed in this paper to handle a real-time path planning scenario in a
fully unknown and dynamic ocean environment. The SDEQPSO algorithm can maintain the entire
population of previous solutions that can be used for replanning the path at any time throughout the
mission. The path replanning process was carried out online and continuously at an adaptive interval
while the AUV navigates towards its target. The adaptive replanning interval was designed to be reactive
to the ocean environment, meaning that a previously optimized path will be replanned when it is unsafe
or less optimal due to environmental changes. Flags that will trigger path replanning are:
 Elapsed time since the previous plan exceeds a preset threshold.
 Unexpected obstacles are detected within the safe zone of the vehicle.
 Detected obstacles intersect the previously planned path.
During path replanning, the SDEQPSO path replanner modified the previous solutions to generate a new
path that is optimized for a continuously varying environment. The process of reusing the previous solution
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for path replanning can be described by Fig. 2, in which the grey dots and black circles represent the
population of waypoints that can be used to construct the AUV path. A portion of the previous solution
(grey dots) can be retained and used as the initial population (black circles) for replanning the path. The
initialization of path replanning began with defining the new boundary conditions, including Rmin, Rmax,
φmax, and θmax, based on the new starting point, which is the AUV’s current position. The path waypoints
behind the new starting point were removed. Next, solutions that satisfy the new boundary conditions
were retained, while solutions that violate the boundary conditions were regenerated. The initialized
solutions then underwent the SDEQPSO iteration to determine the optimized path.
3 SDEQPSO Algorithm
The SDEQPSO algorithm is based on the QPSO algorithm, which consists of quantum-behaved particles
that search for feasible solutions by moving within a multidimensional search space. The solutions are recorded
as the particles’ positions. For an algorithm that contains N particles withD dimensions for solving an objective
function f, the ith particle at tth iteration has the following position vector:
X ti ¼ xti1; xti2;…; xtij;…; xtiD
h i
; i 2 1; 2;…;Nf g (22)
The quantum particles are assumed to be attracted to a 1-dimensional delta potential well centered at a
local attraction point for each dimension of the particles’ positions. In the quantum state, the momentum and
energy of the particles are characterized by a wave function, and thus the position and velocity update
equations of the QPSO algorithm are different from the traditional update equations in PSO. Based on the
statistical interpretation of the wave function, the probability distribution function of the particles’
positions can be obtained to transform the particles’ positions from quantum state to classical state by
employing Monte Carlo inverse transformation [22]. Accordingly, the position of the ith particle can be
updated using the following stochastic equation:
X tþ1i ¼





; if u  0:5





; if u < 0:5

(23)
where u is a uniform distributed random positive number that is less than 1.0, p is the local attractor as defined
in Eq. (24), and L is the delta potential well characteristic length as defined in Eq. (25). p and L are based on
the particles’ previous best position pbest, mean best position mbest, and the global best position in the
swarm gbest as defined by Eqs. (26)–(28) respectively.
Figure 2: Reuse of solutions in path replanning process (grey vehicle denotes the previous position and
black vehicle denotes the current position)
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pti ¼ ’ti  pbestti þ 1 ’ti
   gbestt (24)
Lti ¼ 2  b  mbestt  X ti
  (25)
pbestti ¼
pbestt1i ; if f ðX ti Þ  f ðpbestt1i Þ










gbestt ¼ argmin f ðpbesttiÞ
 
(28)
The coefficient φ in Eq. (24) is a uniform distributed random positive number that is less than 1.0. The
parameter β in Eq. (25) is known as the contraction-expansion (CE) coefficient. Combining Eqs. (23)–(25)
yields the following position update equation for the particles.
X tþ1i ¼ ’ti  pbestti þ 1 ’ti
   gbestt  b  mbestt  X ti   ln 1
uti  (29)
Selection of the CE coefficient β is critical for tuning the convergence behavior of the algorithm.
As suggested by an empirical study of parameter selection [22], a linearly decreasing β from a
maximum value βmax of 1.0 to a minimum value βmin of 0.5 as shown in Eq. (30) is suitable for most
optimization problems.
b ¼ bmax 
t
tmax
bmax  bminð Þ (30)
The SDEQPSO applies DE operation on the particles through a selective scheme to increase swarm
diversity and search ability without altering the original particle swarm dynamics. Following the position
update operation, the particles are sorted based on their personal best position. The DE operation is applied
on a selected number of particles, NS. A selective factor S is used to control NS according to Eq. (31).
NS ¼ N 	 S; S 2 0; 1½ 
 (31)
The DE operation includes mutation, crossover, and selection operators as described below. The
mutation and crossover operators will be conducted on the NS best-performing particles to generate the
new vectors, which will replace the NS worst-performing particles during natural selection.
 Mutation: Eq. (32) is applied to generate a mutated solution vector U.
Uti ¼ gbestt þ
ðpbesttr1  pbesttr2Þ þ ðpbesttr3  pbesttr4Þ
2
(32)
where r1, r2, r3 and r4 are random particle indices that are mutually different, and different from the index i of
the selected particle and the index of the global best particle, i.e., r1 ≠ r2 ≠ r3 ≠ r4 ≠ i ≠ gbest.
 Crossover: Eq. (33) performs crossover between the mutated vector and the personal best position of
the selected particle to generate a new vector T.





if rj  CRjjj ¼ r
if rj > CRjjj 6¼ r
(
(33)
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where CR is the crossover probability with a suggested value of 0.85, rj is a uniformly distributed random
number in the range [0,1.0], and r is a random positive integer in the range of 1 to the total number of
dimensions, D, contained by the particle.
 Natural selection: The worst-performing particle is replaced by the new vector T. All potentially
optimal solutions will not be affected because only the worst-performing particles will be replaced.
For the path planning problem of an AUV, the selective factor S has a suggested value of 0.3 to help
increasing swarm diversity and to maintain a sufficient number of potentially best particles [2]. The
selective DE operation in SDEQPSO promotes global convergence by improving the particles’
evolutionary rate and removing the least desirable solutions. The proposed SDEQPSO path replanner can
be implemented according to the following pseudocode.
Step 1. Define the settings of algorithm and ocean environment.
Step 2. Initialize a group of candidate paths by generating random particle positions in Eq. (22). Define
pbest as the current particle positions.
Step 3. Check the path replanning flag.
Step 4. If replanning flag == 1
While the termination criteria are not satisfied,
For t = 1, 2, …, tmax,
Find mbest by using Eq. (27).
Obtain particle fitness f (Xi
t) from the objective function.
Find pbest and gbest by using Eqs. (26) and (28) respectively.
Calculate β as required.
For each particle i = 1, 2, …, N,
Vary particle position by using Eq. (29).
End
Sort particles based on personal best fitness.
For k = 1, 2,…, NSth best performing particle,
Mutation: Generate mutated solution Uk
t according to Eq. (32).
Crossover: Generate trial solution Tk
t according to Eq. (33).




Return gbest that contains the optimal path upon algorithm termination.
Else
Follow the previous path.
Step 5. Back to Step 3 if the mission is not completed.
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4 AUV Simulation Model
Simulation of a real-time path planning scenario requires the use of an AUV mathematical model. The
SDEQPSO path planner generates the AUV path in real-time based on the feedback from the sensors and the
AUV dynamic model as illustrated in Fig. 3. The generated paths were used as the reference trajectory during
the simulation of a dynamic model of the Hydroid REMUS 100, 1.7-meter-long torpedo-shaped AUV. This
section outlines the dynamic model and the path following controller used.
4.1 Dynamic Model
The 6 DOF equations of motion of a typical AUV can be derived based on Fossen’s vectorial
representation [24] and SNAME (Society of Naval Architects and Marine Engineers) formulation as
described in Eqs. (34) and (35).
_g ¼ R g2ð Þ 03	3
03	3 T g2ð Þ
 
m (34)
M _mþ C mð Þmþ D mð Þmþ g gð Þ ¼ s (35)
where R (η2) denotes the rotation matrix of translational velocities for conversion between inertial and body-
fixed reference frames and T (η2) is the rotation matrix of angular velocities. η includes the vehicle’s position
η1 and orientation η2 with respect to the inertial reference frame. The derivative of η in Eq. (34) represents the
rate of change of η. v is the matrix that includes the vehicle’s translational velocities v1 and rotational
velocities v2 with respect to the body-fixed reference frame as shown in Eq. (36).
g ¼ g1 g2½ 
T ¼ x y z f h w½ 
T;
m ¼ m1 m2½ 
T ¼ u v w p q r½ 
T
In Eq. (35),M is the inertial matrix of the rigid body and added mass, while C (v) is the Coriolis matrix.
D (v) and g (η) denote the hydrodynamics damping matrix and the hydrostatics restoring force respectively.
The actuators’ control forces are included in τ. The mathematical model of the REMUS 100 used in this study
was derived from Eqs. (34) to (36) using the hydrodynamics coefficients calculated by Prestero [25].
4.2 Path Following Controller
The path following controller of the AUV model used the integral line-of-sight (iLOS) guidance law to
set the yaw and pitch angles for following the generated path. The controller enables the AUV to shape its
convergence towards the planned path in the presence of ocean currents and environmental disturbance by
using the iLOS guidance law [26]. The desired iLOS yaw angle (heading) ψd and pitch angle θd can be
determined from Eqs. (37) and (38).
Figure 3: Implementation of SDEQPSO path replanner
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(37)
hd hð Þ¼D arctan hþ Ki;zhint
Dz
 





 2 þ D2z
(38)
where e is the cross-track error, h is the vertical-track error, Ki,y and Ki,z are the integral gains, and Δy and Δz
represent the look-ahead distances for iLOS heading and pitch respectively. The integral terms of cross-track
error eint and vertical-track error hint produce non-zero ψd and θd even when the AUV is on the planned path,
allowing the vehicle to counteract any effects of ocean currents with the necessary sideslip and pitch angles.
The rates of integral terms ėint and ḣint reduce the integral action with large cross-track and vertical-track errors
(i.e., vehicle is far from the planned path).
5 Simulations
The SDEQPSO path replanner is analyzed in this section. The mission objective was to determine an
optimal path that guides the AUV towards a target safely and within minimum time.
5.1 Simulation Setup
The AUV mission was simulated in 2D scenarios and subsequently 3D scenarios based on the Monte Carlo
method with 1000 runs. The machine used has Intel Core i5-6300U CPU @ 2.4 GHz with 8 GB RAM. The
problem spaces of the simulations were assumed to be an underwater environment that contains 1000 × 1000
square grids for 2D, and 1000 × 1000 × 1000 cube grids for 3D, with a length of 1 m for each side of the
grid. A priori unknown obstacles and spatiotemporal ocean currents were simulated in the problem space. The
placement of the a priori unknown obstacles was configured in such a way that they will potentially block the
optimized path of the AUV. In the cases of moving obstacles, they were set to move independently in
different directions at random speeds up to 0.1 m/s. The variable current field with current velocity up to 0.2
m/s was generated by applying Gaussian noise to experimental data of ocean currents. The data were obtained
at Beauty Point, Tasmania, Australia by using the ADCP sensors of an Explorer AUV in the University of
Tasmania during one of the AUV’s open water trials for the preparation of its Antarctic expedition [27].
The AUV was configured with a default water reference velocity of 1.15 m/s. Based on the properties of
the REMUS 100 AUV, the safety clearance required for obstacle avoidance was defined as 3 m. The radial
distance rdwas set as 50 m while the angles φmax and θmax were set to 60° and 20° respectively. The test cases
for the simulation are described in Tab. 1.
Table 1: Simulation test cases
Test Case Dimension Sonar configuration Obstacles Spatiotemporal currents
1 2D Horizontal Stationary Yes
2 2D Horizontal Moving Yes
3 3D Horizontal Stationary Yes
4 3D Horizontal Moving Yes
5 3D Vertical Stationary Yes
6 3D Vertical Moving Yes
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For each run of the simulation, the maximum number of iterations for the algorithm was set to 100 with a
pre-defined stopping threshold. This means the algorithm will be iterated up to a maximum number of 100
but will be stopped whenever the difference in solutions between iterations is less than the pre-set threshold.
The population size of all algorithms was set to 150 particles. The setting of algorithm parameters was based
on the suggested values as discussed in Section 3. The performance of the path replanner was evaluated by
comparing with two other path planners:
1. SDEQPSO-based path replanner without adaptation to ocean currents,
2. SDEQPSO-based reactive path planner with adaptation to ocean currents.
Through the Monte Carlo simulation, the robustness of the planners was assessed under scenarios with
stochastic processes, i.e., random-moving obstacles and random-varying ocean currents.
5.2 Simulation Results
The solutions generated by the SDEQPSO path replanner were depicted in Fig. 4. In all test cases, the
mission of the AUV was to traverse the ocean field towards the target while maintaining a safe distance
with the obstacles and attempting to exploit the favorable currents that would assist the AUV motion. The
vehicle was driven to surf the favorable currents and to avoid the adverse currents that would oppose the
vehicle’s motion.
The elapsed time of the AUV mission is represented by the color bars in Fig. 4. Colors corresponding to
the elapsed time are used for the planned path and the vector field of ocean currents. The boundaries of the
static obstacles (Cases 1, 3 and 5) are colored brown, whereas the boundaries of the moving obstacles (Cases
2, 4 and 6) are indicated by the trails colored according to the elapsed time. Therefore, no collision will occur
if the colored path does not intersect with the brown obstacles or the obstacle trails of the same color. As the
obstacles were intentionally placed to block the AUV path, the AUV must detour around obstacles in all the
test cases by replanning a new path whenever the previously planned paths collide with the obstacles detected
by the FLS sensor. The vehicle with horizontal sonar configuration mainly maneuvered by using yawmotion,
whereas the vehicle with vertical sonar configuration mostly utilized pitch motion. The resultant paths are
safe and collision-free as shown in Fig. 4. During the simulation, the AUV was able to follow the
planned path closely, as shown by the executed AUV paths (black lines) that closely resemble the
planned paths in all test cases.
The feasibility of the path solutions can be checked by analyzing the cross-track errors of the executed
paths relative to the planned paths. The calculated cross-track errors are graphed in Fig. 5. The errors for all
cases were found to be well below 1 m (less than 0.1% of the total path length), proving that the AUV was
able to follow the planned paths closely.
The path solutions were then validated against the vehicular constraints of the REMUS 100. The
minimum turning radius of the REMUS 100 is 8.1 m in the worst-case scenario [28] and its pitch
limitation is 20° (0.349 rad) based on a conservative assumption. A feasible path must have its curvature
radius greater than the AUV’s minimum turning radius. As shown in Fig. 6, the paths generated by the
SDEQPSO satisfied the vehicle’s turning and pitching constraints, validating the feasibility of the
generated paths for the REMUS 100 AUV.
Next, the performances of the path replanner were assessed and compared with two other path planners
based on the following properties: solution qualities, stabilities, convergence behaviors, and computational
requirements. In order to study these properties, the fitness values of the obtained solutions and the
computational time required to obtain the solutions were analyzed. The fitness value of a solution is
given by the time required by the AUV to arrive at the target by following the generated path. Therefore,
a lower fitness value is the indicator of higher solution quality and hence, a stronger search ability.
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Shapiro-Wilk test with a significance level of 0.05 was used to examine the normality of the simulation
results. The normality test revealed that the data was not normally distributed. Hence, medians and
interquartile ranges were used as indicators for solution quality and stability. Fig. 7 shows the boxplots of
the simulation results. In the boxplots, the whisker indicates the range of data. The horizontal lines inside
the boxes show the medians. The upper and lower quartiles are represented by the upper and lower ends
of the box, which indicates the interquartile range. The lower ends of the whiskers in the boxplot of
fitness value identifies the best-known fitness for the path planners in each case.
Figure 4: Pareto-optimal path solutions for (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4, (e) Case 5, and
(f) Case 6
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The effect of ocean currents on the AUV’s performance was examined by comparing the proposed path
replanner (adapted to currents) to the path replanner that was configured without the adaptation to currents. In
contrast to the time-optimal path generated by the currents-adapted path replanner, the second replanner
Figure 5: Variation of cross-track errors of executed paths relative to planned paths
Figure 6: Variation of path curvature radius (left) and vehicle pitch (right) with respect to vehicular
constraints (dashed line)
Figure 7: Fitness values (left) and computational time (right) obtained by different path planners
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simply searched for the path with the shortest distance. Fig. 7 shows that the currents-adapted path replanner
generated solutions with lower medians and best-known fitness values in all test cases, suggesting a higher
solution quality. The time-optimal path produced up to 13% reduction in travel time compared to the path
with the shortest distance. As the shortest distance path did not take into consideration the effect of
currents, the AUV that followed this path might run into adverse currents that opposed its motion and
pushed it away from its path, leading to a less efficient operation. It was observed in Fig. 7 that the
additional computational load for adapting the path solutions to ocean currents caused a slight increase in
the computational time required by the path replanner. The simulation results showed a maximum of 5%
increase in computational time, which was found to be acceptable and insignificant (less than 80 ms).
When the path replanning scheme was compared with the reactive planning, Fig. 7 shows that the
medians and the best-known fitness values of the path replanner were better (lower) than the reactive
planner in every test case. The path replanner was able to provide up to 11% improvement in terms of
fitness values over the reactive planner, indicating the higher solution quality generated by the replanner.
The path replanner was able to achieve better results because the replanning initialized the search for the
optimal path from the previous solutions including the previously optimized path, whereas the reactive
planner always initialized from the randomly generated solutions. This caused the reactive path planner to
have poorer convergence and inadequate search before the iteration was stopped to output its final
solution. In Fig. 7, it can be observed in some cases that the best-known fitness values obtained by the
reactive path planner were close to the path replanner (less than 2% difference for Case 3 and Case 5).
This is because the reactive path planner also used the SDEQPSO algorithm, which is a metaheuristic
optimization algorithm. This means that the stochastic solutions generated by the reactive planner also
have the possibility to converge at the Pareto-optimal solution although it is less likely to occur.
Nonetheless, the resultant medians of fitness values produced by the reactive path planner were still
worse than the replanner, leading to a significantly higher interquartile range in most test cases. The
lower interquartile range of fitness values generated by the path replanner indicates higher stability and
robustness in all tested scenarios.
In terms of computational time, the path replanner also outperformed the reactive path planner as shown
by the shorter average time required by the replanner in all test cases. The difference in their computational
time is even more significant (up to approximately 30%) when the dimension of the problem increases to 3D.
The reactive path planner required longer computational time because it needs to start afresh to search for the
optimal path from the randomly generated solution every time, leading to a lower rate of convergence and
inefficient computation. The path replanner has faster convergence and thus shorter computational time
required as a result of reusing the previous solution to effectively search for the new optimal path. The
higher solution quality and shorter computational time required by the SDEQPSO path replanner indicate
its higher computational efficiency. Furthermore, the consistent performance of the path replanner
throughout the Monte Carlo simulation under stochastic processes verifies its robustness in generating a
safe and feasible AUV path.
6 Conclusion
In this study, the SDEQPSO algorithm has successfully employed for an online path replanner of an
AUV in a dynamic operational environment. Using the onboard measurements from various sensor
configurations, the proposed path replanner incorporated the effect of ocean currents in path optimization
to continuously generate a time-optimal path for the AUV throughout its mission. Based on the
simulation results, the time-optimal path generated by the proposed path replanner offered up to 13%
reduction in travel time compared to a path replanner that neglected the effect of currents. The proposed
path replanning technique was also proven to have better performance over a reactive path planner in
terms of solution quality (provides up to 11% improvement in fitness values), stability and computational
48 CMES, 2020, vol.125, no.1
efficiency (provides up to 30% reduction in computational time). With the verified robustness through the
Monte Carlo method, the generated path fulfilled the vehicle’s safety and vehicular constraints, while
taking into consideration the effect of ocean currents to improve the vehicle’s operational efficiency. The
future extension of this work will include incorporating noise in the sensor measurements during the
simulation. Hardware-in-the-loop simulation in the AUV control software can also be applied to further
evaluate the performance of the path replanner during the mission planning stage prior to actual AUV trials.
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Abstract 
This study describes the implementation of an online path planner in an autonomous underwater vehicle (AUV) system by 
using an open-source system architecture, MOOS-IvP. The path planner employed a path replanning scheme and the 
selective differential evolution quantum-behaved particle swarm optimization (SDEQPSO) algorithm. The implementation 
was based on a modular framework to ensure the robustness of the path replanner during a mission. The performance of 
the path replanner was evaluated and verified under stochastic processes in hardware-in-the-loop (HIL) tests, in which the 
replanner interacted with the onboard controllers and actuators of an Explorer AUV. The experimental results showed the 
path replanner can be run seamlessly with the hardware onboard an Explorer AUV in real time to generate and continuously 
refine a safe and feasible path for a dynamic and unexplored environment.  





AUVs are effective tools for performing underwater operations in various industry sectors, ranging from scientific 
research and commercial applications to defence and security industries. As the market demands AUVs to expand 
their range of applications, the vehicles are required to execute increasingly challenging missions in more dynamic 
and constrained environments over extended durations. The energy requirements of these missions have outpaced 
the technology development of AUVs’ onboard battery capacities [1]. As typical AUVs have limited onboard 
resources, efficient motion and path planning becomes one of the key factors for completing missions that 
challenge the vehicles‘ autonomy and endurance. 
A path planner can improve the performance and endurance of an AUV by exploiting ocean currents [2]. 
Spatiotemporal currents, which are present in any AUV missions,  can have a significant impact on the vehicle’s 
performance. Strong ocean currents and eddies can oppose the vehicle motions and even push the vehicle off its 
planned path, leading to an increase in its energy consumption and thus a reduction in its endurance. A path 
planner that considers the effect of ocean currents can generate a time-optimal path, which increases the 
operational efficiency of an AUV by guiding the vehicle towards its target within minimum time [3]. A time-
optimal path planner is adapted to its surrounding current profile. This enables an AUV to surf the favourable 
currents that can assist its motion while preventing it from running into the adverse currents that can oppose it. A 
time-optimal path is particularly important when the AUV is required to traverse between multiple regions of 
interest across large bodies of water and over an extended duration. 
Due to the spatial and temporal variabilities of ocean environments, in which an AUV may encounter moving 
obstacles and time-varying ocean currents, a pre-planned path may become less optimal or even physically 
infeasible over time [4]. The vehicle may also deviate significantly from the planned path due to current 
disturbance. These problems are most notably evident for AUVs in missions with extended durations. To ensure 
a safe and optimal path for an AUV operating in dynamic environments, path planning needs to be carried out 
online and continuously throughout the AUV’s mission. This study aims to improve the performance of an AUV 
operating in a dynamic and unexplored environment by implementing an online path planner that can generate 





1.1 Background and Related Work 
Online path planning pertains to the process where a path is continuously planned and refined in real time for a 
vehicle subjected to dynamic variabilities. An online path planner enables a vehicle to adapt to unexpected changes 
in a dynamic and/or unknown environment, which is a common operational scenario for an AUV. The main 
challenge of online path planning is finding an optimal path within a limited time allowed for planning. A practical 
online path planner should establish a balance between its computational load and the quality of generated paths. 
An intuitive approach to online planning is known as local path planning, in which local adjustments are made 
for a vehicle while following a previously planned path. Local path planning mainly concerns avoiding collisions 
with an obstacle and guiding the vehicle back to the planned path after passing the obstacle. Previous studies [5-
7] integrated obstacles avoidance control with path following to cope with a dynamic environment effectively but 
at the expense of path optimality. Based on a similar approach, Sun, Zhu [8] improved the quality of generated 
paths by using fuzzy control and the quantum-behaved particle swarm optimization (QPSO) algorithm. Benjamin, 
Defilippo [9] proposed a dynamic obstacle manager that uses multi-objective optimization of interval 
programming to ensure a collision-free trajectory while following a pre-planned path. 
Some studies adopted a reactive path planning approach, in which a new path is generated to react to a dynamic 
environment after discarding previously planned paths. Existing studies proposed to combine the reactive 
approach with various algorithms such as Voronoi diagram [10], artificial potential fields (APF) [11, 12], A* [13-
15], Field D* [16], and rapidly-exploring random trees (RRT)  [17, 18]. Although the APF method is fast and 
suitable for high-dimensional problems, it is very susceptible to local minima. Search-based methods, such as A* 
and Field D*, are low complexity algorithms that can only be applied to lower-dimensional and less complex 
problems. RRT is a widely applied sampling-based method that is effective for high-dimensional and highly time-
constraint scenarios, but it generates suboptimal paths that require further refinement. Belkhouche, et al. [19, 20] 
also proposed reactive path planners that use simple collision cones and kinematic-based navigation laws to 
generate suboptimal but safe and robust paths. Reactive planning approach was also applied with neural network 
and reinforcement learning to generate safe AUV paths in dynamic environments [21-23]. Cheng and Zhang [24] 
proposed a deep reinforcement learning algorithm that combined multiple reward functions to achieve effective 
obstacle avoidance in unknown environments, but it did not demonstrate significant advantages over non-learning 
algorithms. Although these learning algorithms showed their effectiveness in numerical simulations, their 
implementation in AUVs are challenging because model training for an AUV in real world is expensive and time-
consuming. Training a model in simulations is possible but the model will become biased and very specific to the 
simulated environments. None of the abovementioned path planners was verified experimentally on an actual 
AUV platform. 
Contrary to reactive path planning, path replanning is a technique that generates a path by reusing and modifying 
the previous solution(s) instead of starting afresh in every planning cycle. Usually in oceans, the environmental 
changes occur gradually rather than transform completely and abruptly. The planning conditions for a new path 
may bear some resemblance to the conditions of the previous planning cycle. Hence, generating a new path based 
on the previously planned path is considered more computational efficient because it is probable that the new path 
nodes can be located in proximity to the previous solution(s). The computational efficiency gained by reusing 
previous solution(s) can be profound especially for missions that involve highly dynamic and large operational 
environments. 
Previous studies proposed path replanning based on a single previous solution. For example, an “anytime” 
approach was developed to generate a feasible but suboptimal path that can be modified and refined continuously 
throughout the mission. This approach can be applied with A* [25], Field D* [26] and RRT [27]. Park, Pan [28] 
adopted a similar approach and developed a path replanner that uses parallel computing on multi-core processors 
to improve its computational performance. Other algorithms were also used to replan a new path from a previous 
solution, such as the stochastic trajectory optimization motion planning (STOMP) [29], D* lite [30], and RRT [31, 
32]. Path replanning can be also be conducted by reusing more than one previous solution. Bruce and Veloso [33] 
developed an RRT-based path replanner that stores the cache of all the previous waypoints for path replanning. 
To enable path replanning from multiple solutions, existing studies also proposed the use of homotopic sets of 
paths with APF [34] and RRT [35]. 
Path replanning based on a pool of previous solutions can also be achieved by employing a population-based 
metaheuristic optimization algorithm, which can fully preserve its previous solutions throughout a mission. For 
example, MahmoudZadeh, Yazdani [36] successfully applied differential evolution (DE), particle swarm 





application of PSO in path replanning was explored by several recent studies [37-39]. Zeng, Sammut [40] also 
proposed a path replanner that used the QPSO algorithm to replan an AUV path at a preset fixed interval. This 
path replanner is only applicable for an AUV equipped with a high-end sensor setup because its planning process 
requires the vehicle to provide all environmental information encircling the vehicle up to a specific radius. 
Although the PSO algorithm and its variants offer an effective and computationally efficient solution for online 
path planning, there are concerns about the practicability of PSO-based path planners such as the convergence of 
PSO at local minima due to limited time for online planning, as well as their computational loads when 
implemented in an actual vehicle. Based on the findings of recent studies [41-43], Lim, Fan [44] proposed the 
SDEQPSO algorithm that uses the selective hybridization of DE to enhance the swarm’s searching ability and 
resistance to local minima without inflating the computational load. The SDEQPSO algorithm showed higher 
computational efficiency and better path planning performance than RRT* and several evolutionary algorithms, 
such as the standard PSO, QPSO, DE, FA and genetic algorithm (GA). Lim, Chin [45] also developed a path 
replanner by using the SDEQPSO algorithm to solve the online path planning problem of the REMUS 100 AUV 
in numerical simulations [45]. 
Despite the extensive research on AUV path planning techniques, the majority of online path planners, especially 
sophisticated planners, were verified only in pure numerical simulations due to technical challenges and costs 
associated with implementation in an actual AUV. Only a small number of the abovementioned path planners 
were tested experimentally or implemented in a real-time system [9, 12, 21, 29, 32, 35]. Numerical verification is 
insufficient because it often does not consider an AUV’s actual capability to compute the paths and execute them 
in real time. It is crucially important to assess the performance and robustness of a path planner when implemented 
in a real-time vehicle system. In particular, an online path planner must be examined for its capability in handling 
real-time feedback from the vehicle and its surrounding environments. 
In this study, a novel online path replanner was developed and implemented in an actual AUV platform. The path 
replanner used the SDEQPSO algorithm, which was proposed in the preliminary studies [44, 45]. This study 
addresses the implementation and verification of the SDEQPSO path replanner in a real-time vehicle system. It 
extends from the previous work by offering several algorithmic improvements and further experimental 
verifications. In particular, the work improved the robustness and stability of the replanner in real-time systems 
by building the algorithm as an independent application in a modular framework. The objective functions of the 
replanner were refined to address the concerns for uncertainties in sensor measurements, as well as the 
uncertainties arisen from vehicular actuation and external disturbance in operational environments. Most 
importantly, unlike the pure numerical work in the previous studies, the presented experimental results verified 
the replanner by examining its interaction with the hardware of an Explorer AUV in experiments that involved 
various sensor configurations and test scenarios. This study contributes to the development of a real-time testing 
framework for implementing an online path planner. A fast and efficient novel evolutionary algorithm that is 
suitable for real-time planning was developed. In addition, the proposed path replanner offers the following 
advantages: 
• It can generate a time-optimal path that exploits ocean currents to improve the performance of an AUV. 
• It continuously adapts a path to the spatiotemporal variabilities of an ocean environment and the 
constraints imposed by an AUV and its missions. 
• It does not require pre-planned paths, system models or any prior knowledge of the terrain/environment. 
• It is scalable for missions that require different sensor configurations. 
• It has the versatility to accept different current profile data for the generation of time-optimal paths. 
• Its implementation is based on a modular framework in an open-source system, which promotes ease of 
applications and extendibility for different robotic platforms. 
The rest of this paper is organised as follows. Section 2 explains the framework used to implement the path 
replanner.  In Section 3, the SDEQPSO algorithm and the proposed path replanning scheme are described. Section 
4 formulates the path replanner and its objective functions. Section 5 describes the vehicle and sensors models 
used in the experiment. The experimental setup, results and discussion are presented in Section 6. This study is 
concluded in Section 7 with a summary and directions for future work. 
2 Hardware-in-the-loop Test Framework 
A hardware-in-the-loop (HIL) test is a technique used for developing and testing real-time embedded systems and 





in water, hence reducing the operational cost. It can serve as a platform for effective prototyping of AUV control 
algorithms in a safe and controlled environment before deploying the algorithm for actual field operations. 
Implementation of a path planner in a HIL test provides insight into how the planner interacts with the high-level 
and low-level controllers of an AUV in real time.  
During the HIL test of an AUV, an interface is required to enable information exchange between the actual vehicle 
system and the algorithm under test. The Mission Oriented Operating Suite (MOOS) is a middleware that can 
serve as an interface for a HIL test. In the industry of marine robotics, the MOOS framework is commonly applied 
for field operations because of its wide-ranging capabilities and platform independence [46]. Therefore, MOOS 
is often used for HIL tests as well as numerical simulations to allow for an easy transition into field operations.  
MOOS [46] is an open-source and cross-platform middleware that adheres to the ISO (ANSI) C++ standard to 
ensure platform independence. Based on a publish-subscribe architecture, the MOOS middleware functions as a 
centralized database to enable information exchange between a community of vehicle system processes, which 
are run independently as MOOS applications. The MOOS library contains a collection of essential applications 
for robotic operations, ranging from autonomy, sensor management, and communication to debugging and data 
postprocessing. This reduces the time required to prototype a control algorithm when the MOOS software is used. 
MOOS-IvP [47] is a comprehensive marine autonomy suite, in which the MOOS software is complemented by 
additional MOOS applications, including the IvP helm. The IvP helm uses interval programming (IvP) and a 
behaviour-based architecture to solve the multi-objective optimization of competing behaviours in a robotic 
system. The IvP helm represents each objective function as a behaviour that uses a piecewise linear approximation. 
As a single MOOS application, the IvP helm controls the desired speed, depth, and orientations of a vehicle by 
arbitrating multiple behaviours. The MOOS-IvP software was successfully applied for algorithm implementations 
in several recent studies [4, 9, 48-50]. 
The SDEQPSO path replanner was implemented using the MOOS-IvP framework and analysed in a real-time 
HIL test. The MOOS-IvP framework is modular and uses a kernel that runs all MOOS applications independently 
to ensure the robustness of the system. The HIL test was set up using a backseat driver paradigm as described in 
Figure 1 and Table 1. The backseat driver separates the autonomy of an AUV from its vehicle control. The 
frontseat controller of the vehicle onboard computer executes the vehicle control, while the payload computer in 
the backseat is responsible for the vehicle autonomy. 
 





Table 1: Descriptions of components in the HIL test. 
Component Type Description 
MOOSDB MOOS database A centralized database for all MOOS applications. 
pPathReplan MOOS application Implementation of the SDEQPSO path replanner. 
pNodeReporter MOOS application Generate a node report that consists of the vehicle information, including its position, speed, heading, etc.  
pMarineViewer MOOS application Receive the node report to produce a visualization of vehicles and associated information. 
pLogger MOOS application Record all variables sent between applications during a test for post-mission analysis, data gathering and post-mission replay. 
uSimExplorer MOOS application A 3D vehicle simulator of an Explorer AUV. 
iExplorer MOOS application Establish serial communications between the payload computer and the onboard computer. 
uSimObstacle MOOS application Simulate unknown and dynamic obstacles in the problem space. 
pFLSonar MOOS application Simulate the data detected by an FLS sensor based on the vehicle position, orientations and obstacle information. 
uSimCurrent MOOS application Simulate time-varying ocean currents in the problem space. 
pADCP MOOS application Simulate the data of a current field inferred by an H-ADCP sensor. 
pHelmIvP MOOS application IvP helm for arbitrating multiple behaviours through an IvP solver. 
BHV_Waypoint IvP behaviour Path following behaviour for traversing a sequence of waypoints. 
BHV_Depth IvP behaviour Depth control behaviour for tracking a sequence of specified depths. 
Vehicle computer Hardware Generate control signals based on the desired speed, depth and orientations. 
Actuators Hardware Actuate the control surfaces and propeller based on the control signals. 
During the experiment, the physical actuators of the AUV were controlled directly by the vehicle’s embedded 
computer, while the hull remained stationary on dry land. The problem space was a virtual ocean environment, 
which was simulated by the uSimCurrent and uSimObstacle applications. The motion response of the AUV was 
modelled in the test by using the uSimExplorer application, which is a simulation model of an Explorer AUV. 
The AUV was equipped with a forward-looking sonar (FLS) and a horizontal acoustic Doppler current profiler 
(H-ADCP). The vehicle and sensor models used in the HIL test are described in Section 5. 
3 SDEQPSO Path Replanner 
The SDEQPSO algorithm belongs to the QPSO family. The algorithm contains quantum-behaved particles that 
move in multidimensional space to determine the optimal solution from a pool of potential solutions. The solutions 
are recorded by the positions of particles. For SDEQPSO with N particles in a D-dimensional space of an objective 
function f, the position vector of the current ith particle at tth iteration can be given as follows: 
 { }      1 2, ,..., ,..., ,     1, 2,...,
t t t t t
i i i i j i DX i Nχ χ χ χ = ∈    (1) 
In SDEQPSO, each dimension of the particle’s position is attracted by a quantum potential well centred on a local 
attractor. The quantum state of the particle is described by a wave function. The position of the particle can be 
measured from the probability distribution function of the wave function by using Monte Carlo inverse 
transformation [51]. This process collapses the quantum state of the particle to a classical state to produce the 
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where u is a vector of random number uniformly distributed in the range of 0 – 1. The δ potential well is defined 
by Equation (3), while L is the characteristic length of the δ potential well as given in Equation (4). δ and L can 
be determined by the particle’s personal best position (pbest), the swarm’s mean best position (mbest) and the 
swarm’s global best position (gbest) as given in Equation (5), (6) and (7), respectively. 
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 arg min ( )t tigbest f pbest =    (7) 
where ϕ in Equation (3) is a vector of random number uniformly distributed in the range of 0 – 1. The parameter 
β in Equation (4) is a positive real number known as the contraction-expansion (CE) coefficient. By merging 
Equation (2) - (7), the following position update equation of particles can be obtained. 
  ( ) ( )1 1  lnt t t t t t t ti i i i i iX pbest gbest mbest X uφ φ β+ = ⋅ + − ⋅ ± ⋅ − ⋅ −  (8) 
The CE coefficient β can be adjusted to control the global and local search of the algorithm. Based on the 
recommendation in the empirical study of QPSO [51], a common strategy is to set β at an initial value βmax of 1.0 
and linearly decrease it to a minimum value βmin of 0.5 using Equation (9) as the algorithm iterates. 




β β β β= − −   (9) 
The SDEQPSO executes the DE operation on the particles based on a selective scheme. The selective 
hybridization of DE improves the diversity of the particle swarm and thus its searching ability while maintaining 
the swarm dynamics. After updating the positions of particles, all particles are sorted based on their personal best 
positions. Next, a number of particles are selected to go through the DE operation. A selection factor S can be 
used to adjust the number of selected particles NS according to Equation (10). 
 [ ],     0,1SN N S S= × ∈   (10) 
The three-step DE operation consists of the mutation, crossover and selection operators. The NS best-performing 
particles undergo mutation and crossover to generate trial vectors, which replace the NS worst-performing particles 
by natural selection. 
1. A donor vector U is produced by mutation based on Equation (11). 
 1 2 3 4
( ) ( )
2
t t t t
t t r r r r
i
pbest pbest pbest pbestU gbest − + −= +   (11) 
where r1, r2, r3 and r4 are randomly selected particle indices that are mutually different, and different from 
the selected particle index i and the global best particle index, i.e., r1 ≠ r2 ≠ r3 ≠ r4 ≠ i ≠ gbest. 
2. A trial vector T is produced by crossover between the donor vector and the selected particle’s personal best 
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where CR denotes the crossover probability that has a recommended value of 0.85. rj is a random number 
uniformly distributed in the range of 0 – 1. r is a random integer in the range of 1 to the number of particle 
dimensions D. 
3. Natural selection is performed to replace the worst-performing particle with the trial vector T. Only the 
worst-performing particles are replaced so all potentially best solutions can be retained. 
For path planning problems, the selection factor S has a recommended setting of 0.3. This setting promotes swarm 
diversity while maintaining an adequate number of potentially optimal particles [44]. By increasing the diversity 
and evolutionary rate of the swarm through the removal of the least desirable solutions, the selective DE operation 
in SDEQPSO can achieve a better and faster global convergence.  
The SDEQPSO path replanner can continuously generate and refine an AUV path at an adaptive interval 
throughout a mission. The adaptive replanning interval was devised to react to environmental changes, which can 
cause a previously planned path to become unsafe or less optimal. The following flags can trigger path replanning: 
• Elapsed time after a previous planning reaches a predefined limit. 
• Newly detected obstacles show up in an AUV’s safe zone. 
• Newly detected obstacles conflict with the previously planned path. 
In order to ensure the planned path was optimized for a spatiotemporal current field, the first replanning flag 
enabled the path replanner to refine the path periodically even when no conflicting obstacles were detected. The 
elapsed time limit was defined to be inversely proportional to the vehicle and current velocities. Based on the 
vehicle water-referenced velocity Va and the maximum current velocity Vc,max measured by a current profiler, the 












where Dadcp is the effective range of the vehicle’s current profiler. 
When replanning is required, the SDEQPSO path replanner can use the solutions from its previous planning cycle 
as the initial solutions for planning a new path that is optimized for its new planning conditions. Figure 2 describes 
the path replanning process. The black circles and grey dots in Figure 2 depict the potential path nodes that can 
form an AUV path. During a new planning cycle, some of the previous solutions (grey dots) can be preserved and 
reused as the initial solutions (black circles) for path optimization. 
 
Figure 2: Reusing previous solutions for path replanning (black vehicle depicts the current state and grey vehicle 
depicts the previous state). 
The initialisation of path replanning begins with finding the new boundary conditions based on a new starting 
point, i.e., the current position of the vehicle. Path nodes behind the new starting point are deleted. Solutions 
within the new boundary conditions are preserved, while solutions outside the boundary are rejected and 
regenerated. After the initialisation process, the solutions undergo the iteration of SDEQPSO to find the optimal 





Step 1. Define the parameters of the algorithm and operational environments. 
Step 2. Initialise random particle positions in Equation (1). Set pbest of particles to their current positions. 
Step 3. Check the path replanning flag. 
Step 4. If replanning flag == TRUE 
While the stop criteria are not met,  
For t = 1, 2, …, tmax, 
Evaluate the fitness F(Xi t) of particles by using the objective function F. 
Update pbest and gbest by using Equations (5) and (7) respectively. 
Update mbest by using Equation (6). 
Update β by using Equation (9). 
For each particle i = 1, 2, …, N, 
Update the positions of particles by using Equation (8). 
End 
Sort all particles according to their personal best fitness. 
For k = 1, 2,…, Nsth best performing particle, 
Mutation to generate a donor vector Ukt by using Equation (11). 
Crossover to generate a trial vector Tkt by using Equation (12). 




Output gbest that corresponds to the optimal path. 
Else 
Follow the path generated by the previous planning cycle. 
End if 
Step 5. Return to Step 3 if the target is not reached. 
4 Path Formulation 
In this study, the path replanner aimed to solve a multi-objective optimization problem, which required finding 
the time-optimal path from a group of potential paths that can guide an AUV towards its target across a dynamic 
and unknown ocean environment. A potential AUV path can comprise a sequence of path nodes that connect a 
starting point and an end point (target). Manipulating the locations of path nodes can refine and optimize a path. 
Neither the starting point nor the end point of a path was involved in the optimization process because all potential 
paths have the same start and end locations. 
In the SDEQPSO path replanner, a potential path solution can be modelled as a particle in the swarm. The swarm 
population can be represented by a matrix X = [X1, X2, …, XN]T, where Xi is a particle’s position vector and N is 
the population size of the swarm. The entries in the position vector of a particle represent the coordinates of its 
path nodes. Assuming each path comprises n+2 nodes (including the starting and end points), a total number of n 
nodes is involved in the path optimization process. To register the polar coordinates of n node(s) in a 2D Euclidean 
plane, a particle requires a position vector with 2n dimensions for radial coordinates r and azimuthal angle 
coordinates φ. To register the spherical coordinates of n node(s) in a 3D Euclidean space, a particle requires 3n 
dimensions to include an additional n dimension(s) for polar angle coordinates θ. The position vector X of the ith 
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  (14) 
The Cartesian coordinates of the jth path node recorded by the ith particle can be calculated from the polar 
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  (16) 
To enhance the search efficiency of the path replanner, a radial boundary condition was used to control the 
placement of path nodes. Every path node was constrained to lie within a concentric annulus, which is the area 
between two concentric circles of different radii. These radii can be given by the lower boundary Rmin and upper 
boundary Rmax in Equation (17). A hard constraint was used to restrict the search domains of radial coordinates 
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where rd denotes the radial distance between every pair of concentric circles and rtarget is the radial coordinate of 
the target. A path solution is deemed infeasible and needs to be regenerated if any of its path nodes exceed the 










  (18) 
To ensure path solutions comply with the minimum turning radius and pitch limitation of an AUV, the search 
domain of azimuthal angle coordinates and polar angle coordinates were hard-constrained by using an azimuthal 
boundary φmax and a polar boundary θmax, respectively. A feasible path solution must have all its path nodes 
fulfilling the conditions of |φi,j| < φmax/2 and |θi,j| < θmax/2; otherwise, the solution must be regenerated. 
The path nodes, including the starting and end points, can be connected to form an AUV path by using B-splines, 
which are parametric curves generated from a series of connected piecewise polynomials [52]. B-splines are 
suitable for this application because it offers the following properties: 
• It can produce a practical path shape without unnecessary wiggling segments, hence reducing the control 
actions required by an AUV to follow the path. 
• It can maintain the continuity of its second derivative and curvature function to ensure a smooth path. 
This enhances the path following performance of an AUV. 
• It can offer local control for path alteration without loss of continuity. This allows the effect of path nodes 
relocation to be localized to the adjacent path segments only. 
Path nodes can serve as the control points for a B-spline path based on the curve function in Equation (19), which 
produces an output vector P(u) to represent a k+1 order curve in the form of discretised waypoints. If a path has 
n+2 nodes, the number of generated piecewise polynomials is n+1. 
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where xi represents the control points, u is the non-decreasing knot sequence given by a knot vector U = [u0, …, 
ui, …, un+k+2], and Bi,k (u) denotes the basis functions of k degree as given by the following Cox de Boor recursion 
[52]. 
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4.1 Objective Function 
When applying PSO-based algorithms, developing suitable objective functions is essential for evaluating the 
fitness of particles. Fitness evaluation using objective functions normally contributes to the majority of algorithm 
runtime [51]. Objective functions must consider the optimization criteria and physical conditions of its problem 
space to accurately measure the fitness of particles. As a minimization problem, path planning needs to minimise 
the travel time of a vehicle. Thus, a better path solution should have a lower cost/fitness. This study used a single 
aggregate objective function to model the multi-objective path planning problem. Equal weights were used for 








= ∑  (22) 
The primary objective function F1 served to measure the fitness of a path based on its travel time required to reach 
the target while taking into account the effect of ocean currents. This function can adapt a path to ocean currents, 
resulting in a time-optimal path that can guide an AUV towards its target within a minimum time. A B-spline path 
Xi can be described by a sequence of discretised waypoints P = [pi,1, pi,2, …, pi,m ], where P is generated by Equation 
(19) and m is the total number of discretised waypoints. For the ith particle, its travel time cost F1(Xi) can be 
obtained in Equation (23) by summing the total time required to travel on all the path segments that connect the 
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where the numerator gives the Euclidean distance between two consecutive waypoints. Vg denotes the vehicle 
ground-referenced velocity, which is the resultant vehicle velocity under the effect of currents. Vg can be obtained 
in Equation (24) by summing the vehicle water-referenced velocity Va and the effect of current velocity Vc on the 
vehicle, which can be given by projecting Vc in the direction of the path vector. 
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4.2 Obstacle Avoidance 
The second objective function served as a penalty function to measure a path’s exposure to obstacles in terms of 
a penalty cost. It was found in [53] that using a hard constraint in obstacle avoidance can generate an excellent 
solution quality. However, a hard constraint may lead to an undesirable increase in the computational cost of a 
path planner due to the additional runtime required to regenerate infeasible solutions. A soft constraint has a lower 
computational requirement because it can be optimized over time. Although the use of a soft constraint can help 
to maintain a good balance between a path planner’s solution quality and computational cost, a vehicle may bump 
into obstacles if its path is soft-constrained to an inadequate distance with obstacles. This may occur in practice 
due to the vehicle’s actuation limitations or external forces, such as ocean currents.  
Therefore, a combined constraint approach was developed and applied for obstacle avoidance to ensure a 
collision-free path while maintaining a reasonable computational load. In this approach, two parameters were used 
to control the obstacle avoidance behaviour: 
1. A buffer distance dbuff, which was applied with a soft constraint. 
2. A safety distance dsafe, which was applied with a hard constraint. 
During a mission, the buffer distance can allow a vehicle to bump into the buffered obstacle, but with a penalty 
applied. It was used to address the concerns for sensor uncertainties in FLS measurements, as well as the 
limitations in vehicular actuation and the effect of external forces on the vehicle. On the other hand, the safety 





constraint was configured to be stricter than the hard constraint. Thus, it reduces the tendency of solutions to 
violate the hard constraint, subsequently lowering the computational load of the path planner. 
To achieve obstacle avoidance, the algorithm computes the minimum distance between a path and the obstacle 
detected by the vehicle. Assuming a solution Xi in a 3D Euclidean space, the problem involves an obstacle h with 
a detection point Oc,h = (Ocx, Ocy, Ocz) and a path segment that links two adjacent waypoints pi, j and pi, j+1. Firstly, 
the nearest point on the segment pi, j pi, j+1 to the point Oc,h was determined. The nearest point ρ(s) can be 
parameterized by Equation (25). Next, vector projection was used to obtain Equation (26). 
 ( ) ( ), , 1 ,i j i j i js p s p pρ += + −  (25) 
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To find the parameter s that gives the minimum distance within the path segment, Equation (27) was used to clip 
s to the range of [0,1]. Thus, the minimum distance from Oc,h to ρ(s) can be determined by using Equation (28), 
which gives the obstacle distance Dobs between the path segment and the detected obstacle. 
 ( )( )' ˆmin max ,0 ,1s s=  (27) 
 ( ) ( ) ,'obs c hD s s Oρ= −  (28) 
A hard constraint was applied to Dobs by using the safety distance dsafe. A feasible path must maintain a distance 
greater than dsafe from all obstacles. A solution is deemed infeasible and will be regenerated if any of its path 
segments contains Dobs < dsafe. Additionally, the solution was soft-constrained by using the buffer distance dbuff. 
For each path segment with Dobs < dbuff and Dobs ≥ dsafe, the penalty function F2 in Equation (29) can be applied 
to obtain the penalty cost, which is inversely proportional to Dobs. The total penalty of a solution can be given by 
Equation (30). 
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In dynamic and unknown environments, a detected obstacle does not necessarily remain stationary in the same 
location; it may move and become irrelevant over time. Moreover, the memory of the path planner for storing 
obstacle detections may become overloaded with time, leading to an increasing latency in the planner as the 
mission progresses. Hence, the proposed algorithm must maintain a list of relevant detection points by removing 
irrelevant detections based on their elapsed time and distances to the vehicle. Detections that exceeded the distance 
Dobs,max or the elapsed time tobs,max were removed. 








=  (32) 
where Dfls is the detection range of the vehicle’s FLS sensor. The following pseudocode describes the obstacle 





For each obstacle detection point Oc,h, where h = 1, 2, …, H, 
For each discretised waypoint pi,j, where j = 1, …, m-1, 
Find s using Equation (26). 
Clip s to [0,1] using Equation (27). 
Find Dobs using Equation (28). 
If Dobs < dsafe 
Break and regenerate solution. 
Else if dsafe ≤ Dobs < dbuff   
Apply penalty using Equation (29). 
Else 





Figure 3: Example of obstacle avoidance scenario using one of the FLS detection points. 
5 Vehicle and Sensor Models 
In this study, the UTAS Explorer AUV “nupiri muka” was used as the test platform for verifying the proposed 
path planning system. The actuators of the AUV include a two-bladed propeller, a set of x-form rudders, and a 
pair of hydroplanes. The AUV is equipped with an FLS sensor, two ADCP sensors, and a dual-frequency side-
scan sonar. The modularity of the vehicle allows additional sensors to be configured as required by its missions. 
The control architecture of the vehicle is based on the MOOS-IvP framework. The vehicle is also equipped with 
a backseat driver system, which enables seamless information/data exchange between the vehicle and its operators 
by using the MOOS-IvP middleware. HIL tests of the vehicle were facilitated by the backseat driver.  
To conduct HIL tests on dry land, the AUV’s motion response was simulated using an empirical model of the 
“nupiri muka” in the uSimExplorer application. The vehicle model can propagate the AUV’s position and 
orientation based on the deflection angles of control surfaces and the propeller rotation rate, which were provided 
by the real-time actuator feedback from the AUV’s hardware during the test. To simulate the effect of ocean 
currents, the vehicle model considered the drift force caused by time-varying currents by subscribing to the drift 
vector published by the uSimCurrent application. The vehicle model was governed by Equations (33) – (42). 
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 ( )coshorv vΘ= ⋅† †  (38) 
 ( )sinverv vΘ= − ⋅† †  (39) 
 ( )   -1 _sin horx x v drift x dΨ = + ⋅ + ⋅ † † † † †  (40) 
 ( )   -1 _cos hory y v drift y dΨ = + ⋅ + ⋅ † † † † †  (41) 
 ( )-1max 0,  ver buoydepth depth v v d = + − ⋅ † † †  (42) 
where † is the current time and v† is the vehicle speed, which can be resolved into a horizontal component vhor 
and a vertical component vver. The vehicle position can be given by x†, y†, and depth†. The vehicle heading and 
pitch angle are denoted by Ψ† and Θ†, respectively. rpm† is the propeller rotation rate, whereas α n† is the 
deflection angle of the nth control surface. The drift velocity in the x and y direction are represented by drift_x† 
and drift_y†. The kinematic parameters of the model are given in Table 2 and were based on the AUV’s 
performance data, which were obtained from its field experiments [54, 55]. 
Table 2: Kinematic parameters of the vehicle model. 
Parameter Value 
vmax Maximum body-fixed velocity 2.2 m/s1 
v̇max Maximum rate of change of body-fixed velocity 0.1 m/s2 
Ψ
．
max Maximum rate of change of vehicle heading 5°/s 
Θ
．
max Maximum rate of change of vehicle pitch 3°/s 
rpmmax Maximum achievable propeller rotation rate 300 rev/min 
αmax Maximum deflection angle of control surfaces 22° 
vbouy Static upward velocity due to buoyancy  0.06 m/s 
The vehicle model was validated against the field data of the nupiri muka AUV through turning circle tests, which 
required the vehicle to enter a steady turn at a constant speed. The experimental data were collected in the field 
with the AUV conducting a full-rudder (23°) circle at a vehicle speed of 1.5m/s. The turning circle of the vehicle 
model was obtained from the HIL setup using the same rudder angle and vehicle speed. The two trajectories 
produced a similar turning radius with a discrepancy of less than 5%. 
 
Figure 4: Turning circle test of the vehicle model. 
The vehicle used an FLS sensor for the detection of obstacles. Based on the specification of the “nupiri muka”, 
the FLS model were configured as follows: 80 metres detection range, 120° field of view, 121 beams (with 1° 
separation between beams), and 100Hz frequency. The configuration of an FLS sensor on an AUV depends on 
the requirements of its mission. For missions such as area-coverage surveys, it is more appropriate to use a 
horizontal sonar configuration, which aligns the sonar fan of FLS on the vehicle’s horizontal plane. The vertical 





Hence, this study considered two sonar configurations as illustrated in Figure 5. For the vertical sonar 
configuration, an offset of 20° above the horizontal plane was used. During the HIL test, a priori unknown and 
irregular obstacles were present in the problem space. The FLS model can detect the boundaries of obstacles and 
generate the coordinates of the detection points. This information was recorded by the path planner for path 
computation. 
 
Figure 5: FLS sensors configured in horizontal (left) and vertical (right) planes. 
The path planner required a current profile of the environment to generate time-optimal paths. A forward-looking 
H-ADCP sensor was simulated to provide the path planner with continuous information of current profiles. The 
H-ADCP model was a 300kHz sensor with 200 metres detection range. It can reconstruct a current profile of 200 
metres × 50 metres in the vehicle’s forward-looking region [56].  
6 Experiments and Results 
The implementation of the SDEQPSO path replanner using the MOOS-IvP framework was evaluated by 
performing a HIL test on the “nupiri muka” AUV. The payload computer was a Linux machine with Ubuntu 18.04 
(GNU g++ 7.5.0) and Intel Core i5-6300U (2.4GHz CPU, 8GB RAM). The problem space was a virtual ocean 
environment with 1000×1000 square metres for 2D and 1000×1000×50 cubic metres for 3D. A priori unknown 
obstacles and time-varying ocean currents were present in the problem space. The virtual obstacles were placed 
in such a way that they will potentially block the AUV paths. Dynamic obstacles were configured to drift at 
random speeds up to 0.1 m/s in different directions. Field data of current profiles with added Gaussian noise were 
used to generate a time-varying current field with current velocity up to 0.5 m/s. The field data were sampled at 
Beauty Point, Tasmania, Australia from the ADCP sensors of the “nupiri muka” AUV. 
Based on the properties of the “nupiri muka” AUV, the safety distance and buffer distance required for obstacle 
avoidance were defined as 10 metres and 30 metres, respectively. The population size of the SDEQPSO algorithm 
was configured as 150 particles. The algorithm parameters were configured based on the suggestions in Section 
3. Different test cases as described in Table 3 were conducted during the HIL test. Monte Carlo methods with 20 
runs were applied for every test case. 
Table 3: Setups of HIL test cases. 
Test Case Dimension FLS configuration Obstacles rd (m) φmax (°) θmax (°) 
1 2D Horizontal Stationary 50 60 - 
2 2D Horizontal Moving 50 60 - 
3 3D Horizontal Stationary 50 60 5 
4 3D Horizontal Moving 50 60 5 
5 3D Vertical Stationary 50 5 20 
6 3D Vertical Moving 50 5 20 
The robustness of the SDEQPSO path replanner was evaluated using Monte Carlo methods under scenarios with 
stochastic processes, i.e., randomly moving obstacles and constantly changing ocean currents. To adapt an AUV 
path to ocean currents, the path replanner can accept current profiles in the form of real-time ADCP data or a 
predictive ocean model. A comparison was conducted between the path replanners that used different current data: 
1. Real-time current profile inferred from the H-ADCP measurements, 
2. Pre-generative current profile loaded directly from an ocean model. 
This study also includes a comparison with two other planners to evaluate the performance of the path replanner:  
1. An SDEQPSO-based path replanner without adaptation to ocean currents, 





The HIL test of the “nupiri muka” was conducted under the scenario described in Figure 6 and Figure 7. The AUV 
mission was to traverse the unknown, cluttered, and dynamic ocean environment towards a target while keeping 
a safe distance with the virtual obstacles and exploiting the favourable currents that can assist the vehicle motion. 
In the 2D tests (Cases 1 and 2), the target and the obstacles were placed on the ocean surface. For the 3D tests 
(Cases 3, 4, 5, and 6), the target was located at a depth of 15 metres, while the obstacles were placed at various 
depths between the surface and the target depth.  
 
Figure 6: Bow view (left) and stern view (right) of the “nupiri muka” AUV. 
 
 
Figure 7: Path solutions of Case 1 (top-left), Case 2 (top-right), Case 3 (mid-left), Case 4 (mid-right),  
Case 5 (bottom-left), and Case 6 (bottom-right). 
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In Figure 7, the elapsed time during the tests is shown by the colour bars. The planned paths and vector fields of 
ocean currents are coloured according to the elapsed time. The static obstacles (Case 1, 3 and 5) are coloured 
brown, while the moving obstacles (Case 2, 4 and 6) are represented by the trails with colours corresponding to 
the elapsed time. A path is safe if it does not intersect with the brown static obstacles or the trails of moving 
obstacles with the same colour. The virtual obstacles were configured to obstruct the vehicle path intentionally 
so the AUV must use its sensors to detect and detour around the obstacles by replanning its path. When the 
vehicle used a horizontal sonar configuration (Case 3 and 4), the path replanner required it to manoeuvre around 
obstacles mainly by using yaw motion. Conversely, the planned path for the vehicle that used a vertical sonar 
configuration (Case 5 and 6) involved mostly pitch motion.  
Throughout the experiment, the AUV was required to use its onboard controller and physically actuate its control 
surfaces and propeller in order to follow the planned path. In all test cases, the AUV maintained an average vehicle 
speed of 1.5 m/s. Figure 7 shows that the resultant paths are safe and collision-free. The executed vehicle tracks 
(black lines) showed close resemblances to the planned paths, indicating that the planned paths can be followed 
closely by the AUV in real time. By following a time-optimal path, the vehicle was driven to surf the favourable 
currents and to keep away from the adverse currents that would oppose its motion. 
The path replanner must replan the AUV path in real time whenever its replanning flags were triggered, e.g., the 
previously planned paths conflicted with obstacles detected by the FLS sensor. Figure 8 shows the variation of 
runtime for the path replanner to replan the vehicle path during the real-time HIL tests. In the boxplot, the lower 
and upper ends of the boxes indicate the first and third quartiles of the runtime respectively, while the red lines 
across the boxes show the medians. During the HIL test, the runtime required for path replanning varied from 
milliseconds up to a maximum of 2.7 seconds (Case 3). The means of runtime in all test cases were found to be 
below 1 second. The resulting runtime shows that the path replanner can be run smoothly on the payload computer 
or an embedded system that uses the MOOS-IvP middleware. 
Figure 8: Runtime of the implemented SDEQPSO path replanner for replanning paths in different test cases. 
The feasibility of the paths generated by the path replanner was checked against the physical limitations of the 
AUV actuators. The “nupiri muka” AUV has a minimum turning radius of 10 metres and a maximum pitch of 40° 
in the worst-case scenario. Figure 9 shows that the curvature radius of the generated paths was maintained higher 
than the minimum turning radius of the vehicle in the test cases. The variation of vehicle pitch in Figure 10 
indicates that the required actuation was well within the vehicular limitation. Based on Figure 10, the vehicle 
mainly manoeuvred by using pitch motion when the vertical sonar configuration was used (Cases 5 and 6). 
Whereas, when the horizontal sonar configuration was used, the vehicle utilized minimum pitch motion (Cases 3 
and 4).  
To examine the path following performance of the AUV, Figure 11 shows the resultant cross-track error between 
the planned path and the actual path executed by the vehicle. Based on Figure 11, the variation of cross-track 
errors can be correlated with the occurrence of path replanning. In the test cases, increases in the cross-track errors 
were observed mainly when a path change was required after the AUV received a replanned path. The cross-track 
errors were found to be less than 0.2% of the total length of the path travelled by the vehicle. This corresponds to 
a maximum error of 2 metres, which is deemed acceptable given the total distance travelled and the size of the 
Explorer AUV (7.5 metres long). The safety distance (10 metres) and buffer distance (30 metres) used by the path 
replanner were able to tolerate the resultant cross-track error. The results showed that the paths generated by the 
path replanner can be safely followed by the vehicle under the influence of drift caused by ocean currents. Thus, 






Figure 9: Variation of path curvature radius with respect to physical limitations. 
 
Figure 10: Variation of vehicle pitch with respect to physical limitations. 
 
Figure 11: Variation of cross-track error between executed paths and planned paths (red dashed lines indicate 





To evaluate the performance of the proposed path replanner, the travel time required by the AUV to arrive at the 
target by following the paths generated by different path planners is collated in Figure 12. The local path planner 
was configured to follow a straight-line path that linked the starting point and the target. During the missions, the 
local path planner made local deviations to the planned path to avoid detected obstacles as required, and it returned 
the path after avoiding the obstacles. Cases 5 and 6 for the local path planner were excluded because the planner 
is only capable of making local deviations by changing the vehicle’s heading, and thus, it is not compatible with 
the vertical sonar configuration. 
The results in Figure 12 indicate that the proposed path replanner produced a shorter travel time than the local 
path planner. The path replanner reduced the AUV’s travel time by 4 – 16% in 2D scenarios (Cases 1 and 2) and 
by 3 – 12% in 3D scenarios (Cases 3 and 4). The effectiveness of the path replanner in reducing the travel time 
varies depending on the type of current profile data used. The local path planner resulted in a longer travel time 
because it did not consider the optimality of the path; instead, it simply followed a straight-line path and deviated 
from the path to avoid obstacles. After passing the obstacles, instead of continuing to head towards the target, the 
local path planner always causes the vehicle to steer back to the original path regardless of its position. 
Furthermore, the solutions of the local path planner cannot be adapted to ocean currents. 
 
Figure 12: Travel time obtained by different path planners. 
To examine the impact of ocean currents on the vehicle performance, the path replanner was configured to use 
different types of current profile data for adapting its solutions to currents. Contrary to the current-adapted path 
replanner that generated time-optimal paths, when the path replanner was configured without the adaptation to 
ocean currents, it simply searched for the path with the shortest distance towards the target. As shown in Figure 
12, the resultant travel time of the two current-adapted path replanners was shorter in all test cases when compared 
to the path replanner that was not adapted to currents. By travelling on time-optimal paths, the AUV’s travel time 
was reduced by up to 7% when the ADCP measurements were used, and up to 12% when the predictive ocean 
model was used. Travelling on the shortest-distance path, which did not consider the effect of currents, required 
a longer travel time to reach the target because the vehicle did not attempt to exploit favourable currents or to 
avoid adverse currents that opposed its motion and pushed it away from its path. 
Between the two current-adapted path replanner, the predictive ocean model resulted in better solutions than the 
real-time ADCP measurements in all test cases. Figure 12 shows a maximum of 5% reduction in travel time was 
achieved by the path replanner that used an ocean model. Although the ADCP sensor measures ocean currents in 
real time, its profiling range is limited, thus leading to less current profile information available for path planning. 
Despite not having a real-time accuracy, a predictive ocean model can further improve the effectiveness of time-
optimal paths because it provides a more comprehensive current profile for path planning. This enables the path 
replanner to further exploit ocean currents for every component of its time-optimal path. However, predictive 
ocean models are not always available, especially when planning an AUV path in unknown underwater 
environments. The proposed path replanner provides versatility in accepting both types of current profile data to 






In this study, a path replanner was implemented as an independent application module in an AUV system that 
used the MOOS-IvP architecture. The implemented path replanner was verified in a HIL test of an Explorer AUV 
to analyse its interaction with the onboard controller and physical actuators. A variety of sensor configurations 
and test scenarios were involved in the experiment, which required the AUV to traverse across an unknown, 
dynamic and cluttered ocean environment. The proposed path replanner demonstrated its scalability for missions 
that require different sensor configurations and its versatility to accept different current profile data. During the 
experiment, the path replanner seamlessly worked in conjunction with the hardware on the test platform in real 
time to continuously generate a time-optimal path that exploited ocean currents and maintained obstacle avoidance. 
The experimental results verified that the planned path can be followed closely by the AUV under the disturbance 
of ocean currents. By comparison with a local path planner, the path replanner improved the vehicle performance 
by reducing up to 16% of its travel time required to reach a target. When compared to the shortest-distance paths, 
the generated time-optimal path reduced the travel time by up to 7% when onboard sensor measurements were 
used, and up to 12% when a predictive ocean model was used. By reducing an AUV’s travel time and energy 
usage for transiting between survey locations, the path replanner can enable the vehicle to preserve its energy for 
conducting surveys. This reduces the necessity of retrieving and redeploying an AUV for recharging its battery 
during a long-duration mission, hence improving the vehicle’s mission efficiency. 
The next step for verifying the proposed path planner is to conduct in-water experiments. The path planner was 
implemented in MOOS-IvP to promote the ease of transition into field operations. The path planner can be applied 
to improve the competence of marine vehicle systems other than an AUV if the vehicle is equipped with a current 
profiler or when a predictive ocean model is available. The modularity of the implemented path planner ensures 
its scalability and extendibility for different vehicle systems. 
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