We estimate firms' cash flow sensitivity of cash to empirically test how the financial system's structure and activity level influence their financial constraints. For this purpose we merge Almeida et al. (2004) , a path-breaking design for evaluating a firm's financial constraints, with Levine (2002), who paved the way for comparative analysis of financial systems around the world. We conjecture that a country's financial system, both in terms of its structure and its level of development, should influence the cash flow sensitivity of cash of constrained firms but leave unconstrained firms unaffected. We test our hypothesis with a large international sample of 80,000 firm-years from 1989 to 2006. Our findings reveal that both the structure of the financial system and its level of development matter. Bank-based financial systems provide constrained firms with easier access to external financing. (JEL Classification Numbers: G32, G30) Key words: financial constraints, financial system, cash flow sensitivity of cash 6 The authors are grateful for comments from participants at the 2009 Panel
Introduction
For many years, financial theory has stressed the role of financial constraints on firms' behavior, but it has rarely considered how obstacles to external financing may vary across different financial systems. Although stock markets can play a very important role in meeting firms' financing needs, a strong and solid banking system may be a workable alternative to meet firms' external funding requirements. Different corporate governance systems, different regimes of investor protection, and different corporate financing structures may all significantly influence agency conflicts, recognized as obstacles to external financing. Thus, the structure and the extent of the financial system of a specific country may be key determinants of the financial constraints that its firms face.
Anecdotal evidence documents significant differences in the structure of the financial macroeconomic environment. For instance, in 2005 the ratio of private credit by deposit money banks to GDP in Germany (1.23) is 2.5 times higher than the same indicator in the USA (0.48). Exactly the opposite is observed if we consider the stock market capitalization to GDP ratio for the same year: these indicators for USA and Germany equal 1.35 and 0.43, respectively. A natural question arises: in which countries are firms less likely to face obstacles in their access to external financing?
To address this issue, we begin by observing the liquidity policy of firms and relating it to the degree of financial frictions. While the traditional definition of financial constraints defined in terms of investment-cash flow sensitivity is highly controversial (e.g. Fazzari et al. (1988) and Kaplan and Zingales (1997) ), we follow the recently developed approach of Almeida et al. (2004) . They consider a firm as financially constrained if it accumulates cash out of its cash flow. Second, we interact cash flow with proxies for the country-specific financial structure. The latter measures reflect the relative importance (measured by activity or size) of the stock market compared to that of the banking sys-tem (Levine (2002) ). Finally, we consider whether our results are robust after controlling for the level of development of the financial system. We employ annual firm-level manufacturing sector data obtained from Global COM-PUSTAT. The data provide detailed financial information for 6,970 firms located in 36 countries over the [1988] [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] period. This dataset is matched to country-level financial data from Beck et al. (2000) which are utilized to compute financial structure and financial development proxies.
The results of the paper can be summarized as follows. Our empirical model quantifies the degree to which the effects of cash flow on cash may be strengthened or weakened by the structure of the financial system. We observe that companies located in marketbased financial systems are more likely to be financially constrained. In contrast to earlier research such as Levine (2002) , we find a significant role for financial structure while the level of financial development maintains its significance in explaining financial frictions. Hence, reduction of financial constraints, the main mechanism for turning stimuli from the financial sector into economic growth, depends on both the structure and the development of the financial system.
In the next section, we briefly review the financial constraints literature. Section 3 presents our empirical model and describes the data. The empirical results in Section 4
show that financial structure and development are important determinants of the degree of financial frictions. Section 5 concludes.
Literature Review
Researchers have expended considerable effort in trying to understand the nature of financial constraints faced by firms. Information asymmetry, moral hazard and agency conflicts negatively affect the firm's borrowing capacity, which may cause an underinvestment problem. Fazzari et al. (1988) initiate a new stream of literature on financial constraints and propose to employ a measure of investment-cash flow sensitivity as a gauge of financial frictions. If firms' access to external capital markets is limited, their reliance on internal resources implies that internally generated cash flows will influence their investment path.
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However, Kaplan and Zingales (1997) argue that these results are controversial, as they find that "those firms classified as less financially constrained exhibit a significantly greater investment-cash flow sensitivity than those firms classified as more financially constrained" (p.169).
2 This debate was further fueled by the investigations of Fazzari et al. (2000) and Kaplan and Zingales (2000) . Doubts about the measurement of financial constraints brought forth Almeida and Campello (2002) and Moyen (2004) , which broaden the analysis from the traditional cash flow-investment paradigms.
The innovative approach of Almeida et al. (2004) is based on the concept that scrutiny of the firm's financial management should indicate financial market imperfections earlier and more clearly than the observed path of capital investment expenditures, which typically exhibits time-to-build lags. In the presence of financial frictions, savings out of a firm's generated cash flow reflects the tradeoff between present and future investment opportunity that constrained firms face. Along these lines they study the relationship between the firm's generated cash flow and its cash balances. Data on US firms reveal that financially constrained firms exhibit a relatively higher propensity to save cash out of their cash flows.
A natural question is, therefore, whether the results of Almeida et al. (2004) are country-specific. Country-comparison studies on the relation between financial constraints and the financial environment are few in number and are exclusively based on the traditional proxy for external financing restrictions: the cash flow sensitivity of capital investment expenditures. For instance, Mairesse et al. (1999) examine the cash flow 1 See also Gilchrist and Himmelberg (1996) and Hoshi et al. (1991) . 2 For instance, see also Cleary (1999) , Gomes (2001), and Cummings et al. (2006) . sensitivity of equipment and R&D investments of American, French and Japanese companies. They find that both types of investment are more strongly affected by cash flow for US companies operating in a market-based financial environment compared to the firms located in the bank-based (Japanese) or mixed (French) financial systems. Similar evidence is found in results from Bond et al. (1999) ) for German (bank-based) and British (market-based) financial systems. In addition, Bond et al. (2003) confirm the finding of a higher cash flow sensitivity (stronger financing restrictions) in market-based financial systems employing data for Belgian, French, German and British companies.
However, to the best of our knowledge, evidence on how the financial architecture affects a less ambiguous indicator for the existence of financial constraints-the cash flow sensitivity of cash-has not been produced.
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The above discussion suggests a scarcity of rigorous evidence on financial constraints in economies with different financial architecture. Most of the previous research has been implemented using US data and much less is known about other countries. A particularly interesting issue is whether the severity of obstacles in credit markets is correlated with the degree of a country's financial development. Previous research has shown that financial development has an effect on the severity of financial constraints facing firms (Love (2003) ), but there have been very few firm-level studies investigating the joint effect of structure and development on the degree of financial frictions. 4,5 A proper inquiry into this issue requires a cross-country approach based on similar empirical methodologies.
Empirical Implementation

Model Design
To investigate whether firms' obstacles in obtaining external funds are affected by the country's financial system we must model how financial constraints are related to indicators of financial system structure. Almeida et al. (2004) 
where i indexes the firm, t the year, ∆CashHoldings is the change in cash and short term securities normalized by total assets; CashF low is the ratio of cash flow, defined as income before extraordinary items plus depreciation, to total assets; 6 and
Structure is a measure of financial system structure directly introduced into the specification and interacted with CashF low. A vector of firm characteristics (X) includes a set of controls (described below) and year fixed effects, while θ i is a firm fixed effect. Finally, ǫ is an idiosyncratic error term assumed to possess the usual desirable characteristics. The key coefficients of interest, α and β from Equation (1), jointly determine the degree of financial constraints for firms operating in countries with different financial structures. Depending on the measure of financial structure, a firm is considered as financially constrained if its liquidity ratio is responsive to cash flows (∂(∆CashHoldings)/∂CashF low = α + β Structure it > 0). In contrast, unconstrained firms are not expected to show a statistically significant relationship between the liquidity ratio and cash flow (α + β Structure it = 0).
Following Levine (2002) , we make use of two different measures of financial structure:
StructureActivity and StructureSize. The first indicator, StructureActivity, measures the activity of stock markets relative to that of banks. It equals the natural logarithm of the total value traded ratio (stock market total value traded/GDP) to the bank credit ratio (private credit from deposit money banks/GDP). The second indicator, StructureSize, proxies the relative size of stock markets. It is measured as the natural log of the market capitalization ratio (stock market capitalization/GDP) to the bank credit ratio.
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The elements of X are intended to control for a firm's financial characteristics that influence their managers' liquidity policy. The choice of variables is motivated by prior research on the determinants of cash holdings (e.g., Opler et al. (1999) and Harford (1999) ), subject to data availability. To control for economies of scale in cash management, we include the natural log of assets, Size, as a measure of firm size. As Global COMPUSTAT does not include the information needed to construct Tobin's Q (e.g., number of shares outstanding and stock price), we employ the ratio of future investment to current investment, LeadInvestment, as a measure of the firm's investment opportunities. 8 Additionally, the decision to hold cash crucially depends on current capital investment (Investment), changes in net working capital (∆NW C) and changes in short term debt (∆ShortDebt). While both net non-cash working capital and short term debt measures could be considered as cash substitutes, firms could reduce liquid 7 Other measures of banking system size (e.g., total banking assets) yield qualitatively similar results. 8 For firm i in year t, LeadInvestment it = (Investment i,t+1 + Investment i,t+2 )/Investment it . We measure Investment it as additions to fixed capital net of disposals. To deal with possible violations of exogeneity of this measure, we estimate the equation with IV-GMM using two lags of investment as instruments.
assets because of increased capital investment. These three firm specific characteristics are normalized by total assets.
Data
We require both firm-level data and data on countries' financial structure to implement the empirical modeling described in the previous section. This section presents the main properties of the data, while Appendix 1 reports data sources.
The firm-level data are drawn from Standard and Poor's Global COMPUSTAT database.
The strengths of the data are the use of consistent financial report information across a large number of countries and 18 years' coverage. Our sample contains about 80,000 firm-years from 1989 through 2006. The exchange rate (local currency units per US dollar) from the World Bank's World Development Indicators (WDI) is used to convert financial data into US dollars. A number of sample selection criteria are applied. We only consider firms who have not undergone substantial changes in their composition during the sample period (e.g., participation in a merger, acquisition or substantial divestment). As these phenomena are not observable in the data, we calculate the growth rate of each firm's total assets and sales, and trim the annual distribution of these growth rates exceeding 100%. Second, we remove all firms that have fewer than three observations over the time span. Finally, all firm-specific variables are winsorized at the 2% level. We employ the winsorized data to reduce the potential impact of outliers upon the parameter estimates.
Our final data set contains 67,292 firm-years pertaining to 6,970 firms with complete data for all variables used in the analysis. Descriptive statistics for the firm-year observations entering the analysis are presented in Table 2 . The average (median) liquidity ratio (Cash) for our sample is 13.07% (8.49%) and the average (median) value of the CashF low ratio is 11.42 (9.09). These values of CashF low are comparable to those in Table 2 of Acharya et al. (2007) .
The country-level measures that we use in our empirical analysis are constructed from the Financial Structure Database of Beck et al. (2000) , updated in 2007.
9 The initial data are from 1960 to 2006. For each country-year, we compute two different measures of financial structure: StructureActivity, log(total value traded ratio/bank credit ratio) and StructureSize, log(market capitalization ratio/bank credit ratio). The data reveal clear heterogeneity in the financial structures of 36 countries (see Table   1 ). In particular, the average lowest values of StructureSize are shown for countries which are known for their well established and traditionally strong banking systems (e.g.
Austria and Germany), while the highest value of the measure is observed for the US, which is a clear example of a market-based economy. Similar patterns are revealed for the StructureActivity proxy. These observations give us confidence that the selected indicators capture the essence of the differences in financial structure between countries.
While these two measures of structure are similar, with a correlation coefficient of 0.84, there are differences in the rankings. For instance, several countries (e.g. Chile) have high market capitalization and quite low turnover, indicating a preponderance of thinly traded assets. Therefore, the StructureSize measure is perhaps more questionable as it does not take into account the activity level of financial markets, but only the value of assets which may be traded.
[INSERT TABLES 1,2 HERE]
In addition, Table 2 reports information on the main variable of interest: the liquidity ratio, or ratio of cash holdings to total assets. As anticipated, there are considerable variations in liquidity ratios across countries. The highest average liquidity ratio (19%) is maintained by Israeli companies, while the lowest (5%) is found for companies headquartered in Portugal, Chile and Colombia.
The empirical literature investigating firms' capital structure behavior has utilized 9 These data were accessed from http://go.worldbank.org/X23UD9QUX0 in March 2008.
various indicators of financial constraints. In line with previous research (e.g., Fazzari et al. (1988) , Gilchrist and Himmelberg (1996) ) we assume that small firms and firms with low (or zero) dividend payout ratios are those most likely to face binding financial constraints. Conversely, larger firms and those with high dividend payout ratios are much less likely to face credit rationing. Accordingly, we partition the sample by the magnitude of firms' size (total assets) and dividend payout ratio. These sample splits are based on firms' average values of the characteristic lying below the 30 th or above the 70 th percentile of their country's empirical distribution for that year. For instance, a firm with total assets above the 70 th percentile of the distribution for country j in year t will be classed as large, while a firm with total assets below the 30 th percentile in that country-year will be classed as small. As such, the classifications are not mutually exhaustive. Table 3 reveals that patterns in several of the descriptive statistics remain the same if sub-categories are explored separately. For instance, the ratio of cash holdings to total assets is considerably higher for smaller and low-dividend-payout firms, while their cash flow ratio is noticeably lower than that of their larger or high-dividend-payout counterparts.
[ INSERT TABLE 3 HERE] Given these assumptions about firms' classifications, we test whether firms in the classes expected to face binding financial constraints show a higher sensitivity of cash to cash flow.
Empirical Findings
Basic Specification
We analyze the differentials in financing constraints with respect to the nature of the financial system by estimating Equation (1). The results obtained using the two measures of financial structure are presented in Tables 4 and 5. [INSERT [INSERT TABLE 5 HERE] Table 5 reports results employing the StructureSize measure of financial structure.
As in Table 4 , the first two columns present estimate for small (constrained) and large (unconstrained) firms, respectively. Again, liquidity policies of both categories of firms are sensitive to cash flows. However, that sensitivity is almost triple as large for the small firms, confirming that this category of firms faces tighter financial constraints.
The last two columns report results for high-payout and low-payout firms, respectively.
Our data reveal that low-payout firms' liquidity display sensitivity to cash flows, unlike their high-payout counterparts. In addition, the interaction term (CF × StructureSize) is significant for financially constrained firms, but insignificant for their unconstrained counterparts. This evidence buttresses our findings from the size subsamples and further strengthens support for the hypothesis that bank-based financial systems provide easier access to external financing.
In order to gauge the sensitivity of cash flow as the financial structure measure changes across the sample space, we calculate selected percentiles of the empirical Structure distributions (using the point and interval estimates from Tables 4-5) and plot the impact of cash flow on ∆CashHoldings. That is, for each measure we report ∂(∆CashHoldings)/∂(CashF low) as the Structure measure changes. 10 The point estimates and 95% confidence interval for each derivative are displayed in Figures 1 and 2. Even a casual inspection of these derivatives shows that financial structure has important effects on constrained firms' liquidity, and varies considerably across countries with different financial architecture. In particular, one can see that an increase in the firm-level cash flow measure leads to an increase in cash holdings, with that effect strengthened for financially constrained firms in market-based systems with higher values of StructureActivity or StructureSize. When we turn to interpreting the effects of the cash flow sensitivity of cash for those firms hypothesized to be financially unconstrained, we find that their cash management is largely insensitive to cash flow.
Furthermore, their sensitivity to their country's financial architecture is essentially nil.
[
INSERT FIGURES 1,2 HERE]
Our results are also in line with pecking order theory (Myers (1977) ), which suggests that firms prefer internal financing and try to maintain a stable dividend. If their generated cash flow is higher than capital expenditure, the firm may invest in liquid assets, and vice versa. However, in this setup the cash-cash flow sensitivity is mainly determined by managers' preferences to pay stable dividends. That is not testable in the context of our study.
Models augmented with Financial Development
A concern with the regression results shown in Tables 4 and 5 is that they may present an incomplete picture, as not only the structure but also the level of a country's financial development will affect the severity of financial constraints that firms face (e.g., Love (2003)). Our further analysis is based on the specifications introduced in the previous section which we augment with a variable measuring the level of financial development of the countries covered in the Global COMPUSTAT dataset. Following Levine (2002) , we employ two proxy measures for the strength of financial institutions. The first measure, F inanceActivity, is defined as log(bank credit ratio × total value traded ratio), while the second proxy, F inanceSize, is calculated as log(market capitalization ratio × bank credit ratio).
11 We present the descriptive statistics for these variables by country in Table 1 . Table 6 reports the results of estimating Equation (1) (2003) who underlines the importance of financial development to 11 Employing the private credit ratio (the value of financial intermediary credits to the private sector / GDP) instead of the bank credit ratio yields qualitatively similar results.
12 Full results of the estimations are available from the authors upon request.
address obstacles in external financing. Turning to the effects of financial structure, we note that the coefficients of the StructureActivity variable are positive but insignificant.
However, in contrast to the findings of Demirgüç-Kunt and Maksimovic (2002), we find that both financial structure and financial development play crucial roles in access to external funding for financially constrained firms given the sizable interaction effects.
[ INSERT TABLE 6 HERE] Panel B of Table 6 shows the outcome of estimating the cash flow sensitivity of cash using F inanceSize as a proxy for financial development. The results from this analysis lead to nearly identical inferences about the difference in financial system as those drawn from Panel A. Our findings for the importance of StructureSize in mediating the effects of cash flow are evident in these models.
The evidence in Tables 4-6 indicate the existence of tighter financial constraints for firms operating in market-based financial systems and a negative relationship between financial development and the severity of financial constraints. In a theoretical study, Chakraborty and Ray (2006) suggest that a bank-based financial system encourages participation in production activities and provides funding to a larger number of entrepreneurs. Taking into account that monitoring is able to resolve some of the agency problems associated with raising funds, firms may enjoy better access to funds when monitored by banks rather than by the market. As argued by Allen and Gale (2000) , banks have a comparative advantage in selecting investment projects based on established technologies. This feature is typical of the manufacturing firms which we study.
Conclusions
By taking into account country-level financial architecture, we advance our understanding of differences in the severity of the financial constraints facing firms. We approach the empirical challenge in light of the recently proposed theoretical framework developed by Almeida et al. (2004) , in which a firm is considered as financially con-strained if it retains cash out of its cash flow. We augment the cash holdings-cash flow sensitivity link with country-level indices of relative development of the stock market to the development of the banking system. This approach is applied to annual data obtained from Global COMPUSTAT for 6,970 manufacturing firms from 36 countries over the period [1989] [1990] [1991] [1992] [1993] [1994] [1995] [1996] [1997] [1998] [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] . This firm-level dataset is merged with financial data from Beck et al. (2000) which provide country-level measures of financial structure.
Our empirical analysis of the data provides several interesting findings. In light of the negative conclusions of earlier research, we infer that financial architecture plays a crucial role in reducing obstacles to firms' access to finance in external markets. Using two definitions of financial constraints and two different measures of relative financial market organization, we find that the sensitivity of firms' cash holdings to their cash flow is significantly higher for firms operating in market-based economies. The data also suggest that the influence of financial structure is important even after controlling for the level of financial development. However, we must emphasize that these conclusions must be taken with caution against the backdrop of the current financial crisis. In more normal times, bank-based systems may be more successful in relaxing firms' financing constraints. However, this may also allow firms to become leveraged to a dangerous degree in times of financial stress. A crucial element of financial stability, as we have seen in many countries' bailout programmes, is ready access to the equity markets, whether equity stakes are private or public. In that context, market-based systems may have an advantage in times of extreme financial stress, as equities markets have generally been able to cope more successfully with financial pressures than have banks. In this context, both types of financial architecture have clear pros and cons.
Our findings on the importance of financial architecture are unique in light of previous studies, which have not shown such diverse and significant effects. As an important extension of the financial frictions literature, we identify variations in the cash flow sensitivity of cash holdings in different financial systems. These variations are robust to the inclusion of measures of investment opportunities, size, and cash substitutes. Given these results, further exploration along these lines could shed considerable light on the interactions between the attributes of financial system and firm liquidity when gauging the degree and impact of financial frictions. Notes: p25, p50, p75 are the quartiles of the variables, N is the number of firm-years, while µ and σ are their means and standard deviations. CashHoldings is cash and short term securities, CashF low (CF ) is income before extraordinary items plus depreciation and amortization, ShortDebt is short term borrowing, Investment is additions to fixed capital, N W C is net non-cash working capital proxied by current assets minus current liabilities minus cash and equivalents, Size is the log of total assets. All firm-specific variables except Size and LeadInvestment are normalized by total assets. Note: Subsamples are defined in terms of the empirical distribution for each country and year. N is the number of firm-years. µ and σ represent mean and standard deviation respectively. Note: Each equation, estimated by IV-GMM with fixed firm effects, includes year dummy variables. Asymptotic cluster-robust standard errors are reported in parentheses. J is the p-value of Hansen's J test of overidentifying restrictions. C is the p-value of Hayashi's GMM-distance test of endogeneity of LeadInvestment. * significant at 10%; ** significant at 5%; *** significant at 1%. Note: Each equation, estimated by IV-GMM with fixed firm effects, includes year dummy variables. Asymptotic cluster-robust standard errors are reported in parentheses. J is the p-value of Hansen's J test of overidentifying restrictions. C is the p-value of Hayashi's GMM-distance test of endogeneity of LeadInvestment. * significant at 10%; ** significant at 5%; *** significant at 1%. Note: Each equation, estimated by IV-GMM with fixed firm effects, includes Size, Lead Investment, Investment, ∆N W C, and ∆ShortDebt and year dummy variables. Asymptotic cluster-robust standard errors are reported in parentheses. J is the p-value of Hansen's J test of overidentifying restrictions. C is the p-value of Hayashi's GMM-distance test of endogeneity of LeadInvestment. * significant at 10%; ** significant at 5%; *** significant at 1%. 
