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A CONCENTRATION-COLLAPSE DECOMPOSITION FOR L2 FLOW
SINGULARITIES
JEFFREY STREETS
Abstract. We exhibit a concentration-collapse decomposition of singularities of fourth
order curvature flows, including the L2 curvature flow and Calabi flow, in dimensions
n ≤ 4. The proof requires the development of several new a priori estimates. First, we de-
velop a smoothing result for initial metrics with small energy and a volume growth lower
bound, in the vein of Perelman’s pseudolocality result. Next, we generalize our technique
from prior work to exhibit local smoothing estimates for the L2 flow in the presence of a
curvature-related bound. A final key ingredient is a new local ǫ-regularity result for L2-
critical metrics with possibly nonconstant scalar curvature. Applications of these results
include new compactness and diffeomorphism-finiteness theorems for smooth compact
four-manifolds satisfying the necessary and effectively minimal hypotheses of L2 curva-
ture pinching and a volume noncollapsing condition.
1. Introduction
1.1. Background. Given Mn a smooth compact manifold, consider the functional of
Riemannian metrics
F(g) :=
∫
M
|Rmg|2g dVg.
The Euler-Lagrange equation for this functional is a fourth-order degenerate elliptic equa-
tion for a Riemannian metric, and critical metrics for F provide natural candidates for
optimal metrics on manifolds, especially in dimension 4. Indeed, in this dimension critical
points for F include well-known classes of metrics such as Einstein metrics and scalar-
flat, half-conformally flat metrics. The existence of critical metrics in dimension 4 has an
interesting relationship to the smooth topology of M ([26, 27]).
A natural tool for understanding the existence of critical metrics is via the negative
gradient flow of F , which we will refer to for convenience as the L2 flow :
∂
∂t
g = − gradF .
This is a degenerate parabolic fourth-order equation for the metric g, and general short-
time existence of solutions to the L2 flow was established in [34] (cf. [46] for the case
n = 3). In motivating natural questions and conjectures about the long time behavior
of this flow, it is natural to compare F to the Yang-Mills energy for a connection on a
principal bundle, and to compare the L2 flow to the Yang-Mills flow. The behavior of these
flows is closely related to the idea of dimensional criticality: the Yang-Mills functional
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Figure 1. Concentration-collapse decomposition of singularities
and F both obey scaling laws which render dimensions n = 2, 3 “subcritical,” dimension
n = 4 “critical,” and dimensions n ≥ 5 “supercritical.” Correspondingly, Rade [33] has
shown that for n = 2, 3 the Yang-Mills flow exists smoothly (with smooth initial data) for
all time and converges to a Yang-Mills connection. Next, Struwe [39] has shown that, in
the critical dimension n = 4, finite time singularities to Yang-Mills flow (if they exist, a
question which is still open), occur only via “concentration of energy.” In particular, this
implies long time existence of the flow assuming the initial energy is sufficiently small.
Lastly, in dimension n ≥ 5 finite time singularities have been exhibited by Grotowski [21].
1.2. Statement of singularity decomposition. With these results from Yang-Mills
theory as guidance, we conjectured in [38] that analogous results hold for the L2 flow,
namely that one has long time existence in dimensions n = 2, 3 and in dimension n = 4
with sufficiently small energy. More generally, we can imagine that for arbitrary energy
in dimension n = 4, singularities form via a concentration of energy phenomenon. The
case n = 2 of this conjecture was confirmed in [37], and for this reason we will ignore the
case n = 2 in this paper, although the results apply in this case as well. The main results
of this paper, Theorems 1.1 and 1.6, exhibit a concentration-collapse decomposition of
the metric at singular times of the L2 flow in dimensions n = 3, 4. This theorem requires
the development of several new analytic tools for understanding L2 flow solutions which
are of interest themselves, and which have interesting compactness and diffeomorphism
finiteness statements as corollaries. In the statement below, Tµ(g) corresponds to a “thin”
set of a Riemannian manifold in an appropriate sense and d(x, Tµ(gt), t) means the distance
between a point and a set in the metric gt. These and other basic definitions are made
precise in §2.
Theorem 1.1. (Concentration-Collapse Decomposition) For any E, µ > 0 there exists
ǫ(E, µ) > 0 so that if (M4, gt) is a solution to the L
2 flow satisfying
F(g0) ≤ E,
then for any T ∈ R≥0 ∪ {∞}, and any x ∈ M such that lim supt→T |Rm| (x, t) = ∞, we
have either:
(1) For all r > 0, lim sup
t→T
∫
Br(x,t)
|Rm|2 ≥ ǫ,
(2) lim inft→T d(x, Tµ(gt), t) = 0.
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The theorem asserts two distinct behaviors which can occur for singularities: either
metric balls of a fixed radius eventually acquire a definite amount of energy (“concentra-
tion”, or “bubbling”), or the point eventually becomes arbitrarily close to highly collapsed
points (“collapse”). Figure 1 gives a rough sketch of this behavior. It is moreover possible
to construct singularity models near the concentration points which are critical metrics
on metric balls of a definite size. One immediate corollary is that for sufficiently small
initial energy one can ensure the singular region is collapsed.
Corollary 1.2. Given µ > 0, there exists ǫ(µ) > 0 so that if (M4, g0) satisfies F(g0) ≤ ǫ
and the solution to the L2 flow with initial condition g0 exists on a maximal time interval
[0, T ), T <∞, then for any x ∈M such that lim supt→T |Rm| (x, t) =∞,
lim inf
t→T
d(x, Tµ(gt), t) = 0.
Another corollary is that, assuming the Sobolev constant remains bounded up to the
time of curvature blowup, energy concentration is the only possibility.
Corollary 1.3. Given E,Ω > 0, there exists ǫ(E,Ω) > 0 so that if (M4, gt) is a solution
to the L2 flow on [0, T ), T ≤ ∞ such that
F(g0) ≤ E, sup
[0,T )
CS(gt) ≤ Ω,
then for any x ∈M such that lim supt→T |Rm| (x, t) =∞, one has that for all r > 0,
lim sup
t→T
∫
Br(x,t)
|Rm|2 ≥ ǫ.
Remark 1.4. For the L2 flow, the behavior described in Corollary 1.2 is strictly confined
to low dimensions. Indeed, for the example of a shrinking sphere (Sn,
√
1− cntgSn), n ≥ 5
we have that the curvature blows up at every point, yet Tµ = ∅ for sufficiently small µ.
Remark 1.5. By [12] Theorem 1.7 we know that for µ chosen sufficiently small, for any
metric g the region Tµ(g) admits a nearby metric with a nilpotent Killing structure.
Next we address the case n = 3, where we assert that for arbitrary initial energy, the
singular points eventually become arbitrarily close to arbitrarily collapsed points.
Theorem 1.6. Let (M3, g0) be a compact manifold, and suppose the solution to the L
2
flow with initial condition g0 exists on a maximal time interval [0, T ), T < ∞. Then for
any x ∈M such that lim supt→T |Rm| (x, t) =∞ and any µ > 0,
lim inf
t→T
d(x, Tµ(gt), t) = 0.
1.3. Statement of smoothing results and their corollaries. The first tool is a new
group of short-time existence results for the L2 flow which give a lower bound on the
existence time of the flow in terms of a certain measure of volume-noncollapse defined
below. These smoothing results have a number of corollaries on gap phenomena and
diffeomorphism finiteness which we state below.
Definition 1.7. Let (Mn, g) be a Riemannian manifold. Fix 0 < δ < 1, and let ωn denote
the volume of the unit n-ball in Rn. Given x ∈M , define the δ-volume radius at x to be
rδ(x) := sup
{
r ≥ 0
∣∣∣∣ ∀s ≤ r, VolBs(x)sn ≥ δωn
}
.
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Moreover, define the δ-volume radius of M to be
rδ := inf
x∈M
rδ(x).
Certainly rδ(x) > 0 in full generality, whereas rδ > 0 will hold for compact Riemannian
manifolds, but can possibly fail on complete manifolds.
Theorem 1.8. Given 0 < δ < 1, there exists ǫ, ι, A > 0 depending only on δ so that if
(M4, g) is a compact Riemannian manifold satisfying
(1) rδ ≥ ρ,
(2) F(g) ≤ ǫ,
the L2 flow with initial condition g exists on [0, ρ4] and moreover satisfies the estimates
(1) |Rm|gt ≤ AF
1
6 (gt)t
− 1
2 ,
(2) injgt ≥ ιt
1
4 ,
(3) diamgt ≤ 2(ρ+ diamg0).
Remark 1.9.
(1) The reason for the power 1
6
is technical. A more elementary proof can yield that
the coefficient in front of the t−
1
2 decay of curvature is o(F), but we make this
dependence precise. It would be interesting to improve this exponent on F to
1
2
, in correspondence with the elliptic estimates ([7], [40]). One possibility for
attaining this would be to prove an ǫ-regularity theorem for sufficiently “almost-
critical” metrics, which could then be used in the proof of Theorem 1.8 to rule
out curvature equality in the blowup sequence in place of the argument we have
given.
(2) Once the curvature decay is in place, appropriate scale-invariant decay estimates
for all derivatives of curvature follow from ([36] Theorem 1.3, cf. Lemma 2.11).
(3) Given T > 0, by an appropriately small choice of ǫ (depending on δ and T ) one
can guarantee smooth existence on [0, T ρ4]. We have chosen not to phrase the
result this way as it obscures what is the only real dependency in the result, which
is on ρ.
(4) It is not the case that the diameter will only double in the setting we have con-
sidered. By considering homogeneous metrics on S3 × S1 one can show that the
diameter can grow at the initial time like t
1
4 , which suggests the form of estimate
(3).
Remark 1.10. We observe that an estimate of this kind, controlling the curvature in C0
with respect to a small energy bound and the volume scale, can only hold in dimension
n ≤ 4. This is exhibited by the round sphere. In dimensions n ≥ 5, round spheres
shrink homothetically along the L2 flow. In particular, their curvature remains a fixed
multiple of some rδ scale. But on the other hand the energy is approaching zero as the
sphere shrinks, so we do not obtain C0 control in terms of energy, only in terms of the
length scale. We will keep track of the dimension in our argument so as to clarify how
the dimensional restriction enters our proof.
Remark 1.11. The elliptic version of these estimates comes from work of Tian-Viaclovsky
([40, 41, 42] cf. Chang [7]). Chang’s results require an injectivity radius lower bound to
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obtain ǫ-regularity. In [40] the authors show ǫ-regularity for critical metrics assuming a
local Sobolev constant bound, and in [42] this is reduced to assuming a lower volume
growth bound, as we have done here. A crucial issue in ([40, 41, 42]) is that the critical
equation does not automatically imply a Ricci curvature bound, and obtaining this bound
and the attendant volume comparison bounds requires great care. In our parabolic case
this issue is compounded due to the fact that the metric is changing in such a way that
has no obvious C0 control. The primary difficulty is to obtain an estimate on how the
volumes of balls change along the flow, which requires significant new technique, “tubular
averaging,” which is described in detail in §3.
Remark 1.12. Despite the obvious fact that Theorem 1.8 makes global, not local, hy-
potheses, it is generally speaking related to Perelman’s pseudolocality theorem for Ricci
flow. Recall that this theorem says, roughly, that in the presence of a local lower bound
on scalar curvature and isoperimetric constant, the Ricci flow smooths the metric to the
appropriate spacetime scale. The lower bound on scalar curvature is a natural assumption
for Ricci flow since such bounds are preserved. Perelman’s proof involves many intricate
techniques including subtle applications of his entropy functional.
The hypotheses of Theorem 1.8 are similar, in particular we make the natural assump-
tion of small L2 curvature, which is preserved by the flow, and a lower volume growth
bound, which can be thought of as a rough measure of how “Euclidean” small metric
balls are. One point of particular interest is that Perelman’s proof works in arbitrary
dimensions, whereas ours by necessity cannot.
Remark 1.13. Observe that the statement implies the remarkable fact that that for a
universal ǫ > 0, the flow smooths the metric to the “minimal rδ scale.” In particular,
any point where rδ is roughly ρ at time zero will have its curvature norm decay so that at
time ρ4 we have |Rm| inj2 ≤ F 16 . In other words, the metric at time ρ4 already exhibits
collapsing for points at the minimal rδ scale. Thus, if one could appropriately localize
these estimates and obtain such a bound at all scales, this would lead to a proof that
there is a uniform ǫ > 0 so that F(g) ≤ ǫ implies the existence of a collapsing structure
on the given manifold. This is discussed more in §3.
Next, we state the smoothing theorem for 3-manifolds.
Theorem 1.14. Given 0 < δ < 1, and E > 0 there exists A = A(δ) > 0 and ǫ = ǫ(δ) > 0
so that if (M3, g) is a compact Riemannian manifold satisfying
(1) rδ ≥ ρ,
(2) F(g) ≤ E,
then the L2 flow with initial condition g exists on [0, T ], where T := min{ǫ4E−4, ρ4}, and
moreover the solution satisfies the estimates
(1) |Rm|gt ≤ A
[
T
1
4F(gt)
] 1
5
t−
1
2 ,
(2) injgt ≥ ιt
1
4 ,
(3) diamgt ≤ 2(ρ+ diamg0).
As remarked above, Theorems 1.8 and 1.14 can by exploited to prove new compactness
results, gap theorems, and diffeomorphism-finiteness theorems. First we show finiteness
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theorems in dimensions three and four related to theorems of Petersen-Wei [32], Anderson-
Cheeger [3] and Gao [20]. In particular, in the context of small L2 curvature, our result
replaces the pointwise Ricci curvature hypothesis of these results with the weaker lower
volume growth bound. Moreover, what is notable in particular is that the choice of ǫ in
our statement for n = 4 is essentially universal, in the sense that it only depends on δ,
and the initial choice of δ is arbitrary.
Corollary 1.15. Given 0 < δ < 1, there exists ǫ(δ) > 0 so that for any ρ, V > 0, there
are only finitely many diffeomorphism types of compact Riemannian manifolds (M4, g)
satisfying
(1) Vol ≤ V ,
(2) rδ ≥ ρ,
(3) F(g) ≤ ǫ.
Observe that, in the presence of the lower volume estimate for balls of radius ρ, the upper
bound on volume is equivalent to an upper bound on diameter.
Corollary 1.16. Given 0 < δ < 1 and ρ, E, V > 0, there are only finitely many diffeo-
morphism types of compact Riemannian manifolds (M3, g) satisfying
(1) Vol ≤ V ,
(2) rδ ≥ ρ,
(3) F(g) ≤ E.
By allowing further dependencies on ǫ, we obtain long time existence of the flow and
convergence to a flat metric.
Corollary 1.17. Given 0 < δ < 1 and ρ, V > 0 there exists ǫ = ǫ(δ, ρ, V ) > 0 such that
given (M4, g) a compact Riemannian manifold satisfying
(1) Vol ≤ V ,
(2) rδ ≥ ρ,
(3) F(g) ≤ ǫ,
then the solution to the L2 flow with initial condition g exists for all time and converges
exponentially to a flat metric.
Using the fact that Sobolev constants can be used to obtain a lower volume growth
estimate, we obtain a further corollary which can be interpreted as a direct analogue
of Struwe’s low-energy existence theorem for Yang-Mills flow remarked on above. This
statement was conjectured in [38]. In the statement below, given a compact Riemannian
manifold (M4, g), the Sobolev constant CS is defined to be the smallest positive constant
so that for all f ∈ C∞(M) we have
||f ||2L4 ≤ CS
[
||∇f ||2L2 + V −
1
2 ||f ||2L2
]
.
Corollary 1.18. Given A, V > 0 there exists ǫ = ǫ(A, V ) > 0 so that if (M4, g) is a
compact Riemannian four-manifold satisfying
(1) Vol ≤ V ,
(2) CS ≤ A,
(3) F(g) ≤ ǫ,
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then the solution to the L2 flow with initial condition g exists for all time and converges
exponentially to a flat metric.
The crucial point of interest in this corollary is the fact that only curvature hypothesis
which is made is smallness of the scale-invariant L2 norm of curvature. Many precursors
exist for this type of result ([3, 18, 20, 29, 32, 43, 44]), but all rely on choosing the L
n
2 norm
sufficiently small with respect to other curvature bounds. At the heart of these techniques
is usually some form of elliptic theory/Moser iteration, which requires a “supercritical” Lp
bound to get started. We in particular point out the results in [18, 29, 43, 44], which all
rely on Ricci flow to smooth out metrics satisfying certain curvature bounds in order to
prove new compactness theorems. As they rely on parabolic Moser iteration, these results
all require that one choose smallness of the L
n
2 norm with respect to some supercritical
Lp measure of Ricci curvature. We point out that a statement is made in [18] claiming
to smooth out metrics with L
n
2 curvature norm chosen small with respect only to the
Sobolev constant. However, no proof is given and the author was not able to reproduce
it, as indeed the Moser iteration technique alone only yields t−1 decay of curvature in
this setting, which cannot be integrated over any definite time interval to ensure that the
Sobolev constant remains bounded on that interval. While it does not appear that Moser
iteration alone can yield such a result, one wonders if by exploiting the various monotonic
quantities introduced by Perelman [30] that such a result could be obtained.
More generally, we can obtain the existence of an F -structure on a compact four-
manifold with small L2 curvature norm with respect to a scale-invariant measure of the
pointwise lower volume ratio. Results of this kind begin with the fundamental collapsing
results of Cheeger-Gromov [10, 11]. Since then, several improvements have appeared which
exploit Lp bounds on curvature instead of pointwise bounds ([18, 45]). Our result exhibits
an F -structure for manifolds with small L2 curvature, relying on the extra assumption
that the energy is small with respect to how much the δ-volume radius varies along the
manifold.
Corollary 1.19. Given 0 < δ < 1 and A > 0 there exists ǫ(δ, A) > 0 so that if (M4, g) is
a compact Riemannian manifold satisfying
(1) F(g) ≤ ǫ,
(2) supM rδ ≤ A infM rδ,
then M admits a metric g satisfying supM
∣∣Rm∣∣ inj2g ≤ C(A, δ)ǫ. In particular, M col-
lapses along an F -structure.
Remark 1.20. To emphasize the type of manifolds which are allowed under Corollary
1.19, one can take an arbitrary closed three-manifold (N3, g), and constructM4 ∼= N3×S1,
and consider the family of metrics gǫ = g + ǫgS1. Straightforward calculations show that
F(gǫ) ≤ Cǫ, and moreover there is a constant A independent of ǫ such that the pinching
condition (2) in the statement of Corollary 1.19 holds. Thus, for sufficiently small ǫ and
any perturbation of the metric which is small in C0 and yields a small perturbation of F ,
the L2 flow smooths the metric sufficiently to “recover” the F -structure.
The last corollary we obtain is a gap theorem for Einstein four-manifolds. Again, prior
results of this type have appeared in for instance [3, 20, 32], and all require bounds on a
“supercritical” curvature quantity.
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Theorem 1.21. There is a constant 0 < η < 1 with the following property: given
ρ, A, V > 0 there exists ǫ = ǫ(ρ, A, V ) > 0 such that given (M4, g) a compact Riemannian
manifold satisfying
(1) Vol ≤ V ,
(2) χ(M) ≤ A,
(3) r1−η ≥ ρ,
(4) ||z||L2 ≤ ǫ,
then M4 admits an Einstein metric.
Remark 1.22. Note that we do not claim long time existence of the L2 flow in this
statement. This seems quite likely to be true, and verifying it requires a stability analysis
of the flow near Einstein metrics. Since Einstein metrics are global minima for F by
the Chern-Gauss-Bonnet theorem, we know a priori that such metrics are linearly stable.
However, information on the integrability of solutions to the linearized equation is still
required to complete the stability analysis. This issues are addressed in great detail in
recent work of Gursky-Viaclovsky [22].
1.4. Further tools required for Theorem 1.1. We now return to our main line of
discussion, which is the proof of Theorem 1.1. We require more a priori estimates for the
L2 flow which are interesting general tools on their own, and so we state them separately.
The first is a local smoothing estimate in the presence of bounds on curvature and its
first two derivatives. The proof is a generalization of the blowup/lifting argument used
in [36] to show global smoothing estimates for the L2 flow in the presence of a curvature
bound. See §2 for the definitions of the various quantities in this statement.
Theorem 1.23. (Local Smoothing, cf. Theorem 4.3) Fix m,n ∈ N+. There exists a
constant C = C(m,n) so that given r,K ≥ 0, and (Mn, gt) a complete solution to L2 flow
on [0, r4], and x ∈ M satisfying
sup
Pr(x,r4)
f2 ≤ K,
then for all t ∈ (0, r4],
sup
Br(x,t)
|∇mRm| ≤ C
(
(1 + r
1
2ρ
− 1
2
x,t )K + t
− 1
2 + ρ−2x,t
)1+m
2
,
where ρx,t(y) := r − d(x, y, t).
After proving Theorem 1.23 we will exhibit a natural “doubling time” estimate for the
L2 flow, which have the further consequence of showing that L2 flow singularities exhibit
a minimal, so-called “Type I” blowup rate of curvature. The next new tool we need is an
ǫ-regularity result for critical metrics.
Theorem 1.24. (cf. Theorem 5.2) Let (M4, g) be critical Riemannian manifold, and fix
r <
diam(M)
2
. Given k ≥ 0, there exists ǫ, Ck depending on CS so that if
||Rm||L2(Br(p)) ≤ ǫ,
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then
sup
B r
2
(p)
∣∣∇k Rm∣∣ ≤ Ck
r2+k
[∫
Br(p)
|Rm|2
] 1
2
.
This proof is similar to related ǫ-regularity results for Einstein metrics [2], critical metrics
[7], Bach-flat metrics [40], and extremal Ka¨hler metrics [16]. What differentiates Theorem
1.24 from the results of [7, 40] is that we do not assume constant scalar curvature, which
follows automatically in the settings considered in those papers. In some of our blowup
arguments we obtain only a local limit, and thus one cannot ensure that the scalar cur-
vature is constant. This causes some technical difficulties which are discussed further in
§5.
The last tool we require is a crucial point-picking statement, Proposition 6.3, which says
roughly speaking that for points of large curvature in an L2 flow which are sufficiently
noncollapsed, there are points which are nearby in spacetime where the curvature is still
large, and which lie at the center of parabolic balls. A crucial difficulty in obtaining
this result is to control the distance between two points which are much farther apart
than their respective curvature scales. This requires another application of the “tubular
averaging” technique introduced in the proof of Theorem 1.8. With all of these tools in
place we establish Theorems 1.1 and 1.6 in §6.
Remark 1.25. Theorem 1.1, as well as the intermediate results Theorem 1.23, Theorem
1.24 apply to solutions to more general fourth-order curvature flows, including the Calabi
flow (in dimension 4), and the flows introduced in the work of Bour [5]. Corollaries
1.15 and 1.17 also apply to Calabi flow, although in this case one already can identify the
complex surfaces in question from the Kodaira classification. We will give the appropriate
references and sketches for Calabi flow in §7.
Here is an outline of the rest of this paper. In §2 we recall some notation and definitions
related to fourth order curvature flows. In §3 we prove Theorems 1.8 and 1.14 and the
attendant corollaries on rigidity and diffeomorphism finiteness. Next in §4 we prove the
local smoothing property (Theorem 1.23). Section 5 has the proof of Theorem 1.24. We
combine these tools in §6 to establish the point-picking algorithm and finish the proof
of Theorems 1.1 and 1.6. We end by sketching how to modify the proofs to obtain the
results for Calabi flow in §7.
Acknowledgements: The author would like to express deep gratitude to Mark Stern
and Gang Tian for their encouragement and support of this project in its earliest stages.
Also the author would like to thank Weiyong He for some comments on an earlier version
of this manuscript.
2. Preliminaries
2.1. Definitions and notation.
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Definition 2.1. Given (Mn, gt) a smooth one-parameter family of metrics on [A,B], and
given x ∈M , t ∈ [A,B] and r ≥ 0, we set
d(x, y, t) := distgt(x, y),
Br(x, t) := {(y, t) ∈M × {t} | d(x, y, t) ≤ r} ,
Pr(x, t) :=
{
(y, s) ∈M × [A,B] | t− r4 ≤ s ≤ t, y ∈ B(x, r, s)} .
Several of our arguments require us to keep track of appropriately scale-invariant bounds
on curvature and a certain finite number of derivatives. For this reason we make a
convenient definition.
Definition 2.2. Let (Mn, gt) be a manifold with a one-parameter family of metrics gt on
[A,B], and fix k ∈ N+. We define fk : M × [A,B]→ R by
fk(x, t) : =
k∑
j=0
∣∣∇j Rm∣∣ 22+j
g(t) (x).
Our next definition is a natural generalization of the usual curvature radius to include
bounds on several derivatives of curvature, appropriately scaled. Observe that σk scales
like distance.
Definition 2.3. Given (Mn, g) a Riemannian manifold, x ∈ M and k ∈ N+, the k-
curvature radius at x is defined to be
σk(x) := sup
{
r > 0 : sup
Br(x)
fk ≤ r−2
}
.
In the context of a solution to the L2 flow, we can define a version of σk using parabolic
balls.
Definition 2.4. Given (Mn, gt) a solution to the L
2 flow on [A,B], (x, t) ∈ M × [A,B]
and k ∈ N+, the parabolic k-curvature radius at (x, t) is defined to be
σk(x, t) := sup
{
r > 0 : sup
Pr(x,t)
fk ≤ r−2
}
.
Next, using the definition of k-curvature radius we can define a local measure of “col-
lapse on the scale of curvature” as the volume ratio of the ball around x whose radius is
the k-curvature radius.
Definition 2.5. Given (Mn, g) a Riemannian manifold, x ∈ M and m ∈ N+, the k-
curvature volume ratio is defined to be
νk(x) :=
Vol(Bσk(x)(x))
σk(x)n
.
With this local measure of volume growth, we define “thin” points of a Riemannian
manifold to be those whose 3-curvature volume ratio is small. The reason for choosing
3-curvature is that various technical local constructions we use to obtain a priori estimates
require knowledge of this many derivatives to succeed.
Definition 2.6. Let (Mn, g) be a Riemannian manifold. Given µ > 0 let
Tµ(g) = {x ∈M | ν3(x) ≤ µ}.
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2.2. Riemannian geometry lemmas.
Lemma 2.7. Let (Mn, g) be a complete Riemannian manifold. Suppose |Rm| ≤ K and
inj ≥ ι. There are constants µ = µ(n) > 0 and c = c(n) > 0 so that for all r <
µmin{ι,K− 12} and all v ∈ TM one has
Area
[
expp
{
Br(0) ∩ 〈v〉⊥
}]
≥ crn−1.
Proof. The choice of µ is made to ensure that for r chosen as in the statement, expp is a
diffeomorphism on Br(0) ⊂ TpM , and moreover one has uniform control over the differen-
tial of expp on this ball. Thus the area of the disc can be computed by diffeomorphically
pulling it back via expp, where the metric is uniformly equivalent to the standard metric
on TpM , and the statement follows. 
Lemma 2.8. (Coarea Formula) Let (M, g), (N, h) be Riemannian manifolds and let F :
M → N be a smooth submersion. Given φ : M → [0,∞) a smooth function one has∫
M
φdVg =
∫
y∈N
∫
x∈F−1(y)
φ(x)
N JacF (x)
dF−1(y)dVh.
Lemma 2.9. Let (Mn, g) be a complete Riemannian manifold satisfying f1 ≤ K. There
exist universal constants C = C(n) > 0, µ = µ(n) > 0 such that, in any normal coordinate
chart around a point p ∈M , one has
sup
B
µK
−
1
2
(p)
|Γ| ≤ CK 12 .
Proof. First note that for µ chosen sufficiently small, normal coordinates will always exist
on B
µK−
1
2
(p). By appropriately scaling the metric and the choice of normal coordinates,
it suffices to show that statement for K = 1. This follows via a detailed analysis using
Jacobi fields similar to the Rauch comparison theorem, and was carried out in ([25], cf.
[19]). 
Lemma 2.10. (Cheeger’s Lemma): Let (Mn, g) be a complete Riemannian manifold.
Given K,R, V > 0 there exists ι(K,R, V ) > 0 so that if x ∈ M satisfies supBR(x) |Rm| ≤
K and Vol(BR(x)) ≥ V then inj(x) ≥ ι.
Proof. This is a direct corollary of [13] Theorem 4.7. 
2.3. L2 flow background. Here we recall some fundamental facts about solutions to the
L2 flow. As exhibited in [34], for any dimension the L2 flow is a fourth-order degener-
ate parabolic equation, with degeneracies arising from the action of the diffeomorphism
group. Using the DeTurck gauge-fixing technique it is possible to prove general short-
time existence of solutions on compact manifolds. By deriving L2 smoothing estimates for
higher derivatives of curvature, one can establishing a general result ensuring long time
existence of the flow as long as the curvature and Sobolev constant remain bounded along
the flow ([34] Theorem 6.2). By the use of blowup/compactness/covering arguments, in
[36] Theorem 1.3 we established that a bound on curvature suffices to ensure long time
existence of the flow. In the course of the proof we established global pointwise smoothing
estimates for derivatives of curvature in the presence of a curvature bound. We record
here an easy corollary of this estimate which will be needed below.
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Lemma 2.11. (Corollary of [36] Theorem 1.3) Fix m,n ≥ 0. There exists a constant
C = C(m,n) > 0 so that if (Mn, gt) is a complete solution to the L
2 flow on [0, T ]
satisfying
sup
M×[0,T ]
t
1
2 |Rm|g(t) ≤ A,
then for all t ∈ (0, T ],
sup
M
|∇mRm|g(t) ≤ C
(
(A+ 1)t−
1
2
)1+m
2
.
Proof. Fix a time t ∈ (0, T ] and apply ([36] Theorem 1.3) on the interval [ t
2
, t
]
. 
3. Smoothing Results and their corollaries
In this section we prove Theorem 1.8, and the corollaries on compactness and diffeomor-
phism finiteness stated in the introduction. Before we begin let us describe the strategy
of the proof. We want to use a blowup/compactness/contradiction argument to establish
the smoothing estimates of the theorem. As long as the injectivity radius estimate holds,
one can construct blowup limits at the scale of curvature and use smoothing estimates
to establish the curvature bound. Much more difficult is to establish the injectivity ra-
dius lower bound. Roughly speaking, by rescaling at a point where the injectivity radius
inequality becomes equality, since there is a curvature bound at the end time, Cheeger’s
Lemma (cf. Lemma 2.10) shows that the volume of a metric ball around that point in
spacetime must be quite small. Thus it suffices to show that the volume of a unit ball
cannot get too small too quickly under the hypotheses of the theorem, since there will be
a lower bound on the volume of unit balls at the initial time of the flow.
On the one hand, the flow changes the volume form in an easily controlled manner, but
on the other hand it is difficult to see how the flow changes the distance between points,
which is required to establish volume control over metric balls along the flow. A direct
estimate of the distance using the smoothing estimates which come from the curvature
decay is not possible, as this requires an integration of t−1. Our method to obtain this
estimate is to use the strong control over gradF coming from the fundamental energy
monotonicity for solutions of the L2 flow. In particular, by averaging gradF over a tubular
neighborhood around a curve, one can exchange the integral of gradF over a curve, which
one doesn’t know too much about, with one over an open set in M , which one has strong
control over. This of course introduces error terms which must be controlled as well. The
most technical part of this estimate is that, as the metric is changing over time, we cannot
continue to measure how the distance between points is changing by measuring the length
of some fixed curve. In particular, any such choice of curve which is say a geodesic at
the initial time will quickly acquire geodesic curvature, and then even the construction of
tubular neighborhoods is not clear. For this reason we break up the time interval into very
small segments on which we can choose a curve which is very close to being a geodesic,
and on which we can carry out the construction of a controlled tubular neighborhood.
3.1. Quasi-geodesics.
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Definition 3.1. Let (Mn, gt) be a one-parameter family of complete Riemannian man-
ifolds defined for t ∈ [t1, t2]. Given a constant β > 0 and x, y ∈ M we say that a one-
parameter family of curves γ(t, s) : [t1, t2]× [0, 1]→M is a β-quasi-geodesic connecting x
and y if there is a constant S > 0 so that:
(1) For all t ∈ [t1, t2] one has γ(t, 0) = x, γ(t, 1) = y.
(2) For all n ∈ N+ such that t1 + nS ≤ t2, γt1+nS is a minimizing geodesic.
(3) For all n ∈ N+ such that t1 + nS ≤ t2, and all t ∈ [t1 + nS, t1 + (n+1)S]∩ [t1, t2],
one has γt = γt1+nS.
(4) For all t ∈ [t1, t2] one has
d(x, y, t) ≤ L(γt, gt) ≤ d(x, y, t) + β, |∇γ˙ γ˙| ≤ β.(3.1)
Note that the first condition of (3.1) says intuitively that γ is close to a geodesic in
the global sense of nearly minimizing distance, and the second condition says that the
curve is close to being a geodesic in the infinitesimal sense. The construction of a β-quasi-
geodesic is as follows: given a one-parameter family of metrics, given a small constant
β > 0 one can pick a sufficiently small parameter S so that on time intervals of length S
one can control the distortion of lengths and second-fundamental forms of curves. Then
one chooses a minimizing geodesic at each time t1 + nS, and this defines the piece-wise
constant one-parameter family of curves. This is made precise in the next lemma.
Lemma 3.2. Let (Mn, gt) denote a smooth one-parameter family of complete Riemann-
ian manifolds on [t1, t2]. Given β > 0 and (x, y) ∈ M there exists a β-quasi-geodesic
connecting x and y.
Proof. It suffices to show that for S chosen sufficiently small with respect to the family
{gt} we can obtain the estimate (3.1) on an interval of length S. In particular, fix a time
T ∈ [t1, t2] and let γ denote a minimizing geodesic connecting x to y in the metric gT ,
parameterized with constant speed on [0, 1]. We will show that estimates (3.1) hold on
[T, T + S] for S sufficiently small. To begin, let
A := sup
M×[t1,t2]
∣∣∣∣∂g∂t
∣∣∣∣+
∣∣∣∣∇∂g∂t
∣∣∣∣ .
First, we may estimate
∂
∂t
L(γt) ≤
∫
γ
∣∣∣∣∂g∂t
∣∣∣∣ dσ ≤ AL(γt),
and therefore
L(γt) ≤ L(γT )eA(t−T ) ≤ L(γT )eAS.
Note that in particular this type of estimate implies a bound for d(x, y) along the whole
time interval [t1, t2]. Choosing S small with respect to this upper bound, A and β yields
L(γt) ≤ d(x, y, gT ) (1 + 2CS)) ≤ d(x, y, gT ) + β.
Next, a direct calculation yields
∂
∂t
|∇γ˙ γ˙|2 ≤
∣∣∣∣∂g∂t
∣∣∣∣ |∇γ˙ γ˙|2 + C |γ˙|2 |∇γ˙ γ˙|
∣∣∣∣∇∂g∂t
∣∣∣∣ ≤ C(A,L(γT )) (1 + |∇γ˙ γ˙|2) .
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Since |∇γ˙ γ˙|gT ≡ 0 by construction, a direct estimate of this ODE yields the required
estimate for S chosen sufficiently small with respect to β. With this final choice of S one
can build the quasi-geodesic by enforcing the first three conditions to hold, and then the
estimates above show that (3.1) will hold. 
3.2. Tubular neighborhoods of quasi-geodesics.
Definition 3.3. Let (Mn, g) be a Riemannian manifold, and let γ : [a, b] → M be a
smooth curve. Given r > 0, and t ∈ [a, b], let
Dr(γ(t)) := expγ(t)
{
Br(0) ∩ 〈γ˙(p)〉⊥
}
,
and let
Dr(γ) :=
⋃
t∈[a,b]
Dr(γ(t)).
Lemma 3.4. Given n,K, ι > 0 there exists a constant β = β(n,K, ι) > 0 and a universal
constant µ > 0 so that if (Mn, g) is a complete Riemannian manifold satisfying f3 ≤ K,
inj ≥ ι, and γ : [0, L]→M , is a unit speed curve satisfying
|∇γ˙ γ˙| ≤ β, L(γ) ≤ d(γ(0), γ(L)) + β,
then DR(γ) is foliated by DR(γ(t)) for R = µmin
{
ι,K−
1
2
}
. Furthermore, if π : DR(γ)→
γ is the projection map sending a point p ∈ DR(γ(t)) to γ(t), which is well-defined by the
foliation property, then
|dπ| ≤ 2 for all x ∈ DR(γ).(3.2)
Proof. First we obtain a local estimate which says that discs arising from sufficiently
close points along γ cannot intersect. Consider s0, s1 ∈ [0, L] and suppose there exists
p ∈ DR(γ(s0)) ∩DR(γ(s1)). Since R ≤ µK− 12 , we can choose a normal coordinate chart
around p of radius 20R around p for µ chosen sufficiently small. Since γ(s0) is in this
normal coordinate chart, and geodesics originating at p are radial, it follows that〈
∂
∂r
, γ˙
〉
γ(s0)
= 0.
We will show that, for ǫ sufficiently small, this inner product cannot be zero at any other
points of γ inside our normal coordinate chart. However, this will yield a contradiction
since there is a geodesic in this chart connecting γ(s1) to p, which implies
〈
∂
∂r
, γ˙
〉
γ(s1)
= 0.
To establish this claim we compute the derivative along γ,
∂
∂t
〈
∂
∂r
, γ˙
〉
=
〈
Dt
∂
∂r
, γ˙
〉
+
〈
∂
∂r
,Dtγ˙
〉
.
We will estimate the right hand side using various properties of normal coordinates. Let
γ(t) = (γ1(t), . . . , γn(t)) denote the coordinates of the path γ in this chart. Also, let ∂i
denote the coordinate vector fields for this normal coordinate chart, and let r(x) denote
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the radius (distance from p) of a point x. Using the expression for the radial vector field
in normal coordinates we have
∂
∂r
∣∣∣∣
γ(t)
=
γi(t)
r(γ(t))
∂i.
Thus
Dt
∂
∂r
=
γ˙i
r
∂i −
γi
〈
γ˙, ∂
∂r
〉
r2
∂i +
γi
r
Dt∂i.
Since the radial vector field is a unit vector with respect to g we can estimate〈
γi∂i, γ˙
〉
=
〈
r
∂
∂r
, γ˙
〉
≤ r |γ˙| = r,
and so 〈
Dt
∂
∂r
, γ˙
〉
≥ 1
r
|γ˙|2 − C
r2
〈
γ˙,
∂
∂r
〉
r − |γ˙| |Dt∂i| ≥
1− C 〈γ˙, ∂
∂r
〉− r |Γ|
r
.
Next, again using that ∂
∂r
is a unit vector we estimate∣∣∣∣
〈
∂
∂r
,Dtγ˙
〉∣∣∣∣ ≤
∣∣∣∣ ∂∂r
∣∣∣∣ |∇γ˙ γ˙| ≤ β.
Now choose µ sufficiently small so that Lemma 2.9 applies, and still smaller so that the
estimate µK−
1
2 |Γ| ≤ 1
4
holds. Next, if we choose β sufficiently small with respect to
R = µmin{ι,K− 12} we yield βr ≤ CβR ≤ 1
4
. Putting these estimates together, and
applying Lemma 2.9 yields
∂
∂t
〈
∂
∂r
, γ˙
〉
≥ 1− C
〈
γ˙, ∂
∂r
〉− r |Γ| − βr
r
≥ 1
r
[
1
2
− C
〈
∂
∂r
, γ˙
〉]
.
Thus a straightforward estimate shows that
〈
∂
∂r
, γ˙
〉
cannot vanish other than at γ(s0),
in the domain of validity of this estimate, which is inside the normal coordinate chart of
radius 20R. Since this estimate holds at every point along γ, we conclude thatDR(γ(s0))∩
DR(γ(s1)) = ∅ for |s1 − s0| ≤ 10R.
To conclude that no two discs can intersect for |s1 − s0| > 10R, we turn to the property
that γ nearly minimizes length. In particular, suppose there exist s0, s1 ∈ [0, d] such that
|s1 − s0| > 10R but p ∈ DR(γ(s0)) ∩ DR(γ(s1)). Construct a piecewise smooth curve α
as follows: Follow γ from s = 0 to s = s0, then follow the geodesic connecting γ(s0) to p,
then the geodesic connecting p to γ(s1), then follow γ from γ(s1) to γ(L). See Figure 2.
Since γ is parameterized by arclength, a straightforward calculation yields that
d(γ(0), γ(L)) ≤ L(α) ≤ s0 +R +R + (L− s1)
≤ d+ 2R− (s1 − s0)
≤ L(γ)− 8R
≤ d(γ(0), γ(L)) + β − 8R.
Thus, if β is chosen sufficiently small with respect to R, which recall depends on K and
ι, we obtain a contradiction here, finishing the claim that the discs DR(γ(s)) form a
foliation.
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γ(L)
γ(0)
γ(s0)
γ(s1)
p
≈ L− s1
≈ R
≈ s0
≈ R
Figure 2. Construction of the test curve α, in blue.
We now establish (3.2). This can be proved by direct methods, but we give an argument
using blowups. If the statement were false, we have a sequence of constants µi → 0 and
a sequence of complete Riemannian manifolds (Mni , gi) satisfying f3 ≤ Ki, inj ≥ ιi, and
curves γi : [0, Li]→Mi satisfying
|∇γ˙i γ˙i| ≤ βi, L(γ) ≤ d(γi(0), γi(Li)) + βi,
where βi ≤ 1, such that DR(γi) is foliated by DR(γi(t)) for ri := µimin{ιi, K−
1
2
i }, but on
the other hand there exists pi = γi(t) and yi ∈ Dr(γi(t)) such that
|dπi| (yi) > 2.(3.3)
Now consider the pointed sequence of Riemannian manifolds {(Mni , r−2i gi, pi)}. Observe
that in the rescaled manifold, f3 → 0 pointwise, and the injectivity radius goes to infinity.
Therefore one can show that a subsequence converges in the C2,α Cheeger-Gromov sense
to (Rn, gEucl, 0).
However, we observe that, since βi ≤ 1, after reparameterizing γi to be unit speed with
respect to the blowup metric, |∇γ˙i γ˙i| → 0 in the limit. That is, the curves γi converge to
a geodesic through the origin, which we may take without loss of generality to be the line
γ(t) = (t, 0, . . . , 0). Moreover, the points yi are contained in the unit ball around pi in each
blowup manifold, and thus can be though of as points in B2(0) ⊂ Rn in the convergence
process, and these will converge to a point y ∈ D1(0), i.e. the unit disc orthogonal to the
geodesic γ in Rn, which is just the intersection of the unit ball with the plane x1 = 0.
Furthermore, the inequality (3.3) is scaling invariant due to the fact that it involves both
the inverse metric on Mi and the metric induced on γi by Mi, and so the scaling factors
cancel out. Due to the C2,α convergence of the Riemannian metrics, and the fact that the
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projection map π sends a point to the point on γ to which it is closest, it follows that the
maps πi converge in C
1,α to the corresponding map π on the limit space. It thus follows
that |dπ| (y) > 2. But the map π on Rn is given explicitly as (x1, . . . , xn)→ (x1, 0 . . . , 0),
and certainly |dπ| ≡ 1 everywhere. This is a contradiction, and the lemma is finished. 
3.3. Proofs of Smoothing Theorems.
Proof of Theorem 1.8. Fix 0 < δ < 1. We first observe that the estimates on curvature
decay and injectivity radius growth in the conclusion of theorem are parabolically scaling
invariant. In particular, it suffices to exhibit the statement corresponding to ρ = 1. In
particular, we claim that there exist ǫ, ι, and A depending only on δ so that if (M4, g) is
a compact Riemannian manifold satisfying
(1) rδ ≥ 1
(2) F(g) ≤ ǫ,
then the solution to L2 flow with initial condition g exists on [0, 1] and moreover satisfies
|Rm|C0(gt) ≤ AF
1
6 (gt)t
− 1
2 ,
injgt ≥ ιt
1
4 .
(3.4)
Suppose we have such a solution, but that the estimates of (3.4) do not hold on [0, 1].
Then there exists a point (x, τ) ∈M×[0, 1] so that [0, τ ] is the maximal interval containing
0 on which (3.4) holds. In particular, one of the inequalities of (3.4) is an equality at (x, τ).
Consider the solution to L2 flow defined by
gt := τ
− 1
2 g (τt) .
The solution (M4, gt) exists on [0, 1], and moreover satisfies (3.4) on [0, 1] due to the
scaling invariance of those estimates. Also, one of (3.4) is an equality at (x, 1). First,
suppose that the curvature inequality of (3.4) is an equality at (x, 1). Observe that there
is a uniform curvature bound on [1
2
, 1], and moreover a uniform lower bound on injectivity
radius on this time interval. Without loss of generality we assume that x satisfies∣∣Rm∣∣ (x) = sup
M
∣∣Rm∣∣ = AF 16 (g1) =: K ≤ 1,
where the last iniequality holds provided ǫ is chosen small with respect to A, which
ultimately will only depend on δ. It follows from ([36] Theorem 1.3) that, for some
universal constant C we have supM
∣∣∇Rm∣∣ ≤ C. Note that the solution has not existed
on a sufficiently long time interval to ensure
∣∣∇Rm∣∣ ≤ CK 32 , as one might expect.
In particular, on BµK(x) we obtain
∣∣Rm∣∣ ≥ K
2
, for a small universal constant µ. If
ǫ is furthermore chosen small with respect to ι and A we have that µK ≤ ι and so
VolBµK ≥ cµ4K4 for a small universal constant c. We conclude that
F(g1) ≥
∫
BµK(x)
∣∣Rm∣∣2 ≥ K2
4
Vol(BµKi(xi)) ≥ cµ4K6 = cµ4A6F(g1).
Thus if A is chosen sufficiently large with universal constants this yields a contradiction.
Now suppose that the injectivity radius inequality of (3.4) is an equality at (x, 1). Our
goal is to derive a contradiction using the volume noncollapsing hypothesis on the initial
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metrics. Recall our noncollapsing hypothesis, which, after parabolically rescaling by ρ as
we have done, says that for all r ≤ 1 and x ∈M ,
VolBr(x, g0)
r4
≥ δ.(3.5)
On the other hand, by Lemma 2.10, since we have a curvature bound supM
∣∣Rm∣∣ ≤
AF 16 ≤ 1, if we choose ι sufficiently small with respect to δ we obtain
VolB1(x, g1) ≤
δ
64
.(3.6)
The strategy of the rest of the proof is to derive a contradiction from these two inequal-
ities, by showing that the flow can not in fact dissipate volume too quickly under these
hypotheses. To simplify notation, at this stage of the proof we remove the bar and refer
to the blowup solution as (M, gt), defined for t ∈ [0, 1]. The most difficult part, addressed
below, is to show that for ǫ sufficiently small one has
U := B 1
2
(x, g0) ⊂ B1(x, g1).(3.7)
Once this is established we can control the volume of U along the flow to derive a contra-
diction. First note that by (3.5)
Volg0(U) ≥
δ
16
.
On the other hand, we can estimate
d
dt
Volgt(U) =
d
dt
∫
U
dVg
= − 1
2
∫
U
tr gradFdVg
≥ − C
(∫
U
|gradF|2 dVg
) 1
2
Volgt(U)
1
2 .
A direct calculation then yields
Volg1(U)
1
2 ≥ Volg0(U)
1
2 − C
∫ 1
0
[∫
U
|gradF|2 dVg
] 1
2
dt
≥
(
δ
16
) 1
2
− C
[∫ 1
0
∫
M
|gradF|2 dVgdt
] 1
2
≥
(
δ
16
) 1
2
− Cǫ 12
≥
(
δ
32
) 1
2
,
for ǫ chosen sufficiently small with respect to δ and universal constants. Combining this
with (3.6) and (3.7) we obtain
δ
32
≤ Volg1(U) ≤ Vol(B1(x, g1)) ≤
δ
64
,
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a contradiction.
The remainder of the proof is devoted to establishing (3.7). The direct path to showing
an estimate on how distance changes is to control the metric tensor in C0 along a curve,
which in turn requires estimating ∫ 1
0
∫
γ
|gradF| dσdt.
Observe that a direct estimate of this integral is not possible since naively one only has
|gradF| ≤ Ct−1, just on the borderline of integrability. To overcome this problem we
need to more cleverly exploit the fundamental energy estimate for L2 flow solutions. In
particular, since we have very good control over the “bulk” integral of |gradF|2, we
essentially replace |gradF| at each point of the curve by its average over a small disc
orthogonal to the curve. As it turns out this yields quantities which are integrable, and
moreover controllable using the small energy hypothesis, provided n ≤ 4.
Fix constants 0 < R < 1, α > 1
4
and let rt := Rt
α. These constants will be chosen more
precisely in the course of the proof. First, observe that if ǫ ≤ 1 and R is chosen sufficiently
small with respect to A, ι, and the universal constant µ of Lemma 3.4, we have via (3.4)
that rt ≤ µmax
{
injgt , |Rm|−
1
2
gt
}
for all t ∈ [0, 1]. It follows from Lemma 3.4 that we may
choose a small parameter β > 0 so that a unit speed curve γ : [0, L]→M , satisfying
|∇γ˙ γ˙| ≤ β, L(γ) ≤ d(γ(0), γ(L)) + β,
has the property that Drt(γ) is foliated by the discs Drt(γ(s)), and moreover that the
map π : Drt(γ)→ γ has a bounded normal differential. With this choice of β, fix a point
y ∈ U and choose a β-quasi-geodesic from x to y on the time interval [0, 1], which is
possible by Lemma 3.2.
t = 0
t = S
rt = Rt
α
x
y
γ(t, ·) = γ(0, ·)
γ(S, ·) is a minimizing
geodesic for gS
Figure 3. Time-dependent disc neighborhood around β-quasi geodesic
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Recall that this construction comes with a decomposition of [0, 1] into finitely many
subintervals Ij := [jS, (j + 1)S) on which γt is constant. Figure 3 is a picture of the
situation in the first interval [0, S]. The indicated blue curves are the same curve which
is a geodesic in the metric g0, but which acquires geodesic curvature as time progresses.
The curve is “tightened” at time S by replacing it by a new geodesic in the metric gS.
Let us restrict attention to one interval Ij . Fix a time t ∈ Ij and give γ a gt-unit speed
parameterization γ : [0, L]→ M . Fix an arbitrary p ∈ γ.
To begin our estimate, first observe that if we choose ǫ small enough to ensure Aǫ
1
6 ≤ 1
then, using (3.4), it follows from Lemma 2.11 that we have the estimates
sup
M
|∇m Rm|gt ≤ C(m,n)t−
2+m
4 .
In particular, since gradF = L(∇2 Rc) + Rm∗2 ([4] Proposition 4.70), we conclude an
estimate of the form |∇ gradF| ≤ Ct− 54 , and thus there is a universal constant C such
that, for any q ∈ Drt(p),
|gradF| (p) ≤ |gradF| (q) + Crtt− 54 .
Thus we obtain the pointwise estimate
|gradF| (p, t) = Area(Drt(p))−1
∫
Drt (p)
|gradF| (p)dA(q)
≤ Area(Drt(p))−1
∫
Drt (p)
[
|gradF| (q) + Crtt− 54
]
dA(q)
= Area(Drt(p))
−1
∫
Drt (p)
|gradF| (q)dA(q) + CRtα− 54
≤ Area(Drt(p))−
1
2
[∫
Drt (p)
|gradF|2 (q)dA(q)
]1
2
+ CRtα−
5
4 .
(3.8)
Next, observe that by Lemma 2.7 we have that, for all s ∈ [0, L],
Area(Drt(γ(s))) ≥ crn−1t = cRn−1tα(n−1).
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for a small but universal constant c. Putting these estimates together and applying the
coarea formula (Lemma 2.8), we yield for t ∈ Ij,
d
dt
L(γ) ≤
∫
γ
|gradF| dσ
≤ CR 1−n2 tα(1−n)2
∫
γ
[∫
Drt(p)
|gradF|2 (q)dA(q)
]1
2
dσ + CRtα−
5
4L(γ)
≤ CR 1−n2 tα(1−n)2
[∫
γ
∫
Drt(p)
|gradF|2 (q)dA(q)dσ
]1
2
L(γ)
1
2 + CRtα−
5
4L(γ)
≤ CR 1−n2 tα(1−n)2 sup
Drt (γ)
|dπ| 12
[∫
M
|gradF|2 dVg
] 1
2
L(γ)
1
2 + CRtα−
5
4L(γ)
≤ CR 1−n2 tα(1−n)2
[∫
M
|gradF|2 dVg
] 1
2
L(γ)
1
2 + CRtα−
5
4L(γ).
(3.9)
Recall that, initially, L(γ0) = d(x, y, 0) ≤ 12 . Provided d(x, y, jS) < 1, this differential
inequality can be integrated, as long as L(γ) ≤ 1, along the interval t ∈ [jS, (j + 1)S], to
yield
d(x, y, gt) ≤ d(x, y, gjS) + CR 1−n2
∫ jS+1
jS
t
α(1−n)
2
[∫
M
|gradF|2 dVg
] 1
2
dt+ CR
∫ jS+1
jS
tα−
5
4dt.
Thus after an inductive application of this estimate we obtain for any t ∈ [0, 1],
d(x, y, gt) ≤ d(x, y, g0) + CR 1−n2
∫ 1
0
t
α(1−n)
2
[∫
M
|gradF|2 dVg
] 1
2
dt+ CR
∫ 1
0
tα−
5
4dt
≤ 1
2
+ CR
1−n
2
[∫ 1
0
tα(1−n)dt
] 1
2
[∫ 1
0
∫
M
|gradF|2 dVgdt
] 1
2
+ CR
∫ 1
0
tα−
5
4dt
=:
1
2
+ I + II.
It is at this point that one can clearly see the dimensional restriction of this proof. Con-
trolling the integral in the second term certainly requires a choice of α > 1
4
. But on
the other hand controlling the first integral of the first term requires α(1 − n) > −1, or
α < 1
n−1
. There is an appropriate choice of α satisfying both conditions if and only if
n ≤ 4.
Now we set n = 4 in the above estimate and make the final choices of constants. First,
pick any 1
4
< α < 1
3
. For concreteness we choose α = 7
24
. Then
II ≤ 24CR ≤ 1
8
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as long as R is chosen sufficiently small with respect to the universal constant C. With
this choice we then estimate
I ≤ CR− 32
√
8
[∫ 1
0
∫
M
|gradF|2
] 1
2
≤ CR− 32 ǫ 12 ≤ 1
8
,
for ǫ chosen sufficiently small with respect to R, which recall implicitly depends on ι,
which in turn depends on δ. This finishes the proof of (3.7), and so finishes the proof of
the uniform short-time existence claim, together with the claimed properties (1) and (2).
It remains to furnish property (3), the diameter estimate, on the requisite time interval.
We observe that the length estimate (3.9) in fact applies to arbitrary curves which are
β-quasi geodesics for sufficiently small β, the existence of which is guaranteed by Lemma
3.2. Applying this estimate and the arguments above to a β-quasi geodesic connecting
two points realizing the diameter of g1 yields the estimate
d
dt
L(γ) ≤ CR− 32 t− 3α2
[∫
M
|gradF|2 dV
] 1
2
L(γ)
1
2 + CRtα−
5
4L(γ).
Integrating the resulting ODE over [jS, (j+1)S] yields, as long as L(γt) < 2(1+diam(g0)),
d(x, y, g(j+1)S) ≤ d(x, y, gjS) + CR− 32 (1 + diamg0)
1
2
∫ jS+1
jS
t−
3α
2
[∫
M
|gradF|2 dVg
] 1
2
dt
+ CR(1 + diamg0)
∫ jS+1
jS
tα−
5
4dt.
Applying this inductively yields, for all t ∈ [0, r40],
diamgt = d(x, y, gt)
≤ d(x, y, g0) + CR− 32 (1 + diamg0)
1
2
∫ 1
0
t−
3α
2
[∫
M
|gradF|2 dVg
] 1
2
dt
+ CR(1 + diamg0)
∫ 1
0
tα−
5
4dt.
As above, choosing α = 7
24
, choosing R small with respect to universal constants (note
it has also earlier been chosen small with respect to δ), and then choosing ǫ small with
respect to this choice of R we can obtain
diamgt ≤ d(x, y, g0) + (1 + diamg0)
1
2 +
1
2
(1 + diamg0)
≤ diamg0 +
1
2
+
1
2
(1 + diamg0) +
1
2
(1 + diamg0)
< 2(1 + diamg0),
as required. 
Proof of Theorem 1.14. The proof is very similar to the proof of Theorem 1.8, and we
indicate the required changes here. Fix 0 < δ < 1 and ρ, E > 0. We claim that there
exists ǫ = ǫ(δ) so that if we set
T := min
{
ǫ4E−4, ρ4
}
,
A CONCENTRATION-COLLAPSE DECOMPOSITION FOR L
2
FLOW SINGULARITIES 23
then if (M3, g0) is a compact Riemannian manifold satisfying rδ ≥ ρ, F(g) ≤ E, then
the solution to the L2 flow with this initial condition exists on [0, T ] and satisfies the
estimates of the statement of Theorem 1.14.
As in the proof of Theorem 1.8, we begin with a rescaling. Consider the solution to L2
flow defined by
gt := T
− 1
2 gTt.
Observe that, by construction, we have
F(g0) = F(T−
1
2g0) = T
1
4F(g0) ≤ ǫ.(3.10)
Also,
rδ(g) = T
− 1
4 rδ(g) ≥ 1.(3.11)
This is now exactly the setup of the proof of Theorem 1.8, and the proof is almost identical.
We claim that for metrics g0 satisfying (3.10) and (3.11), the solution to the L
2 flow with
this condition exists on [0, 1] and moreover satisfies
|Rm|C0(gt) ≤ AF
1
5 (gt)t
− 1
2 ,
injgt ≥ ιt
1
4 ,
diamgt ≤ 2
(
1 + diamg0
)
,
where the constants A and ι depend on δ. Observe that the power on F has changed
from 1
6
to 1
5
, in correspondence with the change in dimension. The argument ruling out
equality of the curvature inequality now proceeds exactly as in the proof of Theorem
1.8. Moreover, ruling out the injectivity radius equality proceeds in analogy with the
proof of Theorem 1.8. As observed there, since n ≤ 4, the method of averaging over
disc neighborhoods of radius rt = Rt
α can succeed for appropriately chosen α. Thus the
solution gt exists on [0, 1] with the appropriate curvature decay estimates, and rescaling
back by T yields the statement of the theorem for the solution gt. Note in particular that,
when rescaling the curvature bound one has
|Rm|C0(gt) =
∣∣∣Rm(T 12 gT−1t)∣∣∣
C0
= T−
1
2 |Rm(gT−1t)|
≤ AF(gT−1t)
1
5 t−
1
2
= AF 15 (T− 12 gt)t− 12
= A
[
T
1
4F(gt)
] 1
5
t−
1
2 .

3.4. Rigidity and diffeomorphism finiteness. We finish this section with the various
corollaries on rigidity and finiteness stated in the introduction. To begin we use the
smoothing effect of Theorem 1.8 to establish Corollary 1.15.
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Proof of Corollary 1.15. Fix 0 < δ < 1 and choose ǫ(δ) as in Theorem 1.8. Given ρ, V as in
the statement, let {(Mi, gi)} be a sequence of compact manifolds satisfying the hypotheses.
It suffices to show that there exists a subsequence of {Mi} which are diffeomorphic. Let
git denote the solution to L
2 flow with initial condition gi. By Theorem 1.8 these solutions
all exist on [0, ρ4], and moreover satisfy the estimates
|Rm|gi
ρ4
≤ C(ρ, δ), injgi
ρ4
≥ ι(ρ, δ).
Moreover, since the flow preserves volume we have Vol(gi
ρ4
) = Vol(gi) ≤ V . It follows from
Cheeger-Gromov compactness that there exists a subsequence of
{
(Mi, g
i
ρ4)
}
converging
in the C∞ Cheeger-Gromov sense to a smooth compact four-manifold (M∞, g∞), finishing
the proof of the corollary. 
Proof of Corollary 1.16. The proof follows the same argument as the proof of Corollary
1.15, using Theorem 1.14 in place of Theorem 1.8. 
Proof of Corollary 1.17. Again we argue by contradiction. If the statement were false,
then given 0 < δ < 1 and ρ, V > 0 we could choose a sequence of compact Riemannian
manifolds {(Mi, gi)} satisfying conditions (1) and (2) of the Corollary, and also F(gi) ≤
ǫi → 0, but for which the solutions to the L2 flow with this initial condition does not exist
for all time and converge to a flat metric. By Theorem 1.8, for sufficiently large i the
solutions exist on [0, ρ4], and moreover the sequence of Riemannian manifolds
{
(Mi, g
i
ρ4)
}
have uniform bounds on curvature and all covariant derivatives of curvature, a uniform
lower bound on injectivity radius, and a uniform upper bound on volume. By [8] we can
choose a subsequence of these manifolds converging in the Ck,α-Cheeger-Gromov topology
for any k, α, and the limit is necessarily flat since the L2 norm of curvature approaches
zero along the sequence. We can now invoke [35] Theorem 1.6, which is a stability result
for solutions to the L2 flow starting Ck-close to flat metrics, to conclude that eventually
our solutions do in fact exist for all time and converge to flat metrics, contradicting the
original assumption, and finishing the proof. 
Proof of Corollary 1.18. Using an argument in [6] (cf. [24] Lemma 3.2) one has that if
(Mn, g) is a Riemannian manifold with CS ≤ A, then for any r > 0, x ∈M one has
VolBr(x) ≥ min
{
1
2A
,
r
C(n, q)A
}n
Choosing ρ and δ sufficiently small with respect to A we verify condition (2) of Corollary
(1.17). If we choose ǫ now with respect to this choice of ρ, δ, which in turn only depends
on universal constants and A, we may apply Corollary 1.17 to obtain the result. 
Next we establish Corollary 1.19. Before we begin we will need to recall a certain notion
of weak injectivity radius introduced in [45].
Definition 3.5. Given (Mn, g), 0 < µ < 1 and x ∈ M , the µ-weak injectivity radius at
x, denoted injwk(µ, x, g), is the largest radius R such that
(1) CS(BR(x)) ≤ µ−2CS(Rn)
(2) For any Br(y) ⊂ BR(x), one has Vol(Br(y)) ≤ µ−nωn.
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Proof of Corollary 1.19. Fix constants δ, A and a compact Riemannian manifold (M4, g)
as in the statement. Let ρ = rδ. By Theorem 1.8, for ǫ chosen sufficiently small with
respect to δ we obtain that the solution to L2 flow with this initial condition exists on
[0, ρ4] and moreover satisfies the smoothing estimates claimed in that theorem. We claim
that for ǫ and µ chosen small with respect to the constants δ and A that the µ-weak
injectivity radius is bounded above at the time ρ4. More specifically, we claim
injwk(µ, x, gρ4) ≤ C(A, δ)ρ.(3.12)
Assuming this is the case, observe that for the metric gρ4 we have[
sup
M
injwk(µ, x)
]2 ∫
M
|Rc|3 ≤ [C(A, δ)ρ]2 sup
M
|Rm|
∫
M
|Rm|2 ≤ C(A, δ)ǫ.
In particular, for ǫ chosen sufficiently small with respect to C(A, δ) and µ we can verify
the hypotheses of ([45] Theorem 0.1) to conclude the inequality for the metric gρ4 . The
existence of the F -structure follows from [11].
It remains to establish (3.12). Fix some point x ∈ M . We claim that it suffices to
establish a local volume upper bound for the metric at time t = ρ4. In particular, we
claim that it suffices to show that for ǫ chosen sufficiently small with respect to δ and A,
if we set δ = 1+δ
2
, we have for all x ∈M that
rδ(x, gρ4) ≤ C(A, δ)ρ.(3.13)
Indeed, since a local Sobolev constant bound implies a local lower volume growth bound,
(3.13) implies an upper bound on the µ-weak injectivity radius at x for µ chosen sufficiently
small with respct to C(A, δ).
To establish (3.13) fix x ∈ M , and fix some A ≤ A such that
rδ(x, g) = Arδ(g) = Aρ.
In particular, this implies that
Vol(BAρ(x, g)) = δ
(
Aρ
)4
ω4.
Let U = BAρ(x, g). Given some η > 1, we can fix ǫ sufficiently small with respect to η, δ,
and A ≥ A so that by following the proof of the volume estimate in Theorem 1.8, we can
estimate
Vol(U, gρ4) ≤ ηδA4ρ4ω4.
Next we claim that for any choice of η > 1 we can choose ǫ sufficiently small so that
Bη−1Aρ(x, gρ4) ⊂ U(3.14)
Note that, if this holds, then
VolBη−1Aρ(x, gρ4) ≤ Vol(U, gρ4) ≤ ηδA4ρ4ω4 = η5δ
(
η−1Aρ
)4
ω4.
Now if we choose η sufficiently close to 1 so that η5δ < 1+δ
2
= δ, then this finishes the
proof of (3.13).
The last step is to establish (3.14). This proceeds precisely as in the proof of the
distance estimate (3.7) of Theorem 1.8. The key difference is that the containment is
the reverse of the one established there. That is, this time we are trying to show that
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distances cannot decay too quickly along the flow, which is the same as saying that they
do not grow too fast under the time-reversed flow. One observes that the argument for
establishing (3.7) only relies on the energy identity for the flow and the decay properties
of curvature. Thus the argument applies also if we reverse time, provided choosing ǫ small
with respect to A and η, which depend only on δ. This establishes (3.14), finishing the
proof. 
Lastly we establish Theorem 1.21, which requires a slight reworking of the proof of
Theorem 1.8.
Proof of Theorem 1.21. Following the proof of Theorem 1.8, we first establish a uniform
short time existence statement for the L2 flow with the given initial conditions. Observe
that by rescaling it suffices to consider the case ρ = 1. Fix ρ = 1 and A, V > 0.
We will show that there exists a universal constant 0 < η < 1 and constants ǫ, τ > 0
depending on A and V so that the solution to L2 flow with initial condition g satisfying
Vol ≤ V, χ(M) ≤ A, r1−η ≥ 1 and ||z||L2 ≤ ǫ exists on [0, τ ] and moreover satisfies
|Rm|C0(gt) ≤ Kt−
1
2 ,
injgt ≥ t
1
4 .
(3.15)
where K is some universal constant to be determined below. To prove this we proceed
by blowup/contradiction as in Theorem 1.8. Suppose that there exists a sequence of
manifolds (Mi, g
i), satisfying χ(Mi) ≤ A, Vol ≤ V , r1−η ≥ 1 and ||z||L2 ≤ ǫi → 0, but
that along the corresponding solutions to the L2 flow, the estimates (3.15) hold only on
a maximal time interval [0, τi], τi → 0. As in the proof of Theorem 1.8, we construct the
sequence of blowup solutions git := τ
− 1
2
i gi(τit). We aim to derive a contradiction from this
setup.
First, recall the Chern-Gauss-Bonnet formula (cf. [4])
F(g) = 8π2 (χ(M) + 4 ||z||2L2) .
It follows that the L2 flow in dimension 4 is also the gradient flow of the L2 norm of z.
Therefore this norm is also nonincreasing along the flow, and we conclude
lim
i→∞
||z||L2(gi1) = 0.(3.16)
To derive a contradiction from this blowup sequence, first suppose that we have infinitely
many metrics gi1 such that the curvature inequality of (3.15) is an equality at (xi, 1).
Applying ([36] Corollary 1.5) we may take a limiting solution (M∞, g
∞
t , x∞) which exists
on [1
2
, 1] and satisfies
sup
M∞×{1}
|Rm| = |Rm| (x∞, 1) = K, injg∞1 ≥ 1.
On the other hand, by (3.16) we have that g∞1 is an Einstein metric. Moreover, since
we assume a uniform upper bound on χ(Mi), it follows from the Chern-Gauss-Bonnet
formula that the L2 norm of the full Riemann curvature tensor is bounded. Since the
volume of the blowup limit is infinite and the scalar curvature is constant, it follows that
the scalar curvature must vanish. Thus g∞1 is Ricci flat. It follows from the local harmonic
coordinate estimates of Einstein metrics ([1], cf. [31] Lemma 52, Theorem 76) that there
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is a constant C depending ultimately on the dimension (which is 4) and the injectivity
radius lower bound (which is 1) such that |Rm|g∞1 ≤ C. Choosing K larger than this
constant C yields a contradiction.
We now turn to the case where there are infinitely many elements of our sequence where
the injectivity radius estimate of (3.15) is an equality at (xi, 1). We want to follow the
same argument as in Theorem 1.8. However, due to the fact that our curvature estimate
in this case depends on the injectivity radius estimate, we cannot apply Cheeger’s Lemma
to ensure that small injectivity radius implies smallness of the volume of geodesic balls.
Instead we will exploit Anderson’s Gap Lemma for complete Ricci flat manifolds with
nearly maximal volume growth. The crucial point remains the same: to estimate the
volume of metric balls along the flow.
Our main goal is to show that for all sufficiently large metric balls, one has nearly
Euclidean volume. As in the proof of Theorem 1.8, for notational convenience we will
refer to one element of the blowup sequence as (M, gt). Fix some radius σ ≥ 1. Since our
blowup factor τi → 0 it follows that for sufficiently large i in our sequence, we have
Volg0(Bσ(x, 0)) ≥ (1− η)ω4σ4.
Fix a constant µ < 1 to be determined, but very close to 1, and let U := Bµσ(x, g0). As
in the proof of Theorem 1.8, a direct integration of the evolution of volume yields the
estimate
Volg1(U)
1
2 ≥ Volg0(U)
1
2 − Cǫ 12 ≥ [(1− η)µ4σ4ω4] 12 − Cǫ 12 ≥ [(1− 2η)µ4σ4ω4] 12 ,(3.17)
where the last inequality holds for ǫ chosen sufficiently small with respect to universal
constants, µ, and η, but NOT σ.
We next claim that we can find ǫ sufficiently small with respect to µ and universal
constants so that for blowup metrics in our sequence satisfying ||z||L2(g0) ≤ ǫ, in analogy
with (3.7) we have
U := Bµσ(x, g0) ⊂ Bσ(x, g1).(3.18)
Note that by combining (3.18) with (3.17) we obtain for any σ ≥ 1 the volume estimate
Volg1 Bσ(x, g1) ≥ Volg1 U ≥ (1− 2η)µ4σ4ω4.
Assuming the claim of (3.18), let us finish the proof of the short-time existence claim.
The arguments from above ruling out the curvature equality along the blowup sequence
still apply here to conclude that the sequence of blowups (Mi, g
i
1, xi) admits a limit which
is a complete Ricci flat manifold with injx∞ = 1. Observe that for any choice of ζ > 0 we
can choose η sufficiently small and µ sufficiently close to 1 to guarantee (1−2η)µ4 ≥ (1−ζ).
Assuming ǫ is chosen small to guarantee the validity of (3.17) and (3.18), we conclude
moreover that this limit space satisfies
VolBσ(x, g∞)
σ4
≥ (1− ζ)ω4(3.19)
for all σ ≥ 1. It follows from the Bishop-Gromov inequality that (3.19) will hold for all
σ > 0. Thus, if ζ is chosen sufficiently small we conclude from ([1] Lemma 3.1) that
the limiting manifold is in fact isometric to (R4, gEucl, 0), contradicting the fact that
injx∞ = 1.
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We now proceed to establish (3.18), following closely the proof of (3.7) in Theorem
1.8. Again we simplify notation and let gt refer to any element of our blowup sequence.
Fix y ∈ U , and choose a small constant β > 0 so that β-quasi-geodesics admit foliated
disc neighborhoods with appropriately chosen radii (cf. Lemma 3.4). With the notation
rt = Rt
α as in Theorem 1.8, the preliminary discussion leading to line (3.9) is justified in
this setting, so we may conclude the estimate
d
dt
L(γ) ≤ CR− 32 t− 3α2
[∫
M
|gradF|2 dVg
] 1
2
L(γ)
1
2 + CRtα−
5
4L(γ).
Thus, for all times such that the inequality L(γ) ≤ σ holds, since σ ≥ 1 we conclude for
t ∈ [jS, (j + 1)S] that
d(x, y, gt) ≤ d(x, y, gjS) + σ
[
CR−
3
2
∫ jS+1
jS
t−
3α
2
[∫
M
|gradF|2 dVg
] 1
2
dt+ CR
∫ jS+1
jS
tα−
5
4dt
]
.
Thus after an inductive application of this estimate we obtain for any t ∈ [0, 1],
d(x, y, gt) ≤ d(x, y, g0) + σ
[
CR−
3
2
∫ 1
0
t−
3α
2
[∫
M
|gradF| dVg
] 1
2
dt+ CR
∫ 1
0
tα−
5
4dt
]
≤ µσ + σ
[
CR−
3
2
[∫ 1
0
t−3αdt
] 1
2
[∫ 1
0
∫
M
|gradF|2 dVgdt
] 1
2
+ CR
∫ 1
0
tα−
5
4dt
]
=: σ [µ+ I + II] ,
where I and II are defined by the final equality. As in Theorem 1.8, we choose α = 7
24
.
Then we obtain
II ≤ 24CR < 1− µ
2
,
for R chosen sufficiently small with respect to universal constants and µ. With this choice
we then estimate
I ≤ CR− 32
√
8
[∫ 1
0
∫
M
|gradF|2
] 1
2
≤ CR− 32 ǫ 12 < 1− µ
2
,
as long as ǫ is chosen sufficiently small with respect to universal constants, µ, and R (which
already depends on µ as well). Combining these estimates yields, for any t ∈ [0, 1],
d(x, y, gt) < σ
[
µ+
1− µ
2
+
1− µ
2
]
= σ.
This completes the proof of (3.18), and so finishes the claim of uniform short-time exis-
tence.
With this smoothing result in hand, the proof proceeds in analogy with the proof of
Corollary 1.17. In particular, if the statement were false, we could take a sequence of
compact Riemannian four-manifolds (M4i , g
i) satisfying the hypotheses of the Theorem,
and moreover limi→∞ ||z||L2(gi) = 0, but for which no M4i admits an Einstein metric.
By the above discussion, there exists a uniform τ > 0 so that the L2 flow with initial
condition gi exists on [0, τ ] and moreover satisfies the estimates (3.15). It follows that the
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sequence of Riemannian manifolds {(M4i , giτ)} is precompact, and so some subsequence of
these manifolds converges to a limiting space (M4∞, g∞), which necessarily is an Einstein
manifold. By the nature of the convergence, Mi ∼= M∞ for sufficiently large i, and so we
have arrived at a contradiction. 
4. Local smoothing property
The goal of this section is to establish a local smoothing property for solutions to the L2
flow in arbitrary dimension. First we record a lemma comparing parabolic balls as we have
defined them with product regions in spacetime along an L2 flow. Then we state a local
compactness theorem for L2 flow solutions, implicit in [36], as Theorem 4.2 below. The
local smoothing estimates then appear in Theorem 4.3. We also record a global curvature
doubling estimate, which in turn implies an upper bound on the blowup rate of L2 flow
solutions, i.e. solutions blow up no faster than the so-called Type I rate. Recall that, for
the Ricci flow, local smoothing can be obtained by combining the maximum principle with
the use of cutoff functions. Moreover, a global doubling time estimate for the curvature
follows directly from the maximum principle applied to the evolution equation for |Rm|2
(cf. [17] Lemma 6.1). In the case of fourth order curvature flows we require the technique
of blowup/compactness arguments.
Lemma 4.1. Suppose (Mn, gt) is a complete solution to L
2 flow, and suppose there exists
x ∈M such that
sup
Pr(x,t)
f2 ≤ K.
There exists a constant c = c(n) such that, setting Λ = e−cr
4K2, we have BΛr(x, t)× [t −
r4, t] ⊂ Pr(x, t).
Proof. One needs to show that for y ∈ BΛr(x, t) and s ∈ [t− r4, t] one has d(x, y, s) ≤ r.
Directly integrating the evolution equation for g and using the hypothesis on f2 yields a
uniform bound for the metric, and hence the distance, along the flow. 
Theorem 4.2. (Local compactness theorem) Let {(Mni , git, pi)}, t ∈ [0, T ] be a sequence
of complete pointed solutions to the L2 flow. Fix m ≥ 4 and r > 0. Suppose
sup
B
gi0(pi,r)
×[0,T ]
fm(g
i) ≤ K,(4.1)
and suppose Bgi0(pi, r) is compact for all i. There exists a constant α(n) > 0 so that
setting r = e−αK
2T r, a subsequence of
{(Br(pi, gi0), git, pi)}, t ∈ [0, T ],
converges to a pointed solution of the L2 flow
(Br(p∞, g
∞
0 ), g
∞
t , p∞), t ∈ (0, T ].
in the sense of C∞-local submersions, and Bs(p∞, g∞0 ) is compact for all s < r. If moreover
injgi0(pi) ≥ δ > 0
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for all i, then the convergence is in the C∞ Cheeger-Gromov sense, and moreover
injg∞0 (p∞) ≥ δ > 0.
Proof. We only give a brief sketch, as the proof uses standard ideas which have already
been established for solutions to the L2 flow. Using techniques for establishing compact-
ness of one-parameter families of metrics established in [23], we can obtain a limiting
space as described in the theorem, with the sequence converging in the Cm−4(g∞0 ) topol-
ogy. Moreover, the L2 flow equation passes to this limit. To improve the convergence to
C∞(g∞0 ) we exploit local L
2 smoothing estimates of the flow obtained by pulling back to
the tangent space via the exponential map to obtain estimates on higher derivatives of
curvature. 
Theorem 4.3. Fix m,n ∈ N+. There exists a constant C = C(m,n) so that given
r,K ≥ 0, and (Mn, gt) a complete solution to L2 flow on [0, r4], and x ∈ M satisfying
sup
Pr(x,r4)
f2 ≤ K,
then for all t ∈ (0, r4],
sup
Br(x,t)
|∇mRm| ≤ C
(
(1 + r
1
2ρ
− 1
2
x,t )K + t
− 1
2 + ρ−2x,t
)1+m
2
,
where ρx,t(y) := r − d(x, y, t).
Remark 4.4. The reason for the seemingly “extra” term r
1
2ρ
− 1
2
x,t K in this estimate is
technical, and is exploited in Lemma 4.5.
Proof. By construction it suffices to show that, for each m ≥ 4, there exists a constant
Cm such that for a solution satisfying the hypotheses of the theorem, for all t ∈ (0, r4]
one has
sup
Br(x,t)
fm ≤ Cm
(
(1 + r
1
2ρ
− 1
2
x,t )K + t
− 1
2 + ρ−2x,t
)
.
Suppose that this claim is false. Choose a sequence of complete solutions to the L2 flow
(Mni , g
i
t) and fix points xi ∈Mni , and ri, Ki > 0 such that the flow git exists on [0, r4i ] and
sup
Pri(xi,r
4
i )
f2 ≤ Ki.
Moreover, suppose that there exist points (zi, ti) ∈ Pri(xi, r4i ) such that
λi := fm(zi, ti) = Ci
(
(1 + r
1
2
i ρ
− 1
2
xi,t
)Ki + t
− 1
2
i + ρ
−2
xi,ti
)
, lim
i→∞
Ci =∞.(4.2)
We aim to derive a contradiction from such a sequence. Note that since each solution is
smooth and the parabolic balls in question are compact, we may assume without loss of
generality that the points (zi, ti) satisfy
fm(zi, ti)
(1 + r
1
2
i ρ
− 1
2
x,t )Ki + t
− 1
2
i + ρ
−2
xi,ti
(zi)
= sup
(y,s)∈Pri (xi,r
4
i )
fm(y, s)
(1 + r
1
2
i ρ
− 1
2
xi,t
)Ki + s
− 1
2 + ρxi,ti(y)
−2
.
(4.3)
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Observe that, since each solution is smooth and the denominator of the terms above goes
to infinity at the boundary of the parabolic ball, the point realizing the supremum occurs
in the interior of the parabolic ball.
We will construct a blowup sequence around this sequence of points. Before that, we
begin with a lemma showing the existence of a parabolic ball with a controlled radius on
which one has a priori control of fm.
Lemma 4.5. For sufficiently large i, we have the estimate
sup
P
λ
−
1
2
i
(zi,ti)
fm ≤ 16λi.
Proof. To begin, we make some observations which follow directly from (4.2). In partic-
ular, we may choose N sufficiently large so that for all i ≥ N one has
λ−2i ≤
3
4
ti
λ
− 1
2
i ≤
1
16
ρxi,ti(zi),
λ−2i ≤
1
CK2i
,
λ−2i ≤
ρxi,ti(zi)
32CriK2i
,
(4.4)
where the constant C above is a universal constant to be determined below.
First note that for all points (y, s) ∈ Pri(xi, r4i ) satisfying
d(xi, y, s) ≤ 3
4
ri +
1
4
d(xi, zi, ti)(4.5)
one has that
ρxi,s(y) = ri − d(xi, y, s) ≥ ri −
(
3
4
ri +
1
4
d(xi, zi, ti)
)
=
1
4
ρxi,ti(zi).
By the estimate (4.4), for s ≥ ti−λ−2i one has s−
1
2 ≤ 2t−
1
2
i . Thus for (y, s) satisfying (4.5)
and s ≥ ti − λ−2i one has by (4.3) that
fm(y, s) ≤ λi
(1 + r
1
2
i ρ
− 1
2
xi,ti
(y))Ki + s
− 1
2 + ρxi,s(y)
−2
(1 + r
1
2
i ρ
− 1
2
xi,ti
(zi)Ki + t
− 1
2
i + ρxi,ti(zi)
−2
≤ λi
(1 + 2r
1
2
i ρ
− 1
2
xi,ti
(zi))Ki + 2t
− 1
2
i + 16ρxi,ti(zi)
−2
(1 + r
1
2
i ρ
− 1
2
xi,ti
(zi))Ki + t
− 1
2
i + ρxi,ti(zi)
−2
≤ 16λi.
(4.6)
Next we claim that for i chosen sufficiently large, we can ensure that for all s ≥ ti − λ−2i
one has
d(xi, zi, s) ≤ d(xi, zi, ti) + 1
16
ρxi,ti(zi).(4.7)
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r
(x, r4)
ρx,s =
15
16
ρx,t(z)
(x, t)
(z, t)
λ ≤ ǫρx,t(z)
d(x, z, t)
Rule out this intersection
Figure 4. A parabolic neighborhood around the blowup point
For such i that (4.5) and (4.7) hold, observe that for any point (y, s) ∈ P
λ
−
1
2
i
(zi, ti), one
has that
d(xi, y, s) ≤ d(xi, zi, s) + d(zi, y, s)
≤ d(xi, zi, ti) + 1
16
ρxi,ti(zi) + λ
− 1
2
i
≤ d(xi, zi, ti) + 1
8
ρxi,ti(zi)
=
1
8
ri +
7
8
d(xi, zi, ti)
≤ 3
4
ri +
1
4
d(xi, zi, ti).
Thus by the above discussion, estimate (4.6) applies to finish the proof.
It remains to show (4.7). We recall the basic estimate for a one-parameter family of
metrics,
gt ≤ exp
[∫ t
s
∣∣∣∣∂g∂t
∣∣∣∣
gp
dp
]
gs.
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Using the uniform estimate on f2 we obtain that for all s ≥ ti−λ−2i one has the pointwise
estimate
gs ≤ exp
[∫ ti
ti−λ
−2
i
CK2i
]
gti .
for all points y such that {y} × [s, t] ⊂ Pri(xi, r4i ). Let γ : [0, d(xi, zi, ti)] → M denote a
unit-speed minimizing geodesic in the metric gti connecting xi to zi. For all times s ≤ ti
such that the length of γ is bounded above by ri, we can ensure that all points along
the curve do indeed lie in Pri(xi, r
4
i ), and so the pointwise estimate of f2 applies at such
points. Arguing implicitly with this continuity method we obtain for s ≥ ti − λ−2i ,
d(xi, zi, s) ≤ d(xi, zi, t)eCK2i λ−2i .
Now using this constant C as the definition for the third inequality of (4.4), we have
CK2i λ
−2
i ≤ 1 and hence eCK2i λ
−2
i ≤ 1 + 2CK2i λ−2i . Using this inequality and the final
inequality of (4.4) we obtain
d(xi, zi, s) ≤ d(xi, zi, ti)
[
1 + 2CK2i λ
−2
i
]
≤ d(xi, zi, ti) + 2CriK2i λ−2i
≤ d(xi, zi, ti) + 1
16
ρxi,ti(zi).
This finishes the proof that (4.7) holds for sufficiently large i, finishing the proof. 
We now construct a blowup sequence around these points. In particular, let
git(x) := λig
i
(
x, ti +
t
λ2i
)
.
Let us make some observations about the family of solutions git. First, for each i, by
construction we certainly have
fm(zi, 0) = 1.(4.8)
Next, observe that the solution (M i, git) exists by construction on (−λ2i ti, 0]. But also
lim
i→∞
λit
1
2
i ≥ lim
i→∞
Ci =∞.
Thus for sufficiently large i the solution exists on [−1, 0]. Thirdly, by Lemma 4.5 we have
a uniform estimate on fm on P 1(zi, 0). By Lemma 4.1 this implies a uniform bound for
fm on a product neighborhood Bc(zi, 0)× [−c4, 0]. Theorem 4.2 implies that there exists
a subsequence of the pointed spaces {(Bc(zi, 0)× [−c4, 0], zi)} converging in the sense of
local C∞-submersions to a limiting space {Bc(z∞, c), g∞t , z∞}. Observe that, by (4.8), one
has that fm(z∞, 0) = 1. On the other hand, observe that
sup f 2 ≤ lim
i→∞
λ−1i Ki ≤ lim
i→∞
C−1i = 0.
Thus f 2 ≡ 0, and so g∞ is flat, contradicting that fm(z∞, 0) = 1, and finishing the
proof. 
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Corollary 4.6. Let (Mn, gt) be a complete solution to L
2 flow which exists on a maximal
time interval [0, T ). Given α > 0, there exists a constant C = C(α, n) > 0 so that if
τ ∈ [0, T ) satisfies
K := sup
M×[0,τ ]
|Rm| ≥ α
τ
1
2
,
then the solution exists smoothly on [0, τ + C
K2
], and moreover
sup
M×[0,τ+ C
K2
]
≤ 2K.
Proof. By hypothesis the flow exists smoothly on [τ − α2
K2
, τ ] with a global curvature
bound of K. Let T0 = sup
{
t ≥ τ | supM×[0,t] |Rm| ≤ 2K
}
. It suffices to show a uniform
lower bound for T0 since the curvature bound implies smooth existence of the flow by [36]
Corollary 1.9. Observe that for all t ≤ T0 the flow exists smoothly on [t − α2K2 , t] with a
global curvature bound of 2K. By [36] Theorem 1.3 it follows that there exists a constant
C = C(n, α) such that
sup
M×{t}
f4 ≤ CK.
A direct calculation using [34] Proposition 4.2 shows that for a solution to L2 flow one
has the pointwise ODE
∂
∂t
|Rm| ≤ Cf 34 ,
for a universal constant C. Thus on [0, T0] we have
∂
∂t
|Rm| ≤ CK3, and then it follows
directly that T0 ≥ τ + CK2 for a constant C depending only on n and α, as required. 
Corollary 4.7. Let (Mn, gt) be a complete solution to L
2 flow which exists on a maximal
finite time interval [0, T ). There exists a constant C = C(n) > 0 such that
lim sup
t→T
(T − t) 12 |Rm|C0(gt) ≥ C.
Proof. Given n ∈ N, let C = C(1, n) be the constant from Corollary 4.6. Suppose (Mn, gt)
is a complete solution to L2 flow as in the statement, but
lim sup
t→T
(T − t) 12 |Rm|C0(gt) < C
1
2 .(4.9)
Since T is the maximal existence time, it follows from [36] Corollary 1.9 that lim sup
t→T
|Rm| =
∞, thus we may choose a sequence of times ti → T such that
sup
M×[0,ti]
|Rm| ≥ 1
t
1
2
i
.
Also, by (4.9) we know that
λi := sup
M×[0,ti]
|Rm| < C 12 (T − ti)−
1
2 .
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It follows from Corollary 4.6 that the solution (Mn, gt) exists smoothly on
[
0, ti +
C
λ2i
]
.
However, by construction we have
ti +
C
λ2i
> ti + C
(
(T − ti) 12
C
1
2
)2
= T,
contradicting maximality of T . 
5. ǫ-regularity for critical metrics
In this section we prove a local ǫ-regularity theorem for critical metrics. Two direct
precursors to this result appear in [16] and [40]. Specifically, [40] Theorem 3.1 asserts
scale-invariant pointwise estimates on curvature and its derivatives for metrics satisfying
the equation
∆Rc = Rm ∗Rc .(5.1)
This system of equations holds automatically for critical metrics on compact manifolds.
However, in our setting we obtain only local limits, and so we do not automatically obtain
that our limits have constant scalar curvature, and thus we only have the coupled system
of curvature equations given in Lemma 5.1. This is similar in some ways to the extra
terms which arise in showing ǫ-regularity for extremal Ka¨hler metrics as in [16]. Roughly
speaking, the method in [40] is to couple (5.1) to the general equation satisfied by any
Riemannian metric,
∆Rm = L(∇2Rc) + Rm ∗Rm,(5.2)
where L denotes a universal linear expression. This system of equations is used in a two-
step iteration process, first obtaining estimates on Ricci curvature then exploiting this
to control the term L(∇2Rc) and obtain bounds on the Riemann curvature tensor. Our
method is similar, in that we consider the coupled system of three equations given by
(5.2), (5.3) and (5.4), and then employ a three-step iteration process, first using (5.4) to
obtain estimates on scalar curvature, which are used to control the ∇2s term in (5.3) to
obtain estimates on Ricci curvature, which are in turn used in (5.2) to obtain estimates
on the Riemann curvature.
Moreover, due to the lack of a priori Ricci curvature bounds, in the course of the
corresponding arguments in [40] a preliminary Ricci curvature bound must be obtained,
which is essential in controlling volume growth using Bishop-Gromov volume comparison,
and in turn obtaining the higher order estimates. In our setting this is not possible, and
so instead we first obtain an Lp bound on Ricci curvature which allows the application of
volume growth estimates due to Petersen-Wei [32].
Lemma 5.1. ([4] pg. 134) Let (M4, g) be a smooth manifold with critical Riemannian
metric. The curvature of g satisfy the system of equations
∆Rc =
1
2
∇2s+ Rc ∗Rm,(5.3)
∆s = 0.(5.4)
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Theorem 5.2. Given (M4, g) a solution to (5.3), (5.4), and let r < diam(M)
2
. Given
k ≥ 0, there exists ǫ, Ck depending on CS so that if
||Rm||L2(Br(p)) ≤ ǫ,
then
sup
B r
2
(p)
∣∣∇k Rm∣∣ ≤ Ck
r2+k
[∫
Br(p)
|Rm|2
] 1
2
.
To prepare for the proof of this theorem we need a series of preliminary estimates given
in the lemmas below. One observes that, by scaling, it suffices to prove the theorem on
balls of unit size (i.e. r = 1), a reduction which will be used in all the proofs below
without further comment. In particular, the statements will refer to balls of arbitrary size
but will only be proved for balls of unit size.
Also, we will state each intermediary estimate in the form of estimating a higher order
term on a ball of radius 1
2
in terms of the energy on a unit ball. However, the overall proof
is inductive and requires repeated applications of prior estimates. Thus strictly speaking
the n-th “layer” of the proof should yield estimates on a ball of radius 1
2n
in terms of
the total energy. This point is ignored in the proofs below in the interest of a cleaner
presentation, as it has no effect on the form of the final estimates. Lastly, for notational
simplicity we will drop the volume form terms dVg in all the integrals below.
Lemma 5.3. There exists C > 0 so that[∫
B r
2
(p)
s4
] 1
2
≤ C
r2
∫
Br(p)
s2,(5.5)
∫
B r
2
(p)
|∇s|2 ≤ C
r2
∫
Br(p)
s2,(5.6)
∫
B r
2
(p)
∣∣∇2s∣∣2 ≤ C
r4
∫
Br(p)
s2.(5.7)
Proof. Let φ denote a smooth function supported in B1(p). We integrate by parts to yield∫
B1(p)
φ2 |∇s|2 ≤
∫
M
φ |∇φ| |∇s| |s| ≤ δ
∫
M
φ2 |∇s|2 + δ−1 |∇φ|2 s2.
If φ is chosen to be a cutoff function for B 1
2
(p), the first inequality follows. For the second
we again set φ to be arbitrary and estimate∫
B1(p)
φ2
∣∣∇2s∣∣2 = ∫
B1(p)
φ∇φ ∗ ∇s ∗ ∇2s+ φ2∇s ∗∆∇s
≤
∫
B1(p)
δφ2
∣∣∇2s∣∣2 + δ−1 |∇φ|2 |∇s|2 + φ2 |Rc| |∇s|2 .
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Now estimate using the Sobolev inequality∫
M
φ2 |Rc| |∇s|2 ≤ ||Rc||L2(B1(p)) ||φ |∇s|||2L4
≤ ǫCS
[∫
B1(p)
|∇(φ |∇s|)|2 + φ2 |∇s|2
]
≤ ǫCS
[∫
B1(p)
φ2
∣∣∇2s∣∣2 + (φ2 + |∇φ|2) |∇s|2] .
Combining the two estimates above, choosing δ small and choosing ǫ sufficiently small
with respect to CS yields∫
B1(p)
φ2
∣∣∇2s∣∣2 ≤ C ∫
B1(p)
(φ2 + |∇φ|2) |∇s|2 .

Lemma 5.4. There exists a constant C so that[∫
B r
4
(p)
|Rc|4
] 1
2
≤ C
r2
∫
Br(p)
|Rc|2(5.8)
∫
B r
8
(p)
|∇Rc|2 ≤ C
r2
∫
Br(p)
|Rc|2 .(5.9)
Proof. Using the Sobolev inequality and the Kato inequality |∇ |Rc|| ≤ |∇Rc| we obtain,
for φ a smooth function,[∫
B1(p)
(
φ |Rc|4)] 12 ≤ CS
∫
B1(p)
|∇(φ |Rc|)|2 ≤ CS
∫
B1(p)
[|∇φ|2 |Rc|2 + φ2 |∇Rc|2] .
Integrating by parts yields
∫
B1(p)
φ2 |∇Rc|2 =
∫
B1(p)
φ2 〈Rc,−∆Rc〉+ φ∇φ ∗ Rc ∗∇Rc
=
∫
B1(p)
φ2
〈
Rc,−1
2
∇2s+ Rc ∗Rm
〉
+ φ∇φ ∗ Rc ∗∇Rc
≤ C ||φ |Rc|||L2
∣∣∣∣φ ∣∣∇2s∣∣∣∣∣∣
L2
+ C
∫
B1(p)
[
φ2 |Rc|2 |Rm|+ δφ2 |∇Rc|2 + δ−1 |∇φ|2 |Rc|2]
≤ C ||φ |Rc|||L2
∣∣∣∣φ ∣∣∇2s∣∣∣∣∣∣
L2
+
(∫
B1(p)
(φ |Rc|)4
) 1
2
(∫
B1(p)
|Rm|2
) 1
2
+ Cδ−1
∫
B1(p)
|∇φ|2 |Rc|2 ,
(5.10)
where in the last line we choose δ sufficiently small with respect to universal constants to
absorb one term. Now choosing φ to be a cutoff function for B 1
4
(p) and applying Lemma
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5.3 yields
||φ |Rc|||L2
∣∣∣∣φ ∣∣∇2s∣∣∣∣∣∣
L2
≤ ||φ |Rc|||2L2 .
Combining the above three estimates and choosing ǫ sufficiently small with respect to the
Sobolev constant yields equation (5.8). Now choosing φ to be a cutoff function for B 1
2
(p)
and applying (5.8) in line (5.10) yields (5.9). 
Lemma 5.5. There exists a constant C such that[∫
B r
2
(p)
|Rm|4
] 1
2
≤ C
r2
∫
Br(p)
|Rm|2(5.11)
∫
B r
2
(p)
|∇Rm|2 ≤ C
r2
∫
Br(p)
|Rm|2 .(5.12)
Proof. Using the Sobolev inequality and the Kato inequality |∇ |Rm|| ≤ |∇Rm| we ob-
tain, for φ a smooth function,[∫
B1(p)
(
φ |Rm|4)] 12 ≤ CS
∫
B1(p)
|∇(φ |Rm|)|2 + φ2 |Rm|2
≤ CS
∫
B1(p)
[
φ2 |∇Rm|2 + (φ2 + |∇φ|2) |Rm|2] .
(5.13)
Now observe the general identity for a Riemannian metric,∫ 〈
∆Rm, φ2Rm
〉
=
∫ 〈∇2Rc+Rm ∗Rm, φ2Rm〉
=
∫
φ∇φ ∗ ∇Rc ∗Rm+φ2∇Rc ∗∇Rm+φ2Rm∗3 .
Integrating by parts and using this identity and (5.9) yields
∫
B1(p)
φ2 |∇Rm|2 =
∫
B1(p)
φ2 〈Rm,−∆Rm〉+ φ∇φ ∗ Rm ∗∇Rm
=
∫
B1(p)
φ2∇Rc ∗∇Rm+φ2Rm∗3+φ∇φ ∗ ∇Rc ∗Rm
≤ C
∫
B1(p)
[
δφ2 |∇Rm|2 + δ−1 |∇Rc|2 + φ2 |Rm|3 + |∇φ|2 |Rm|2]
≤ C
∫
B1(p)
[
δ−1 |∇Rc|+ |∇φ|2 |Rm|2]
+ C
[∫
B1(p)
(φ |Rm|)4
] 1
2
[∫
B1(p)
|Rm|2
] 1
2
≤ C
∫
B1(p)
|Rm|2 + Cǫ
[∫
B1(p)
(φ |Rm|)4
] 1
2
.
(5.14)
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Now choosing φ to be a cutoff function for B 1
2
(p) and combining this with (5.13) yields
(5.11). With this established one obtains (5.12) by plugging (5.11) into (5.14). 
Lemma 5.6. There exist constants ǫ, C so that if ||Rm||L2(Br(p)) ≤ ǫ then
Vol(B r
2
(p)) ≤ Cr4.
Proof. Rescaling the ball to unit size and applying Lemma 5.5 we have a uniform L4
bound on Rm on B 1
2
(p). Applying ([32] Theorem 1.1) we obtain a uniform upper bound
on Vol(B 1
2
(p)), and then scaling back yields the result. 
Proposition 5.7. For any k ≥ 0 there exist constants ǫ, C so that if ||Rm||L2(Br(p)) ≤ ǫ,
then [∫
B r
2
(p)
∣∣∇ks∣∣4
] 1
2
≤ C
r2(k+1)
∫
Br(p)
|Rm|2 ,(5.15)
[∫
B r
2
(p)
∣∣∇k+1s∣∣2
]
≤ C
r2(k+1)
∫
Br(p)
|Rm|2 ,(5.16)
[∫
B r
2
(p)
∣∣∇k Rc∣∣4
] 1
2
≤ C
r2(k+1)
∫
Br(p)
|Rm|2 ,(5.17)
[∫
B r
2
(p)
∣∣∇k+1Rc∣∣2
]
≤ C
r2(k+1)
∫
Br(p)
|Rm|2 ,(5.18)
[∫
B r
2
(p)
∣∣∇k Rm∣∣4
] 1
2
≤ C
r2(k+1)
∫
Br(p)
|Rm|2 ,(5.19)
[∫
B r
2
(p)
∣∣∇k+1Rm∣∣2
]
≤ C
r2(k+1)
∫
Br(p)
|Rm|2 .(5.20)
Proof. The proof is by induction. We have already verified case k = 0 of each inequality
in the above lemmas. Now assume the lemma is true for all i = 0, . . . , k − 1. We proceed
in three steps: scalar curvature, Ricci curvature, Riemann curvature.
To obtain the scalar curvature estimates, first observe that since ∆s = 0 commutation
of derivatives yields
∆(∇ks) =
k−1∑
l=0
∇l Rm ∗∇k−ls.(5.21)
Let φ denote a cutoff function for B 1
2
(p). Using the Sobolev inequality we first observe[∫
B1(p)
(φ
∣∣∇ks∣∣)4] 12 ≤ C ∫
B1(p)
[∣∣∇(φ ∣∣∇ks∣∣)∣∣2 + φ2 ∣∣∇ks∣∣2]
≤ C
∫
B1(p)
[
φ2
∣∣∇k+1s∣∣2 + (φ2 + |∇φ|2) ∣∣∇ks∣∣2]
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Integrating by parts and applying (5.21) yields
∫
B1(p)
φ2
∣∣∇k+1s∣∣2 = ∫
B1(p)
[
φ∇φ ∗ ∇ks ∗ ∇k+1s− φ2 〈∇ks,∆∇ks〉]
=
∫
B1(p)
[
φ∇φ ∗ ∇ks ∗ ∇k+1s+ φ2∇ks ∗
k−1∑
l=0
∇lRm ∗∇k−ls
]
≤ C
∫
B1(p)
[
δφ2
∣∣∇k+1s∣∣2 + δ−1 |∇φ|2 ∣∣∇ks∣∣2 + φ2 ∣∣∇ks∣∣ k−1∑
l=0
∣∣∇l Rm∣∣ ∣∣∇k−ls∣∣
]
≤ C
∫
B1(p)
[
δ−1 |∇φ|2 ∣∣∇ks∣∣2 + φ2 ∣∣∇ks∣∣ k−1∑
l=0
∣∣∇lRm∣∣ ∣∣∇k−ls∣∣
]
,
where the last line follows by choosing δ sufficiently small and absorbing one term. We
next estimate the terms in the sum above. For l = 0, we apply Ho¨lder’s inequality and
the Sobolev inequality to yield
∫
B1(p)
φ2 |Rm| ∣∣∇ks∣∣2 ≤ [∫
B1(p)
|Rm|2
] 1
2
[∫
B1(p)
(φ
∣∣∇ks∣∣)4] 12
≤ Cǫ
[∫
B1(p)
∣∣∇(φ ∣∣∇ks∣∣)∣∣2 + φ2 ∣∣∇ks∣∣2]
≤ Cǫ
[∫
B1(p)
φ2
∣∣∇k+1s∣∣2 + (φ2 + |∇φ|2) ∣∣∇ks∣∣2] .
Next, applying Ho¨lder’s inequality and the inductive hypothesis we can estimate, for any
1 ≤ l ≤ k − 1,∫
B1(p)
φ2
∣∣∇ks∣∣ ∣∣∇k−ls∣∣ ∣∣∇l Rm∣∣ ≤ ∣∣∣∣φ∇ks∣∣∣∣
L2
∣∣∣∣∣∣φ 12∇lRm∣∣∣∣∣∣
L4
∣∣∣∣∣∣φ 12∇k−ls∣∣∣∣∣∣
L4
≤ C
(∫
B1(p)
|Rm|2
) 1
2
(∫
B1(p)
|Rm|2
) 1
4
(∫
B1(p)
|Rm|2
) 1
4
= C
∫
B1(p)
|Rm|2 .
Combining these estimates and choosing ǫ sufficiently small yields estimates (5.15) and
(5.16).
Next we prove (5.17) and (5.18). To begin we observe that by commuting derivatives
and applying (5.3) we obtain that
∆(∇k Rc) =
k∑
l=0
∇lRm ∗∇k−lRc+∇k+2s.(5.22)
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Let φ again denote a cutoff function for B 1
2
(p). Using the Sobolev inequality we first
observe
[∫
B1(p)
(φ
∣∣∇k Rc∣∣)4] 12 ≤ C ∫
B1(p)
[∣∣∇(φ ∣∣∇k Rc∣∣)∣∣2 + φ2 ∣∣∇k Rc∣∣2]
≤ C
∫
B1(p)
[
φ2
∣∣∇k+1Rc∣∣2 + (φ2 + |∇φ|2) ∣∣∇k Rc∣∣2] .
Integrating by parts and applying (5.22) and Ho¨lder’s inequality yields
∫
B1(p)
φ2
∣∣∇k+1Rc∣∣2 = ∫
B1(p)
φ∇φ ∗ ∇k Rc ∗∇k+1Rc−φ2 〈∇k Rc,∆∇k Rc〉
=
∫
B1(p)
φ∇φ ∗ ∇k Rc ∗∇k+1Rc
+ φ2∇k Rc ∗
k∑
l=0
∇l Rm ∗∇k−lRc+φ2∇k Rc ∗∇k+2s
≤ C
∫
B1(p)
δφ2
∣∣∇k+1Rc∣∣2 + δ−1 |∇φ|2 ∣∣∇k Rc∣∣2 + φ2 ∣∣∇k Rc∣∣ k∑
l=0
∣∣∇l Rm∣∣ ∣∣∇k−lRc∣∣
+ φ∇φ∇k Rc ∗∇k+1s+ φ2∇k+1Rc ∗∇k+1s
≤ C
∫
B1(p)
δφ2
∣∣∇k+1Rc∣∣2 + δ−1 (|∇φ|2 ∣∣∇k Rc∣∣2 + φ2 ∣∣∇k+1s∣∣2)
+ φ2
∣∣∇k Rc∣∣ k∑
l=0
∣∣∇lRm∣∣ ∣∣∇k−lRc∣∣
≤ C
∫
B1(p)
|Rm|2 + φ2 ∣∣∇k Rc∣∣ k∑
l=0
∣∣∇l Rm∣∣ ∣∣∇k−lRc∣∣ ,
where the last line follows by applying the inductive hypothesis as well as estimate (5.16)
for the given k. We now estimate the sum above. First, for l = 0 we apply Ho¨lder’s
inequality and the Sobolev inequality to yield
∫
B1(p)
φ2 |Rm| ∣∣∇k Rc∣∣2 ≤ [∫
B1(p)
|Rm|2
] 1
2
[∫
B1(p)
(φ
∣∣∇k Rc∣∣)4] 12
≤ Cǫ
[∫
B1(p)
∣∣∇(φ ∣∣∇k Rc∣∣)∣∣2 + φ2 ∣∣∇k Rc∣∣2]
≤ Cǫ
[∫
B1(p)
φ2
∣∣∇k+1Rc∣∣2 + (φ2 + |∇φ|2) ∣∣∇k Rc∣∣2] .
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Next, applying Ho¨lder’s inequality and the inductive hypothesis we can estimate, for any
1 ≤ l ≤ k − 1,∫
B1(p)
φ2
∣∣∇k Rc∣∣ ∣∣∇k−lRc∣∣ ∣∣∇l Rm∣∣ ≤ ∣∣∣∣φ∇k Rc∣∣∣∣
L2
∣∣∣∣∣∣φ 12∇l Rm∣∣∣∣∣∣
L4
∣∣∣∣∣∣φ 12∇k−lRc∣∣∣∣∣∣
L4
≤ C
(∫
B1(p)
|Rm|2
) 1
2
(∫
B1(p)
|Rm|2
) 1
4
(∫
B1(p)
|Rm|2
) 1
4
= C
∫
B1(p)
|Rm|2 .
Now consider the term l = k. We may estimate∫
B1(p)
φ2∇k Rc ∗∇k Rm ∗Rc
=
∫
B1(p)
φ ∗ ∇φ ∗ ∇k Rc ∗∇k−1Rm ∗Rc+φ2∇k+1Rc ∗∇k−1Rm ∗Rc+φ2∇k Rc ∗∇k−1Rm ∗∇Rc .
For the first term above we estimate using the inductive hypotheses∫
B1(p)
φ ∗ ∇φ ∗ ∇k Rc ∗∇k−1Rm ∗Rc ≤ C
∣∣∣∣∣∣φ 12∇k Rc∣∣∣∣∣∣
L2
∣∣∣∣∣∣φ 14∇k−1Rm∣∣∣∣∣∣
L4
∣∣∣∣∣∣φ 14 Rc∣∣∣∣∣∣
L4
≤ C
∫
B1(p)
|Rm|2 .
For the next term we estimate using the Cauchy-Schwarz inequality and Ho¨lder’s inequal-
ity∫
B1(p)
φ2∇k+1Rc ∗∇k−1Rm ∗Rc ≤ C
∫
B1(p)
φ2
[
δ
∣∣∇k+1Rc∣∣2 + δ−1 ∣∣∇k−1Rm∣∣2 |Rc|2]
≤ Cδ
∫
B1(p)
φ2
∣∣∇k+1Rc∣∣2 + Cδ−1 ∣∣∣∣∣∣φ 12∇k−1Rm∣∣∣∣∣∣2
L4
∣∣∣∣∣∣φ 12 Rc∣∣∣∣∣∣2
L4
≤ Cδ
∫
B1(p)
φ2
∣∣∇k+1Rc∣∣2 + Cδ−1(∫
B1(p)
|Rm|2
)2
.
Lastly we estimate, if k = 1,∫
B1(p)
φ2∇k Rc ∗∇k−1Rm ∗∇Rc ≤ C
∫
B1(p)
φ2 |Rm| |∇Rc|2
≤ C
(∫
B1(p)
|Rm|2
) 1
2
[∫
B1(p)
(φ
∣∣∇k Rc∣∣)4] 12 .
And if k ≥ 2, we have∫
B1(p)
φ2∇k Rc ∗∇k−1Rm ∗∇Rc ≤ C
∫
B1(p)
φ2
[∣∣∇k−1Rm∣∣4 + |∇Rc|4 + ∣∣∇k Rc∣∣2] .
Combining these estimates and choosing ǫ sufficiently small yields estimates (5.17) and
(5.18).
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It remains to show (5.19) and (5.20). To begin we observe that by commuting deriva-
tives and applying (5.3) we obtain that
∆(∇k Rm) =
k∑
l=0
∇lRm ∗∇k−lRm+∇k+2Rc .(5.23)
Let φ again denote a cutoff function for B 1
2
(p). Using the Sobolev inequality we first
observe
[∫
B1(p)
(φ
∣∣∇k Rm∣∣)4] 12 ≤ C ∫
B1(p)
[∣∣∇(φ ∣∣∇k Rm∣∣)∣∣2 + φ2 ∣∣∇k Rm∣∣2]
≤ C
∫
B1(p)
[
φ2
∣∣∇k+1Rm∣∣2 + (φ2 + |∇φ|2) ∣∣∇k Rm∣∣2] .
Integrating by parts and applying (5.23) and Ho¨lder’s inequality yields
∫
B1(p)
φ2
∣∣∇k+1Rm∣∣2 = ∫
B1(p)
φ∇φ ∗ ∇k Rm ∗∇k+1Rm−φ2 〈∇k Rm,∆∇kRm〉
=
∫
B1(p)
φ∇φ ∗ ∇k Rm ∗∇k+1Rm
+ φ2∇k Rm ∗
k∑
l=0
∇l Rm ∗∇k−lRm+φ2∇k Rm ∗∇k+2Rc
≤ C
∫
B1(p)
δφ2
∣∣∇k+1Rm∣∣2 + δ−1 |∇φ|2 ∣∣∇k Rm∣∣2
+ φ2
∣∣∇k Rm∣∣ k∑
l=0
∣∣∇l Rm∣∣ ∣∣∇k−lRm∣∣
+ φ∇φ∇k Rm ∗∇k+1Rc+φ2∇k+1Rm ∗∇k+1Rc
≤ C
∫
B1(p)
δφ2
∣∣∇k+1Rm∣∣2 + δ−1 (|∇φ|2 ∣∣∇k Rm∣∣2 + φ2 ∣∣∇k+1Rc∣∣2)
+ φ2
∣∣∇k Rm∣∣ k∑
l=0
∣∣∇l Rm∣∣ ∣∣∇k−lRm∣∣
≤ C
∫
B1(p)
|Rm|2 + φ2 ∣∣∇k Rc∣∣ k∑
l=0
∣∣∇lRm∣∣ ∣∣∇k−l Rc∣∣ ,
where the last line follows by applying the inductive hypothesis as well as estimate (5.18)
for the given k. We now estimate the sum above. First, for l = 0 we apply Ho¨lder’s
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inequality and the Sobolev inequality to yield
∫
B1(p)
φ2 |Rm| ∣∣∇k Rm∣∣2 ≤ [∫
B1(p)
|Rm|2
] 1
2
[∫
B1(p)
(φ
∣∣∇k Rm∣∣)4] 12
≤ Cǫ
[∫
B1(p)
∣∣∇(φ ∣∣∇k Rm∣∣)∣∣2 + φ2 ∣∣∇k Rm∣∣2]
≤ Cǫ
[∫
B1(p)
φ2
∣∣∇k+1Rm∣∣2 + (φ2 + |∇φ|2) ∣∣∇k Rm∣∣2] .
Next, applying Ho¨lder’s inequality and the inductive hypothesis we can estimate, for any
1 ≤ l ≤ k − 1,∫
B1(p)
φ2
∣∣∇k Rm∣∣ ∣∣∇k−lRm∣∣ ∣∣∇l Rm∣∣ ≤ ∣∣∣∣φ∇k Rm∣∣∣∣
L2
∣∣∣∣∣∣φ 12∇l Rm∣∣∣∣∣∣
L4
∣∣∣∣∣∣φ 12∇k−lRm∣∣∣∣∣∣
L4
≤ C
∫
B1(p)
|Rm|2 .
Now consider the term l = k. We may estimate∫
B1(p)
φ2∇k Rm ∗∇k Rm ∗Rm
=
∫
B1(p)
φ ∗ ∇φ ∗ ∇k Rm ∗∇k−1Rm ∗Rm+φ2∇k+1Rm ∗∇k−1Rm ∗Rm
+ φ2∇k Rm ∗∇k−1Rm ∗∇Rm .
For the first term above we estimate using the inductive hypotheses∫
B1(p)
φ ∗ ∇φ ∗ ∇k Rm ∗∇k−1Rm ∗Rm ≤ C
∣∣∣∣∣∣φ 12∇k Rm∣∣∣∣∣∣
L2
∣∣∣∣∣∣φ 14∇k−1Rm∣∣∣∣∣∣
L4
∣∣∣∣∣∣φ 14 Rm∣∣∣∣∣∣
L4
≤ C
(∫
B1(p)
|Rm|2
) 1
2
(∫
B1(p)
|Rm|2
) 1
4
(∫
B1(p)
|Rm|2
) 1
4
= C
∫
B1(p)
|Rm|2 .
For the next term we estimate using the Cauchy-Schwarz inequality and Ho¨lder’s inequal-
ity∫
B1(p)
φ2∇k+1Rm ∗∇k−1Rm ∗Rm ≤ C
∫
B1(p)
φ2
[
δ
∣∣∇k+1Rm∣∣2 + δ−1 ∣∣∇k−1Rm∣∣2 |Rm|2]
≤ Cδ
∫
B1(p)
φ2
∣∣∇k+1Rm∣∣2 + Cδ−1 ∣∣∣∣∣∣φ 12∇k−1Rm∣∣∣∣∣∣2
L4
∣∣∣∣∣∣φ 12 Rm∣∣∣∣∣∣2
L4
≤ Cδ
∫
B1(p)
φ2
∣∣∇k+1Rm∣∣2 + Cδ−1(∫
B1(p)
|Rm|2
)2
.
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Lastly we estimate, if k = 1,∫
B1(p)
φ2∇k Rm ∗∇k−1Rm ∗∇Rm ≤ C
∫
B1(p)
φ2 |Rm| |∇Rm|2
≤ C
(∫
B1(p)
|Rm|2
) 1
2
[∫
B1(p)
(φ
∣∣∇k Rm∣∣)4] 12 .
And if k ≥ 2, we have∫
B1(p)
φ2∇k Rm ∗∇k−1Rm ∗∇Rm ≤ C
∫
B1(p)
φ2
[∣∣∇k−1Rm∣∣4 + |∇Rm|4 + ∣∣∇k Rm∣∣2] .
Combining these estimates and choosing ǫ sufficiently small yields estimates (5.19) and
(5.20). 
Lemma 5.8. ([40] Lemma 3.9) Given 0 ≤ u ∈ L2(Br) and f, h smooth nonnegative
functions satisfying
∆u ≥ − uf − h,∫
Br(p)
f 4 ≤ C1
r4
.
If Vol(Br(p)) ≤ C2r4, then there exists a constant C depending on C1, C2, CS so that
sup
B r
2
(p)
u ≤ C
r2
||u||L2(Br(p)) + Cr ||h||L4(Br(p)) .
Proof of Theorem 5.2. With the estimates we have shown in place, the proof is identical
to what appears in [40]. We include it here for convenience. Using (5.23) one obtains the
inequality
∆
∣∣∇k Rm∣∣ ≥ − C k∑
l=0
∣∣∇l Rm∣∣ ∣∣∇k−lRm∣∣− C ∣∣∇k+2Rm∣∣
= − C ∣∣∇k Rm∣∣ |Rm| − C k−1∑
l=1
∣∣∇l Rm∣∣ ∣∣∇k−lRm∣∣− C ∣∣∇k+2Rc∣∣ .
Now combining this inequality, the estimates of Proposition 5.7, and Lemma 5.6 we may
apply Lemma 5.8 inductively to obtain the required pointwise estimates. 
6. Thick-thin decomposition
6.1. A point-picking result. A crucial issue in understanding local regions of curvature
flows is to produce points “near” singular points which are at the centers of controlled
parabolic balls. By exploiting the tubular neighborhood technique developed in the proof
of Theorem 1.8, we establish such a point-picking result below in Proposition 6.3. There
is a natural algorithm consisting of picking points in parabolic neighborhoods where the
curvature norm has doubled relative to the center (cf. Lemma 6.1) which produces a
natural candidate for a point of “large” curvature which is at the center of a controlled
parabolic ball. To ensure the existence of this parabolic ball requires controlling the
distance decay of two points which roughly speaking are farther apart than their respective
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curvature scales. For the Ricci flow, this central issue is overcome by exploiting the second
variation of length ([30] Lemma 8.3(b) cf. [28] Lemma 27.8). This technique seems to
not apply to fourth-order curvature flows, and so we apply the tubular neighborhood
technique.
Lemma 6.1. Let (Mn, gt) be a complete solution to the L
2 flow with bounded curvature on
[0, K−2], and suppose (x, t) ∈ M satisfies f3(x,K−2) = K. Given A ≥ 1 and 0 < η < 1,
there exists a point (x, t) and a constant C = C(η) such that d(x, x, t) ≤ CAf3(x, t)−η
and for all (x′, t′) satisfying
d(x, x′, t′) ≤ d(x, x, t) + Af3(x, t)−η, t− f3(x, t)
−2
2
≤ t′ ≤ t(6.1)
one has
f3(x
′, t′) ≤ 2f3(x, t).(6.2)
Proof. Let (x1, t1) = (x, t). Given (xk, tk), if the required property fails for this point,
then by hypothesis there is a point (xk+1, tk+1) such that
tk − f3(xk, tk)−2 < tk+1 ≤ tk,
d(x, xk+1, tk+1) ≤ d(x, xk, tk) + Af3(xk, tk)−η,
f3(xk+1, tk+1) > 2f3(xk, tk).
Observe that at each step, by induction we have
tk − f3(xk, tk)−2 > tk−1 − f3(xk−1, tk−1)
−2
2
− f3(xk, tk)
−2
2
> · · · > t1 − 1
2
k∑
j=1
f3(xj , tj)
−2
> t1 − f3(x1, t1)
−2
2
∞∑
j=1
2−2(j−1)
= K−2 − 2K
−2
3
> 0,
thus the choices of tk remain in our time interval of definition. Since the solution is smooth
this process must terminate after finitely many steps. Call this final point (x, t) = (xk, tk).
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It remains to show the distance claim. Observe the estimate
d(x, x, t) = d(x, xk, tk)
≤ d(x, xk−1, tk−1) + Af3(xk−1, tk−1)−η
≤ · · · ≤ d(x, x1, t1) + A
k−1∑
j=1
f
−η
3 (xj , tj)
≤ Af3(x1, t1)−η
∞∑
j=1
2−ηj
≤ C(η)Af−η3 (x1, t1).

Remark 6.2. The reason for stating the above lemma with an arbitrary choice of η is
due to the next proposition, where we show that the point (x, t) constructed above has a
parabolic neighborhood of a controlled size, provided η is chosen properly with respect to
the dimension of the manifold n ≤ 4. One would hope to be able to take η = 1
2
in every
dimension, but we are not able to show this. For the next proposition we set
η :=
{
1
4
n = 3,
1
10
n = 4
(6.3)
Proposition 6.3. Assume the setup of Lemma 6.1, assume n ≤ 4, and let K = f3(x, t) ≥
1. Fix some ρ > 0 and suppose that for all (x′, t′) such that (6.1) holds, one has
ν3(x
′, t′) ≥ µ.(6.4)
There exists a constant δ = δ(µ,F(g0), A) > 0 so that one has σ3(x, t) ≥ δK−
1
2 .
Proof. Let γ denote the minimizing geodesic connecting x to x in the metric gt. Our goal
is to show, by a continuity method, that every point p ∈ γ satisfies σ3(x, t) ≥ δK−
1
2 for
appropriately chosen δ. Parameterize γ by unit speed, i.e. γ : [0, d(x, x, t)]→M , and let
Ω :=
{
s ∈ [0, d(x, x, t)] | σ3(γ(s), t) > δK−
1
2
}
.
First we show that 0 ∈ Ω. Given (x′, t′) ∈ P
δK
−
1
2
(x, t), then
d(x, x′, t′) ≤ δK−
1
2 ≤ d(x, x, t) + AK−η,
for δ ≤ 1 ≤ A, since K ≥ 1. Thus (6.1) holds, and so by construction one has f3(x′, t′) ≤
2K, and the claim follows. Next, observe that since the defining inequality for Ω is strict
and the one-parameter family of metrics is smooth, it follows that Ω is open.
Lastly we show that Ω is closed. We assume [0, s) ⊂ Ω, and show that this implies
s ∈ Ω. This proceeds by an independent continuity method. Let x′ = γ(s), and let
Ξ =
{
t ∈ [t− δ4K−2, t] | ∀y ∈ B
δK
−
1
2
(x′, t), d(x, y, t) < d(x, x, t) + AK
−η
}
.
Note that, if Ξ = [t− δ4K−2, t] then every point in P
δK
−
1
2
(x′, t) satisfies (6.1) and so (6.2)
applies, finishing the claim that s ∈ Ω, thus finishing the proposition. First we show that
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t ∈ Ξ. Note that since the geodesic γ is minimizing in the metric gt and x′ is a point
on γ it follows that d(x, x′, t) ≤ d(x, x, t). Thus if y ∈ B
δK
−
1
2
(x′, t) then by the triangle
inequality one has that
d(x, y, t) ≤ d(x, x′, t) + d(x′, y, t) ≤ d(x, x, t) + δK−
1
2 < d(x, x, t) + AK
−η
.
Thus t ∈ Ξ. As above, openness of Ξ follows from openness of its defining inequality.
Lastly we show that Ξ is closed. We assume that (t − ǫδ4K−2, t] ⊂ Ξ for some ǫ ≤ 1,
and show that t− ǫδ4K−2 ∈ Ξ. As the solution is smooth on the interval [t− ǫδ4K−2, t],
there exists some β > 0 such that β-quasi geodesics in this time interval admit foliated
disc neighborhoods as in Lemma 3.4. With this choice of β construct a β-quasi geodesic
γ connecting x to x′, restricted to the time interval [t − ǫδ4K−2, t], according to Lemma
3.2. This construction comes with a decomposition of the time interval into finitely many
subintervals Ij := [aj, aj+1] which partition [t− ǫδ4K−2, t]. Restrict attention to one such
interval, on which the curve γ is fixed in time.
Fix a real number 0 < R < δK
− 1
2 . Observe that, in the context of the continuity
method, (6.1) will hold at all points of DR(γ) for R chosen as above. In particular, for
these points, by the hypothesis ν3 ≥ µ we obtain by Lemma 2.10 a uniform lower bound
on the injectivity radius of the form inj ≥ c(µ)K−
1
2 . If δ is chosen sufficiently small with
respect to this constant c(µ) it follows that Lemma 3.4 applies to DR(γ).
Fix a point p ∈ γ and a time t′ ∈ Ij . Given q ∈ DR(p), note that by the defining
property for Ξ we have that (6.1) holds at q, and so we have f3(q, t
′) ≤ 2K. This provides
us with a uniform estimate |∇ gradF| ≤ CK
5
2 , which can be integrated along a geodesic
to yield
|gradF| (p) ≤ |gradF| (q) + CRK
5
2 .
By arguing as in (3.8) we can average over DR(p) to yield
|gradF| (p, t) ≤ Area(DR(p))− 12
[∫
DR(p)
|gradF|2 (q)dA(q)
] 1
2
+ CRK
5
2 .
Now arguing similarly to (3.9) we yield
d
dt
L(γ) ≤ CR 1−n2
[∫
M
|gradF|2
] 1
2
L(γ)
1
2 + CRK
5
2L(γ).
Observe that, by the construction of Lemma 6.1, since we assume K ≥ 1 we have at least
L(γ) ≤ CA, where the constant C is universal. Thus, as long as L(γ) ≤ CA + 1 we can
integrate this differential inequality over our time interval Ij = [aj , aj+1] to yield
d(x, x′, t) ≤ d(x, x′, aj) + CR 1−n2
∫ aj+1
aj
[∫
M
|gradF|2 dVg
] 1
2
dt+ CRK
5
2
∫ aj+1
aj
dt.
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Thus after an iterative application of these estimates we obtain for any t ∈ [t− ǫδ4K−2, t]
we have
d(x, x′, t) ≤ d(x, x′, t) + CR 1−n2
∫ t
t−ǫδ4K
−2
[∫
M
|gradF|2 dVg
] 1
2
dt+ CRK
5
2
[
ǫδ4K
−2
]
≤ d(x, x, t) + CR 1−n2
[∫ t
t−ǫδ4K
−2
dt
] 1
2
[∫ t
t−ǫδ4K
−2
∫
M
|gradF|2 dVgdt
] 1
2
+ Cǫδ4RK
1
2
≤ d(x, x, t) + Cǫ 12F(g0) 12 δ2R 1−n2 K−1 + Cǫδ4RK
1
2
≤ d(x, x, t) + CF(g0) 12 δ2R 1−n2 K−1 + Cδ4RK
1
2
= d(x, x, t) + I + II.
It remains to estimate the two terms I and II by an appropriate choice of constants. First
restrict attention to the case n = 4. Set R = δK
− 3
5 . Since K ≥ 1 this choice satisfies
0 < R < δK
− 1
2 as required by the construction. Then, by choosing δ appropriately small
with respect to universal constants, A and F(g0), we obtain
I ≤ CF(g0) 12 δ2
(
δK
− 3
5
)− 3
2
K
−1
= CF(g0) 12 δ 12K−
1
10 ≤ A
3
K
− 1
10 .
Similarly we estimate
II = Cδ4(δK
− 3
5 )K
1
2 = Cδ5K
− 1
10 ≤ A
3
K
− 1
10 .
Putting these estimates together and choosing further δ ≤ A
3
we obtain for t = t− ǫδ4K2
and any y ∈ B
δK
−
1
2
(x′, t) the estimate
d(x, y, t) ≤ d(x, x′, t) + d(x′, y, t) < d(x, x, t) + 2A
3
K
− 1
10 +
A
3
K
− 1
2 ≤ d(x, x, t) + AK−
1
10 ,
as required.
In the case n = 3, we set R = δK
− 3
4 < δK
− 1
2 . Then by choosing δ appropriately small
with respect to universal constants, A and F(g0), we obtain
I ≤ CF(g0) 12 δ2
(
δK
− 3
4
)−1
K
−1
= CF(g0) 12 δK−
1
4 ≤ A
3
K
− 1
4 .
Similarly we estimate
II = Cδ4(δK
− 3
4 )K
1
2 = Cδ5K
− 1
4 ≤ A
3
K
− 1
4 .
Putting these estimates together and choosing further δ ≤ A
3
we obtain for t = t− ǫδ4K2
and any y ∈ B
δK
−
1
2
(x′, t) the estimate
d(x, y, t) ≤ d(x, x′, t) + d(x′, y, t) < d(x, x, t) + 2A
3
K
− 1
4 +
A
3
K
− 1
2 ≤ d(x, x, t) + AK−
1
4 ,
as required. 
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6.2. Energy concentration in thick piece. In this subsection we prove a result on
the concentration of energy around singular points of the flow, assuming a noncollapsing
bound along the sequence. We begin with a useful definition.
Definition 6.4. Let (Mn, gt) be a solution to the L
2 flow on [0, T ) such that every time
slice is complete. Call a sequence {xi, ti} in M × [0, T ) a (δ, µ)-thick blowup sequence if
lim
i→∞
f3(xi, ti) = ∞
σ3(xi, ti) ≥ δf3(xi, ti)− 12
lim inf
i→∞
ν3(xi, ti) ≥ µ,
(6.5)
for some constants δ, µ > 0.
Proposition 6.5. Let (Mn, gt) be a solution to the L
2 flow on [0, T ) such that every time
slice is complete.
(1) If n = 3, there does not exist a (δ, µ)-thick blowup sequence.
(2) If n = 4, there is a constant ǫ = ǫ(δ, µ) such that any (δ, µ)-thick blowup sequence
satisfies
lim inf
i→∞
∫
Bσ2(xi,ti)
2
(xi,ti)
|Rm|2 dV > ǫ.(6.6)
In particular, if F(g0) ≤ ǫ then there does not exist a (δ, µ)-thick blowup sequence.
Proof. Let λi := f3(xi, ti), and consider the blowup sequence of pointed solution to the
L2 flow given by {(M, git, xi)}, where
git(x, t) := λig
(
x, ti +
t
λ2i
)
.
By construction, for every i one has f i3(xi, 0) = 1, and moreover by the second equation
of (6.5) there is a uniform bound (depending on δ) on f i3 on a parabolic ball of radius
δ around (xi, 0). Lastly, by the third equation of (6.5), in the rescaled metric there is a
uniform lower bound
VolBδ(xi, 0) ≥ µ.
Since f3 has a uniform bound on this ball, in particular there is a uniform curvature
estimate on this ball, and it follows from Lemma 2.10 that there is a constant i(δ, µ) such
that
injgi0(xi) ≥ i.
By Theorem 4.2, we obtain a local limiting solution (M∞, g
∞
t , x∞) to the L
2 flow, which
moreover satisfies.
f3(x∞, 0) = 1.(6.7)
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First suppose n = 3. Then one observes that∫
B(x∞,1)
|Rm|2 ≤ lim sup
i→∞
F(gi(0))
≤ lim sup
i→∞
F(λig(ti))
= lim sup
i→∞
λ
− 1
2
i F(g(ti))
≤ lim sup
i→∞
λ
− 1
2
i F(g(0))
= 0.
This implies that g∞ is flat, contradicting (6.7).
Now suppose n = 4. We show that the metric g∞t ≡ g∞0 is critical. Using the scaling-
invariance of F in dimension 4 we obtain∫ 0
−1
∫
M∞
|gradF∞|2 dV∞dt ≤ lim
j→∞
∫ tj
−1
λ2
j
+tj
∫
M
|gradFj |2 dVjdt
= lim
j→∞
F
(
g
(−1
λ2j
+ tj
))
−F(g(tj))
= 0,
where the last line follows since F is monotonically decreasing and bounded below. Thus
g∞0 is critical. Now note that, if (6.6) was not satisfied by the original sequence, we could
choose an appropriate subsequence so that, in the limiting space, we have∫
B δ
2
(x∞,0)
|Rm|2 dV ≤ ǫ.
Lastly, observe that our uniform curvature and injectivity radius estimates for the limit
space imply that there is a uniform Sobolev constant bound on B 3δ
4
(x∞, 0). Thus, by
Theorem 5.2, we conclude that f3(x∞, 0) ≤ C(δ, µ)ǫ. For ǫ chosen sufficiently small this
violates (6.7), yielding a contradiction and finishing the proof. 
Remark 6.6. Again note that such a phenomenon is certainly restricted to dimension
n ≤ 4: choosing any point on the homogeneous shrinking sphere of dimension n ≥ 5, and
any sequence of times approaching the singular time, such a sequence is (δ, µ)-thick, but
on the other hand the total energy goes to zero at the singular time.
Observe that, in the statement of Theorem 1.1, we do not claim an upper bound on the
number of thick blowup points which occur, as one might expect since each one carries
a definite amount of energy and the total energy is finite. This is due to the fact that
we cannot ensure local stability of energy along the flow as the curvature is blowing up.
In other words, our construction yields some sequence of times approaching the singular
time where the energy is concentrated near a given point, but we cannot improve this to
say that actually every time has concentrated energy as one approaches the singularity.
Some further local estimates would be required to obtain this statement. Assuming one
could obtain such estimates of course a bound on the number of thick blowup regions
would follow, as detailed in the next corollary.
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Corollary 6.7. Let (M4, gt) be a complete solution to the L
2 flow with finite energy on
[0, T ). Given δ, µ > 0 there exists a constant N = N(δ, µ,F(g0)) such that the following
holds: Given a sequence ti → T and (δ, µ)-thick blowup sequences {(xji , ti)∞i=1}Nj=1, there
exists {k1, k2} ∈ {1, . . . , N} such that
lim sup
i→∞
dti(x
k1
i , x
k2
i ) = 0.(6.8)
Proof. Let ǫ(δ, µ) denote the constant from Proposition 6.5, and let N = ǫ−1F(g0). Sup-
pose we had N (δ, µ)-thick blowup sequences as in the statement, but that (6.8) did not
hold. Observe that, in the notation of Proposition 6.5, the radii ρji → 0 for each j as
i→∞. In particular, this means we can choose a subsequence of times ti (not relabeled)
so that sufficiently far along the sequence we have that the balls
{
B
ρ
j
i
2
(xji , ti)
}
are all
disjoint. Then the estimate (6.6) implies that, for such times ti sufficiently close to T we
have
F(g0) ≥ F(gti) ≥
N∑
j=1
∫
B
ρ
j
i
2
|Rm|2 > Nǫ = F(g0),
a contradiction. 
Remark 6.8. It is reasonable to expect that singularities to the L2 flow in the thick piece
of the manifold occur via the formation of orbifold points. With this in mind, one does
not expect the topology around a blowup point, after rescaling, to be trivial, as occurs in
the case of Yang-Mills flow where singular models correspond to Yang-Mills connections
on S4. Thus it is natural to phrase “how many” singularities have occurred in terms of
whether or not singular areas maintain a positive distance as time approaches the singular
time.
6.3. Proofs of Theorems.
Proof of Theorem 1.1. Fix µ > 0. Let (M4, gt) be a solution to the L
2 flow as in the
statement. Suppose there exists a point where the curvature blows up, and the second
condition fails, i.e.
lim inf
t→T
d(x, Tµ(gt), t) > 0.
Choose a sequence of times {ti} → T such that
lim
i→∞
|Rm| (x, ti) =∞.
For i ∈ N sufficiently large, we can verify the setup of Lemma 6.1 with initial point (x, ti)
and A = 1 to obtain a new point (xi, ti). Moreover, by (6.9) we see that for sufficiently
large i, condition (6.4) is verified, and so by Proposition 6.3 there exists a constant δ > 0
so that σ3(xi, ti) ≥ δf3(xi, ti)− 12 . We have thus verified that (xi, ti) is a (δ, µ)-thick blowup
sequence. By Proposition 6.5 we obtain that
lim inf
i→∞
∫
Bσ2(xi,ti)
2
(xi,ti)
|Rm|2 dV > ǫ,
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for ǫ depending only on δ and µ, which in turn only depends on F(g0) and µ. It is clear
by construction that, for any fixed r > 0, for sufficiently large i we have Bσ2(xi,ti)
2
(xi, ti) ⊂
Br(x, ti), and so the theorem follows. 
Proof of Theorem 1.6. Fix (M3, gt) a solution to the L
2 flow as in the statement, and fix
µ > 0. If the claim of the theorem was false, there exists x such that the curvature blows
up but
lim inf
t→T
d(x, Tµ(gt), t) > 0.(6.9)
Choose a sequence of times {ti} → T such that
lim
i→∞
|Rm| (x, ti) =∞.
For i ∈ N sufficiently large, we can verify the setup of Lemma 6.1 with initial point
(x, ti) and A = 1 to obtain a new point (xi, ti). Moreover, by (6.9) we see that for
sufficiently large i, condition (6.4) is verified, and so there exists a constant δ > 0 so
that σ2(xi, ti) ≥ δf2(xi, ti)− 12 . We have thus verified that (xi, ti) is a (δ, µ)-thick blowup
sequence, contradicting Proposition 6.5. 
Proof of Corollary 1.2. To obtain this corollary, given µ simply choose ǫ smaller than the
constant ǫ(µ) given in the statement of Theorem 1.1. This rules out the first possibility
in the statement of Theorem 1.1, leaving only the second possibility, as claimed. 
Proof of Corollary 1.3. First fix a constant α > 0 and define the α-cutoff k-curvature
radius to be
σcutk (x) := min{σk(x), α}.
With this radius one can define associated quantities νcut and T cutµ as in §2, and repeat
the arguments of this section with these new quantities. Since our concern is only with
points of large curvature this cutoff has no effect on the proofs.
If α is chosen sufficiently small with respect to Ω, by the discussion in Corollary 1.18,
we know that there is a certain lower bound µ on the volume ratio of balls whose radius
is no bigger than α. In particular, for µ chosen sufficiently small we have that T cutµ = ∅.
Thus as in the proof of Theorem 1.1 we can obtain a (δ, µ)-thick blowup sequence, where
δ depends on Ω on F(g0). Arguing as in the proof of Theorem 1.1 using Proposition 6.5
yields the corollary. 
7. Calabi Flow
As stated in the introduction, all of the results of this paper apply to the Calabi flow on
complex surfaces as well as the L2 curvature flow. Below we summarize these proofs. First,
we address the proof of Theorem 1.23, and the corollaries in §4. The main tool exploited in
these arguments is the local smoothing of curvature derivatives in L2, combined with local
covering arguments using the exponential map. These L2 smoothing estimates for Calabi
flow are exhibited in [14] Theorem 3.1. Strictly speaking that theorem only applies to show
global L2 derivative estimates, but by employing a cutoff function as in ([34] Corollary
5.2, [36] Theorem 4.4) one can localize these estimates. Implicitly the evolution equations
for curvature and derivatives depend on the complex structure J as well as the metric
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g, but this presents no difficulty as one can simply pull J back as well in defining the
solutions to Calabi flow on local covers. Next, the required ǫ-regularity result analogous
to Theorem 1.24 is [16] Theorem 1.1. Lastly, the point-picking result of Proposition 6.3
exploits only the local smoothing and energy monotonicity properties, and so carries over
for Calabi flow on complex surfaces. With these tools in place, all of the discussion in §6
follows identically to establish the concentration-collapse decomposition.
As we have seen, the strongest results for the L2 flow are necessarily restricted to
dimension n ≤ 4. However, for Calabi flow one expects much stronger properties. In
particular Chen has conjectured long time existence of the Calabi flow with arbitrary
initial data in all dimensions. The proofs here rely on “energy methods,” which are well-
suited to the L2 flow and naturally exploit the necessary dimensionality restriction. New
methods will likely be required to obtain characterizations of Calabi flow singularities in
higher dimensions.
Also, one would like to generalize previous low-energy results for the Calabi flow on
surfaces [14, 15] to a more general setting. However, the techniques used to prove Theorem
1.21 do not immediately extend to prove a corresponding gap theorem for Ka¨hler manifolds
with small Calabi energy and a nearly Euclidean lower bound on the volume of sufficiently
small balls. The reason is because of the failure of the Gap Lemma ([1] Lemma 3.1) for
complete scalar flat Ka¨hler metrics. If one assumes that sufficiently small metric balls are
also topological balls, then using rigidity results for ALE scalar flat Ka¨hler metrics it is
possible to prove a gap theorem. This assumption is too difficult to ensure in practice
though. A similar discussion applies to potentially using the L2 flow to prove a gap
theorem near scalar-flat, half-conformally flat manifolds.
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