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a b s t r a c t
The next generation of alternative fuels is being investigated through advanced chemical and biological production techniques for the purpose of finding suitable replacements for diesel and gasoline while lowering production costs and increasing process yields. Chemical conversion of biomass to fuels provides a plethora of pathways with a variety of fuel molecules, both novel and traditional, which may be targeted. In the search for new fuels, an initial, intuition-driven evaluation of fuel compounds with desired properties is required. Due to the high cost and significant production time needed to synthesize these materials at a scale sufficient for exhaustive testing, a predictive model would allow chemists to preemptively screen fuel properties of potentially desirable fuel candidates. Recent work has shown that predictive models, in this case artificial neural networks (ANN's) analyzing quantitative structure property relationships (QSPR's), can predict the cetane number (CN) of a proposed fuel molecule with relatively small error. A fuel's CN is a measure of its ignition quality, typically defined using prescribed ASTM standards and a cetane testing engine. Alternatively, the analogous derived cetane number (DCN), obtained using an Ignition Quality Tester (IQT), is a direct measurement alternative to the CN that uses an empirical inverse relationship to the ignition delay found in the constant volume combustion chamber apparatus. DCN data points acquired using an IQT were utilized for model validation and expansion of the experimental database used in this study. The present work improves on an existing model by optimizing the model architecture along with the key learning variables of the ANN and by making the model more generalizable to a wider variety of fuel candidate types, specifically the class of furans and furan derivatives, by including specific molecules for the model to incorporate. The new molecules considered include tetrahydrofuran, 2-methylfuran, 2-methyltetrahydrofuran, 5,5 0 -(furan-2-ylmethylene)bis(2-methyl furan), 5,5 0 -((tetrahydrofuran-2-yl)methylene)bis(2-methyltetrahydrofuran), tris(5-methylfuran-2-yl) methane, and tris(5-methyltetrahydrofuran-2-yl)methane. Model architecture adjustments improved the overall root-mean-square error (RMSE) of the base database predictions by 5.54%. Additionally, through the targeted database expansion, it is shown that the predicted cetane number of the furanbased molecules improves on average by 49.21% (3.74 CN units) and significantly for a few of the individual molecules. This indicates that a selected subset of representative molecules can be used to extend the model's predictive accuracy to new molecular classes. The approach, bolstered by the improvements
Introduction
Research into next-generation alternative fuels has gained significant interest due to concern over global warming, decreasing reserves of conventional fossil fuels, and drawbacks associated with first-generation biofuels like corn ethanol. Biofuels are typically derived from renewable sources such as sugars, starch, and vegetable oil; however, the oxygenated functional groups in biofuel molecules add an additional layer of complexity over traditional hydrocarbons. Though these fuels offer many benefits, especially when derived from cellulosic biomass, the nextgeneration of biofuels have proven challenging to produce at scale cost-effectively.
Providing predictive insight into key properties, such as the cetane number (CN), can accelerate the development of new alternative fuels. Ultimately, the screening and selection process would address multiple properties; this paper presents a method for increasing the accuracy and extensibility of cetane number predictions, an integral part of the screening process. By shortening the feedback loop inherent to research, scientists can quickly identify the most promising compounds and focus on increasing yield and decreasing costs.
Cetane number
One of the most important parameters for evaluating a fuel for use in a diesel engine is the cetane number, a measure of the fuel's ignition quality. It is a correlation based on ignition delay from the start of injection and includes both physical (vaporization) and chemical components. There are two widely used methods in determining CN, either using a Cooperative Fuel Research (CFR) engine or an Ignition Quality Tester (IQT). Experimental determination of CN using the single-cylinder CFR is specified through the American Society for Testing and Materials (ASTM) Standard D613 [1] . Other approaches for determining CN include ASTM Standard D7170 [2] and ASTM Standard D6890 [3] , both of which use a constant volume combustion chamber. The latter standard utilizes an Ignition Quality Tester (IQT); the method determines the ignition delay in a constant volume combustion chamber by measuring the time between the start of fuel injection and the onset of combustion. The various methods provide accurate CN measurements, although the CN obtained on the CFR is preferred since it reflects combustion behavior in an actual engine. Furthermore, the correlation between DCN and CN is based on an empirical relation and has limited accuracy when used across a range of fuels [4] . The potential impact of this limitation in relation to novel fuels has not been fully characterized. However, the IQT offers a distinct advantage in terms of increased speed and lower volumetric requirements, typically about 100 mL.
Even with the advantages provided by the IQT, the sheer number of potential fuel molecules makes testing prohibitive in terms of both cost and time. This reinforces the need for a rapid and robust screening method for predicting CN, and potentially other properties, in order to aid in alternative fuel development.
Predicting the cetane number
Predicting cetane numbers and other fuel properties from molecular structure has an extensive history. Prior models based on quantitative structure property relationships (QSPR) have been developed to predict the CN of different compounds, which included an early, but limited, application of backpropagating neural networks for predicting the CN of isoparaffins and diesel fuels [5] . Though the study was limited to branched paraffins, the model showed a superior predictive power compared to conventional equations [6] . A subsequent study used quantitative structure property relationship (QSPR) software to generate 100 molecular descriptors for a set of 275 compounds, including 147 hydrocarbons and 128 oxygenates [7] ; a genetic algorithm, or a search heuristic mimicking natural selection in regards to optimization problems, was used to identify which descriptors might influence CN. Although the model did not accurately predict CN (RMSE = 9.1 CN units), the work served as a basis for future models focused on predicting CN using QSPR inputs.
Other types of models have been used to predict CN. One approach utilized an inverse function method to predict the CN of pure hydrocarbons [8] . Though the model is accurate for the range of compounds considered, it is unable to predict the CN of compounds outside the test range. A recent model considered chemical families likely found in diesel fuels using the genetic function approximation (GFA), an iterative approach to generate relationships between molecular descriptors and CN [9] . Though the approach could not satisfactorily predict CN when including all 147 molecules in the data set, it utilized an approach of dividing the set into four different groups based on their chemical families to improve the model's predictive power. The method provides a sufficient local predictive tool for compounds within the same chemical family, but is unable to extend predictions to a larger and disparate data set, including fuels that are combinations of these families.
Another recent model extended the applicability to include alcohols and esters using ''consensus" modeling, which averaged results from the outputs of various linear and nonlinear models (including neural networks) [10] . The approach considered 279 compounds from 7 chemical families and predicted CN with a RMSE of 6.3.
In light of the advances and drawbacks inherent to previous models, this paper adopts a backpropagation neural network approach since it appears to be more robust across multiple molecular classes/families due to their nonlinear architecture, which allows for a representation of very complex relationships between input and output vectors [11] . The goal of this paper is twofold: (1) improve upon the state-of-the art models for predicting CN for a diverse data set, and (2) extend the model to consider a new molecular class (furanic compounds). The model's accuracy in regards to the furanic compounds can be compared for two cases, without new experimental data and with new experimental data. As a model's predictive power is only as good as the input data, it is expected that the inclusion of some new furanic compounds will increase the accuracy of the model without affecting the overall RMSE. Ultimately, the objective is to minimize the RMSE as much as possible.
Furanic biofuel additives
Many strategies exist for converting the sugar units produced by biomass via photosynthesis into fuels. One particularly attractive method is to generate furan derivatives through acid-catalyzed dehydration reactions. Using this method, sugars containing five carbon atoms, such as the xylose sub-units that compose the hemicellulose portion of lignocellulosic biomass, can be converted into furfural, and sugars containing six carbon atoms, such as fructose or the glucose sub-units that are present in starches and cellulose, can be converted into 5-(hydroxymethyl) furfural (HMF) [12] [13] [14] .
A popular reason for targeting furfural and HMF as fuel intermediates is that they provide useful molecular functionalities, such as the alcohol of HMF and the aldehyde on both HMF and furfural, to continue to upgrade these molecules via C-C and C-O bondforming reactions. Coupling reactions that exploit these functionalities are especially critical for increasing molecular size to meet the volatility specifications of existing fuels in the growing diesel market. The scope of available reaction pathways from these furan derivatives is enormous. For the purposes of this work, the set of biomass derivatives shown in Table 1 containing furan and tetrahydrofuran rings will be referred to as furanic compounds. Decarbonylation of furfural produces furan, which may be readily hydrogenated to produce tetrahydrofuran ( 2-methyltetrahydrofuran, a gasoline additive, may also be formed from levulinic acid, another product of sugar dehydration reactions, and has been approved as a gasoline blend component by the United States Department of Energy [12] .
The listed furanic compounds, along with many other available molecules, produce a suite of intermediates that may readily be combined via acid-catalyzed electrophilic aromatic substitution [15] [16] , base-catalyzed aldol condensation [14] , or acidcatalyzed etherification [17] , among others. The coupling of two 2-methylfuran molecules by furfural or 5-methyl furfural via electrophilic aromatic substitution produces the molecules shown in Entries 4 and 6, respectively in Table 1 [15] [16] . These reactions can occur at mild conditions with >90% selectivity with no reaction solvent, making them quite attractive [16] . The fuel value of these particular molecules has been previously reported and is intuitively expected to be low since the aromatic furan rings can stabilize radicals during the combustion process, slowing the combustion reactions and lowering the cetane number [18] . The aromaticity also causes p-stacking, raising the melting point of these pure components. A selective hydrogenation of the molecules shown in Entries 4 and 6 of Table 1 has been shown to produce Entries 5 and 7, respectively [18] . After the reaction, the tetrahydrofuran rings on the products are no longer aromatic, leading to substantially improved fuel characteristics, including high cetane numbers, very good lubricity, and good cold flow properties [18] .
While prior work has shown schemes for hydrodeoxygenation of the molecules in Entries 4 and 6 of Table 1 completely to traditional hydrocarbon alkanes [15] , doing so imparts an additional cost by requiring 55-60% more hydrogen in the overall process than producing the tetrahydrofuranyl analogs in Entries 5 and 7. Therefore, improvement of predictive cetane methods to include the scope of oxygenated fuels, especially those with furan and tetrahydrofuran rings, will assist in directing the path of fuel research toward novel targets, instead of solely to more traditional hydrocarbon products.
Materials and methods

Input database construction
The cetane number data used for the core data set was obtained from sets found in the NREL Compendium of Experimental Cetane Number Data [19] and other sources [7, 10] . It contains 284 molecules in total. The NREL Compendium, used as the primary source of data, lists experimental cetane number values attained from multiple methods, including CFR, IQT, octane-to-cetane correlations, and blend measurements. Values from the latter two approaches are less accurate (+/À 5 CN units). Values found in the NREL Compendium were reported with 3-4 significant figures; therefore, the reported prediction results in this publication also use 3-4 significant figures for consistency. Furthermore, multiple compounds tested have numerous reported values with sizable ranges. Therefore, the quality of the reported data used for the core data set limits the accuracy of the predictive model. CN data for the set of furanic compounds was determined using an Ignition Quality Tester (IQT) following ASTM Standard D6890 [3] . The evaluations were conducted at Intertek (Benicia, California, USA) and the National Renewable Energy Laboratory (Golden, Colorado, USA). As opposed to other models, we have chosen not to eliminate any data from the core data set based on concerns with the provided experimental data. It has already been shown that carefully eliminating data seen as questionable can improve a model, but the overarching goal is a fully generalizable model based on all available experimental data. Furthermore, the inclusion of all experimental data from literature sources allows for independent model reconstruction. Therefore, all experimental data in the core set is retained and targeted reductions are not implemented at this point.
Neural network architecture
Compound structures were first converted to SMILES (Simple Molecular-Input Line-Entry System) using MarvinSketch (ChemAxon Ltd.) [20] . SMILES structures were then converted to 2-D structures using the NCI online calculator [21] , which allowed for the generation of 1667 QSPR molecular descriptors using e-Dragon [22] . A database for the core data set and new furanic compound data set were constructed using these descriptors and their known cetane numbers [23] .
The number of input parameters was reduced from 1667 to 15 using an iterative regression analysis technique. This was done to reduce build-time of the artificial neural networks while retaining low error. The artificial neural network architecture for this process was identical to the architecture used for final predictions. This was done to ensure the chosen parameters performed optimally with the final architecture. For each parameter, artificial neural networks regressed by optimizing the mean squared error of the core data set using only that single parameter. The parameter that produced the lowest average RMSE was retained, and the next trial was run using this parameter plus each of the remaining parameters, and the best pair was retained. This retention process was repeated until a list of 15 parameters was obtained. This was considered one run. It is worth noting that each run has independent learning/validation/testing data splitting. A total of 15 additional runs were completed, and the most frequently chosen parameters at all 15 intervals across 15 runs were taken to be the final parameters. This was done to ensure an accurate representation of parameters for multiple data splits. Regression using all of the parameters yields useful insight into the large amount of covariance between the possible inputs. Fig. 1 shows the results of the parameter reduction. Between 15 and 25 parameters, RMSE does not improve significantly. As the list of included parameters is increased further, RMSE begins to rise. This is due to the fact that many of the values for some parameters are equal for the majority of molecules, which is detrimental to the neural network and unhelpful in capturing the nonlinear behavior. Historically, 14-23 descriptors have been chosen for similar approaches in the literature [5] [6] [7] 11] . The process is repeatable across multiple attempts, which suggests that the chosen set is likely to be the most influential descriptors in regards to CN prediction for this database.
A closer look at the included descriptors can give some insight into how a molecule's geometry might influence a property like CN. Table 2 lists the definitions of each of the descriptors retained after the reduction process. Additional information on each of the descriptors can be found in the literature [24] [25] .
While some of these descriptors are relatively nuanced, others such as nROR, (number of ethers), nROH (number of hydroxyl groups), and nOHp (number of primary alcohols) are more physical and align with the foundation of chemical kinetics in combustion.
Using artificial neural networks (ANN's) implemented in Python, a regression analysis of the core data set was performed using Levenberg-Marquardt backpropagation involving stochastic gradient descent, a common learning technique for ANN's [26] . ANN's were selected as the platform for prediction, as they have been shown to perform better than linear regression models and other group contribution methods in regards to predicting fuel properties [9] .
The optimization function used for the regression was the mean squared error function, where the network converges to the point of least error relative to the core data set as a whole. The model architecture, shown in Fig. 2 , includes input data (the 15 retained molecular descriptors), two hidden layers of 32 neurons each, and a single output (CN). Two hidden layers, rather than one, are used in order to capture the highly nonlinear relationship between QSPR descriptors and CN.
Each ANN randomly assigned each molecule of the core data set to one of three conditions: learning, validation, and testing, with proportions of 65%, 25%, and 10% respectively. The testing proportion of the data was used to evaluate the final generalizability of the network after training. The ANN was trained on the learning proportion of the data set until there was no significant improvement in the performance of the validation proportion. This cutoff point was determined by the mean-delta-root-mean-squarederror (mdRMSE) falling below a predetermined threshold value. The mdRMSE represents the mean value of the change in RMSE Geary autocorrelation of lag 8 weighted by mass of the validation data between learning epochs (iterations), and it approaches zero as the number of learning epochs increases. The specific value of the mdRMSE threshold value was determined through trial and error, balancing accuracy and runtime while avoiding overfitting of the learning data. Final performance of the ANN is determined by the overall RMSE of the ANN when tested on the entire core data set. A lower overall RMSE indicates a more optimized ANN. Using random learn/validate/test splitting increased the number of ANN's needing to be constructed to achieve an accurate final network. This ultimately provided greater accuracy due to the ANN being able to choose what it learns, allowing itself to determine the learning set that provides the least error. Due to the learning data being randomly chosen, it is possible that an optimal ANN may not be completely representative of the entire database in regard to compound types. Hand-picking learn/validate/test sets may reduce the number of ANN's that need to be built, however the accuracy of the ANN would be questionable without an enhanced selection technique.
The architecture of the final predictive model (build set) consists of averaged results from the best five ANN's from five nodes. Each node of the build set was subject to 75 trials, where each trial was an independent ANN. From each node, the best performing trial was selected based on the previously listed criteria. Averaging predictions across five ANN's decreases the overall RMSE of the core data set. Because each ANN was trained with different learning data splits, each ANN tends to predict CN values slightly different than the others; either slightly higher or slightly lower than the desired CN for some molecules. When the predictions of five ANN's are averaged, the average result tends to be closer to the desired CN, lowering the overall RMSE. A simulation diagram illustrating the construction of build sets is shown in Fig. 3 .
Results and discussion
CN predictions for tested furanic compounds
Cetane numbers for the seven furanic compounds included in this study were predicted using the core data set as inputs and the model architecture outlined above. Fig. 4 depicts a parity plot of experimental CN versus predicted CN for all molecules using the core data set. The solid line indicates parity (perfect prediction) and the dashed lines specify the total RMSE of the model. Predictions for the core data are shown as crosses, while predictions for the furanic compounds are shown as solid circles. The overall RMSE of the model based on the core data set was 5.97 CN units, showing an improvement of 5.54% (0.35 CN units) over prior efforts. It is apparent that some of the furanic compounds fall well outside the RMSE bounds of the model. The average absolute error between predicted and experimental CN for the furanic compounds was 7.60 CN units for the model based on the core data set, well outside the overall RMSE. The absence of furanic compounds in the learning processes limits the model's accuracy in regards to predicting the cetane number of this class of furanic compounds. The maximum absolute error was 18.78 CN units for 5,5 0 -(furan-2-ylmethylene)bis(2-methylfuran).
Next, an expanded data set was created by adding experimental results for six of the seven furanic compounds to the core data. The remaining furanic compound was then predicted using a new model based on the expanded data set that includes the experimental data for the six other furanic compounds under investigation. This was done to attain a ''blind" prediction of the compound left out, as the predictive model had no exposure to this compound during the learning processes. As motivated in the introduction, the inclusion of additional similar molecules to the input data set should improve the generalizability of the model to other furanic compounds. The descriptor reduction step shows that the retained descriptors used in the model do not change between the core and expanded databases. This also makes sense intuitively; with a core data set of 284 molecules, adding only six would not change the descriptors used to predict all 290. A parity plot of experimental CN versus predicted CN for a model based on the expanded data set is shown in Fig. 5 . The total RMSE of the model improves slightly to 5.95 CN units. More importantly, the average absolute error between experimental and predicted cetane numbers for the furanic compounds improved to 3.86 CN units, with a maximum absolute error of 7.52 CN units. This represents an improvement of 49.21% when using the expanded data set over the core data set. This validates the hypothesis that a targeted expansion of the input data set can extend the applicability of the model to new molecular classes.
A summary of the individual results for the furanic compounds included this study is shown in Table 3 . It is worth noting that the error is defined as the magnitude of the difference between the predicted cetane number and the experimental cetane number. The expanded dataset's RMSE was 5.95, with all but one compound falling within this range; the raw dataset results showed three compounds outside the model RMSE. It can be seen that all compounds improved when the model was based on the expanded data set. However, some molecules experienced a greater improvement in the predicted CN than others. Prediction improvements for 5,5 0 -(furan-2-ylmethylene)bis (2-methylfuran) and tris(5methylfuran-2-yl)methane were the most pronounced.
Effect of molecule addition on model performance
The results shown above clearly show an improvement in predictive accuracy for each of the investigated furanic compounds when using an expanded database that includes other molecules of similar structure. However, the results assumed inclusion of all 6 other furanic compounds in the input database. In order to assess the stepwise improvement in predictive accuracy as molecules are added to the database, a comprehensive evaluation of all possible permutations was conducted. The total number of possible input datasets (N p ) is determined using Eq. (1).
In our case, n is 7 and k is the number of molecules added. The RMSE of the tested molecules, as opposed to the validate or learn portions of the network, is presented in Fig. 6 in order to illustrate the improvement in predictions of unknown molecules. The data points refer to the average RMSE of the tested molecules using all possible permutations with k molecules added, for k = 1 through k = 7. Each permutation was constructed using an independent build set. The furanic compounds withheld in a particular permutation are included as part of the test procedure.
The results indicate that, on average as denoted by the dashed line, there is a linear relationship between molecular inclusion and predictive accuracy. It remains to be seen if this trend continues in a linear fashion past the overall RMSE of the model. Additionally, the vertical spread in data for a particular k value indicates that particular permutations representing the inclusion of specific molecules have a distinct effect on RMSE of the tested compounds. The vertical spread in the data highlights the statistical significance of the results, and it is worth reiterating that each data point was obtained using one build set applied to one permutation. For future validation of the linear relationship between molecular inclusion and predictive accuracy, multiple build sets should be applied to each permutation.
Application of the model to other furanic compounds, biomassderived hydrocarbons, and fatty acid methyl esters
The model was then used to predict CN for other molecules, including furanic compounds outside the original scope. Table 4 summarizes the results, showing that the model is able to predict CN for these individual molecules within a 95% confidence interval for the biofuel species for which reliable, published values could be found. Cetane numbers are not broadly reported for furanic fuel candidates; however, some of the smaller, furanic oxygenates have been reported as potential gasoline additives and have published Research Octane Numbers (RON), including 2,5-dimethylfuran and 2,5-dimethyltetrahydrofuran [27] . The predicted CN and esti-mated CN using octane-to-cetane correlations are shown to have quite good agreement using the ANN model with the expanded data set (Table 4 , Entries 2 and 3). Determination of CN for furan was attempted in an IQT, but incompatibility with the gasket material of the instrument prevented analysis.
In order to increase the furanic compounds to be of a typical molecular weight range for diesel fuels, techniques such as etherification have been suggested in the literature [17, [28] [29] . Furanyl alcohols such as 5-(hydroxymethyl)furfural, 2,5-bis (hydroxymethyl)furan, and (5-methylfuran-2-yl)methanol ( Table 4 , Entry 4) can be etherified to furanyl ethers in yields from 80 to 98% [17, 27] . The ethyl ether of (5-methylfuran-2-yl) methanol is found in Table 4 , Entry 5 and has a significantly increased predicted CN after etherification with ethanol. The saturated, tetrahydrofuranyl analogue is also shown in Entry 6.
While 5-(hydroxymethyl)furfural is an unstable solid at room temperature, it's ethyl ether, 5-(ethoxymethyl)furfural has been reported to have good fuel properties, including high energy density [29] . The methyl and ethyl etherification products of 5-(hydroxymethyl)furfural are found in Table 4 , Entries 7 and 8, respectively. As may be expected, a longer linear chain for the ethyl vs. the methyl ether slightly increases the predicted CN. The saturated product of furfuryl alcohol etherification with ethanol is also shown (2-(ethoxymethyl)tetrahydrofuran, Table 4 , Entry 9). The lack of furan ring aromaticity is a likely source of the higher predicted CN. A similar effect is also seen when looking at the ethyl ether of 2,5-bis(hydroxymethyl)furan, (2,5-bis(ethoxymethyl) furan, Table 4 , Entry 10) and its tetrahydrofuranyl analogue (2,5-bis(ethoxymethyl)tetrahydrofuran, Table 4 , Entry 11). These final two molecules display a particularly attractive CN.
There are also several alkanes that can be formed from furanic compounds after increasing molecular size through carboncarbon bond formation. Coupling two equivalents of furfural or HMF with acetone via base-catalyzed aldol condensation followed by hydrodeoxygenation produces tridecane [30] [31] and pentadecane [30] , respectively. Both of these molecules, which are long, linear alkanes, have good cetane numbers; however, they begin to freeze at mild conditions due to their lack of branching. Another two examples that can be formed from furan condensation of ethanal, pentanal, or biomass-derived 4-oxopentanal with 2-methylfuran, followed by hydrodeoxygenation include 6ethylundecane (Table 4 , Entry 14) and 6-butylundecane (Table 4 , Entry 15) [15] . The predicted CN of these molecules is quite good; however, forming 6-butylundecane from biomass requires six more moles of H 2 than 5,5 0 -((tetrahydrofuran-2-yl)methylene)bis (2-methyltetrahydrofuran) ( Table 3 ). Further, due to the loss of water during hydrodeoxygenation, the mass of the product fuel is reduced while not significantly altering the CN. Other C 15 -C 18 fuels can be formed by hydrogenation of furanic compounds to methyl ketones, followed by base-catalyzed condensation and hydrodeoxygenation [32] [33] . These molecules ( Table 4 , Entries 16 and 17), while purely hydrocarbon in nature, are predicted to have lower CN's than many of the routes having furanic compounds as products. This conclusion reinforces that there may be both process and product benefits to using furanic compounds as fuels in place of biomass-derived hydrocarbons. Finally, to demonstrate the viability of the model for predicting other common diesel-range oxygenates, the predicted and literature CN of several fatty acid methyl ester (FAME) species is also included in the table [34] [35] . These molecules are also part of the Compendium of Experimental Cetane Numbers [19] and have much more broadly reported CN values than furanic compounds. A comparison of the predicted CN and literature values for Table 4 , Entries 18-26 shows quite good agreement for all of these oxygenates.
Conclusions
The cetane number of several furanic compounds were determined using ANN's and compared to experiment to evaluate their potential as alternative fuels for use in diesel engines. Major conclusions include:
Two of the biofuel additive candidates posses CN's in a suitable range for use in traditional diesel engines. These compounds are produced via hydrogenation of the furan moieties in these 15 and 16-carbon containing compounds to their tetrahydrofuranyl analogs, providing cetane numbers of 60.4 and 59.8, respectively. Improvements in model architecture improved the overall accuracy of CN predictions by 5.54% (0.35 CN units) over prior efforts, with a total RMSE of 5.97 for the core data set without exclusion of any measurements from the database. The use of an expanded data set, based on a targeted expansion of the input data to include similar molecules, improved the predictive accuracy by 49.21%. This represents an improvement in absolute error for the furanic compounds from 7.60 CN units using the core data set as a training set to 3.86 CN units when using the expanded data set. The model was able to predict CN for other molecules, including furanic compounds, biomass-derived hydrocarbons, and fatty acid methyl esters within a 95% confidence interval for the biofuel species for which reliable published values could be found.
