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ABSTRACT
Accounting for model uncertainty in risk management and
option pricing leads to infinite dimensional optimization
problems which are both analytically and numerically in-
tractable. In this article we study when this hurdle can be
overcome for the so-called optimized certainty equivalent
risk measure (OCE) – including the average value-at-risk
as a special case. First we focus on the case where the
uncertainty is modeled by a nonlinear expectation which
penalizes distributions that are “far” in terms of optimal-
transport distance (Wasserstein distance for instance) from
a given baseline distribution. It turns out that the compu-
tation of the robust OCE reduces to a finite dimensional
problem, which in some cases can even be solved explic-
itly. This principle also applies to the shortfall risk measure
as well as for the pricing of European options. Further, we
derive convex dual representations of the robust OCE for
measurable claims without any assumptions on the set of
distributions. Finally, we give conditions on the latter set
under which the robust average value-at-risk is a tail risk
measure.
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1. Introduction
In this article we study properties of the optimized certainty equivalent (OCE for short) of Ben-Tal and
Teboulle [6, 7], and to a wider extent option pricing, under model uncertainty. In the context of risk
assessment, the rationale behind the definition of the OCE is as follows. Assume that a financial agent
faces a future uncertain loss profile with distribution µ, and she wants to assess its risk. In her assessment,
given a loss function l : R → (−∞,∞], she computes the expectation ∫ l(x)µ(dx) representing the
present average cost of her losses. She can however reduce her overall future losses by allocating some
cash m, resulting in the present value
∫
l(x −m)µ(dx) + m. Minimizing over all possible allocations
defines the optimal cost or OCE of µ with respect to the loss function l:
OCE(l) := inf
m∈R
(∫
l(x−m)µ(dx) +m
)
. (1.1)
Now, if the distribution µ of future loss is not perfectly known, the risk averse financial agent will consider
the overall cost of an allocationm to be given byR(l(·−m))+m, whereR is a nonlinear expectation. To
IWe thank Martin Herdegen, Jan Obłój, Mathias Pohl, and Johannes Wiesel for fruitful discussions
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wit,Rmodels the degree of conservatism or risk aversion of the investor and can be interpolated between
the linear case R(·) = ∫ · dµ and the worst case R(·) = supµ∈M1(R) ∫ · dµ, with M1(R) the set of
probability measures on R. Hence, the natural definition of the robust optimized certainty equivalent is
OCE(l) := inf
m∈R
(R(l(· −m)) +m) , (1.2)
that is, the minimal allocation cost when the future expected loss is written in terms of the nonlinear
expectationR.
The classical OCE satisfies sound economical properties discussed in [6]. In particular, it is a convex
monetary risk measure in the sense of Artzner et al. [1] and Föllmer and Schied [24] which is additionally
law-invariant, see Frittelli and Rosazza Gianin [26] for definition and consequences. Furthermore, de-
pending on the specification of the loss function l, it includes classical risk measures such as the entropic
risk measure, the average value-at-risk, see Rockafellar and Uryasev [41], the monotone mean variance of
Maccheroni et al. [35] and as a scaling limit, the shortfall risk measure of Föllmer and Schied [24]. Stated
as a classical unconstrained one dimensional optimization problem, the OCE is a smooth quantification
instrument, see Cheridito and Li [14] and Cherny and Kupper [16]. The computation of the risk as well as
the risk contributions can be explicitly stated in terms of first order conditions and efficiently implemented
using Fourier transform methods, see Drapeau et al. [20], and stochastic root finding methods, see Hamm
et al. [29] as well as Dunkel and Weber [21]. However when facing model uncertainty, these properties
become a-priori challenging due to the potential infinite dimensional nature of the optimization problem
(1.2). In addition, it is not clear by how much the resulting robust quantification of risk deviates from its
non robust counterpart, a crucial question in practice.
The goal of this paper is to study the robust OCE and provide several ways to reduce the complexity
stemming from the robustness to get explicit formulas allowing for a quantification of the risk under
model misspecification. Our first main result focuses on the case where
R(f) := sup
µ∈M1(R)
(∫
f dµ− ϕ (dc (µ0, µ))
)
,
with ϕ being a positive function, dc an optimal transport-like distance with cost function c(x, y) such as
the Wasserstein distance and µ0 a fixed, given distribution. The underlying intuition is that, using past
information for instance, one knows a priori that a distribution µ0 is likely to be the true distribution of
the financial loss whose risk is being assessed. Due to uncertainty about this estimation, one considers
every possible distribution, penalizing however those that are “far away” from the baseline distribution
µ0 in terms of the distance dc. See further concrete financial motivations for such an approach in Remark
2.9. After proving the general duality formula
sup
µ∈M1(R)
(∫
f dµ− ϕ (dc(µ0, µ ))
)
= inf
λ≥0
(∫
fλc dµ0 + ϕ
∗(λ)
)
(1.3)
with ϕ∗ being the convex conjugate of ϕ in Theorem 2.4, we show in Theorem 2.7 that
OCE(l) = inf
λ≥0
(
OCE
(
lλc
)
+ ϕ∗(λ)
)
, where lλc(x) := sup
y∈R
(l(y)− λc(x, y)) .
This formula for the robust OCE shows that the infinite dimensional optimization problem of computing
OCE(l) simplifies into a finite dimensional problem of computing the OCE of the distribution µ0 and
with modified loss function lλc.
We stress that the duality formula (1.3) is interesting on its own, and is valid for measurable functions
f , lower semicontinuous cost and penalty functions. Adjusting the penalty function ϕ enables to set the
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level of risk aversion. A particular case considered in the literature arises when choosing ϕ := ∞1(δ,∞]
for some δ > 0, as the nonlinear expectationR becomes
R(f) = sup
{µ∈M1(R) : dc(µ0,µ)≤δ}
∫
f dµ,
the worst case expectation over a ball around the baseline distribution µ0. In this case, taking dc to be the
first order Wasserstein distance and l(x) = x+/α so that the OCE becomes the average value-at-risk at
level α, one has
AV@Rα = AV@Rα(µ0) + δ/α, (1.4)
see Example 2.10 for different penalizations ϕ and different distances. In other terms, the robust average
value-at-risk is the same as the standard average value-at-risk plus an “uncertainty premium” δ/α. The
above formula was obtained by Wozabal [43] in the case where the existence of a dominating probability
measure is assumed. In the particular case where ϕ = ∞1(δ,∞], convex dual representations of R and
applications thereof to stochastic programming have been recently studied. The first contribution is due
to Esfahani and Kuhn [37] who derive the duality formula when dc is the first order Wasserstein distance,
µ0 the empirical measure, and the function f is convex with a special structure. We refer to Zhao and
Guan [44] for a similar setting and another class of objective functions f . Blanchet and Murthy [11]
and Gao and Kleywegt [27] obtain the result on a general Polish space and for lower semicontinuous
cost functions c and upper semicontinuous integrable functions f . The proof given in the present paper
is essentially more direct. It relies on a version of Choquet’s capacitability theorem and applies for
measurable functions.
The application of this duality goes well beyond dimension reduction for robust optimized certainty
equivalents. It also enables us to derive a finite dimensional representation of the robust shortfall risk
measure of Föllmer and Schied [24]. Interestingly, a “martingale version” of (1.3) provides a finite
dimensional analytical formula for robust European option pricing, see Proposition 2.13. As an example,
if we consider the price CALL(k) of a call option on a stock with time one price S and time zero price s
and risk neutral distribution µ0, for the robust price of a linearly penalized call, we obtain
CALL(k) := sup
{µ∈M1(Rd) : ∫Rd S dµ=s}
(∫
(x− k)+ dµ− dc(µ0, µ)
)
= inf
α∈R
(
CALL
(
k − 2α+ 1
2
)
+
α2
2
)
when dc is the second order Wasserstein distance. In other terms, robust pricing of European options with
respect to penalization of a Wasserstein distance simply boils down to optimizing the payoff – here the
strike – of the option price with respect to the baseline risk neutral distribution.
Coming back to the optimized certainty equivalent, we further investigate alternative representations
of the robust OCE when the nonlinear expectation R is the worst case expectation over an arbitrary set
D ⊆ M1(R). In particular, we derive the representation of the robust AV@R as a tail risk measure.
This representation, first proved by Rockafellar and Uryasev [41] in the non-robust case, has important
applications in optimization problems and does not carry over to the robust case unless stronger structural
and topological assumptions are put on the set D, see Proposition 3.1. Under such assumptions, we
derive a Kusuoka-type representation (see Jouini et al. [33] and Jouini et al. [33]) for “robustifications” of
law-invariant risk measures, see Corollary 3.3. Finally, when defined on random variables, convex dual
representations of OCE are particularly relevant, see for instance Cherny and Kupper [16] for applications
to optimization problems and Backhoff and Tangpi [2] for applications to dynamic representations. In
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the present article, we derive a dual representation of the robust OCE on the set of bounded measurable
random variables, without any topological assumption on the sample space.
Financial modeling under model ambiguity, known as robust finance, is currently the subject of in-
tensive research. Earliest papers dealing with robust risk measures with the ambiguity set given by
a Wasserstein ball include Pflug et al. [40] and Wozabal [43] in the context of portfolio optimization
problems. Among other more recent papers, we refer to [5, 15, 19, 31] for superhedging problems and
[3, 9, 36, 38, 39] for robust utility maximization. Distributionally robust problems are also studied in
statistics, economics and operations research, see for instance [30, 32].
The paper is organized as follows: The next section summarizes our main findings. Namely, a duality
result for the nonlinear operator R for general penalty functions and measurable cost functions. This
result is then used to provide finite dimensional representations of the OCE, shortfall risk measure and
price of European options in the presence of model ambiguity. Furthermore, we give conditions under
which the robustAV@R is a tail-risk measure, and a convex dual representation when the OCE is defined
on random variables. We also give several edifying examples. In the final section, we provide detailed
proofs.
2. Main results for uncertainty given by Wasserstein distances
We start this section with briefly defining our notation, a short review on the distances emerging from
optimal transport, and the duality theorem hinted in (1.3). Throughout, let d ∈ N andX ⊆ Rd be a closed
set. We denote byM1(X) the set of all probabilities on the Borel σ-field ofX . For a measurable function
f : X → (−∞,∞] bounded from below and µ ∈ M1(X), we denote by
∫
f dµ =
∫
X
f(x)µ(dx) ∈
(−∞,∞] the integral of f against µ. Now fix some measurable function c : X ×X → [0,∞] and define
the cost of transportation by
dc(µ, ν) := inf
{∫
X×X
c(x, y)pi(dx, dy) :
pi ∈M1(X ×X) such that
pi(· ×X) = µ and pi(X × ·) = ν
}
for µ, ν ∈M1(X). If c is assumed to be lower semicontinuous, this problem has a dual formulation
dc(µ, ν) = sup
{∫
X
f dµ+
∫
X
g dν :
f, g : X → R bounded continuous such that
f(x) + g(y) ≤ c(x, y) for all x, y ∈ X
}
, (2.1)
see for instance [42, Theorem 5.9] for a proof.
Remark 2.1. For the specific choice c(x, y) = |y−x|p with p ≥ 1, the function d1/pc defines the celebrated
Wasserstein distance of order p. In case of compact X , this is in fact a metric on M1(X) compatible
with the weak topology, that is the coarsest topology making all mappings µ 7→ ∫ f dµ continuous for
continuous and bounded f . However, for general X ⊂ Rd, one has dc(µn, µ) → 0 if and only if µn
converges weakly to µ and
∫
X
|x|p µn(dx)→
∫
X
|x|p µ(dx), see [42, Theorem 6.8]. 
For a function f : X → (−∞,∞] and λ ≥ 0 it’s λc-transform is defined and denoted by
fλc(x) := sup {f(y)− λc(x, y) : y ∈ X such that f(y) <∞} .
Remark 2.2. If f and c are continuous, then fλc is lower semicontinuous. In general, if f is only assumed
to be measurable, then fλc is not necessarily. However, if f is measurable, it follows for instance from [8,
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Section 7] that fλc is universally measurable and in particular µ-measurable for every µ ∈M1(X). This
implies that the integral
∫
fλc dµ is well defined whenever f is measurable and bounded from below.
Note also that fλc is a well-known modification of the classical Fenchel-Legendre transform studied in
the context of optimal transport under the name “c-transform”, see for instance [42, Section 5]. 
From now on, we call
• a cost function any lower semicontinuous function c : X × X → [0,∞] with infy∈X c(x, y) = 0
for all x ∈ X , and for every r ≥ 0 there is k ≥ 0 such that c(x, y) ≥ r if |x− y| ≥ k;
• a penalization function any convex, increasing lower semicontinuous function ϕ : [0,∞]→ [0,∞]
with ϕ(0) = 0 and neither ϕ nor ϕ∗ being constant 0.1
Remark 2.3. For the typical case when the cost function depends only on the difference – with slight
abuse of notations c(y − x) = c(x, y) – the assumptions of a cost function are satisfied whenever
infx∈X c(x) = 0 and lim inf |x|→∞ c(x) = ∞. In particular, c(x, y) := |y − x|p with p > 0 corre-
sponding to the Wasserstein distances are all cost functions. 
Theorem 2.4. Given a closed set X ⊂ Rd, a cost function c and a penalization function ϕ, then it holds
that
sup
µ∈M1(X)
(∫
X
f dµ− ϕ (dc (µ0, µ))
)
= inf
λ≥0
(∫
X
fλc dµ0 + ϕ
∗(λ)
)
(2.2)
for every measurable function f : X → (−∞,∞] bounded from below. Moreover, the infimum over λ is
attained.
Example 2.5. Typical examples of penalization function ϕ we have in mind:
• In case of ϕ =∞1(δ,∞] for some fixed δ > 0, one computes ϕ∗(λ) = δλ so that
sup
{µ∈M1(X) : dc(µ0,µ))≤δ}
∫
f dµ = inf
λ≥0
(∫
fλc dµ0 + δλ
)
. (2.3)
• For ϕ(x) = x one gets ϕ∗ =∞1(1,∞) and as fλc ≤ f c for all λ ≤ 1, the formula simplifies to
sup
µ∈M1(X)
(∫
f dµ− dc(µ0, µ))
)
=
∫
f c dµ0.
• Other examples might include ϕ(x) = xp/p for some p > 1 for which ϕ∗(λ) = λq/q where 1/p +
1/q = 1, or ϕ(x) = exp(x)− 1 for which ϕ∗(λ) = λ log λ− λ+ 1. ♦
Remark 2.6. Note that the formula (2.3) has recently been proven by several authors, under different
assumptions. In [37] and [44], the authors focus on the case c(x, y) = |x − y| and µ0 an empirical
measure. The closest set of assumptions to ours is in [11]. Therein, the authors work on a general Polish
space X , assume c to be lower semicontinuous and real-valued, and prove duality for (µ0-integrable)
upper semicontinuous functions f . See also [27]. Further, note that the techniques differ among all
proofs. Our proof builds on convex and Choquet’s regularity result for functional defined on measurable
functions and is significantly shorter. 
1ϕ∗ denotes the convex conjugate of ϕ, that is, ϕ∗(y) = supx(xy − ϕ(x)).
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2.1. Optimized certainty equivalents and Shortfall risk measures
Throughout this section let X = R and µ0 ∈M1(R) be some fixed baseline distribution. For any “loss”
function l : R → (−∞,∞] measurable and bounded from below, recall that the optimized certainty
equivalent and the shortfall risk measure with respect to µ0 are defined by
OCE(l) := inf
m∈R
(∫
l(· −m)) dµ0 +m
)
and ES(l) := inf
{
m ∈ R :
∫
l(· −m) dµ0 ≤ 0
}
.
For the remainder we fix a cost function c, which for notational simplicity depends only on the difference,
and a penalization function ϕ. Given f : R→ (∞,∞] measurable and bounded from below, define
R(f) := sup
µ∈M1(R)
(∫
f dµ− ϕ (dc(µ0, µ)))
)
.
and the robust optimized certainty equivalent / shortfall risk measure
OCE(l) := inf
m∈R
(R(l(· −m)) +m) and ES(l) := inf {m ∈ R : R(l(· −m)) ≤ 0}
for l : R→ (−∞,∞] measurable and bounded from below.
The following is the first main result of this section which states that the infinite dimensional problem
of computing the quantities OCE(l) and ES(l) is in fact a finite dimensional problem with different loss
function l.
Theorem 2.7. Given a loss function l : R→ R measurable and bounded from below, it holds that
OCE(l) = inf
λ≥0
(
OCE
(
lλc
)
+ ϕ∗(λ)
)
.
If further infx l(x) < 0, then it holds that
ES(l) = inf
λ≥0
ES
(
lλc + ϕ∗(λ)
)
.
Remark 2.8. In the special case of ϕ(x) = x, computations simplify and
OCE(l) = OCE (lc) and ES(l) = ES (lc) .
Similar, if ϕ(x) =∞1(δ,∞] for some δ > 0, one gets
OCE(l) = inf
λ≥0
(OCE(lλc) + λδ) and ES(l) = inf
λ≥0
ES(lλc + λδ). 
Remark 2.9. The main reason why the Wasserstein distance is a popular choice of distance to model am-
biguity is that the empirical measure converges with respect to this distance, and it is not too strong as
opposed to, for instance, the total variation distance, see for instance [18]. For example, the distance be-
tween the true measure and the empirical measures converges in expectation, with non-asymptotic rates,
roughly in the order n−1/2 if enough moments exist. This justifies the use of optimal-transport distances
to model the ambiguity set in finance or any other field where the true distribution is approximated by the
empirical measure built on available data. The convergence implies that the approximation becomes more
accurate as the data sample size increases. Moreover, concentration inequalities suggest how to choose
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δ in terms of N . More precisely, by [23], if c(x, y) = |x − y|p and the true distribution µ is assumed to
satisfy
∫
exp(|x|2p)µ(dx) <∞, then it holds that
P (dc(µ, µN ) ≥ δ) ≤ C exp(−cNδ2) for all δ ∈ (0,∞)
where µN := 1N
∑N
n=1 δxn is the empirical measure on N i.i.d. observations xi, . . . , xN and C, c > 0
are constants (the strong exponential integrability assumption can be weakened to existence of moments,
but the formula gets uglier). Also refer to [13] for similar bounds.
There are many other distances on the space of probability measures one could take into account
when defining R, and consequently OCE or ES (see for instance [28] for a survey). We already noted
before that the Wasserstein distance is stronger than weak convergence, which actually turns out to be
necessary in the present setting: If one replaces dc by a distance compatible with weak convergence or if
lim infx→∞ c(x) <∞ and µ0 = δ0, then always OCE(l) = ES(l) =∞ as soon as l is a convex and not
constant loss function. A proof of these facts is given in Section 4. 
While Theorem 2.7 reduces the infinite dimensional problem to a finite dimensional one, regardless of
the computation of the classical OCE, the challenge of computing lλc, usually for several different λ’s,
remains. However, for many relevant examples closed form formulas exist.
Example 2.10 (Average value-at-risk). Let l(x) = x+/α for some α ∈ (0, 1) so that OCE(l) becomes
the robust average value-at-risk AV@Rα at level α. Table 1 summarizes the relation between the non-
robust average value-at-risk AV@R and its robust counterpart AV@R for different choices of c and ϕ.
AV@Rα c(x, y) = |x− y| c(x, y) = |x− y|2
ϕ =∞1(δ,∞] AV@Rα + δ/α AV@Rα + (δ/α)1/2
ϕ(x) = x ∞ AV@Rα + 1/(4α)
ϕ(x) = xp/p AV@Rα + (1/α)
q/q AV@Rα + (p+ 1)/(p(4α)
−p/(p+1))
Table 1: Robust average value-at-risk for selected penalization functions ϕ and Wasserstein distances.
Here q > 1 is such that 1/p+ 1/q = 1.
This example gives a mathematical justification to an intuitively natural fact known as post-valuation
adjustment. When computing the risk of a loss µ0, it is advisable to add a margin to hedge a possible
model misspecification or a computational error, see for instance [17, Chapter 5].
Example 2.11 (Monotone mean-variance). Let l(x) = (((1 + x)+)2 − 1)/2 so that OCE(l) becomes
the robust monotone mean-variance risk measure, see [35]. For the cost function c(x, y) = (x− y)2, one
has
OCE(l) = inf
λ>1/2
(
OCE
(
2λ
2λ− 1 l
)
+
1
4λ− 2 − ϕ
∗(λ)
)
.
For example if ϕ(x) = x, this formula simplifies to OCE(l) = OCE(2l) + 1/2. ♦
Example 2.12 (Value-at-risk). Let c(x, y) = |x−y|p for some p > 0. Then, for the robust value-at-risk
at level α ∈ (0, 1), one has
V@Rα := inf
{
m ∈ R : R(1(m,∞)) ≤ α
}
= inf
λ≥0
inf
{
m ∈ R : µ0((m,∞)) + e(m,λ) + ϕ∗(λ) ≤ α
}
,
7
where e(m,λ) :=
∫
(m−λ−1/p,m] 1− λ|x−m|p µ0(dx). For example if ϕ(x) = x and c(x, y) = |x− y|
this formula simplifies and V@Rα = inf{m ∈ R : µ0((m,∞)) +
∫
(m−1,m](m− x)µ0(dx) ≤ α}. ♦
2.2. Robust pricing of European options
The principle behind Theorem 2.7 is not limited to the OCE or ES, or other risk measures of similar form.
It can be applied for example to option pricing, see also the recent paper [10] for applications to mean
variance hedging.
Throughout let X = Rd be the canonical space of a d-dimensional finance asset S = (S1, . . . , Sd),
that is, S : Rd → Rd is the identity. Here again, we fix a cost function c, which for notational simplicity
depends only on the difference, and a penalization function ϕ. Further we assume that for some ε > 0, it
holds lim inf |x|→∞ c(x)/|x|1+ε = ∞. Let µ0 ∈ M1(Rd) be an integrable risk neutral pricing measure
for S, that is s =
∫
S dµ0 ∈ Rd is the price of these assets at time 0 and assume that
∫
c(x−y)µ0(dx) <
∞ for every y ∈ Rd. We further assume that the interest rate is 0.
Given a European type of option payoff H := h(S) where h : Rd → R is measurable and bounded
from below, we denote by
PRICE(H) :=
∫
Rd
h(x)µ0(dx) =
∫
h(S) dµ0.
its risk neutral price. Taking uncertainty in the pricing measure into account, an analogue of R in the
previous section, consists of considering all probabilities consistent with the asset prices, that is,
PRICE(H) := sup
{µ∈M1(Rd) : ∫Rd S dµ=s}
(∫
h dµ− ϕ (dc(µ0, µ)))
)
.
As the additional constraint
∫
S dµ = s is satisfied if and only if infα∈Rd
∫
α · (S − s) dµ > −∞,
formally applying a minimax theorem one obtains
Proposition 2.13. For every measurable payoff h : Rd → R such that supx∈Rd |h(x)|/(1 + |x|) < ∞
one has
PRICE(H) = inf
α∈Rd
inf
λ≥0
(∫
hλc,α dµ0 + ϕ
∗(λ)
)
where
hλc,α(x) := sup
y∈Rd
(h(y) + α · (y − s)− λc(y − x)) for x ∈ Rd, α ∈ Rd, λ ≥ 0.
The latter function hλc,α can be interpreted as a modified payoff priced against the original risk neutral
pricing distribution µ0. In particular if ϕ(x) = x the formula again simplifies to
PRICE(H) = inf
α∈Rd
∫
hc,α dµ0.
Example 2.14 (Robust Call). Let us consider the case of a call option with maturity 1 and strike k on
a single asset, that is, h(x) = (x − k)+ and d = 1. For ease of notations, we denote by CALL(k) the
corresponding price. For the cost c(x, y) = (x− y)2/2, the robust call at strike k satisfies
CALL(k) = inf
α∈R
inf
λ>0
(
CALL
(
k − 2α+ 1
2λ
)
+
α2
2λ
+ ϕ∗(λ)
)
.
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Again, if ϕ(x) = x, the robust price of a call simplifies to
CALL(k) = inf
α∈R
(
CALL
(
k − 2α+ 1
2
)
+
α2
2
)
. ♦
Figure 1 represents the standard Black and Scholes price versus robust price as a function of the strike.
As expected, the largest spread between the Black and Scholes price and the robust one is at the money,
while the cost of robustness vanishes for in or out of the money options.
Figure 1: Call Option price, Black and Scholes vs. Robust. ϕ(x) = x, spot price is one, zero interest rate,
the distribution is log-normal with 20% volatility and one year maturity.
Remark 2.15. The robust price PRICE(H) can also be interpreted as the minimal superhedging price
of H when the shortfall risk is controlled by the nonlinear expectation R. More precisely, [15] give
conditions under which the robust price can be represented as
inf{m ∈ R : R(−m− α · (S − s) +H) ≤ 0 for some α ∈ Rd}. 
Remark 2.16 (Robust Utility maximization). Another problem in robust mathematical finance where The-
orem 2.4 directly applies is utility maximization. Indeed, given a utility function U : R → R bounded
from above and a measurable claim f : Rd → R, Theorem 2.4 implies that
sup
α∈Rd
inf
µ∈M1(Rd)
(∫
U(f(S) + α · (S − s)) dµ+ ϕ(dc(µ0, µ))
)
= sup
α∈Rd
sup
λ≥0
(∫
Uλc,α dµ0 − ϕ∗(λ)
)
,
where Uλc,α(x) := infy(U(f(y) +α · (y− s)) +λc(x, y)). Note that one can also treat the multi-period
case with dynamic programming, see [3, Section 2.3] for a discussion of the Wasserstein distance in this
framework. 
3. Results for general sets
3.1. Tail risk measures and Kusuoka type representation
For this section, let
D ⊆M1(R) and R(f) := sup
µ∈D
∫
f dµ
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for f : R→ (−∞,∞] measurable and bounded from below. In the non-robust setting – that is, D being a
singleton – it is well known that the average value-at-risk, see Example 2.10, is a risk measure capturing
the “tail risk” by satisfying the representation
AV@Rα =
1
α
∫ α
0
V@Ru du, (3.1)
where V@R is the value-at-risk, see Example 2.12. That is, AV@R is roughly speaking the average over
the V@R below the α-quantile; an important property for instance in optimal portfolio problems, see
Rockafellar and Uryasev [41]. However, we will see in Section 3.2 that AV@Rα equals the supremum
over µ ∈ D of the average value at risk with respect to µ, from which it easily follows that (3.1) in general
no longer holds true when D consists of more than one element. In a similar manner, one cannot expect
any form of Kusuoka type representation – abstract version of (3.1) where any law invariant risk measure
can be represented over the average value at risk – in general.
In order to prove a robust version of formula (3.1), stronger assumptions on the set D are needed. If
D 6= ∅ satisfies
D is tight and for all µ, µ˜ ∈ D there is ν ∈ D
such that µ(−∞, t], µ˜(−∞, t] ≥ ν(−∞, t] for all t
}
, (DIR)
it also follows that the robust OCE has the same properties as the non-robust one, see Corollary 4.2. Here
tight means that for every ε > 0 there is some compact set K ⊂ R satisfying supµ∈D µ(Kc) ≤ ε.
Proposition 3.1. Assume that (DIR) holds true. Then
AV@Rα = 1
α
∫ α
0
V@Ru du
for every α ∈ (0, 1).
Example 3.2. Let (Ω,F , P ) be a probability space carrying a Brownian motion (Wt)t∈[0,T ], where T ∈
(0,∞), equipped with the completion of the natural filtration of W . Let σ,
¯
b, and b¯ be three real numbers
such that σ > 0. Then, for every strictly increasing function f : R→ R and S0 > 0, the set
D := {P ◦ f(ST )−1 with dSt = St(b dt+ σ dWt) and b ∈ [
¯
b, b¯]
}
satisfies (DIR). ♦
Proposition 3.1 suggests a Kusuoka type representation for robustifications of law-invariant risk mea-
sures. In fact, let ρ be the risk measure defined as
ρ(µ) := sup
ν∈M1((0,1])
(∫
(0,1]
AV@Ru(µ) ν(du)− β(ν)
)
for some penalty function β : M1((0, 1]) → (−∞,∞], and consider its robust counterpart given by
ρ(D) := supµ∈D ρ(µ). The following corollary gives a representation of ρ(D) in terms of AV@R. In
particular, it shows that when D satisfies (DIR), AV@R constitute basic building blocks of robustifica-
tions of law-invariant risk measures.
Corollary 3.3. Assume that D satisfies (DIR) and is closed in the weak topology. Then, it holds that
ρ(D) := sup
µ∈D
ρ(µ) = sup
ν∈M1((0,1])
(∫
(0,1]
AV@Ru(D) ν(du)− β(ν)
)
.
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3.2. Duality
Let (Ω,F) be a given measurable space endowed with a non-linear expectation
E(·) := sup
P∈M1(Ω)
(EP [·]− β(P )) ,
for some function β : M1(Ω) → [0,∞], where M1(Ω) is the set of probability measures on F . In
analogy to the first part of the paper, we define the robust OCE as
OCE(X) = inf
m∈R
(E(l(X −m)) +m)
for every measurable function X : Ω→ R. Here l : R→ R is assumed to satisfy the usual assumptions
l is convex, increasing, bounded from below, and
l(0) = 0, l∗(1) = 0, and l(x) > x for |x| large enough
}
(CIB)
and l∗(y) = supx∈R(xy − l(x)) denotes the convex conjugate of l for y ∈ R and l∗(∞) := ∞. Note
that l∗(y) ≥ 0 and that if l is continuously differentiable, then l∗(1) = 0 just says that l′(0) = 1. For the
remainder of this section dQ/dP denotes the Radon-Nikodym derivative if Q is absolutely continuous
with respect to P and dQ/dP ≡ ∞ otherwise.
Theorem 3.4. Assume that l satisfies (CIB) and that β is convex with infP∈M1(Ω) β(P ) = 0. Then one
has
OCE(X) = sup
Q∈M1(Ω)
(
EQ[X]− inf
P∈M1(Ω)
(
EP
[
l∗
(
dQ
dP
)]
+ β(P )
))
for every bounded measurable function X : Ω→ R.
When β is the convex indicator of a non-empty convex subset P ofM1(Ω), that is β = ∞1Pc , then
E(·) = supP∈P EP [·] and
OCE(X) = sup
Q∈M1(Ω)
(
EQ[X]− inf
P∈P
EP
[
l∗
(
dQ
dP
)])
.
In particular, this implies that the robust optimized certainty equivalent is equal to the supremum over
P ∈ P of the optimized certainty equivalent with respect to P .
Example 3.5. Troughout this example let E(·) = supP∈P EP [·] for some convex set P .
• Relative entropy: Let l(x) = (exp(αx)− 1)/α for some α > 0. Then
OCE(X) = sup
P∈P
1
α
logEP [exp(αX)] = sup
Q∈M1(Ω)
(
EQ[X]− inf
P∈P
1
α
EQ
[
log
dQ
dP
])
.
This is a generalization of the well-known Gibbs variational principle, and infP∈P EQ[log dQ/dP ]
can be seen as the Kullback-Leibler divergence between the probability measure Q and the set P .
• Monotone mean-variance: Let l(x) = (((1 + x)+)2 − 1)/2. Then
OCE(X) = sup
Q∈M1(Ω)
(
EQ[X]− inf
P∈P
EP
[1
2
(
dQ
dP
)2
− 1)
])
.
The function infP∈P EP [(dQ/dP )2/2−1)] can be seen as the Rènyi divergence of order 2 between
the probability measure Q and the set P .
• Average value-at-risk: Let l(x) = x+/α for some α ∈ (0, 1). Then
OCE(X) = sup{EQ[X] : Q ∈M1(Ω) such that dQ/dP ≤ 1/α for some P ∈ P}. ♦
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4. Proofs
4.1. Proof for Section 2
Proof (of Theorem 2.4). For every measurable function f : X → (−∞,∞] which is bounded from be-
low, define
Φ(f) := inf
λ≥0
(∫
fλc dµ0 + ϕ
∗(λ)
)
.
The goal is to apply Choquet’s theorem (in the form of Theorem A.1) to the functional Φ, which requires
to check the following four steps.
Step 1: Monotonicity and convexity. If f ≤ g, then fλc ≤ gλc for any λ so that Φ(f) ≤ Φ(g).
Moreover, for t ∈ [0, 1] and λ′, λ′′ ≥ 0 it holds that
(f + g)λc ≤ tfλ′c + (1− t)gλ′′c for λ := tλ′ + (1− t)λ′′
which implies (also using convexity of ϕ∗) that Φ(tf + (1 − t)g) ≤ tΦ(f) + (1 − t)Φ(g). Finally, for
every m ∈ R, λ ≥ 0, and x ∈ X it holds that
mλc(x) = m− inf
y∈X
λc(x, y) = m
so that Φ(m) = infλ≥0(ϕ∗(λ) − m) = m. As Φ is monotone, it follows in particular that Φ(f) ∈ R
whenever f is bounded.
Step 2: Continuity from above. Denote by Cb and Ub the set of bounded continuous and upper semi-
continuous functions from X to R, respectively. We show that Φ is continuous from above on Cb. Let
ε > 0 and let (fn) be a sequence in Cb which decreases pointwise to 0. Fix some m such that f1 ≤ m
and λ > 0 such that ϕ∗(λ) < ε. This is possible because ϕ is not constant by assumption, hence ϕ∗ is
real-valued (and therefore continuous by convexity) on some neighborhood of 0. Further fix k such that
µ0([−k, k]c) ≤ ε. By assumption there is r > 0 such that λc(x, y) ≥ m whenever |x− y| ≥ r, hence
fλcn (x) = sup
y∈[x−r,x+r]
(fn(y)− λc(x, y)) ≤ sup
y∈[x−r,x+r]
fn(y).
It follows from Dini’s lemma that fn1[−k−r,k+r] ≤ ε for n large, thus
fλcn ≤ ε1[−k,k] +m1[−k,k]c
for n large. Therefore
Φ(fn) ≤ ϕ∗(λ) +
∫
fλcn (x)µ0(dx) ≤ ε+ εµ0([−k, k]) +mµ0([−k, k]c) ≤ (2 +m)ε
for n large and as ε > 0 was arbitrary, Φ(fn) ↓ 0 = Φ(0).
Step 3: Continuity from below. We show that Φ(fn) ↑ Φ(f) whenever (fn) is a sequence of measurable
functions fn : X → (−∞,∞] bounded from below which increases to f . Because Φ is increasing, it
suffices to show that Φ(f) ≤ supn Φ(fn). Assume that supn Φ(fn) < ∞, because otherwise there is
nothing to prove. For every n fix λn ≥ 0 such that
ϕ∗(λn) +
∫
fλncn dµ0 ≤ Φ(fn) +
1
n
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and m ∈ R with m ≤ f1 ≤ fn so that
fλncn (x) ≥ sup
y∈X
(m− λnc(x, y)) = m.
Note that as ϕ∗ convex and not constant by assumption, ϕ∗(rn) → ∞ for every sequence (rn) which
converges to∞. Therefore (λn) is bounded and, possibly after passing to a subsequence, (λn) converges
to some λ ∈ [0,∞). Note that
fλc(x) = sup
y∈X
lim
n
(fn(y)− λnc(x, y)) ≤ lim inf
n
sup
y∈X
(fn(y)− λnc(x, y)) = lim inf
n
fλncn (x)
for every x and by the same argument ϕ∗(λ) ≤ lim infn ϕ∗(λn). An application of Fatou’s lemma now
implies
Φ(f) ≤ ϕ∗(λ) +
∫
fλc dµ0 ≤ lim inf
n
(
ϕ∗(λn) +
∫
fλncn dµ0
)
= sup
n
Φ(fn) ≤ Φ(f),
where the last inequality holds because Φ is increasing and fn ≤ f for every n. Thus the claim follows.
Step 4: Computation of the convex conjugate. We claim that
Φ∗Cb(µ) := sup
f∈Cb
(∫
f dµ− Φ(f)
)
= Φ∗Ub(µ) := sup
f∈Ub
(∫
f dµ− Φ(f)
)
= ϕ(dc(µ0, µ))
with the convention that dc(µ0, µ) = ∞ if µ is not a probability. First notice that 0 ≤ Φ∗Cb ≤ Φ∗Ub
because Φ(0) = 0 and Cb is a subset of Ub. To show that Φ∗Ub(µ) ≤ ϕ(dc(µ0, µ)) one may assume
that dc(µ0, µ) < ∞, otherwise this is trivially satisfied (as by assumption ϕ(∞) = ∞). Then there is a
probability pi on X ×X with marginals pi(· ×X) = µ0 and pi(X × ·) = µ such that
∫
c dpi = dc(µ0, µ),
see for instance [42, Theorem 5.9]. For any f ∈ Ub and λ ≥ 0, the pointwise inequality
f(y) ≤ λc(x, y) + fλc(x) for all x, y
integrated with respect to pi yields∫
X
f(y)µ(dy) =
∫
X×X
f(y)pi(dx, dy) ≤ λdc(µ0, µ) +
∫
X
fλc(x)µ0(dx). (4.1)
By definition it holds that λdc(µ0, µ) − ϕ∗(λ) ≤ ϕ(dc(µ0, µ)) for all λ ≥ 0 so that
∫
f dµ − Φ(f) ≤
ϕ(dc(µ0, µ)); hence Φ∗Cb(µ) ≤ Φ∗Ub(µ) ≤ ϕ(dc(µ0, µ)).
To show the reverse inequality, fix some µ and ε > 0. By the Fenchel-Moreau theorem, ϕ(x) =
supλ≥0(λx− ϕ∗(x)) for every x ≥ 0, hence there is λ ≥ 0 such that
λdc(µ0, µ)− ϕ∗(λ) ≥ ϕ(dc(µ0, µ))− ε, if ϕ(dc(µ0, µ)) <∞,
λdc(µ0, µ)− ϕ∗(λ) ≥ 1/ε, if dc(µ0, µ) <∞ but ϕ(dc(µ0, µ)) =∞,
ϕ∗(λ) ≤ ε and λ > 0 if dc(µ0, µ) =∞.
As dλc(µ, µ0) = λdc(µ0, µ), by the dual formula (2.1) for dc, there are bounded and continuous functions
f, g such that
f(x)+g(y) ≤ λc(x, y) for all x, y and
∫
f dµ+
∫
g dµ0 ≥
{
λdc(µ0, µ)− ε, if dc(µ0, µ) <∞,
1/ε, otherwise.
13
Note that f(x)−λc(x, y) ≤ −g(y) from which it follows that fλc ≤ −g. As ϕ(dc(µ0, µ)) <∞ implies
dc(µ0, µ)) <∞ we therefore get∫
f dµ− Φ(f) ≥
∫
f dµ+
∫
g dµ0 − ϕ∗(λ) ≥
{
ϕ(dc(µ0, µ))− 2ε, if ϕ(dc(µ0, µ)) <∞,
1/ε− ε, if ϕ(dc(µ0, µ)) =∞.
As ε > 0 was arbitrary, it follows that Φ∗Cb(µ) ≥ ϕ(dc(µ0, µ)) which by the previous part shows
Φ∗Cb(µ) = Φ
∗
Ub
(µ) = ϕ(dc(µ0, µ)). The representation (2.2) now follows from an application of Theo-
rem A.1.
As for the existence of an optimal λ ≥ 0, apply Step 3 to the constant sequence fn = f . 
Proof (of Theorem 2.7). First note that as c depends only on the difference, one has l(· − m)λc(x) =
lλc(x−m) for all m ∈ R, x ∈ R, and λ ≥ 0. Now, by Theorem 2.4 one has
OCE(l) = inf
m∈R
(
sup
µ∈M1(R)
(∫
l(x−m)µ(dx)− ϕ(dc(µ0, µ))))+m)
= inf
m∈R
(
inf
λ≥0
(∫
l(· −m)λc(x)µ0(dx) + ϕ∗(λ)
)
+m
)
= inf
λ≥0
inf
m∈R
(∫
lλc(x−m)µ0(dx) + ϕ∗(λ) +m
)
= inf
λ≥0
(
OCE(lλ) + ϕ∗(λ)
)
,
which completes the proof. The same arguments show that
ES(l) = inf
{
m ∈ R : min
λ≥0
(∫
lλc(x−m)µ0(dx) + ϕ∗(λ)
)
≤ 0
}
= inf
λ≥0
inf
{
m ∈ R :
∫
lλc(x−m)µ0(dx) + ϕ∗(λ) ≤ 0
}
= inf
λ≥0
ES(lλc + ϕ∗(λ)). 
Proof (of Remark 2.9). We first prove thatOCE(l) = ES(l) =∞ if lim infx→∞ c(x) <∞ and l is a loss
function. Because l is increasing, convex and not constant, there exist a, b > 0 such that l(x) ≥ ax−b for
every x ∈ R. Because ϕ is continuous at 0, there is δ > 0 such that ϕ(δ) <∞. Moreover, by assumption,
there is some r ∈ R and a sequence (xk) in R such that xk ≥ k and c(xk) ≤ r. For simplicity let us
assume that c(0) = 0, µ0 = δ0, and define µk = (1− δ/r)δ0 + δ/rδxk . Then
dc(µk, µ0) =
(
1− δ
r
)
c(0− 0) + δ
r
c˜(xk − 0) ≤ δ
so that ϕ(dc(µk, µ0)) ≤ ϕ(δ) <∞. However, as
sup
k
∫
l(x−m)µk(dx) ≥ sup
k
((
1− δ
r
)
l(0−m) + δ
r
(a(xk −m)− b)
)
=∞
for every m ∈ R, it follows that OCE(l) = ES(l) =∞.
To show thatOCE(l) = ES(l) =∞ if dc is replaced by a distance compatible with weak convergence,
let µk = (k−1)/kδ0 +1/kδk2 which converges weakly to δ0. As ϕ is continuous at 0, ϕ(d(µk, δ0))→ 0.
However, supk
∫
l(x−m)µk(dx) =∞ for every m, which again implies OCE(l) = ES(l) =∞. 
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Proof (of Example 2.10). For every λ ≥ 0 it holds that
sup
y∈R
(
1
α
y+ − λ(x− y)2
)
=
1
α
(
x+
1
4λα
)+
so that
OCE(lλc) = OCE(l) +
1
4λα
for every λ ≥ 0. Thus, Theorem 2.7 yields
OCE(l) = OCE(l) + inf
λ≥0
(
ϕ∗(λ) +
1
4λα
)
.
It remains to plug the different ϕ’s in and compute the infimum. This proves the claim for p = 2.
Similarly, for p = 1, it holds that lλc(x) = ∞ if λ < 1/α and lλc(x) = x+/α else. Thus, it follows
by Theorem 2.7 that
OCE(l) = OCE(l) + inf
λ≥1/α
ϕ∗(λ) = OCE(l) + ϕ∗
(
1
α
)
where the last equality holds because ϕ∗ is increasing. 
Proof (of Example 2.11). It holds
lλc(x) =
{
∞, if λ < 1/2,
2λ
2λ−1 l(x) +
1
4λ−2 , else.
Thus, for the optimized certainty equivalent, one has OCE(lλc) = OCE( 2λ2λ−1 l) +
1
4λ−2 so that by
Theorem 2.7 it holds that
OCE(l) = inf
λ>1/2
(
OCE
(
2λ
2λ− 1 l
)
+
1
4λ− 2 − ϕ
∗(λ)
)
. 
Proof (of Example 2.12). Note that the value at risk is a special case of the expected shortfall, corre-
sponding to the loss function l = 1(0,∞) − α. Further, with the convention 0−1/p =∞, it holds that
lλc(x) = l(x) + (1− λ|x|p)1(−λ−1/p,0](x)− α
for every x. Therefore
∫
lλc(x−m)µ0(dx) = µ0((m,∞)) + e(m,λ)− α so that
V@Rα = ES(l) = inf
λ≥0
ES
(
lλc + ϕ∗(λ)
)
= inf
λ≥0
inf
{
m ∈ R : µ0((m,∞)) + e(m,λ) + ϕ∗(λ) ≤ α
}
,
by Theorem 2.7. The special case ϕ(x) = x follows from Remark 2.8. 
Proof (of Proposition 2.13). The proof is similar to the one of Theorem 2.4 and we only give a sketch.
Denote by Blin the set of measurable functions f : Rd → R for which supx f(x)/(1 + |x|) is finite, and
by Ulin and Clin the subsets of upper semicontinuous and continuous functions, respectively. For every
f ∈ Blin define
Φ(f) := inf
α∈Rd,λ≥0
(∫
fλc,α dµ0 − ϕ (dc(µ0, µ)))
)
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which is well-defined as fλc,α(x) ≥ f(x) − α · (x − s) − c(0) ≥ −k(|x| + 1) for some k > 0 and∫ |x|µ0(dx) <∞.
As in Theorem 2.4 one checks that Φ is a convex function on Blin which is continuous from above
on Clin (here the growth condition lim inf |x|→∞ c(x)/(1 + |x|1+ε) = ∞ is used). Moreover, similar
arguments as in Theorem 2.4 show that Φ is continuous from below on Blin (here the condition that∫
c(x − y)µ0(dx) < ∞ for every y is used). By a version of Theorem A.1 (see [4, Theorem 2.2]), it
follows that
Φ(f) = sup
µ∈M1(Rd)
(∫
f dµ− Φ∗Clin(µ)
)
for f ∈ Blin,
provided that
Φ∗Clin(µ) := sup
f∈Clin
(∫
f dµ− Φ(f)
)
= sup
f∈Ulin
(∫
f dµ− Φ(f)
)
=: Φ∗Ulin(µ).
As Φ(α · (S − s)) ≤ 0 and α · (S − s) ∈ Clin for every α ∈ Rd, similar computations as in Theorem 2.4
yield
Φ∗Clin(µ) = Φ
∗
Ulin
(µ) =
{
ϕ(dc(µ0, µ))), if
∫
S − s dµ = 0
∞, otherwise.
This ends the proof. 
Proof (of Example 2.14). We compute
hλc,α(x) = sup
y∈R
(
(y − k)+ + α(y − s)− λ
2
(y − x)2
)
.
The first order conditions yield
1(0,∞)(y − k) + α− λ(y − x) ≥ 0 ≥ 1[0,∞)(y − k) + α− λ(y − x)
For an optimizer there are three cases:
• y∗ < k, then y∗ − x = α/λ, hence y∗ = α/λ+ x with x ∈ (−∞, k − α/λ).
• y∗ > k, then y∗ − x = (α+ 1)/λ, hence y∗ = (α+ 1)/λ+ x with x ∈ (k − (α+ 1)/λ,∞).
• y∗ = k is impossible.
Hence we have three cases:
• For x ∈ (−∞, k − (α+ 1)/λ] ⊆ (−∞, k − α/λ), it follows that
hλc,α(x) = α
(α
λ
+ x− s
)
− λ
2
α2
λ2
= α(x− s) + α
2
2λ
.
• For x ∈ [k − α/λ,∞) ⊆ (k − (α+ 1)/λ,∞), it follows that
hλc,α(x) =
(
α+ 1
λ
+ x− k
)
+ α
(
α+ 1
λ
+ x− s
)
− (α+ 1)
2
2λ
=
(
x−
(
k − 2α+ 1
2λ
))
+ α(x− s) + α
2
2λ
.
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• For x ∈ (k − (α+ 1)/λ, k − α/λ), it follows that
hλc,α(x) =
(
α(x− s) + α
2
2λ
)
∨
((
x−
(
k − 2α+ 1
2λ
))
+ α(x− s) + α
2
2λ
)
.
Hence
hλc,α(x) =
(
x−
(
k − 2α+ 1
2λ
))+
+ α(x− s) + α
2
2λ
.
Therefore, Proposition 2.13 and the fact that µ0 is a pricing measure yield
CALL(k) = inf
α∈R
inf
λ>0
(
CALL
(
k − 2α+ 1
2λ
)
+
α2
2λ
+ ϕ∗(λ)
)
.
Plugging the special cases of ϕ into this equation yields the claim. 
4.2. Proofs for Section 3.1
The main argument for the proof of Proposition 3.1 is given in the next lemma.
Lemma 4.1. Assume that D satisfies (DIR). Then, there exists µ∗ ∈M1 such that
sup
µ∈D
∫
fdµ =
∫
fdµ∗ (4.2)
for every increasing, continuous function f : R → R that is bounded from below. If in addition D is
closed in the weak topology induced by all continuous bounded functions, then µ∗ ∈ D.
Proof. First assume that f is bounded. As D is tight, it can be checked that
¯
F defined by
¯
F (t) :=
infµ∈D Fµ(t) where Fµ(t) := µ(−∞, t] is a cumulative distribution function. Furthermore, f being
increasing, continuous and bounded, it defines a finite Borel measure df on the real line. Hence df is
regular and τ -additive, see for instance [12, Proposition 7.2.2]. Let us first show that∫
¯
Fdf = inf
µ∈D
∫
Fµdf. (4.3)
Each cumulative distribution function Fµ is increasing and right-continuous, hence upper semicontinu-
ous. Because D satisfies (DIR), the net2 (Fµ)µ∈D is decreasing. Thus, (1− Fµ)µ is an increasing net of
nonnegative lower semicontinuous functions such that 1−
¯
F = limµ(1− Fµ). It therefore follows from
[12, Lemma 7.2.6] that
sup
µ∈D
∫
1− Fµ df = lim
µ
∫
1− Fµ df =
∫
1−
¯
F df,
which shows (4.3). Moreover, as f is continuous, one has
∫
¯
F (x−) df(x) = ∫
¯
F (x) df(x). Hence,
integration by parts yield∫
fd
¯
F = f(∞)−
∫
¯
Fdf = f(∞)−
∫
inf
µ∈D
Fµ df = f(∞)− inf
µ∈D
∫
Fµdf
= f(∞)− inf
µ∈D
(
f(∞)−
∫
fdFµ
)
= sup
µ∈D
∫
fdFµ,
2D is endowed with the ordering µ  ν if and only if µ(−∞, t] ≥ ν(−∞, t] for every t.
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showing (4.2) whenever f is bounded, with µ∗ being the distribution associated to
¯
F . If f is not bounded,
we approximate f from below by fn := f ∧ n.
IfD is also closed, then it follows from Prokhorov’s theorem and tightness thatD is compact. Suppose
for contradiction that µ∗ /∈ D. Then, by the strong separation theorem and (4.2) which was already
proven, there exists a continuous bounded and increasing function f : R → R such that ∫ fdµ∗ >
supµ∈D
∫
fdµ, which clearly contradicts (4.2). Thus, µ∗ ∈ D. 
Corollary 4.2. Assume that (DIR) holds and that l : R → R is convex, increasing, bounded from below,
and that l(x) > x for |x| large enough. Then there exists µ∗ ∈M1 and m∗ ∈ R such that
OCE(l) = inf
m∈R
(∫
l(x−m)µ∗(dx) +m
)
=
∫
l(x−m∗)µ∗(dx) +m∗.
In particular m∗ is characterized by∫
l′−(x−m∗)µ∗(dx) ≤ 1 ≤
∫
l′+(x−m∗)µ∗(dx)
for the right and left hand derivatives l′− and l
′
+ of l. If l is continuously differentiable, then inequalities
in the above formula are equalities.
Proof. The existence of a µ∗ ∈ M1 such that OCE(l) = infm∈R(
∫
l(x − m)µ∗(dx) + m) follows
directly from Lemma 4.1. Therefore, the existence and characterization of an optimal allocation m∗ can
be deduced from the non-robust case, see for instance [6]. 
Proof (of Proposition 3.1). It follows from Lemma 4.1 and Corollary 4.2 that one has µ∗(−∞, t] =
infµ∈D µ(−∞, t] for every t which implies V@Rα = inf{m ∈ R : µ∗((m,∞)) ≤ α} and AV@Rα =
infm∈R(
∫
(x−m)+/αµ∗(dx) +m). Thus, [25, Lemma 4.51] yields
AV@Rα = 1
α
α∫
0
inf{m ∈ R : µ∗((m,∞)) ≤ u} du = 1
α
α∫
0
V@Ru du. 
Proof (of Example 3.2). For every
¯
b ≤ b ≤ b¯, the process Sbt = S0 exp((b− 12σ2)t+σWt) is the solution
of dSt = St(b dt+ σdWt). Further, as S0 > 0 and f is strictly increasing, one has
P (f(S b¯T ) ≤ x) ≤ P (f(SbT ) ≤ x) ≤ P (f(S¯bT ) ≤ x) (4.4)
for all x. Thus a straightforward computation shows that D satisfies (DIR). 
Proof (of Corollary 3.3). By Lemma 4.1, there is µ∗ such that AV@Ru = AV@Ru(µ∗) for every u ∈
(0, 1]. Hence, it follows by definition that
ρ(D) ≤ sup
ν∈M1((0,1])
(∫
(0,1]
AV@Ru ν(du)− β(ν)
)
.
On the other hand, as D is closed, it holds that µ∗ ∈ D and thus supµ∈D
∫
(0,1]
AV@Ru(µ) ν(du) ≥∫
(0,1]
AV@Ru(µ
∗) ν(du) =
∫
(0,1]
AV@Ru ν(du), which proves the reverse inequality. 
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Proof (of Theorem 3.4). Denote by dom(β) := {P ∈ M1(Ω) : β(P ) <∞} the domain of β which is a
nonempty convex set by assumption. Therefore the function J defined by
J : R× dom(β)→ R, (m,P ) 7→ EP [l(X −m)] +m− β(P )
is convex and continuous in m, and concave in P . Moreover, as X is a bounded random variable and l is
bounded from below with limx→∞ l(x)/x = ∞ by assumption, there exists some m0 ∈ R such that the
first and last equality in the following equation hold
inf
m∈R
sup
P∈dom(β)
J(m,P ) = inf
m∈[−m0,m0]
sup
P∈dom(β)
J(m,P )
= sup
P∈dom(β)
inf
m∈[−m0,m0]
J(m,P ) = sup
P∈dom(β)
inf
m∈R
J(m,P ).
The middle equality follows from a minimax theorem, see for instance [22, Theorem 2]. Now notice
that the left hand side equals OCE(X) and the right hand side the supremum over P ∈ dom(β) of the
optimized certainty equivalent under P . In particular, it follows from the classical representation of the
optimized certainty equivalent that
OCE(X) = sup
P∈dom(β)
sup
Q∈M1(Ω)
(
EQ[X]− EP
[
l∗
(
dQ
dP
)]
− β(P )
)
= sup
Q∈M1(Ω)
(
EQ[X]− inf
P∈M1(Ω)
(
EP
[
l∗
(
dQ
dP
)]
+ β(P )
))
. 
A. Appendix
Let X ⊂ Rd be closed, denote by Bb− the set of all measurable functions from X to (−∞,∞] which
are bounded from below, and by Ub and Cb the subsets of bounded upper semicontinuous (resp. bounded
continuous) functions. Further write M(X) for the set of all countably additive, finite, positive Borel
measures on X , that isM(X) := {tµ : µ ∈ M1(X) and t ≥ 0}. The following theorem, which builds
on Choquet’s theory on the regularity of capacities, is a slight modification of Theorem 2.2 in [4].
Theorem A.1. Let Φ: Bb− → (−∞,∞] be a monotone convex functional such that Φ(f) < ∞ when-
ever f is bounded. If
• Φ(fn) ↓ Φ(0) for every sequence (fn) in Cb which decreases pointwise to 0,
• Φ∗Cb(µ) := supf∈Cb(
∫
f dµ−Φ(f)) = supf∈Ub(
∫
f dµ−Φ(f)) =: Φ∗Ub(µ) for every µ ∈M(X),
• Φ(fn) ↑ Φ(f) for every sequence (fn) in Bb− which increases pointwise to f ∈ Bb−,
then
Φ(f) = sup
µ∈M(X)
(∫
f dµ− Φ∗Cb(µ)
)
for every f ∈ Bb−. (A.1)
Proof. If Bb− is replaced by the set of all bounded measurable functions this is exactly the statement of
[4, Theorem 2.2], so that (A.1) holds for all bounded measurable f . For general f ∈ Bb−, notice that
(A.1) holds for every f ∧ n, hence the claim follows from the third assumption Φ(f) = supn Φ(f ∧ n),
interchanging two suprema, and the monotone convergence theorem applied under each µ ∈M(X). 
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