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Program dela
Preu£ite osnovne lastnosti Hawkesovih procesov ter predstavite nekaj osnovnih al-
goritmov za simulacijo. Izhajajte iz £lanka:
P.J. Laub, T. Taimre, P.K. Pollett. Hawkes Processes arXiv:1507.02822
izr. prof. dr. Janez Bernik
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Hawkesovi procesi
Povzetek
Predstavimo analiti£no denicijo Hawkesovega procesa in pripadajo£e pojme: po-
gojna intenzivnost, jedrna funkcija in koli£nik razvejitve. Izpeljani so pogoji za
asimptotsko stacionarnost in limitno intenzivnost ter odsotnost eksplozije in izumr-
tje. Pogled na Hawkesove procese kot na rojstne procese z imigracijami omogo£a
izpeljavo porazdelitve velikosti druºin, ²tevila druºin, porazdelitve £asa obstoja dru-
ºine ter rodovnega funkcionala procesa. S pomo£jo kompenzatorja procesa lahko
transformiramo Hawkesov proces v Poissonovega, kar je uporabno pri analizi slu£aj-
nega vzorca. Implementiramo razli£ne algoritme za simulacijo: Ogatov algoritem
red£enja, paralelna simulacija generacij ter popolna simulacija ²ibko stacionarnega
Hawkesovega procesa. Deniramo in simuliramo tudi ve£razseºni Hawkesov proces
ter predstavimo nekaj primerov uporabe Hawkesovih procesov.
Hawkes processes
Abstract
We study the Hawkes process and its main components: conditional intensity, kernel
function and branching ratio, deriving the conditions for asymptotic stationarity,
extinction and explosion. The interpretation of Hawkes processes as cluster processes
or immigration-birth cluster processes is explained. We present some results about
the number and lenght of clusters, using the concept of the probability generating
functional. By using the compensator and the random time change theorem, a
Hawkes process can be transformed into a homogeneous Poisson process, which
can be used for goodness-of-t test. The various algorithms for generating Hawkes
process are presented: the thinning algorithm by Ogata, the clustering algorithm and
perfect simulation of weakly stationary Hawkes process. The multivariate Hawkes
processes are introduced and its corresponding simulation algorithm is implemented.
In conclusion, we present some applications of Hawkes processes in research.
Math. Subj. Class. (2010): 60G55
Klju£ne besede: Hawkesov proces, slu£ajni procesi, to£kasti procesi, simulacija,
Galton-Watsonov proces, Poissonov proces, kompenzator, pogojna intenzivnost
Keywords: Hawkes process, stochastic processes, point processes, simulation,
Galton-Watson process, Poisson process, compensator, conditional intensity
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Uvod
Hawkesov proces je slu£ajni proces ²tetja, ki je samovzbujajo£ (self-exciting). To
pomeni, da ²teje dogodke, ki se kopi£ijo v £asu. Kopi£enje dogodkov je pogosto v
sistemih, kjer so prisotne £asovne soodvisnosti med pojavi: Kmalu za potresom se z
veliko verjetnostjo v okolici sproºi val popotresnih sunkov. Ekonomski dogodki lahko
sproºijo nihanja v cenah vrednostnih papirjev ter kopi£enje transakcij in borznih
naro£il. Kolaps ve£je nan£ne institucije lahko pretrese trge na svetovni ravni. Hitro
²irjenje informacij in trendov na spletnih omreºjih je prav tako primer globalnega
samovzbujajo£ega sistema.
Za£etki obravnave samovzbujajo£ih procesov segajo v leto 1971, ko je Alan
Hawkes (glej [12]) raz²iril pojem dvojno stohasti£nega slu£ajnega procesa z deni-
cijo procesa, katerega intenzivnost je porojena z njegovo lastno zgodovino realizacij.
Kljub teoreti£ni zasnovi v za£etku 70-ih let 20. stoletja, pa je do ve£jega zanimanja
za Hawkesov proces in njegove raz²iritve pri²lo ²ele v novem tiso£letju, ko se je z
njimi za£elo modelirati nan£ne podatke.
Hawkesov proces je deniran s funkcijo pogojne intenzivnosti, ki poganja dina-
miko procesa in je odvisna od zgodovine procesa. Slu£ajni dogodki, ki jih ²teje, so
dveh tipov: eksogeni, z izvorom izven sistema, in endogeni, ki nastopijo kot posledica
notranjih trendov. Zelo koristen je pogled na Hawkesov proces kot na proces groz-
denja (clustering) ali kot rojstni proces z imigracijami, v katerem eksogeni imigranti
porajajo svoja druºinska drevesa in tako ustvarjajo razvejane generacije endogenih
potomcev. Endogene oz. h£erinske dogodke povzro£a jedrna funkcija intenzivnosti,
katere izbira je klju£ni del modeliranja s Hawkesovimi procesi. Opredeljuje ver-
jetnost za novo rojstvo, vpliva na pojav eksplozije ter na spomin, razvejanost in
dolgoºivost procesa.
V prvem poglavju sta opisana oba pogleda na Hawkesove procese, h katerima se
izmeni£no vra£amo v celotnem besedilu. Izpeljane so osnovne lastnosti in interpre-
tacije pojmov, kot sta jedrna funkcija in koli£nik razvejitve.
V drugem poglavju je izpeljana povpre£na pogojna intenzivnost ter pogoji za
stacionarnost procesa. Podrobneje je opisana vloga koli£nika razvejitve. Preu£imo
primer izbire eksponentne jedrne funkcije, ki omogo£a markovsko lastnost in manj²o
ra£unsko zahtevnost izra£una funkcije verjetja.
V tretjem poglavju so predstavljene razne lastnosti, ki se nana²ajo na struk-
turo druºin v rojstnem procesu. Izpeljane so aproksimacija porazdelitve velikosti
druºin, porazdelitev ²tevila druºin in izumrtja. Pri tem si pomagamo z rodovnim
funkcionalom Hawkesovega procesa.
etrto poglavje vsebuje glavne postopke za simulacijo: Ogatova modikacija
algoritma red£enja, slu£ajna zamenjava £asa, paralelna simulacija generacij (groz-
denje) ter popolna simulacija stacionarnega procesa, ki upo²teva dinamiko na robu
£asovnega okna. Slike, ki so uporabljene za ilustracijo besedila, so rezultat imple-
mentacije zgoraj opisanih algoritmov s programskim orodjem R.
Peto poglavje je posve£eno ve£dimenzionalni verziji Hawkesovega procesa, ki se
uporablja pri modeliranju medsebojno vzbujajo£ih procesov.
V zadnjem delu so omenjeni Hawkesovim procesom sorodni to£kasti procesi ter
nekaj primerov uporabe v modeliranju nan£nih in drugih podatkov.
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Slika 1: Primer procesa ²tetja N s skoki v prihodnih £asih {t1, t2, . . .}.
1 Osnovne denicije
1.1 Od Poissonovega do Hawkesovega procesa.
Denicija 1.1. Proces ²tetja je zaporedje dogodkov, ki so slu£ajno razporejeni
v £asu, rekli jim bomo skoki ali prihodi. Je slu£ajni proces N = (N(t) : t ≥
0) z vrednostmi v N0, za katerega velja N(0) = 0, predstavimo ga z nara²£ajo£o
stopni£asto funkcijo s pozitivnimi, celo²tevilskimi prirastki. Kadar so vsi prirastki
enaki 1 gre za enostaven proces. V enostavnem procesu zahtevamo, da v danem
trenutku nastopi le en prihod. Vsi procesi, ki jih bomo obravnavali bodo enostavni
procesi, kjer je so£asnost dogodkov izklju£ena. V£asih govorimo o procesu skokov,
ki je proces (dN(t) : t ≥ 0) z vrednostmi v {0, 1}, odvisno od tega, ali N posko£i v
£asu t ali ne.
Enostaven to£kast proces opisuje isto dinamiko kor proces ²tetja, le da ga
razumemo kot proces prihodnih £asov oziroma trenutkov prihodov. Je slu£ajni
proces (Tn : n ∈ N) z vrednostmi v [0,∞), kjer P(0 ≤ T1 ≤ T2 ≤ . . .) = 1. Njegove
vrednosti so torej trenutki, ko se neka stvar zgodi.
Slu£ajni £asi Si med dvema zaporednima prihodoma v slu£ajnem procesu so med-
prihodni £asi:
S1 = T1,
in
Si = Ti − Ti−1
za i = 2, 3, . . .. Verjetnostna porazdelitev medprihodnih £asov da pomembno infor-
macijo o pri£akovanem £asu £akanja na nov prihod. Ve£ino slu£ajnih procesov lahko
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najlaºje deniramo preko lastnosti medprihodnih £asov.
Denicija 1.2. Filtracija (Ft)t≥0 verjetnostnega prostora (Ω,F ,P) je nara²£ajo£a
druºina σ-podalgeber F :
t1 ≤ t2 =⇒ Ft1 ≤ Ft2 .
Predstavlja zgodovino dogodkov slu£ajnega procesa N : Proces N = (Nt)t≥0 je
prilagojen (F -prilagojen), £e je Nt merljiva glede na Ft za vsak t ≥ 0. Obra-
tno, danemu slu£ajnemu procesu N lahko prilagodimo njegovo naravno ltracijo
FNt = σ {Ns : s ≤ t}, ki je σ-algebra, generirana s spremenljivkami Ns, 0 ≤ s ≤ t.
O£itno je proces Nt prilagojen glede na svojo naravno ltracijo. V£asih namesto Ft
pi²emo F(t).
Slu£ajna spremenljivka τ je £as ustavljanja glede na ltracijo {Ft}t≥0, £e
{τ ≤ t} ∈ Ft za vse t ≥ 0.
Za £as ustavljanja lahko deniramo njegovo σ-algebro zgodovine:
Fτ = {A ∈ F : A ∩ {τ ≤ t ∈ Ft za vse t ≥ 0}}.
Najbolj osnoven to£kast proces je homogeni Poissonov proces, katerega medpri-
hodni £asi so neodvisne eksponentne slu£ajne spremenljivke.
Denicija 1.3. Homogeni Possionov proces z intenzivnostjo λ > 0 je proces ²tetja
N , za katerega velja:
• N(t)−N(s) ∼ Poi(λ(t− s)).
• Neodvisni prirastki: Za poljubno nepadajo£e zaporedje £asov ti, so slu£ajne
spremenljivke N(t1), N(ti)−N(ti−1), kjer i = 2, 3, . . ., neodvisne.
• Velja naslednja karakterizacija:
P(N(t+ h)−N(t) = n|Ft) =
⎧⎪⎨⎪⎩
λh+ o(h), n = 1
o(h), n > 1
1− λh+ o(h), n = 0
(1.1)
Pri tem f = o(h) pomeni, da limh→0 f(h)/h = 0.
Pomembne lastnosti:
• Medprihodni £asi S1, S2, . . . so neodvisni in porazdeljeni eksponentno Exp(λ).
• Za vsak n ∈ N velja Tn ∼ Gama(n, λ).
• Za poljubno nara²£ajo£e zaporedje naravnih ²tevil n1 < n2 < . . . so slu£ajne
spremenljivke Tn1 , Tn2 − Tn1 , Tn3 − Tn2 , , . . . neodvisne.
• Za vsak s. g. kon£en £as ustavljanja τ je proces (N(τ+s)−N(τ))s≥0 neodvisen
od Fτ in enako porazdeljen kot (N(s))s≥0 (Krepka lastnost Markova).
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Slika 2: Homogen Poissonov proces stopnje λ = 1, PP (1).
• (Watanabe) [6] Homogeni Poissonov proces je edini slu£ajni proces s skoki
velikosti 1, za katerega velja, da je proces
(Nt − λt)t≥0 (1.2)
martingal.
Homogeni Poissonov proces navajamo, ker so njegove lastnosti osnova za bolj zaple-
tene procese. Najbolj enostavna posplo²itev je nehomogeni Poissonov proces,
kjer intenzivnost ni ve£ konstantna, temve£ nenegativna lokalno integrabilna funk-
cija λ(t). Velja N(b)−N(a) ∼ Pois
(∫ b
a
λ(t)dt
)
. V nadaljevanju uporabljamo izraz
Poissonov proces kar za splo²nej²i nehomogeni Poissonov proces.
Za Poissonove procese veljajo naslednje znane trditve, ki bodo uporabne pri kasnej-
²ih izpeljavah:
Trditev 1.4 (Izrek o pogojevanju na ²tevilo prihodov). Pogojno na dogodek, da
se je v Poissonovem procesu s funkcijo intenzivnosti λ(·) na intervalu [a, b] zgodilo
natanko n prihodov (T1, T2, . . . , Tn), je vektor prihodnih £asov (T1, T2, . . . , Tn) poraz-
deljen kot vektor vrstilnih statistik (U(1), U(2), . . . , U(n)), kjer so U1, . . . , Un neodvisne
spremenljivke, porazdeljene z gostoto
f(t) =
λ(t)∫ b
a
λ(s)ds
1[a,b)(t).
Trditev 1.5 (Red£enje). Naj bo N homogen Poissonov proces z intenzivnostjo λ.
Za vsak prihod se neodvisno odlo£imo, ali ga bomo sprejeli z verjetnostjo p ∈ [0, 1]
ali pa zavrnili z verjetnostjo 1 − p. Proces Np, ki ga sestavljajo sprejete to£ke, je
Poissonov proces z intenzivnostjo pλ. Proces N − Np, ki ga sestavljajo zavrnjene
to£ke, je homogeni Poissonov proces z intenzivnostjo 1− p.
Pri tem sta Np in N −Np neodvisna procesa.
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Trditev 1.6 (Superpozicija). Naj bo N1 Poissonov proces z intenzivnostjo λ1(t) ter
N2 Poissonov proces z intenzivnostjo λ2(t). e sta N1 in N2 neodvisna, je proces
N := N1 +N2 Poissonov proces z intenzivnostjo λ1(t) + λ2(t).
Klju£na lastnost homogenih Poissonovih procesov je eksponentna porazdelitev
medprihodnih £asov. Eksponentna porazdelitev je edina zvezna slu£ajna porazde-
litev, ki ima lastnost pozabljivosti. Za intervale med prihodi, ki so porazdeljeni
eksponentno, je zna£ilno, da je v vsakem trenutku pri£akovano £akanje do novega
prihoda enako kot na za£etku intervala. Tak²na dinamika ni najbolj pogosta v kom-
pleksnih sistemih. Kot matemati£ni model je lahko uporaben v sistemih, ki slonijo
na dolo£enih avtomatizmih ali naravnih zakonitostih z medsebojno neodvisnimi po-
javi, kjer pretekli dogodki nimajo vpliva na pojav novih. Primeri takih pojavov
so:
• razpad radioaktivnih jeder, termi£na emisija elektronov,
• obnavljanje strojev, zalog v skladi²£u, mnoºi£na streºba,
• nezgode v cestnem prometu.
Za preu£evanje sistemov, kjer se dogodki pojavljajo v gru£ah in z medsebojnimi
korelacijami pove£ujejo verjetnost novega dogodka, je potrebna nadgradnja Possio-
novega procesa.
Najbolj osnovna raz²iritev nehomogenega Poissonovega procesa je Hawkesov pro-
ces, kjer deterministi£no intenzivnost λ(t) zamenja pogojna intenzivnost λ∗(t).
Denicija 1.7. Hawkesov proces z intenzivnostjo λ∗(t) > 0 je proces ²tetja N ,
za katerega velja:
P(N(t+ h)−N(t) = n|Ft) =
⎧⎪⎨⎪⎩
λ∗(t)h+ o(h), n = 1
o(h), n > 1
1− λ∗(t)h+ o(h), n = 0
(1.3)
Tu je intenzivnost λ∗(t) dana z naslednjo ena£bo:
λ∗(t) = λ+
∫
[0,t)
µ(t− u)dN(u). (1.4)
Pri tem je λ > 0 je za£etna (eksogena) intenzivnost, pozitivna funkcija µ pa
jedrna funkcija ali funkcija vzbujanja.
V£asih k deniciji dodamo ²e za£etni pogoj N(0) = 0.
Diferencial dN(t) v proces vpelje strukturo procesa skokov:∫
[0,t)
µ(t− u)dN(u) =
∫
[0,t)
µ(t− u)d
∑
ti<t
δ(u− ti).
kjer je δ(·) Diracova mera.
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Slika 3: Primer levo zvezne funkcije pogojne intenzivnosti Hawkesovega procesa.
Denicijo pogojne intenzivnosti si lahko laºje predstavljamo v naslednji obliki
λ∗(t) = λ+
∑
ti<t
µ(t− ti),
pri £emer gre vsota po vseh preteklih prihodih ti.
Pogojno intenzivnost pa lahko deniramo tudi neposredno preko pripadajo£ega
to£kastega procesa (torej brez vednosti o parametrih λ in µ):
Denicija 1.8. Pogojna intenzivnost procesa N(·) je nenegativna funkcija, de-
nirana kot limita (kadar ta obstaja):
λ∗(t) = lim
h↓0
E[N(t+ h)−N(t)|Ft]
h
, (1.5)
oziroma, kot jo denira Hawkes v [13]
λ∗(t) = lim
h↓0
P[Prihod v (t, t+ h)|Ft]
h
. (1.6)
To je torej tveganje, da se bo dogodek zgodil v £asu t, pri pogoju, da poznamo
realizacijo procesa do £asa t. V [13] je Hawkes dokazal, da na tak na£in denirana
pogojna intenzivnost λ∗ enoli£no dolo£a Hawkesov proces, ki smo ga denirali zgoraj
z izrazom (1.4).
Pomembno je razumeti, da je λ∗(· | t1, ..., tN(t)) odvisna od pretekle realizacije
procesa in je torej slu£ajna funkcija. e ve£, na pogojno intenzivnost lahko gledamo
kot na slu£ajni proces λ∗(t, ω) (glej opombo 2.9).
V vseh prakti£nih situacijah bo λ∗(·) odsekoma levo zvezna funkcija. Leva zve-
znost je konceptualno povezana s predvidljivostjo procesa. V primeru, ko je zaradi
prihoda v neki to£ki t pogojna intenzivnost nezvezna, je smiselno vzeti levo vre-
dnost, saj je ta vsebovana v zgodovini F(t−) (to je zgodovina dogodkov v intervalu
[0, t), torej brez dogodka v £asu t).
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Slika 4: Primerjava histogramov Poissonovega (λ = 4) in Hawkesovega (λ = 1,
α = 3, β = 4) procesa. Parametri so izbrani tako, da je pri£akovano ²tevilo dogodkov
enako v obeh procesih (ve£ o parametrih v nadaljevanju). Stolpci v histogramu
Poissonovega procesa so enakomernih vi²in, za razliko od Hawkesovih, kjer samo-
vzbujajo£e delovanje povzro£i kopi£enje dogodkov.
1.2 Hawkesovi procesi kot rojstni procesi z imigracijami
Hawkesove procese si lahko najbolj naravno predstavljamo kot rojstne procese z imi-
gracijami. Za to vrsto procesov je zna£ilno, da dogodki nastajajo na dva na£ina, kot
eksogeni ali endogeni. Eksogeni dogodki se pojavijo od zunaj (npr. imigracija ali
potres), endogeni pa kot rojstva eksogenih (npr. potomci imigrantov, popotresni
sunki). Govorimo o eksogenem procesu ali procesu imigrantov ter o endoge-
nem ali procesu potomcev. Dinamika teh dveh procesov je razli£na:
• Eksogeni prihodi imigrantov se ravnajo po Poissonovem procesu z intenzivno-
stjo λ. Vsak prispeli imigrant lahko po prihodu rojeva svoje potomce. Na ta
na£in porodi druºino dogodkov (oz. drevo, grozd, gru£o, cluster). Gru£e
potomcev razli£nih imigrantov so med sabo neodvisne.
• Imigrant, ki prispe v £asu ti, rojeva potomce v skladu z nehomogenim Poisso-
novim procesom z intenzivnostjo µ(t− ti).
Na sliki (5) je primer takega procesa. Kvadrati ozna£ujejo imigrante, krogi pa nji-
hove potomce. Vsak imigrant predstavlja korensko vozli²£e drevesa potomcev.
Mnoºica potomcev vsakega osebka tvori druºino, ki je lahko sestavljena iz ve£
generacij {G0, G1, G2, . . .}, Ni£ta generacija G0 je imigrant sam, prva generacija G1
so njegovi neposredni potomci, druga generacija G2 so neposredni potomci prve
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Slika 5: Primer Hawkesovega procesa: S kvadrati so predstavljeni materinski, s krogi
pa h£erinski dogodki.
generacije in tako dalje. Takemu procesu re£emo proces razvejanja (branching
process) ali Hawkesovo drevo.
Razvejana struktura generacij {G0, G1, G2, . . .} ima naslednjo pomembno la-
stnost samopodobnosti: e vzamemo posameznika iz n-te generacije Gn in gle-
damo njegove potomce, je ta proces (poddruºina) potomcev enak kot proces
potomcev posameznika iz generacije G0. Povedano splo²neje, vsaka veja Hawkeso-
vega drevesa je sama zase Hawkesovo drevo, pogojno na njeno korensko vozli²£e.
Translacija znotraj druºinskega drevesa ohranja porazdelitev procesa potomcev: Za
vsak n so, pogojno na Gn =
⋃n
i=0Gi ⊆ G, poddruºine z izvori v n-ti generaciji
tj ∈ Gn enako porazdeljene kot G.
Ker se novi potomci rojevajo z intenzivnostjo µ, je ²tevilo potomcev prve gene-
racije porazdeljeno Poissonovo s parametrom
m =
∫ ∞
0
µ(s)ds.
Vrednost m torej predstavlja stopnjo rodnosti, splo²neje pa integralu jedrne funk-
cije pravimo koli£nik razvejitve (branching ratio).
Pogled na Hawkesove procese kot Galton-Watsonove procese rojstev in imigracij
je bil osnova za originalno delo (Hawkes 1974 [13]) na tem podro£ju.
2 Struktura Hawkesovega procesa
2.1 O limitni intenzivnosti
Osnovno denicijo Hawkesovega procesa lahko takoj raz²irimo, £e namesto kon-
stantne pogojne intenzivnosti λ > 0 deniramo za£etno intenzivnost λ(t) kot de-
terministi£no funkcijo £asa. Vendar s tem izgubimo £asovno homogenost procesa
oz. stacionarnost procesa. Zanimala nas bo asimptotska dinamika procesa, zato
vpeljemo naslednjo denicijo:
Denicija 2.1. Naj bo g(t) := E [λ∗(t)] pri£akovana pogojna intenzivnost procesa.
Kadar je njena limita pozitivna konstanta,
lim
t→∞
g(t) =: ν <∞,
je proces asimptotsko stacionaren z limitno intenzivnostjo ν.
Odgovorimo lahko na naslednji vpra²anji:
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(a) Kako se izraºa limitna intenzivnost procesa?
(b) Pod kak²nimi pogoji je proces asimptotsko stacionaren?
Ozna£imo z g(t) := E [λ∗(t)] povpre£no intenzivnost. Z uporabo Tonellijevega
izreka lahko izpeljemo:
g(t) = E [λ∗(t)]
= E
[
λ+
∫
[0,t)
µ(t− s)dN(s)
]
= λ+
∫ t
0
µ(t− s)E [dN(s)] . (2.1)
Denicijo (1.5) pogojne intenzivnosti λ∗ lahko zapi²emo tudi kot:
λ∗(s) =
E [dN(s) | F(s)]
ds
. (2.2)
e zdaj vzamemo pri£akovano vrednost na obeh straneh ena£be, dobimo:
g(s) = E [λ∗(t)] =
E [E [dN(s) | F(s)]]
ds
=
E [dN(s)]
ds
, (2.3)
E [dN(s)] = g(s)ds. (2.4)
Torej iz (2.1) dobimo obliko konvolucijske ena£be (g = λ+ g ∗ µ):
g(t) = λ+
∫ t
0
µ(t− s)g(s)ds = λ+
∫ t
0
g(t− s)µ(s)ds. (2.5)
V primeru, da m =
∫∞
0
µ(s)ds < 1, poznamo re²itev zgornje ena£be iz teorije
prenovitve z defektom [7]:
g(t) = λ (1 +M(t)) , (2.6)
kjer je F (t) :=
∫ t
0
µ(s)ds in M(t) =
∑
k≥1 F
k∗(t) k-kratna konvolucija funkcije F .
Konvolucija F in G je denirana kot
F ∗G =
∫
[0,t]
F (t− s)dG(s).
V primeru, da je m < 1, velja F (∞) = limt→∞ F (t) = m in M(∞) = F (∞)1−F (∞) .
Ena£ba (2.6) je v limiti t→ ∞:
ν = λ
(
1 +
F (∞)
1− F (∞)
)
=
λ
1− F (∞)
.
Re²itev ν je limitna (povpre£na) intenzivnost, izraºena s koli£nikom razve-
jitve m =
∫∞
0
µ(s)ds:
ν =
λ
1−m
. (2.7)
Izraz (2.7) za ν ima smisel le v primeru, ko je m < 1. V primeru, ko je m = 0,
je proces homogen Poissonov z intenzivnostjo ν = λ. Kadar je m ≥ 1, pa velja
limt→∞M(t) = ∞ in limitna intenzivnost ν ne obstaja.
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Slika 6: Primer Hawkesovega procesa z eksponentno jedrno funkcijo in parametri
(λ = 1, α = 2, β = 2.5) ter limitno mero ν = 5. Zgoraj sta prikazana grafa λ∗(t) in
E(λ∗(t)), spodaj pa je prikazana konvergenca E(λ∗(t)) → ν = 5.
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2.2 Vloga koli£nika razvejitve
V splo²nem lahko kategoriziramo Hawkesove procese glede na vrednosti koli£nika m:
Denicija 2.2. Razmerje razvejitve m je povpre£no ²tevilo potomcev posameznika
v Hawkesovem procesu rojstev z imigracijami. Glede na m lahko proces zavzame
tri razli£na stanja:
• Podkriti£na: m < 1: Tu vsaka posamezna druºina skoraj gotovo izumre. To
je zadosten pogoj za asimptotsko stacionarnost procesa.
• Superkriti£na: m > 1: Tu je velikost posamezne druºine lahko neskon£na.
Moºen je pojav eksplozije. Superkriti£nih procesov ne obravnavamo.
• Kriti£na: m = 1. Tu vsaka druºina izumre skoraj gotovo, a pri£akovano ²tevilo
£lanov druºine je neskon£no.
Eksplozija procesa je pojav, kjer proces ²tetja posko£i v neskon£nost  v nekem
omejenem £asovnem intervalu se zgodi neskon£no prihodov. Pri preu£evanju teore-
ti£nih slu£ajnih procesov je pomembno poiskati pogoje, ki omogo£ajo ali odpravljajo
moºnost eksplozije, saj imamo pri preu£evanju ali modeliranju realnih procesov ve-
£inoma opravka s kon£nim ²tevilo dogodkov v danem £asovnem intervalu.
Opomba 2.3. Zgornja razprava se nana²a na Hawkesove procese s konstantno ek-
sogeno intenzivnostjo λ. Kadar pa eksogeni proces poganja deterministi£na funkcija
λ(t), pojavnost druºin ni homogena v £asu. Nekateri avtorji kljub temu vzamejo
nestacionarno verzijo za osnovno denicijo Hawkesovega procesa:
λ∗(t) = λ(t) +
∫
[0,t)
µ(t− u)dN(u). (2.8)
Tak²na denicija bi bila uporabna pri razlagi procesov s sezonskimi trendi, ko je
v dolo£enih intervalih pove£ana ali zmanj²ana frekvenca eksogenih prihodov.
Opomba 2.4. V nadaljevanju bomo vedno predpostavili m < 1. Asimptotsko
stacionarni Hawkesov proces je torej primer podkriti£nega Galton-Watsonovega
procesa.
Ozna£imo z Zi ²tevilo potomcev v i-ti generaciji potomcev poljubnega imigranta,
Zi = |Gi|. Velja Z0 = 1. Iz prej²njega razmisleka sledi, da je m stopnja rodnosti in
Z1 ∼ Poi(m), torej E(Z1) = m. Kaj pa E(Zi) za splo²en i?
Lema 2.5. Za rojstni proces Zi, kjer je E(Z1) = m, velja
E(Zn) = m
n. (2.9)
Dokaz:
Velikosti druºine posameznikov so neodvisne slu£ajne spremenljivke, ki imajo isto
verjetnostno porazdelitev in rodovno funkcijo. Naj bo Gn(s) = E(sZn) rodovna
funkcija Zn in naj bo G = G1 rodovna funkcija Z1. Zaradi samopodobnosti velja
rekurzivna zveza Gn(s) = G(Gn−1(s)). Z odvajanjem dobimo
G′n(s) = G
′(Gn−1(s))G
′
n−1(s).
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Slika 7: Splo²en primer druºine dogodkov v diskretnem razvejanem procesu. tevilo
rojstev v generaciji je slu£ajna spremenljivka.
Uporabimo znano dejstvo, da za G(s) = E(sZ) velja G′(1) = E(Z). Torej pri s = 1
dobimo E(Zn) = mE(Zn−1), od koder potem z iteracijo sledi E(Zn) = mn.
Zdaj lahko izra£unamo pri£akovano ²tevilo vseh potomcev enega imigranta:
E
[
∞∑
i=1
Zi
]
=
∞∑
i=1
E [Zi] =
∞∑
i=1
mi =
{
m
1−m za m < 1
∞ za m ≥ 1
(2.10)
V superkriti£nem in kriti£nem primeru je pri£akovana velikost druºine neskon£na, v
podkriti£nem pa je enaka
1 +
m
1−m
=
1
1−m
. (2.11)
e obstaja n za katerega velja Zn = 0, pravimo, da druºina izumre v generaciji
n. Verjetnost izumrtja je dana z limito verjetnosti
lim
n→∞
P(Zn = 0).
Problem izumrtja je dobro raziskan v teoriji rojstnih procesov. Za diskretne procese
velja naslednja trditev [10]:
Trditev 2.6. Verjetnost izumrtja populacije je 1, ko E(Z1) = m ≤ 1 in manj od 1,
ko m > 1.
Verjetnost izumrtja je minimalna nenegativna re²itev ena£be s = G(s), kjer je G
rodovna funkcija procesa rojstev.
V primeru podkriti£nega Hawkesovega procesa bo posamezna druºina torej sko-
raj gotovo izumrla. Ve£ji kot je m, bolj dolgoro£en vpliv bodo imeli dogodki na
dinamiko v prihodnosti. Ve£je ²tevilo potomcev podalj²a dolºino obstoja druºine do
izumrtja. V nadaljevanju bo predstavljen pogoj za to, da bo pri£akovana dolºina
druºine kon£na (glej poglavje o porazdelitvi dolºine druºine).
Tudi intenzivnost Hawkesovega procesa lahko razdelimo na eksogeni in endogeni
del. Eksogena intenzivnost procesa je λ (background intensity), endogeni del inten-
zivnosti pa pride iz integrala jedrne funkcije
∫
µ(t− s)dN(s). Povpre£na endogena
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intenzivnost je torej razlika med povpre£no intenzivnostjo ν in eksogeno intenzivno-
stjo, v limiti:
ν − λ = λ
1−m
− λ = λ m
1−m
.
Koli£nik razvejitve m imenujemo tudi stopnja endogenosti. To je razmerje
med vsemi potomci imigranta in velikostjo celotne druºine:
E [
∑∞
i=1 Zi]
1 + E [
∑∞
i=1 Zi]
=
m
1−m
1 + m
1−m
= m. (2.12)
Hevristi£no predstavlja m verjetnost, da ob naklju£ni izbiri dogodka izberemo
endogeni dogodek. S pomo£jo te vrednosti lahko razloºimo, kolik²en vpliv imajo
endogeni dogodki na dogajanje v nekem sistemu.
2.3 Izbira jedrne funkcije - lastnosti
Funkcija µ je deterministi£na funkcija, ki poganja mehanizem endogenih prihodov
v Hawkesovem procesu. Re£emo ji funkcija vzbujanja (excitation function), jedrna
funkcija (kernel function) ali mera kuºnosti (infectivity measure), odvisno od tega,
katere vrste proces opisujemo. V£asih nas zanima normalizirana jedrna funkcija,
ki je oblike
h(t) =
µ(t)
m
,
kjer je
m =
∫ ∞
0
µ(t)dt. (2.13)
Velja
∫∞
0
h(t)dt = 1. Normalizirana jedrna funkcija h(t) = µ(t)
m
je verjetnostna
gostota £asa rojstva pri pogoju, da je bilo le eno rojstvo.
Zaradi naravne interpretacije in za potrebe statisti£ne analize je najbolj upora-
bljena in raziskana slede£a druºina jedrnih funkcij (Vere-Jones, [8]):
µ(t) =
{∑k
i=0 αiLi(t)e
−βt (t > 0),
0 (t ≤ 0),
(2.14)
kjer so Li(t) Laguerrovi polinomi, denirani na t > 0. Najpreprostej²o funkcijo v tej
druºini dobimo pri i = 0, ko je Laguerrov polinom konstanta, in sicer je to funkcija
eksponentnega upadanja:
µ(t) = αe−βt. (2.15)
Hawkesov proces z jedrno funkcijo eksponentnega upadanja je torej dolo£en s tremi
parametri (λ, α, β), ki imajo lepo interpretacijo. Vsak nov prihod zvi²a intenzivnost
za faktor α, intenzivnost pa potem pada eksponentno s stopnjo β. Predvsem lepe
oblike pa je koli£nik razvejitve
m =
α
β
.
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Normalizirana jedrna funkcija pa prav tako pripada druºini eksponentnih funkcij
(2.15), in sicer v primeru α = β:
h(t) =
µ(t)
m
= βe−βt.
Pogojna intenzivnost λ∗(t) je oblike:
λ∗(t) = λ+
∫ t
0
αe−β(t−u)dN(u) = λ+m
∫ t
0
βe−β(t−u)dN(u) = λ+mβ
∑
ti<t
e−β(t−ti),
(2.16)
kjer je {t1, t2, . . .} realizacija procesa do £asa t.
Povpre£na limitna intenzivnost ν postane, v primeru, ko je α < β:
ν =
λβ
β − α
.
Povzetek lepih lastnosti Hawkesovega procesa v primeru µ(t) = αe−βt:
• (N(t), λ∗(t)) bo zvezen markovski proces.
• Funkcija verjetja bo enostavna, obstoj rekurzivne zveze bo zmanj²al komple-
ksnost izra£una.
• U£inkoviti simulacijski algoritmi.
V primeru, ko izberemo enostavno funkcijo eksponentnega upadanja, ima proces
λ∗ markovsko lastnost. Takemu procesu pravimo markovski proces.
Denicija 2.7. Naj bo (Ω,F ,P) verjetnostni prostor, (Fs, s ∈ I) ltracija, kjer je I
linearno urejena indeksna mnoºica, in (S,S) prostor z mero. F -prilagojen slu£ajni
proces X = {Xt : Ω → S} ima markovsko lastnost, £e za vsak par s, t ∈ I, kjer
s < t, velja:
E[f(Xt) | Fs] = E[f(Xt) | Xs], (2.17)
kjer je f : S → R omejena merljiva funkcija.
S pomo£jo spodnje leme dokaºimo, da je v primeru, ko pogojno intenzivnost
poganja eksponentno upadanje, λ∗(t) markovski proces v zveznem £asu:
Lema 2.8. Proces Y , kjer Y (t) = α
∫ t
0
e−β(t−u)dN(u), je markovski z naslednjimi
prehodnimi verjetnostmi:
Y (t+ dt) =
{
Y (t)(1− βdt) + α z verjetnostjo [λ+ Y (t)]dt
Y (t)(1− βdt) z verjetnostjo 1− [λ+ Y (t)]dt.
14
Dokaz: Za poljuben s > 0 lahko izrazimo Y (t + s) = α
∫ t+s
0
e−β(t+s−u)dN(u) z
Y (t):
Y (t+ s) = αe−βs
∫ t
0
e−β(t−u)dN(u) + α
∫ t+s
t
e−β(t+s−u)dN(u),
Y (t+ s) = e−βsY (t) + α
∫ t+s
t
e−β(t+s−u)dN(u),
Y (t+ s) = e−βsY (t) + α
∫ s
0
e−β(s−u
′)dN(u′),
kjer u′ = u− t. Vidimo, da je slu£ajna spremenljivka α
∫ s
0
e−β(s−u
′)dN(u′) porazde-
ljena kot pogojna intenzivnost Hawkesovega procesa (Ñu)u≥0 z jedrno funkcijo
µ̃(u) = αe−βu
in je torej neodvisna od Ft. Od tod sledi, da za proces Y velja markovska lastnost
(2.17):
E[f(Yt+s) | Ft] = E[f(Yt+s) | Yt].
Kadar ni skoka na [t+ dt), intenzivnost upada. Velja
α
∑
ti≤t
e−β(t+dt−ti) = e−βdtα
∑
ti≤t
e−β(t−ti) ≈ (1− βdt)Y (t),
kjer uporabimo dobro znano aproksimacijo iz Taylorjevega razvoja e−ax = 1− ax+
O(x2). V trenutku skoka vrednost Y naraste za α. To se najlaºje vidi iz diskretnega
zapisa, pogojno na pretekle skoke v £asih ti: Y (t) = α
∑
ti≤t e
−β(t−ti). Po deniciji
Hawkesovega procesa je verjetnost skoka λ∗(t)dt = [λ+ Y (t)]dt.
Opomba 2.9. V primeru, ko izberemo eksponentno funkcijo vzbujanja µ in za£etni
pogoj λ∗(0) = λ0, lahko zapi²emo λ∗(·) z naslednjo stohasti£no diferencialno ena£bo:
dλ∗(t) = β(λ− λ∗(t))dt+ αdN(t).
Druga pogosto uporabljena jedrna funkcija prihaja iz druºine poten£nih funkcij:
µ(t) =
k
(c+ (t− s))p
. (2.18)
Razli£ne verzije te funkcije se uporabljajo v geoziki, kjer z njimi opisujejo dinamiko
popotresnih sunkov. Imenuje se Omorijev zakon; Fusakichi Omori (1894) je prvi
opisal empiri£no recipro£no zvezo med frekvenco popotresnih sunkov in preteklim
£asom od potresa:
µ(t) =
k
(c+ t)
.
Kasneje je bila v to zvezo dodana ²e konstanta p, ki opisuje stopnjo padanja inten-
zivnosti in navadno zavzema vrednosti med 0.7 in 1.5.
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Glavna prednost izbire poten£ne jedrne funkcije je v tem, da ima dalj²i spomin
kot eksponentna. Eksponentna funkcija ima kratek spomin (spomnimo se na lastnost
eksponentne slu£ajne spremenljivke). Taka funkcija pada po£asneje kot eksponen-
tna, torej imajo dogodki dalj²i £asovni vpliv. Pravimo, da ima porazdelitev procesa
s poten£no funkcijo teºje repe kot proces z eksponentno funkcijo.
Pri modeliranju v praksi se pogosto izkaºe m = 1, zato je vzpodbudna naslednja
ugotovitev, da imajo tudi tak²ni procesi lahko kon£no limitno pogojno intenzivnost.
V tem primeru govorimo o kvazi-stacionarnosti kriti£nih procesov. V £lanku av-
torjev Brémaud in Massoulié [5] je dobro raziskan teoreti£en model Hawkesovega
procesa brez imigracij. V praksi je to proces, kjer je eksogena intenzivnost ob-
£utno manj²a od endogene. Seveda brez nobene imigracije v procesu ni nobenega
prihoda, zato je proces z λ = 0 teoreti£en model, ki pa je uporaben pri vzpostavitvi
kriterijev za obstoj kvazi-stacionarnega kriti£nega procesa. Naslednja trditev govori
o pogojih za obstoj takih procesov [5]:
Trditev 2.10. Naj bo N Hawkesov proces, kjer λ = 0. Naj velja m = 1.
• e velja ∫ ∞
0
tµ(t)dt <∞, (2.19)
potem je limitna pogojna intenzivnost procesa N enaka 0 ali +∞.
• e veljata naslednja pogoja:
sup
t≥0
t1+γµ(t) ≤ R,
lim
t→∞
t1+γµ(t) = r,
kjer r, R > 0 in γ ∈ [0, 1
2
], potem je limitna pogojna intenzivnost procesa N
kon£na.
Pogoj (2.19) je izpolnjen za jedrne funkcije µ s kratkim dometom ali spominom,
kot je na primer funkcija eksponentnega upadanja. Prvi del trditve torej pravi,
da so kriti£ni procesi z jedrnimi funkcijami kratkega spomina ali trivialni ali pa
imajo neskon£ne limitne intenzivnosti. Torej z eksponentnimi jedrnimi funkcijami
ne moremo modelirati uporabnih kriti£nih procesov. Drugi del trditve pravi, da v
primeru, ko jedrna funkcija ustreza dolo£enim pogojem, obstaja kvazi-stacionaren
kriti£ni Hawkesov proces. Nekatere jedrne funkcije v druºini poten£nih funkcij omo-
go£ajo obstoj kvazi-stacionarnega kriti£nega procesa.
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2.4 Pogojna intenzivnost kot hazardna funkcija
Denicija 2.11. Naj bo Tk = u £as zadnjega, k-tega prihoda. Pogojna poraz-
delitvena funkcija F ∗(t) naslednjega, (k + 1)-tega, prihoda in pripadajo£a pogojna
gostota f ∗(t) sta denirani preko zveze:
F ∗(t | F(u)) =
∫ t
u
P(Tk+1 ∈ [s, s+ ds] | F(u))ds =
∫ t
u
f ∗(s | F(u))ds.
Zaradi ve£je preglednosti se uporabljata zapisa F ∗(t) in f ∗(t) namesto F ∗(t | F(u))
in f ∗(t | F(u)), kjer F(u) ponazarja σ-algebro zgodovine £asa ustavljanja u. Zapisa
F ∗(t) in f ∗(t) torej pomenita porazdelitveno funkcijo in gostoto naslednjega prihoda,
pogojno na zgodovino realizacij do zadnjega prihoda.
Naj bo {t1, t2, . . . , tk} realizacija nekega kon£nega slu£ajnega procesa, kjer ti
predstavlja £as i-tega prihoda. Skupna gostota realizacije {t1, t2, . . . , tk} je po veri-
ºnem pravilu
f(t1, t2, . . . , tk) =
k∏
i=1
f ∗(ti | F(ti−1)). (2.20)
Pogojno intenzivnost za to£kast proces smo denirali s formulo (1.5). Pogojno
intenzivnost pa lahko deniramo tudi s pomo£jo hazardne funkcije. Najprej na-
vedemo nekaj denicij:
Hazardna funkcija h je denirana kot razmerje med funkcijo gostote f in funk-
cijo preºivetja S := 1− F oziroma z limito:
h(t) = lim
dt→0
P(t ≤ X < t+ dt | X > t)
dt · S(t)
=
f(t)
S(t)
=
f(t)
1− F (t)
.
Za dano realizacijo skokov {t1, . . . , tk−1} to£kastega procesa lahko zapi²emo na-
slednji deniciji:
Denicija 2.12. Funkcija preºivetja je pogojna verjetnost, denirana kot
Sk(u | t1, . . . , tk−1) = P(Tk − tk−1 > u | t1, . . . , tk−1).
Z uporabo na²e notacije je enaka
Sk(u | t1, . . . , tk−1) = 1− F ∗(u).
Denicija 2.13. Hazardna funkcija je kvocient gostote in funkcije preºivetja:
hk(t | t1, . . . , tk−1) =
fk(t | t1, . . . , tk−1)
Sk(t | t1, . . . , tk−1)
=
f ∗(t)
1− F ∗(t)
.
Denicija 2.14. Kumulativna hazardna funkcija H(x) je denirana kot:
H(x) = − logS(x) = − log[1− F (x)]. (2.21)
Imenujemo jo kumulativna, saj velja zveza
d
dt
H(t) =
f(t)
1− F (t)
= h(t) =⇒ H(t) =
∫ t
0
h(s)ds.
oziroma
Hn(t | t1, . . . , tn−1) =
∫ t
0
hn(u | t1, . . . , tn−1)du. (2.22)
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V ve£ini primerov uporabe predstavlja hazardna funkcija h(t) stopnjo smrtnosti
ali neuspeha v £asu t. V kontekstu Hawkesovih procesov lahko s pomo£jo hazardne
funkcije zapi²emo denicijo pogojne intenzivnosti:
Denicija 2.15. Pri danem zaporedju prihodov {t1, t2, . . . , tk} lahko na posameznih
odsekih (tk−1, tk] deniramo funkcijo pogojne intenzivnosti λ∗(·):
λ∗(t) =
{
h1(t) za 0 < t ≤ t1,
hk(t | t1, . . . , tk−1) za tk−1 < t ≤ tk, k ≥ 2,
(2.23)
kjer je hn(· | ·) hazardna funkcija.
Z uporabo oznak za pogojno gostoto naslednjega prihoda f ∗ in pogojno poraz-
delitveno funkcijo naslednjega prihoda F ∗ lahko zapi²emo slede£o zvezo za pogojno
intenzivnost:
λ∗(t) =
f ∗(t)
1− F ∗(t)
. (2.24)
2.5 Cenilke parametrov po metodi najve£jega verjetja
Denimo, da imamo neko realizacijo t = {t1, t2, . . . , tk} Hawkesovega procesa. Zanima
nas ocena parametrov, ki nastopajo v Hawkesovem procesu za eksponentno jedrno
funkcijo: θ̂ = (λ, α, β). Poskusimo z metodo najve£jega verjetja. Naslednji izrek se
nana²a na funkcijo verjetja to£kastega procesa na omejenem intervalu:
Izrek 2.16. Naj bo N(·) nek slu£ajen to£kast proces s pogojno intenzivnostjo λ∗ na
kon£nem intervalu [0, T ] in naj bo t = {t1, t2, . . . , tk} njegova realizacija na [0, T ].
Funkcija verjetja L procesa N(·) je
L =
[
k∏
i=1
λ∗(ti)
]
exp
(
−
∫ T
0
λ∗(u)du
)
. (2.25)
Opomba: Zaradi ve£je preglednosti pi²emo nekatere funkcije brez omembe t in
θ̂, npr.: L = L(θ̂; t), l = l(θ̂; t), λ∗ = λ∗(t; t, θ̂)
Dokaz: Privzamemo, da se je zgodilo natanko k prihodov do £asa t, torej da je
t > tk. Funkcija verjetja je po (2.20) enaka
L = f(t1, t2, . . . , tk) =
k∏
i=1
f ∗(ti).
Iz (2.24) sledi
λ∗(t) =
f ∗(t)
1− F ∗(t)
=
d
dt
F ∗(t)
1− F ∗(t)
= −d log(1− F
∗(t))
dt
.
Integriranje zgornje ena£be po (tk, t) nam da:
−
∫ t
tk
λ∗(s)ds = log(1− F ∗(t))− log(1− F ∗(tk)).
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Vendar F ∗(tk) = 0, kajti F ∗ je pogojna porazdelitvena funkcija naslednjega, (k+1)-
tega, prihoda, pri pogoju da se je prvih k prihodov ºe zgodilo v £asih {t1, t2, . . . , tk}.
Ker imamo enostaven to£kast proces se torej ne more zgoditi, da bi se v £asu tk
zgodila dva prihoda (Velja Tk+1 > tk, £e s Tk+1 ozna£imo slu£ajni £as (k + 1)-tega
prihoda.) Torej
−
∫ t
tk
λ∗(s)ds = log(1− F ∗(t)).
To pa je ekvivalentno
F ∗(t) = 1− exp
(
−
∫ t
tk
λ∗(s)ds
)
. (2.26)
Z odvajanjem dobimo
f ∗(t) = λ∗(t) exp
(
−
∫ t
tk
λ∗(s)ds
)
.
Dobimo torej
L =
k∏
i=1
f ∗(ti) (2.27)
=
k∏
i=1
λ∗(ti) exp
(
−
∫ ti
ti−1
λ∗(u)du
)
(2.28)
=
[
k∏
i=1
λ∗(ti)
]
exp
(
−
∫ tk
0
λ∗(u)du
)
. (2.29)
Zdaj privzamemo, da t = T in da v £asu (tk, T ] ni bilo nobenega prihoda. Verjetnost
za to je enaka (1− F ∗(T )). Funkcija verjetja je potem
L =
k∏
i=1
f ∗(ti)(1− F ∗(T ))
=
[
k∏
i=1
λ∗(ti)
]
exp
(
−
∫ T
0
λ∗(u)du
)
,
kjer smo v zadnji vrstici uporabili (2.26).
Logaritem najve£jega verjetja na intervalu [0, tk] je torej
l =
k∑
i=1
log(λ∗(ti))−
∫ tk
0
λ∗(u)du =
k∑
i=1
log(λ∗(ti))− Λ∗(tk), (2.30)
kjer Λ∗(t) =
∫ t
0
λ∗(u)du. Integral na intervalu [0, tk] lahko razbijemo na integrale po
manj²ih intervalih [0, t1], (t1, t2], . . . (tk−1, tk]. Torej velja
Λ∗(tk) =
∫ tk
0
λ∗(u)du =
∫ t1
0
λ∗(u)du+
k−1∑
i=1
∫ ti+1
ti
λ∗(u)du.
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Omejimo se na verzijo, kjer je jedrna funkcija eksponentno upadanje:
Λ∗(tk) =
∫ t1
0
λdu+
k−1∑
i=1
∫ ti+1
ti
⎛⎝λ+∑
tj<u
αe−β(u−tj)
⎞⎠ du
= λtk + α
k−1∑
i=1
∫ ti+1
ti
i∑
j=1
e−β(u−tj)du
= λtk + α
k−1∑
i=1
i∑
j=1
∫ ti+1
ti
e−β(u−tj)du
= λtk −
α
β
k−1∑
i=1
i∑
j=1
[
e−β(ti+1−tj) − e−β(ti−tj)
]
.
V zadnji dvojni vsoti se veliko £lenov od²teje, tako da se izraz poenostavi v:
Λ∗(tk) = λtk −
α
β
k∑
i=1
[
e−β(tk−ti) − 1
]
. (2.31)
Ena£ba (2.30) se torej preoblikuje v
l =
k∑
i=1
log
[
λ+ α
i−1∑
j=1
e−β(ti−tj)
]
− λtk +
α
β
k∑
i=1
[
e−β(tk−ti) − 1
]
. (2.32)
Ra£unska zahtevnost direktnega izra£una dvojne vsote je O(k2). Zato uporabimo
rekurzivni trik, ki nam zmanj²a ra£unsko zahtevnost na O(k). Uvedemo A(i) =∑i−1
j=1 e
−β(ti−tj) za i ∈ {2, 3, . . . , k} in A(1) = 0. Potem jeA(i−1) =
∑i−2
j=1 e
−β(ti−1−tj).
Torej velja rekurzivna zveza
A(i) = e−βti+βti−1
i−1∑
j=1
e−βti−1+βtj = e−βti+βti−1
(
1 +
i−2∑
j=1
e−β(ti−1−tj)
)
= e−β(ti−ti−1)A(i− 1).
Logaritem verjetja (2.32) se preoblikuje v
l =
k∑
i=1
log [λ+ αA(i)]− λtk +
α
β
k∑
i=1
[
e−β(tk−ti) − 1
]
. (2.33)
Torej lahko dobimo ustrezne parcialne odvode:
∂l
∂α
=
1
β
k∑
i=1
[
e−β(tk−ti) − 1
]
+
k∑
i=1
A(i)
λ+ αA(i)
,
∂l
∂β
= −α
k∑
i=1
[
1
β
(tk − ti)e−β(tk−ti) +
1
β2
e−β(tk−ti)
]
−
k∑
i=1
αB(i)
λ+ αA(i)
,
∂l
∂λ
= −tk +
k∑
i=1
1
λ+ αA(i)
,
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kjer je B(i) =
∑
tj<ti
(ti − tj)e−β(ti−tj) za i ∈ {2, 3, . . . , k} in B(1) = 0. Spet smo
preko B(·) vpeljali rekurzivno zvezo, ki zmanj²a kompleksnost izra£una.
Poenostavitev z zgornjo rekurzivno zvezo je ²e en razlog, zakaj je eksponentna
funkcija upadanja privla£na izbira jedrne funkcije.
2.6 Markiran Hawkesov proces
Denicija 2.17. Markiran ali ozna£en to£kast proces je dvodimenzionalni slu£ajni
proces
(T, Z) = ((Tn)n≥1, (Zn)n≥1),
za katerega velja:
• Tn je enostaven to£kast proces, ki zavzema vrednosti v R.
• Ozna£ba Zn je slu£ajna spremenljivka, ki zavzema vrednosti v neki mnoºici
oznak E.
Klju£no v tej deniciji je, da sta procesa Tn in Zn lahko medsebojno odvisna.
V primeru markiranih Hawkesovih procesov bo funkcija pogojne intenzivnosti torej
odvisna od ozna£be.
Denicija 2.18. Ena£ba, ki opisuje intenzivnost markiranega Hawkesovega procesa
je nadgradnja osnovne ena£be intenzivnosti (1.4).
λ∗(t) = λ+
t∑
ti<t
µ(t− ti, Zi), (2.34)
kjer so {ti} pretekli £asi skokov in {Zi} pretekle ozna£be. Prav tako se nadgradi
denicija koli£nika razvejitve m, ki zdaj postane slu£ajna spremenljivka M :
M =
∫ ∞
0
µ(s, Z)ds.
Zgled 1 (Markiran Hawkesov proces). Proces, poimenovan s kratico ETAS (Epi-
demic Type Aftershock Sequence), je primer markiranega Hawkesovega procesa, ki
se uporablja za modeliranje potresov. Ta model je predstavljen v poglavju (7).
Uporaba markiranega Hawkesovega procesa za modeliranje potresov in popotresnih
sunkov je smiselna, ker modelu doda vpliv stopnje potresa. Potres z ve£jo stopnjo
zvi²a intenzivnost bolj kot potres z manj²o in torej z ve£jo verjetnostjo porodi na-
knadne sunke.
3 Porazdelitev dolºine druºine
Iz trditve (2.6) sledi, da v primeru m < 1 posamezna druºina skoraj gotovo izu-
mre. Dolºina druºine je torej slu£ajna spremenljivka, ki predstavlja kon£ni £asovni
interval med prihodom imigranta in rojstvom zadnjega potomca zadnje generacije.
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Slika 8: Prikaz spremenljivk Rn,k. V (n − 1)-ti generaciji sta dva posameznika A
in B, ki porodita D1 = 3 in D2 = 2 potomcev v n-ti generaciji. Skupna vsota
Un = Rn,1,D1 + Rn,2,D2 je zgornja meja za £asovni interval l med prvim rojstvom
(n− 1)-te generacije (A) in zadnjim rojstvom n-te generacije (C).
Poznavanje njene porazdelitve nam da pomembno informacijo o strukturi slu£ajnega
procesa; med drugim nam omogo£a napoved trajanja vpliva posameznega eksoge-
nega dogodka.
Izkaºe se, da za porazdelitev dolºine druºine ne bo moºno poiskati eksplicitnega
izraza. Zato bo potrebno poiskati zgornje ali spodnje meje za njeno porazdelitveno
funkcijo.
Oglejmo si torej eno druºino. Predpostavimo lahko, da se za£ne v £asu 0. Naj
{G0, G1, . . . , Gn, . . .} ozna£uje mnoºico generacij Hawkesovega procesa ter Zn = |Gn|
²tevilo pripadnikov n-te generacije. Vsak izmed k = 1, 2, ..., Zn−1 pripadnikov (n−1)-
te generacije porodi Dk potomcev v n-ti generaciji. Velja Dk <∞ s. g.
S spremenljivko Rn,k deniramo £asovni interval med rojstvom k-tega posame-
znika (n− 1)-te generacije in rojstvom njegovega zadnjega (Dk-tega) neposrednega
potomca. Pri tem je Rn,k enak 0, £e je Dk = 0. Iz samopodobnosti procesa sledi, da
so za vsak par (n, k), slu£ajne spremenljivke Rn,k neodvisne in enako porazdeljene.
Poenostavljeno lahko zapi²emo Rn,k ∼ R, kjer je R £asovni interval med rojstvom
posameznika in rojstvom njegovega zadnjega potomca.
Celotna druºina dogodkov G je disjunkntna unija generacij G =
⋃
i=0Gi, ºal pa
analogno ne velja za dolºino druºine J : Ni res, da je J kar vsota trajanj posameznih
generacij, saj se generacije lahko medsebojno prekrivajo. Denirajmo spremenljivko
Un:
Un =
Zn−1∑
k=1
Rn,k,
Glej sliko 8 za razlago spremenljivke Un. Vsota
∑∞
n=1 Un ≥ J bo predstavljala
zgornjo mejo za J .
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Iz zgornjega razmisleka o neodvisnosti sledi, da lahko zapi²emo Waldovo identi-
teto za Un:
E[Un] = E[R]E[Zn−1] = E[R]m
n−1,
kjer smo uporabili rezultat (2.9). S se²tevkom geometrijske vrste torej dobimo zgor-
njo mejo za E[J ]:
E[J ] ≤
∞∑
n=1
E[R]mn−1 =
1
1−m
E[R].
Enostavno oceno za spodnjo mejo dobimo z naslednjim razmislekom, kjer pogo-
jujemo na rojstvo zadnjega neposrednega potomca prve generacije. V primeru, da
se rodi vsaj en potomec, ta potomec potem porodi svojo druºino. Ozna£imo njeno
dolºino z J ′. Zaradi samopodobnosti procesa velja J ′ ∼ J in lahko izpeljemo:
E[J ] ≥ E[(R + J ′)1{R>0}]
E[J ] ≥ E[R1{R>0}] + E[J ′1{R>0}]
E[J ] ≥ E[R] + E[J ]P(R > 0)
E[J ] ≥ E[R] + E[J ](1− e−m)
E[J ] ≥ emE[R],
kjer smo v tretji vrstici uporabili neodvisnost J ′ in R. Dokazali smo naslednjo
neenakost:
emE[R] ≤ E[J ] ≤ 1
1−m
E[R]. (3.1)
Posledica (3.1) je, da je v primeru Hawkesovega procesa z m < 1 pri£akovana
dolºina druºine kon£na natanko tedaj, kadar je R kon£na:
E[J ] <∞ ⇐⇒ E[R] <∞
Opomba 3.1. Za spremenljivko R lahko enostavno izpeljemo njeno porazdelitveno
funkcijo. Dogodek {R ≤ x} je namre£ ekvivalenten dogodku, da se v intervalu
(x,∞) ne rodi ve£ noben neposredni potomec:
P(R ≤ x) = e−
∫∞
x µ(u)du,
kjer smo uporabili dejstvo, da so prihodi neposrednih potomcev Poissonov proces s
parametrom µ(t). Preverimo lahko, da je verjetnost, da se ne rodi noben potomec
enaka P(R = 0) = P(R ≤ 0) = e−m.
Za podrobnej²o analizo je potrebno poznati ve£ lastnosti porazdelitvene funkcije
J in ne le njene pri£akovane vrednosti. Na primer, koristno je vedeti, ali ima teºke
repe. Naslednji del se ukvarja z aproksimacijo porazdelitvene funkcije. Izpeljave do
konca tega podpoglavja so povzete po £lanku [19].
Izrek 3.2. Naj slu£ajna spremenljivka J opisuje dolºino druºine (oz. grozda) do-
godkov in naj bo DJ(y) = P(J ≤ y) njena porazdelitvena funkcija za y ≥ 0. Potem
je
DJ(y) = exp
[
−m+
∫ y
0
DJ(y − t)µ(t)dt
]
, (3.2)
kjer je m =
∫∞
0
µ(s)ds
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Dokaz: Pri dokazu bomo uporabili pojem rodovnega funkcionala, ki je deniran
v Dodatku 6.
Za y ≥ 0 vstavimo v ena£bo (6.6) naslednjo testno funkcijo z(x) = 1{x≤y}. S to
izbiro sledi iz osnovne denicije (6.1) rodovnega funkcionala, da je F (·) verjetnost,
da se vsi dogodki zgodijo pred £asom y:
F (z(·)) = E
(∏
i
z(ti)
)
= E
(∏
i
1{ti≤y}
)
= E
(
1{ti≤y, ∀i}
)
= P(ti ≤ y, ∀i).
Ta verjetnost pa je ravno enaka P(J ≤ y) = DJ(y). Desna stran ena£be (3.2) sledi
iz (6.6), kjer za F (z(·)) in F (zt(·)) vstavimo DJ(y) in DJ(y − t).
Opomba 3.3. DJ(0) = e
−m je verjetnost, da se v druºini, ki se za£ne v £asu 0, ne
rodi noben potomec. To dejstvo smo ºe uporabili pri izpeljavi ena£be (3.1).
Opomba 3.4. Zaradi ve£je preglednosti pi²emo:
F (t) := DJ(t).
V primeru eksponentnega upadanja µ(t) = αe−βt je ena£ba (3.2) oblike:∫ t
0
F (s)eβsds =
eβt
α
log (emF (t)).
Ta ena£ba ni analiti£no re²ljiva.
Ena£ba (3.2) ni analiti£no re²ljiva niti za enostavne izbire jedrne funkcije. Iz-
kaºe se, da jo lahko re²imo numeri£no z uporabo iterativnih metod, kjer za za£etno
vrednost vzamemo DJ,0(y) = 1:
DJ,N(y) = exp
[
−n+
∫ y
0
DJ,N−1(y − s)µ(s)ds
]
. (3.3)
Dokaºimo, da ta iteracija res konvergira k pravi porazdelitvi.
Zanima nas iterativna re²itev ena£be (3.3), kar pomeni, da je na² cilj dobiti zapo-
redje funkcij {fn}, ki bodo konvergirale k pravi re²itvi F . Porazdelitvena funkcija F
pripada dolºini J posamezne druºine G. Druºina je naravno sestavljena iz disjunk-
tnih generacij {Gn}, pri £emer G0 predstavlja generacijo, sestavljeno le iz prvotnega
materinskega dogodka. Druºino G lahko zapi²emo kot unijo nara²£ajo£ih mnoºic Gi:
G =
⋃
n=0
Gn, kjer Gn =
n⋃
i=0
Gi. (3.4)
Gn torej predstavlja unijo vseh prvih n generacij. Naj Jn predstavlja dolºino pod-
druºine Gn, torej £as obstoja prvih n generacij druºine. To je £asovni interval med
prihodom imigranta (izvorom druºine) ter zadnjim rojstvom v n-ti generaciji Gn.
Ker velja konvergenca Gn ↑ G in Jn ↑ J , sklepamo, da tudi porazdelitve spremenljivk
Jn konvergirajo k porazdelitvi F spremenljivke J . O tem govori naslednja lema:
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Lema 3.5. Naj bo ϕ funkcional deniran na prostoru C Borelovih funkcij f :
[0,∞) → [0, 1]:
ϕ(f(t)) = exp
[
−m+
∫ t
0
f(t− s)µ(s)ds
]
.
Naj 1n predstavlja porazdelitveno funkcijo spremenljivke Jn, torej 1n(t) = P(Jn ≤ t).
Velja
ϕ(1n−1) = 1n
in
ϕ(F ) = F.
Dokaz: Denimo, da se druºina za£ne z eksogenim prihodom v £asu t = 0.
Najprej opazimo
10(t) = 1,
kajti P(J0 ≤ t) = 1 za vse t ≥ 0, ter
11(t) = e
−
∫∞
t µ(s)ds,
saj 11(t) predstavlja verjetnost, da se noben potomec (prve generacije) ne rodi po
£asu t. To je verjetnost P(R ≤ t), ki smo jo izpeljali v opombi 3.1.
Zlahka preverimo, da velja zveza 11(t) = ϕ(10(t)).
Proces potomcev lahko razbijemo na tri podmnoºice, glede na rojstva in poddruºine
prve generacije G1:
1. N1: potomci v G1, rojeni v [0, t], katerih potomci v naslednjih n − 1 genera-
cijah {G2, . . . , Gn} izumrejo do £asa t. Druºina je tak²na, da se nih£e izmed
{G1, . . . , Gn} ne rodi v (t,∞).
2. N2: potomci v G1, rojeni v [0, t], ki ²e imajo kak²ne potomce v n−1 generacijah
po £asu t. Druºina ima G1 rojene v [0, t], hkrati pa je vsaj en potomec iz
generacij {G2, . . . , Gn} rojen v (t,∞).
3. N3: potomci v G1, rojeni v (t,∞). Druºina ima vse generacije potomcev v
(t,∞).
Zgornje razbitje procesa na N1 ∪ N2 ∪ N3 je primer red£enja Poissonovega pro-
cesa z intenzivnostjo µ(·). Ti procesi so torej neodvisni Poissonovi z naslednjimi
intenzivnostmi:
1. λ1(s) = µ(s)P(Jn−1 ≤ t− s) = µ(s)1n−1(t− s) na [0, t]
2. λ2(s) = µ(s)P(Jn−1 ≥ t− s) = µ(s)(1− 1n−1(t− s)) na [0, t]
3. λ3(s) = µ(s) na (t,∞),
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kjer je µ(s) endogena intenzivnost Hawkesovega procesa.
Iz neodvisnosti N1, N2, N3 sledi izpeljava:
1n(t) = P(Jn ≤ t) = P(N2 = ∅)P(N3 = ∅)
= exp
(
−
∫ t
0
λ2(s)ds
)
exp
(
−
∫ ∞
t
λ3(s)ds
)
= exp
(
−
∫ t
0
µ(s)ds+
∫ t
0
µ(s)1n−1(t− s)ds−
∫ ∞
t
µ(s)ds
)
= exp
(
−m+
∫ t
0
1n−1(t− s)µ(s)ds
)
= ϕ(1n−1(t)).
O£itno velja zveza 1n(t) ≤ 1n−1(t) za vsak t ≥ 0 in n ∈ N, zaporedje 1n je padajo£e
in konvergira proti F . Rezultat ϕ(F ) = F potem dobimo, ko vzamemo limito v
ena£bi ϕ(1n−1) = 1n.
Denicija 3.6. Za ve£jo preglednost pi²emo:
fn := DJ,n, fn := φ(fn−1), f := f0, F := DJ . (3.5)
Torej lahko (3.2) in (3.3) zapi²emo kot
ϕ(F ) = F, ϕ(fi) = fi+1.
Izrek 3.7. Naj bo ϕ funkcional deniran kot v lemi 3.5 na prostoru C Borelovih
funkcij f : [0,∞) → [0, 1]. Funkcional ϕ je skr£itev (kontrakcija) na C:
||ϕ(f)− ϕ(g)||∞ ≤ m||f − g||∞, (3.6)
kjer je supremum norma ||f ||∞ = sup |f(t)| za t ∈ [0,∞) in m =
∫∞
0
µ(s)ds < 1.
Velja tudi, da je F = DJ enoli£na ksna to£ka ϕ:
||F − fn||∞ → 0 ko n→ ∞ (3.7)
in
||F − fn||∞ ≤
mn
1−m
||ϕ(f)− f ||∞, (3.8)
kjer ||ϕ(f)− f ||∞ ≤ 1.
e velja f ≤ ϕ(f) (ali ϕ(f) ≤ f), potem fn monotono konvergira k F od spodaj
(ali zgoraj).
Dokaz: Uporabimo naslednjo posledico Lagrangevega izreka o povpre£ni vre-
dnosti: za x, y ∈ R velja ex − ey = (x − y)eδ(x,y), kjer je δ(x, y) neko realno ²tevilo
med x in y. Torej
||ϕ(f)− ϕ(g)||∞ = sup
t≥0
⏐⏐⏐⏐e−mec(t,f,g) ∫ t
0
(f(t− s)− g(t− s))µ(s)ds
⏐⏐⏐⏐ ,
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kjer zavzame c(t, f, g) vrednosti med
∫ t
0
f(t−s)µ(s)ds in
∫ t
0
g(t−s)µ(s)ds. Ker velja
f, g ∈ C, je g ≤ 1, f ≤ 1 in c(t, f, g) ≤
∫ t
0
µ(s)ds = m, zato ec(t,f,g) ≤ em. Dokaºemo
(3.6):
||ϕ(f)− ϕ(g)||∞ ≤ sup
t≥0
|
∫ t
0
(f(t− s)− g(t− s))µ(s)ds|
≤
∫ ∞
0
||f − g||∞µ(s)ds = m||f − g||∞.
Torej je ϕ skr£itev in ker je C poln prostor, je po Banachovem izreku ksna to£ka
enoli£na. Za dokaz ena£b (3.7) in (3.8) ra£unamo:
||fn − F ||∞ = ||ϕ(fn−1)− ϕ(F )||∞ ≤ m||fn−1 − F ||∞,
||fn − F ||∞ ≤ mn||f − F ||∞. (3.9)
Iz m < 1 sledi (3.7). Podobno dobimo tudi
||fn − fn−1||∞ = ||ϕ(fn−1)− ϕ(fn−2)||∞ ≤ m||fn−1 − fn−2||∞ ≤ mn−1||f1 − f ||∞.
Naslednji izra£un
||f − F ||∞ = lim
n→∞
||f − fn||∞
≤ lim
n→∞
(||f1 − f ||∞ + ||f2 − f1||∞ + . . .+ ||fn − fn−1||∞)
≤ lim
n→∞
||f1 − f ||∞(1 +m+m2 + . . .+mn−1)
=
||f1 − f ||∞
1−m
pomnoºimo z (3.9) in dobimo (3.8).
Ker so f, g, µ pozitivne funkcije velja, da iz f ≤ g sledi ϕ(f) ≤ ϕ(g), torej iz f ≤ g
sledi fn ≤ gn. Od tod sklepamo, da je fn nepadajo£e zaporedje, £e f ≤ ϕ(f) in fn
nenara²£ajo£e, £e f ≥ ϕ(f). Od tod potem sledi, da fn monotono konvergira k F
od spodaj (ali zgoraj).
Zgornje rezultate bomo lahko uporabili pri algoritmu za simulacijo v naslednjem
poglavju.
3.1 tevilo druºin
V£asih nas zanima ²tevilo druºin Ct, ki ²e niso izumrle do £asa t, pri pogoju, da
N(0) = 0. Izkaºe se, da lahko Ct izrazimo s porazdelitvijo spremenljivke J iz (3.2).
Velja naslednja trditev
Trditev 3.8. Predpostavimo, da v £asu t = 0 ²e ni bilo nobenega prihoda, torej
N(0) = 0. tevilo druºin Ct v Hawkesovem procesu do £asa t je porazdeljeno Pois-
sonovo
Ct ∼ Poi
(
λ
∫ t
0
P(J > u)du
)
, (3.10)
kjer P(J > u) = 1− P(J ≤ u) za spremenljivko J , denirano v Izreku (3.2).
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Opomba 3.9. Za zgornji Poissonov parameter velja pri t→ ∞: λ
∫∞
0
P(J > u)du =
λE(J). Kadar ima R kon£no upanje, je E(J) < ∞ po (3.1) in pri£akovano ²tevilo
druºin, ki ²e niso izumrle do £asa t, konvergira k λE(J), sicer pa raste £ez vse meje.
Dokaz: Ozna£imo s {Ti} prihodne £ase v procesu imigrantov, ki je homogen
Poissonov s parametrom λ, in z Ji £as preºivetja druºine, ki jo porodi imigrant i.
Spremenljivke Ji so neodvisne in enako porazdeljene. Imamo kriterij za obstoj i-te
druºine v trenutku t:
Ti + Ji > t. (3.11)
Pogojujemo na ²tevilo N(0, t] ∼ Poi(λt) prihodov imigrantov do £asa t. Kadar je
N(0, t] = k, so prihodi {T1, . . . , Tk} razporejeni kot vrstilne statistike (U(1), . . . , U(n))
slu£ajnih spremenljivk Ui ∼ Unif [0, t], torej velja:
Ct ∼ 1U(1)+Ji−t + . . .+ 1U(k)+Jk−t.
Zaradi neodvisnosti Ui in Ji lahko v zgornji porazdelitvi pi²emo neuvr²£ene statistike
Ui namesto U(i) ter za vsak i:
P(Ui+Ji > t) = P(Ji > t−Ui) =
∫ t
0
P(Ji > t−u)
1
t
du =
1
t
∫ t
0
P(Ji > u)du. (3.12)
Indikator 1Ti+Ji−t =: Bi je dejansko Bernoullijeva slu£ajna spremenljivka, denirana
z verjetnostjo v (3.12):
p =
1
t
∫ t
0
P(Ji > u)du.
Verjetnost p je zaradi neodvisnosti Ji konstantna in neodvisna od i. Sledi, da je
Ct, pogojno na N(0, t] = k, vsota enako porazdeljenih neodvisnih Bernoullijevih
spremenljivk. Z uporabo rodovnih funkcij izra£unamo:
E
[
xCt
]
= E
[
E
[
k∑
i=1
Bi | N(0, t] = k
]]
= E
[
k∏
i=1
E
[
xBi
]]
= E
[
k∏
i=1
(1− p+ ps)
]
= E
[
(1− p+ ps)k
]
= exp [λt(1− p+ ps− 1)] = exp [λt(p(s− 1))]
= exp
(
(s− 1)λ
∫ t
0
P(Ji > u)du
)
,
kjer smo uporabili rodovni funkciji f(s) = 1 − p + ps in g(s) = expλ(s− 1) Ber-
noullijeve in Poissonove porazdelitve. Kot rezultat smo torej dobili ravno rodovno
funkcijo Poi
(
λ
∫ t
0
P(J > u)du
)
spremenljivke.
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4 Simulacija
4.1 Kompenzator
Pogosto je uporabno poznati integral pogojne intenzivnosti procesa. Temu re£emo
kompenzator procesa N(·) glede na neko zgodovino procesa F .
Denicija 4.1. Naj bo to£kast proces N(·) z zgodovino F in naj bo λ∗(t) njegova
levo zvezna pogojna intenzivnost. Kompenzator procesa N(·) je integral
Λ∗(t) =
∫ t
0
λ∗(s)ds.
Zgled 2. Kompenzator za homogen Poissonov proces s parametrom λ je λt.
Kompenzator je bolj splo²en koncept od pogojne intenzivnosti. Obstaja tudi
kadar izraz za λ∗(·) ne obstaja. Kompenzator lahko deniramo na naslednji na£in:
Denicija 4.2. Kompenzator Λ∗(t) slu£ajnega to£kastega procesa N(t), t ≥ 0 je
enoli£en F(t)-predvidljiv proces, za katerega velja:
• Λ∗(0) = 0,
• Λ∗(t) je nepadajo£a,
• Λ∗(t) = N(t)−M(t) s.g. za t ≥ 0, kjer je M(t) lokalni Ft-martingal.
Denicija 4.3. Sluajni proces X je lokalni F-martingal, £e velja:
• Obstaja proti ∞ nara²£ajo£e zaporedje £asov ustavljanja {τ1, τ2, . . .} glede na
F .
• Ustavljen proces Xτkt := Xmin{t,τk} je F -martingal za vsak k.
Stohasti£na dinamika to£kastega procesa je vsebovana v kompenzatorju. Deni-
cija 4.2 izhaja iz izreka o Doob-Meyerjevi dekompoziciji, navedenega v [14, trditev
1.2.4.2.]:
Izrek 4.4. (Doob-Meyer) Proces X je omejen submartingal natanko tedaj, ko velja
Xt =Mt + At,
kjer je M lokalni martingal in A nepadajo£ predvidljiv proces.
Proces ²tetja N , za katerega je E[Nt] <∞, je naravna oblika submartingala, saj
je nara²£ajo£ proces. Kompenzator Λ∗(t) je torej slu£ajni proces, katerega moramo
od²teti od nara²£ajo£ega procesa ²tetja N(·), da dobimo lokalen martingal. Tudi
kompenzator je nara²£ajo£ proces. Kompenzator je predvidljiv proces, ki je zvezen;
nara²£a zvezno, kljub temu, da je graf procesa ²tetja N(t) nezvezna stopni£asta
funkcija s skoki. Skoki so vsebovani v martingalski komponenti razcepa, Mt.
Kompenzator je klju£en £len izreka o slu£ajni zamenjavi £asa.
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Slika 9: Graf kompenzatorja Hawkesovega procesa N s parametri (λ = 1, α = 3, β =
4).
4.2 Slu£ajna zamenjava £asa
Leta 1971 je Meyer dokazal, da vsak proces, ki ima zvezen kompenzator, ki nara²£a
proti ∞, lahko transformiramo v homogen Poissonov proces [18]. Slu£ajna zame-
njava £asa je pomemben rezultat v teoriji to£kastih slu£ajnih procesov, kjer igra
klju£no vlogo pri simulaciji. Obrat izreka pravi, da lahko s transformacijo homoge-
nega Poissonovega procesa dobimo to£kast proces z danim kompenzatorjem.
Izrek 4.5. Slu£ajna transformacija £asa t ↦→ Λ∗(t) transformira proces N v Ñ :
Ñ(t) = N(Λ∗−1(t)).
ki je homogen Poissonov proces s parametrom 1.
Obratno, N(t) = Ñ(Λ(t)) je enostaven to£kast F-prilagodljiv proces s kompen-
zatorjem Λ(t).
Druga£e povedano, realizacija {t1, t2, . . . , tk} Hawkesovega procesa s kompenza-
torjem Λ∗ se transformira v realizacijo {Λ(t1),Λ(t2), . . . ,Λ(tk)} homogenega Poisso-
novega procesa s parametrom 1.
Ideja dokaza izreka sloni na uporabnih dejstvih, predstavljenih v lemi:
Lema 4.6. Naj bo X slu£ajna zvezna slu£ajna spremenljivka s strogo nara²£ajo£o
porazdelitveno funkcijo F (x). Naj bo H(x) njena kumulativna hazardna funkcija
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(glej 2.21)
H(x) = − log[1− F (x)].
1. Spremenljivka Y = F (X) je porazdeljena enakomerno na intervalu [0, 1].
2. Spremenljivka Y = H(X) je porazdeljena eksponentno s parametrom 1 na
intervalu [0, 1]. Velja tudi obratno: £e je Y ∼ Exp(1), ima X = H−1(Y )
porazdelitveno funkcijo F (·).
Dokaz:
1. Naj bo G porazdelitev slu£ajne spremenljivke Y . Takoj sledi:
G(y) = P(Y ≤ y) = P(F (X) ≤ y) = P(X ≤ F−1(y)) = F (F−1(y)) = y.
To pa je ravno porazdelitvena funkcija enakomerne slu£ajne spremenljivke na
intervalu [0, 1]. Kadar obstoj inverza F−1 ni zagotovljen, uporabimo posplo²eni
inverz
F−1(y) = inf{x ∈ R : F (x) ≥ y}.
2. Naj bo G porazdelitev slu£ajne spremenljivke Y . Velja:
G(y) = P(Y ≤ y) = P(H(X) ≤ y) = P(− log[1− F (X)] ≤ y)
= P(F (X) ≤ 1− e−y) = P(X ≤ F−1(1− e−y)) = F (F−1(1− e−y))
= 1− e−y.
To pa je ravno porazdelitvena funkcija Exp(1) spremenljivke. Enako dokaºemo
obratno trditev.
Spomnimo se, da lahko deniramo pogojno intenzivnost kot hazardno funkcjio.
(Glej poglavje 2.4.) Iz formul (2.22) in (2.23) je razvidno, da so spremenljivkeHi(Xi)
dejansko kompenzatorji Λ∗(Xi). V tem ti£i ideja dokaza izreka o zamenjavi £asa:
Skica dokaza izreka o zamenjavi £asa: Za podrobnosti glej [8].
Omejimo se na kon£en nabor medprihodnih £asov. Naj {X1, X2, . . . , Xn} pred-
stavljajo s. g. kon£ne medprihodne £ase procesa N s pogojno intenzivnostjo λ∗,
ki se izraºa s hazardnimi funkcijami kot v (2.23). Skupna porazdelitev poljubne
kon£ne mnoºice slu£ajnih spremenljivk Hi(Xi) je potem po lemi (4.6) enaka pro-
duktu Exp(1) spremenljivk. Torej je H1(X1), H2(X2), . . . , Hn(Xn) zaporedje neod-
visnih Exp(1) spremenljivk, kar pa ni ni£ drugega kot homogen Poissonov proces
PP (1).
Preslikava t ↦→ Λ∗(t) po²lje N in Ft = FNt v Ñ = N(Λ∗−1(t)) in Gt, kjer je
Gt := FΛ∗−1(t). Iz enostavnosti procesa N sledi enostavnost Ñ . Velja
E[dÑ(t) | Gt− ] = E[dN(Λ∗−1(t)) | FΛ∗−1(t)]
≈ λ∗(Λ∗−1(t))d(Λ∗−1(t))
= d
(
Λ∗(Λ∗−1(t))
)
= dt,
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Slika 10: Primer slu£ajne zamenjave £asa Hawkesovega procesa N s parametri (λ =
1, α = 3, β = 4). Zgoraj levo: Graf N(t). Zgoraj desno: Graf intenzivnosti λ∗(t).
Spodaj levo: Kompenzator Λ(t). Spodaj desno: Transformiran proces N∗(t), ki
je Poissonov proces z intenzivnostjo 1 (torej se prilega simetrali prvega kvadranta,
ozna£eni z rde£o).
kjer smo v predzadnjem ena£aju uporabili diferencialno obliko denicije kompenza-
torja dΛ∗(t) = λ∗(t)dt.
Dobimo torej Watanabejovo karakterizacijo (1.2) homogenega Poissonovega procesa
z intenzivnostjo 1.
S pomo£jo izreka o zamenjavi £asa dobimo splo²en postopek simulacije to£kastega
procesa. Predstavimo algoritem za simulacijo spremenljivk Xi, ki poteka ali preko
kumulativnih hazardnih funkcij Hi(·) ali preko porazdelitvenih funkcij Fi(·).
Algoritem 1. Simulacija z inverzno metodo.
1. Simuliraj zaporedje Y1, Y2, . . . Exp(1) spremenljivk. (Oziroma zaporedje Ui
Unif [0, 1] spremenljivk.)
2. Transformiraj nazaj v X1 = H−11 (Y1), X2 = H
−1
2 (Y2), . . . (Oziroma v X1 =
F−11 (U1), X2 = F
−1
2 (U2), . . .)
3. Ustvari to£kast proces (t1, t2, . . .): t1 = X1, t2 = X1 +X2, . . . , ti =
∑i
j=1Xj.
Vseeno je, ali uporabimo inverze funkcij Hi(·) ali Fi(·), oba postopka vodita
do simulacije to£kastega procesa z ºelenimi lastnostmi. V primerih, ko je proces
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deniran preko pogojne intenzivnosti λ∗, £asi prihodov (t1, t2, . . .) re²ijo zaporedne
ena£be ∫ t1
0
λ∗(u)du = Y1,∫ ti+1
ti
λ∗(u)du = Yi+1, za i = 1, 2, . . .
Pri dani realizaciji (t∗1, t
∗
2, . . .) homogenega Poissonovega procesa z intenzivnostjo 1
dobimo realizacijo (t1, t2, . . .) ºelenega procesa z intenzivnostjo λ∗ preko naslednjega
sistema ena£b: ∫ t1
0
λ∗(u)du = t∗1,∫ ti+1
ti
λ∗(u)du = t∗i+1 − t∗i , za i = 1, 2, . . .
Slabost inverzne metode je, da inverzi poljubnih porazdelitvenih in kumulativnih
hazardnih funkcij pogosto niso na voljo. Poiskati jih moramo z uporabo iterativnih
metod.
Pojavi se tudi teºava, £e medprihodni £asi niso kon£ni: Si+1 = Ti+1 − ti je lahko s
pozitivno verjetnostjo neskon£na, torej ne predstavlja slu£ajne spremenljivke.
4.3 Testiranje modela
Izrek o slu£ajni zamenjavi £asa pride v po²tev tudi pri rezidualni analizi to£ka-
stega procesa. Pri tem je pomembno dolo£iti, kako dobro se izbrani model prilega
danim realnim podatkom (angl.: goodness-of-t). Ideja metode je, da bo pravilna
izbira kompenzatorja dani proces transformirala v homogeni Poissonov proces z in-
tenzivnostjo 1, napa£na pa bo privedla do odstopanja od homogenega Poissonovega
procesa. To pomeni, da namesto neposrednega preverjanja Hawkesovega modela
testiramo, ali je transformirani proces Poissonov. Testiranje Poissonovega procesa
pa lahko izvedemo s ²tevilnimi znanimi postopki.
Osredoto£imo se na omejen interval [0, T ]. Naj bo {t1, t2, . . . , tk} realizacija
nekega to£kastega procesa s kompenzatorjem Λ∗(t).
Algoritem 2. Rezidualna analiza - test prileganja (goodness-of-t)
1. Preslikaj {t1, t2, . . . , tk} v {τ1, τ2, . . . , τN(T )} s transformacijo τi = Λ∗−1(ti).
2. Nari²i graf kumulativne stopni£aste funkcije Y (x), kjer to£ke
(xi, yi) =
(
τi
T
,
i
N(T )
)
ustrezajo 0 ≤ xi, yi ≤ 1, kjer i = 1, . . . , k.
3. Preveri ali je dobljen graf premica z naklonom 1 (simetrala lihih kvadrantov
oz. x = y)
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Z zgornjim postopkom torej preverjamo ustreznost kompenzatorja procesa. Ka-
dar izberemo eksponentno jedrno funkcijo, lahko z izbranimi parametri modela (λ, α,
β) in danimi £asi prihodov {t1, t2, . . . , tk} izrazimo vrednosti kompenzatorja Λ∗(tk)
z zaklju£eno formulo:
Λ∗(tk) = λtk −
α
β
k∑
i=1
[
e−β(tk−ti) − 1
]
To zvezo smo izpeljali v poglavju o cenilkah najve£jega verjetja, in sicer v ena£bi
(2.31).
Predstavimo ²e dva testa za Poissonov proces, ki izhajata iz primerjave z Bro-
wnovim gibanjem.
Prvi izhaja iz posledice Donskerjevega principa o invariantnosti. Navedemo jo
brez dokaza.
Trditev 4.7. Naj bo N(t) Poissonov proces z intenzivnostjo λ in naj bo
M(t) =
(N(t)− tλ)√
λ
(4.1)
slu£ajni proces deniran na t ∈ [0, 1]. Velja naslednje:
Ko λ → ∞, (M(t), t ∈ [0, 1]) konvergira v distribuciji proti standardnemu Bro-
wnovemu gibanju (B(t), t ∈ [0, 1]).
Poissonov proces lahko torej postopoma transformiramo v Brownovega. Ta apro-
ksimacija je po korakih prikazana na sliki 11. Za Brownovo gibanje lahko potem
uporabimo katerega izmed znanih testov. (npr. ACF)
Drugi test izhaja iz naslednje leme [20] o Brownovem gibanju B(s):
Lema 4.8. Slu£ajni £as M∗ ∈ [0, 1], deniran kot
M∗ = arg max
s∈[0,1]
B(s),
ima naslednjo porazdelitveno funkcijo:
P(M∗ ≤ t) = 2
π
arcsin(
√
t),
kjer je t ∈ [0, 1]. To pa je ravno porazdelitvena funkcija Beta(1/2, 1/2), torej M∗ ∼
Beta(1/2, 1/2).
Opomba 4.9. Velja
B(1/2, 1/2) =
Γ(1/2)Γ(1/2)
Γ(1)
= π
in ∫ t
0
1√
s(1− s)
ds = 2arcsin(
√
t).
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Slika 11: Aproksimacija Brownovega gibanja preko transformiranega Poissonovega
procesa: Od levo zgoraj do desno spodaj si sledijo procesi z intenzivnostmi λ =
10, 100, 1000, 10000.
Test izvedemo za realizacijo {t1, t2, . . . , tk} na intervalu [0, T ] po slede£em po-
stopku:
Algoritem 3. Test s primerjavo z Brownovim gibanjem.
1. Preslikaj {t1, t2, . . . , tk} v {t1/T, t2/T, . . . , tk/T}, ki je Poissonov proces z in-
tenzivnostjo T na intervalu [0,1]
2. Iz tega nabora to£k simuliraj aproksimacijo Brownovega gibanja M(t), kot v
(4.1) in najdi M∗.
3. Sprejmi hipotezo o PP (1) procesu, £eM∗ leºi znotraj (α/2, 1−α/2) kvantilov
Beta(1/2, 1/2) distribucije.
4.4 Algoritem red£enja
Homogeni Poissonov proces PP (λ) je enostavno simulirati. Medprihodni £asi so
razporejeni eksponentno Exp(λ), kar pomeni da s kumulativnimi vsotami zaporedja
eksponentnih spremenljivk Exp(λ) simuliramo zaporedje prihodnih £asov Poissono-
vega procesa.
Algoritmi za simulacijo zahtevnej²ih to£kastih procesov slonijo na simulaciji homoge-
nega Poissonovega procesa. Najprej navedemo nekaj osnovnih receptov za simulacijo
nehomogenih Poissonovih procesov:
• Slu£ajna zamenjava £asa.
• Inverzna metoda - torej simulacija medprihodnih £asov s porazdelitvijo
F (t) = 1− exp{−
∫ ti+t
ti
λ(s)ds}.
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• Pogojno na Poissonovo ²tevilo prihodov na danem intervalu, so prihodi razpo-
rejeni kot vrstilne statistike, ki jih znamo simulirati. (glej (1.4)).
• Simulacija z red£enjem homogenega procesa - raz²iritev tega algoritma je Oga-
tov algoritem za simulacijo Hawkesovih procesov, predstavljen v naslednjih
vrsticah.
Ogatov modicirani algoritem red£enja temelji na red£enju markiranega
Poissonovega procesa (glej podpoglavje 2.6). Osnovni postopek red£enja je sle-
de£: Izberemo si konstantno zgornjo mejo M , za katero velja M ≥ λ(t) na [0, T ].
Uvedemo markiran proces P := (Ti, Ui), kjer je T to£kast proces prihodnih £asov
homogenega Poissonovega procesa z intenzivnostjo M in U proces ozna£b, ki so
razporejene enakomerno na [0,M ], torej Ui ∼ Unif [0,M ] za vsak i.
elimo simulirati nehomogeni Poissonov proces z intenzivnostjo λ(·), kar doseºemo
z red£enjem markiranega procesa P , glede na kriterij
Ui ≤ λ(t).
To£ko Pi = (Ti, Ui) torej zavrnemo v primeru da Ui > λ(ti), kjer ti ozna£uje re-
alizacijo Ti. Sicer jo vklju£imo v red£eni proces z intenzivnostjo λ(·). V strnjeni
obliki:
Algoritem 4. Simulacija Hawkesovega procesa z algoritmom red£enja.
1. Vhodni parametri: T , M in λ(t) na [0, T ].
2. t = 0 in prazen seznam P prihodnih £asov procesa.
3. Zanka, ki se ponavlja, dokler t < T :
(a) Generirajmo E ∼ Exp(M)
(b) t = t + E
(c) Generirajmo U ∼ Unif [0,M ]
(d) e t < T in U ≤ λ(t), potem P = P ∪ {t}.
Algoritem red£enja je posledica nadgradnje naslednje trditve, ki temelji na izreku
(1.4) o pogojevanju na ²tevilo prihodov.
Trditev 4.10. Naj bo N∗ nehomogeni Poissonov proces na [0, T ] s funkcijo inten-
zivnosti υ(·), za katero velja υ(t) > λ(t) za t ∈ [0, T ], ter naj bo {t1, t2, . . . , tk}
realizacija procesa N∗. e iz seznama prihodnih £asov N∗ izbri²emo poljubno to£ko
z verjetnostjo 1− λ(ti)
υ(ti)
, je to£kast proces, ki preostane, nehomogen Poissonov proces
s funkcijo intenzivnosti λ(t). Druga£e povedano, £e vsak prihodni £as procesa N∗
sprejmemo z verjetnostjo λ(t)
υ(t)
, dobimo proces N z intenzivnostjo λ(t).
Opomba 4.11. Verjetnost
λ(ti)
υ(ti)
je dobro denirana na [0, T ] in ustreza verjetnosti, da leºi oznaka Ui ∼ Unif [0, υ(ti)]
pod grafom funkcije λ(ti) v dani to£ki ti.
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Dokaz: Prirastki procesa na disjunktnih £asovnih intervalih v Poissonovem
procesu N∗ so med seboj neodvisni, torej so medsebojno neodvisni tudi prirastki
na disjunktnih £asovnih intervalih v procesu N . Da bo N Poissonov proces, mora
biti ²tevilo prihodov N(a, b) procesa N na poljubnem intervalu (a, b] porazdeljeno
Poissonovo z intenzivnostjo
∫ b
a
λ(s)ds. Verjetnost, da to£ko t sprejmemo v proces N
je enaka
λ(t)
υ(t)
.
Naj bo p(a, b) verjetnost, da sprejmemo to£ko na intervalu (a, b]. Osnovna pravila
verjetnosti nam dajo:
p(a, b) =
∫ b
a
λ(t)
υ(t)
f(t)dt =
∫ b
a
λ(t)
υ(t)
υ(t)∫ b
a
υ(s)ds
dt
=
∫ b
a
λ(t)dt∫ b
a
υ(s)ds
=
Λ(b)− Λ(a)
Υ(b)−Υ(a)
, (4.2)
kjer je f(t) pogojna gostota prihodnih £asov (glej izrek (1.4) o pogojevanju prihodov
v Poissonovem procesu) ter Λ(t) =
∫ t
0
λ(s)ds in Υ(t) =
∫ t
0
υ(s)ds.
Predpostavimo, da je v procesu N∗ na intervalu (a, b) ²tevilo prihodov enako k. Za
k ≥ n ≥ 1 velja:
P(N(a, b) = n | N∗(a, b) = k) = p(a, b)n(1− p(a, b))k−n,
P(N(a, b)) =
∞∑
k=n
p(a, b)n(1− p(a, b))k−nP(N∗(a, b) = k)
=
∞∑
k=n
pnqk−nP(N∗(a, b) = k), (4.3)
kjer deniramo p := p(a, b) in q := 1 − p(a, b). Uporaba rodovne funkcije za Pois-
sonovo spremenljivko G(z) = e−λ(1−z) nam za nehomogen Poissonov proces N∗ da
naslednjo zvezo:
G(z) = e−(
∫ b
a υ(s)ds)(1−z) =
∞∑
k=0
P(N∗(a, b) = k)zk.
Z n-kratnim odvajanjem po z dobimo:(∫ b
a
υ(s)ds
)n
e−(
∫ b
a υ(s)ds)(1−z) =
∞∑
k=0
n!P(N∗(a, b) = k)zk−n,
oziroma, £e napi²emo s kompenzatorjem Υ:
(Υ(b)−Υ(a))n e−(Υ(b)−Υ(a))(1−z) =
∞∑
k=n
n!P(N∗(a, b) = k)zk−n.
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V zgornjo ena£bo vstavimo z = q = 1 − p in pomnoºimo z pn/n!, da dobimo (4.3)
na desni strani:
pn
n!
(Υ(b)−Υ(a))n e−(Υ(b)−Υ(a))p =
∞∑
k=n
pnqk−nP(N∗(a, b) = k).
Iz (4.2) potem sledi:
1
n!
(Λ(b)− Λ(a))n e−(Λ(b)−Λ(a)) =
∞∑
k=n
pnqk−nP(N∗(a, b) = k).
Torej velja
P(N(a, b)) =
(Λ(b)− Λ(a))n
n!
e−(Λ(b)−Λ(a)),
kar pomeni, da je N(b) −N(a) = N(a, b) porazdeljena Poissonovo z intenzivnostjo
(Λ(b)− Λ(a)) =
∫ b
a
λ(s)ds
Da bo N Poissonov proces, mora izpolniti ²e lastnost neodvisnih prirastkov, ki pa
jo podeduje od Poissonovega procesa N∗. Dokazali smo torej, da je N nehomogen
Poissonov proces z intenzivnostjo λ(s).
Prednost te konceptualno enostavne metode je, da ne uporablja numeri£nih me-
tod (v primeru, ko je jedrna funkcija eksponentna). Njena kompleksnost temelji na
simulaciji enostavnih slu£ajnih spremenljivk, kot so enakomerne in eksponentne. To
metodo lahko raz²irimo in uporabimo pri simulaciji bolj zapletenih procesov, kot
so na primer ve£dimenzionalni nehomogeni Poissonovi procesi in ve£dimenzionalni
Hawkesovi procesi.
Konstanto M , ki dominira intenzivnost, izberemo med vrednostmi nad maksi-
mumom λ(·) na danem intervalu. V prvotni verziji algoritma (Shedler & Lewis [16]),
prikazani v zgornjem postopku, je uporabljena ksna zgornja mejaM . Slabost algo-
ritma v tej verziji je, da je izbira take zgornje meje nejasna. Da algoritem deluje, bi
morali poznati zgornjo mejo vseh realizacij procesa do £asa T . Za simulacijo Hawke-
sovih procesov, kjer ni jasne zgornje meje pogojne intenzivnosti λ∗(t), je potrebna
modikacija.
Ogatova raz²iritev [21], [17] odpravi to zagato tako, da posodablja zgornjo mejo
M ob vsakem skoku. Kljub temu, da je intenzivnost λ∗ navzgor neomejena, vseeno
velja, da je padajo£a na intervalih mirovanja in posko£i le ob skokih ti. Za t ∈
(ti, ti+1) velja
λ∗(t) ≤ λ∗(t+i ).
Zgornjo mejo M bomo v vsakem koraku dolo£ili znova kot vrednost, ki jo zavzame
λ∗ ob skoku: za nek ϵ blizu 0:
M := λ∗(t+ ϵ).
Dokaz trditve 4.10 se enostavno raz²iri na primer Hawkesovih procesov. Uporabimo
ga direktno na zoºitvah na obdobja mirovanja [tk + ϵ, tk+1), ko je proces generiran
z neko padajo£o deterministi£no funkcijo µ, ki je dominirana z M = λ∗(t+ ϵ).
Na sliki (12) je gra£ni prikaz algoritma.
Prednosti in slabosti Ogatovega algoritma red£enja:
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Slika 12: Primer intenzivnosti Hawkesovega procesa s parametri (λ = 1, α = 1, β =
2) na [0, T ]. To£ke, ki jih je algoritem zavrnil so ozna£ene s kriºci. Za vsak po-
tencialni prihod t je z rde£o obarvana to£ka na grafu λ∗(t) ter z modro kriterijska
spremenljivka Unif [0,M ], kjer je M velikost predhodnega vrha funkcije λ∗. Kadar
modra to£ka leºi nad rde£o, je £as t zavrnjen, M pa se zmanj²a na λ∗(t). Kadar pa
modra to£ka leºi pod rde£o, je £as t sprejet, λ∗(t) posko£i, M pa zraste na λ∗(t+).
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• Prednosti:
 Enostavnost implementacije.
 Moºnost raz²iritve na ve£dimenzionalni proces.
• Slabosti:
 O(k2) ra£unska zahtevnost.
 Izgubimo predstavo o razvejani strukturi druºin dogodkov.
 Dinamika na za£etku £asovnega okna ni upo²tevana zaradi predpostavke,
da pred £asom 0 ²e ni bilo prihoda.
4.5 Algoritem grozdenja
V tem algoritmu najprej simuliramo eksogene dogodke, torej prihode imigrantov,
potem pa njihove potomce.
Eksogeni prihodi se ravnajo po homogenem Poissonovem procesu z intenzivnostjo
λ. Naj bo ²tevilo eksogenih prihodov do £asa T enako k, njihove £ase ozna£imo s
C1, C2, . . . , Ck (oziroma s T 01 , T
0
2 , . . . , T
0
k , £e uporabljamo oznake iz poglavja 3). te-
vilo k je porazdeljeno Poissonovo z intenzivnostjo λT . Pogojno na k so £asi prihodov
porazdeljeni enakomerno na intervalu [0, T ], torej kot vrstilne statistike neodvisnih
enakomerno porazdeljenih Unif [0, T ] spremenljivk.
Vsak izmed imigrantov bo porodil svojo druºino potomcev. Rojstvom v prvih gene-
racijah druºin pripada intenzivnost µ(t − Ci) za t > Ci in i = 1, . . . , k. Prva gene-
racija potem porodi drugo generacijo in nazadnje k-ta generacija porodi (k + 1)-to
generacijo, z intenzivnostjo µ(t− tki ), kjer je tki £as i-tega rojstva k-te generacije (oz.
£as rojstva i-tega posameznika k-te generacije).
Naj bo Di ²tevilo potomcev prve generacije v i-ti druºini. Denimo, da so njihovi
£asi rojstev (Ci+E1, Ci+E2, . . . , Ci+EDi). Pogojno na Ci in na Di so Ej neodvisne
enako porazdeljene spremenljivke z gostoto µ(t−Ci)
m
, po trditvi o pogojevanju (1.4).
Simulacija v tem algoritmu se poenostavi v primeru eksponentne jedrne funkcije:
tevilo prve generacije potomcev je porazdeljeno Poissonovo s parametrom m = α
β
.
Velja tudi:
µ(s)
m
=
β
α
αe−βs = βe−βs.
Torej je ²tevilo potomcev porazdeljeno eksponentno ∼ Exp(β).
Algoritem 5. Algoritem grozdenja.
1. Vhodni parametri: T , λ, α, β, g (²tevilo generacij).
2. Deniramo g+1 seznamov prihodov P 0, P 1, . . . , P g za vsako izmed g generacij.
3. Generirajmo ²tevilo druºin oz. imigrantov: k ∼ Poi(λT ).
4. Generirajmo k neodvisnih enakomernih prihodov v [0, T ]: C1, C2, . . . , Ck po-
razdeljenih kot ∼ Unif [0, T ].
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5. P 0 = C1, C2, . . . , Ck.
6. j = 0 (²tevec generacij).
7. Zanka, ki se ponavlja do ºelene generacije g (dokler j < g):
(a) tevilo potomcev (j + 1)-te generacije: D1, D2, . . . , Dk ∼ Poi(α/β).
(b) Za vsak i:
• Kadar Di > 0:
 Rojstva (j + 1)-te generacije: E1, E2, . . . , EDi ∼ Exp(β) .
 Dodamo P j+1 = P j+1 ∪ {Ci + E1, Ci + E2, . . . , Ci + EDi}.
(c) Sortiramo P j+1 in dobimo nov seznam materinskih prihodov C1, . . . , Ck,
kjer k = |P j+1|.
(d) j = j + 1.
Slika 13 zgoraj prikazuje proces do prve generacije potomcev, spodaj pa je pri-
padajo£ graf λ∗(t).
V splo²nem £asovna zahtevnost tega algoritma pade na O(λTg), kjer je g ²tevilo
generacij, ki jih modeliramo v £asovnem oknu ²irine T , λ pa je intenzivnost eksogenih
Poissonovih prihodov.
4.6 Popolna simulacija
V tem razdelku se ravnamo po postopku, predstavljenem v (Moller & Rasmussen
[19]).
Lahko raz²irimo denicijo pogojne intenzivnosti, da bo zajemala celotno realno
os R in ne le R+, torej da se zaloga vrednosti prihodov raz²iri s t > 0 na poljuben
realen t ∈ R:
λ∗(t) = λ+
∫
[−∞,t)
µ(t− u)dN(u).
Ta raz²iritev je pomembna, saj nam omogo£a denicijo zgodovine procesa pred
opazovanim £asovnim oknom [0, T ]. Ta koncept je koristen pri slede£i simulaciji
²ibko stacionarnega Hawkesovega procesa.
Denicija 4.12. Slu£ajni proces bo (²ibko) stacionaren, ko je proces skokov
(dN(t) : t ≥ 0) ²ibko stacionaren, kar pomeni, da E(dN(t)) in Cov(dN(t), dN(t+s))
nista odvisna od t. Slu£ajni proces z intenzivnostjo λ∗(t) je ²ibko stacionaren, ko je
E(λ∗(t)) neodvisna od t.
Osnovni algoritmi, ki smo jih predstavili do sedaj, niso upo²tevali zgodovine pro-
cesa pred izbranim £asovnim oknom [T0, T1]. Predpostavljali so, da je N(T0) = 0
in λ∗(T0) = 0. Dejansko pa se lahko v intervalu [T0, T1] pojavijo dogodki, ki so bili
vzbujeni zaradi delovanja pred £asom T0. Z algoritmom, ki upo²teva to dejstvo,
doseºemo popolno simulacijo, medtem ko pri algoritmu, ki ignorira preteklost, govo-
rimo o pribliºni simulaciji, saj simulira le asimptotsko stacionaren proces. S slike 6
je razvidno, da se E[λ∗(t)] v dokaj kratkem £asu pribliºa konstantni limitni vrednosti
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Slika 13: Slika prikazuje 8 druºin dogodkov v Hawkesovem procesu s parametri
(λ = 1, α = 2, β = 2.5). rni kriºci so materinski imigranti, ki prihajajo kot
homogeni Poissonov proces z intenzivnostjo 1. Modre to£ke predstavljajo endogene
potomce, ki so prikazani v isti vodoravni liniji kot njihovi roditelji. Npr. drugi
imigrant ima enega potomca, tretji pa nobenega.
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Slika 14: Na sliki je prikazan Hawkesov proces s parametri (λ = 1, α = 2, β = 3).
Kriºci na dnu predstavljajo £ase prihodov imigrantov (0-ta generacija), obarvane
to£ke pa £ase rojstev potomcev, glede na to, kateri generaciji pripadajo. Vidimo,
da je peta generacija prazna, ºe £etrta pa vsebuje le en element. V primeru, ko
je razmerje razvejitve m = α
β
manj²e, intenzivnost strmo upada, kar pomeni, da
druºine izumirajo hitreje.
Slika 15: V tem primeru je Hawkesov proces s parametri (λ = 1, α = 2, β = 2.2).
Generacije so veliko ²tevil£nej²e kot v prej²njem primeru, ki ga prikazuje slika 14.
Vseeno pa se velikosti generacij zmanj²ujejo in padajo proti 0, kajti α/β < 1.
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Slika 16: V tem procesu velikosti generacij rastejo v neskon£nost, parametri so
namre£ (λ = 1, α = 2, β = 1.5).
ν, ki ustreza stacionarnemu procesu. V ve£ini prakti£nih primerov bodo za simula-
cijo zado²£ali algoritmi pribliºne simulacije na izbranem dovolj dolgem intervalu.
V asimptotsko stacionarni verziji Hawkesovega procesa manjkajo tisti prihodi, ki so
pripadniki druºin, ki so se za£ele pred za£etkom £asovnega okna simulacije. Torej
pripadajo druºinam, ki ²e niso izumrle. V simulaciji bodo zato uporabne ugotovitve
iz poglavja o porazdelitvi dolºine druºine.
Proces N razpade na dva podprocesa:
• N1: tisti, ki so £lani druºin, ki so se za£ele v intervalu [T0, T1],
• N2: tisti, ki so potomci druºin, ki so se za£ele pred £asom T0.
Proces N1 znamo simulirati s katerim izmed standardnih algoritmov za simula-
cijo Hawkesovega procesa.
Proces N2 pa sestavljajo le endogeni dogodki, potomci nekih predhodnih eksogenih
dogodkov. Simulacijo endogenih rojstev znamo izpeljati, na primer z algoritmom
grozdenja, pod pogojem, da poznamo prihodne £ase njihovih materinskih dogod-
kov. Potrebno bo torej simulirati predhodne eksogene prihode {Ci} v (−∞, T0]. V
procesu N2 bodo potomci tistih druºin, ki ²e niso izumrle pred £asom T0.
Ozna£imo z λ0 intenzivnost tega procesa prihodov pred £asom T0 = 0.
Za t ∈ (−∞, 0) je ustrezna intenzivnost, ki omogo£a preºivetje druºine po £asu 0:
λ0(t) = P(Ji > t | Ci = −t) · λ = (1− F (−t))λ,
44
kjer je F porazdelitev dolºine i-te druºine Ji, λ eksogena intenzivnost Hawkesovega
procesa, Ci pa £as za£etka i-te druºine (oz. £as prihod i-tega imigranta).
Vpeljimo Poissonova procesa Un in Ln na (−∞, 0) z naslednjima intenzivnostma,
ki sta denirani s funkcijami fn in 1n iz (3.5):
λun(t) = (1− fn(−t))λ in λln(t) = (1− 1n(−t))λ,
λun in λ
l
n konvergirata od zgoraj in spodaj k λ0, ko n→ ∞, kar je posledica izreka 3.7.
Spomnimo se: funkcija 1n je porazdelitvena funkcijo £asa obstoja prvih n generacij,
denirana v lemi 3.5. Veljati mora naslednje: f ∈ C Borelova funkcija za katero
f ≤ ϕ(f).
Z zaporednim red£enjem procesa U0 ustvarimo verigo procesov:
∅ = L0 ⊆ L1 ⊆ L2 ⊆ . . . ⊆ N2 ⊆ . . . ⊆ U2 ⊆ U1 ⊆ U0.
Algoritem 6. Simulacija procesa N2.
1. Generiramo realizacijo U0: {ti}, kjer i = 1, . . . , k in t1 < . . . < tk. Intenzivnost
procesa U0 je λu0(t) = (1− f(−t))λ.
2. e U0 = ∅, je N2 = ∅ in kon£amo. Sicer generiramo W1, . . . ,Wk ∼ Unif [0, 1],
ki so neodvisne od U0 in postavimo n = 1.
3. Za j = 1, 2, . . . , k dodelimo tj k Ln, £e Wjλu0(tj) ≤ λln(tj) ali k Un, £e
Wjλ
u
0(tj) ≤ λun(tj). Pri tem je o£itno Ln ⊆ Un. Mnoºico Un \ Ln sestavljajo
tj, za katere je λln(tj) < Wjλ
u
0(tj) ≤ λun(tj).
4. Generirali smo par procesov (Ln, Un). e Un = Ln, potem N2 = Ln in kon-
£amo. Sicer pa pove£amo n za 1 in ponovimo koraka 3 in 4.
Konvergentnost algoritma je o£itna, saj iz izreka 3.7 vemo, da λln in λ
u
n konver-
girata.
P(Ln ̸= Un∀n ∈ N0) ≤
k∑
j=1
lim
n→∞
P(λln(tj) < Wjλ
u
0(tj) ≤ λun(tj))
=
k∑
j=1
P(λ0(tj) < Wjλ
u
0(tj) ≤ λ0(tj)) = 0.
Skupni algoritem za simulacijo N = N1 ∪N2 na [0, T ] je potem:
Algoritem 7. Popolna simulacija Hawkesovega procesa.
1. Simulacija N1 z algoritmom grozdenja.
2. Simulacija N2 po korakih:
(a) Simulacija procesa {Ci} na (∞, 0] z intenzivnostjo λ0(t) po zgornjem
postopku.
(b) Simulacija rojstev potomcev {Di,k} vsake izmed i druºin, ki se za£nejo v
{Ci}.
(c) Potem N2 =
⋃
i,kDi,k, pri pogoju Di,k > 0.
3. Zdruºitev N = N1 ∪N2.
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5 Ve£dimenzionalni proces
Denicija 5.1. n-dimenzionalni Hawkesov proces N(t) = (N1(t), N2(t), . . . , Nn(t))
je deniran s funkcijami pogojne intenzivnosti:
λi(t) = λi +
n∑
j=1
∫ t
0
µij(t− s)dNj(s)
= λi +
n∑
j=1
∑
k:tjk<t
µij(t− tjk)
za i = 1, 2, . . . , n. Pri tem so {tj1, t
j
2, . . . , t
j
k, . . .} prihodi v j-tem podprocesu N j oz.
j-ti dimenziji procesa.
Za vsak i = 1, 2, . . . , n velja:
P(N i(t+ h)−N i(t) = 1|Ft) =
⎧⎪⎨⎪⎩
λi(t)h+ o(h), n = 1
o(h), n > 1
1− λi(t)h+ o(h), n = 0
Ko imamo opravka z ve£dimenzionalnim Hawkesovim procesom, postanejo spre-
menljivke vektorske in matri£ne - pi²emo jih odebeljeno. Jedrna funkcija µ in koli£-
nik m postaneta ve£dimenzionalni (matri£ni) funkciji µ in M ,
M =
∫ ∞
0
µ(s)ds.
Pogoj za asimptotsko stacionarnost je
|ρ(M)| < 1,
kjer je ρ(M ) spektralni radij matrike M , deniran kot
ρ(M ) = max
x∈ε(M)
|x|,
pri £emer je ε(M ) mnoºica lastnih vrednosti M .
Kadar je µ matrika eksponentnih funkcij µij(t) = αije−βijt , je pogojna intenziv-
nost oblike:
λi(t) = λi +
n∑
j=1
∫ t
0
αije
−βij(t−s)dNj(s)
= λi +
n∑
j=1
∑
k:tjk<t
αije
−βij(t−tjk),
matrika M pa je oblike:
M =
[
αij
βij
]
.
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Razlaga parametra αij je slede£a:
αij : velikost skoka v i-ti intenzivnosti λi(t), kadar prihod pripada procesu N j
Ob vsakem prihodu v N j sko£i λi(t) za αij.
V primeru, ko imamo n = 2 dimenzionalni proces:
λ1(t) = λ1 +
∑
k:t1k<t
α11e
−β11(t−t1k) +
∑
k:t2k<t
α12e
−β12(t−t2k)
λ2(t) = λ2 +
∑
k:t1k<t
α21e
−β21(t−t1k) +
∑
k:t2k<t
α22e
−β22(t−t2k)
Na sliki 17 je prikazana intenzivnost simuliranega dvodimenzionalnega Hawke-
sovega procesa, kjer
λ =
(
0.1
0.5
)
, α =
(
0.1 0.7
0.5 0.2
)
, β =
(
1.2 1.0
0.8 0.6
)
. (5.1)
Iz grafa v sliki (17) naslednje:
• Za£etni intenzivnosti sta enaki 0.1 in 0.5 in predstavljata spodnjo mejo za
posamezen proces.
• Skoki v N1 so velikosti 0.1 in 0.7, kar ustreza prvi vrstici matrike α, skoki
v N2 pa so 0.5 in 0.2, kar ustreza drugi vrstici matrike α. e skok pripada
podprocesu N1, posko£i λ1 za 0.1, λ2 pa za 0.5. Tak primer je bil prvi skok,
ob £asu t11 ∼ 0.5. Drugi skok je pripadal N2, saj λ1 posko£i za 0.7, λ2 pa za
0.2.
• Lahko se prepri£amo, da ima matrika M =
[
αij
βij
]
obe lastni vrednosti absolu-
tno manj²i od 1, torej proces ne eksplodira.
Na sliki 19 je prikazan 3-dimenzionalni proces, kjer
α =
⎛⎝0.1 0.2 0.60.5 0.4 0.3
0.7 0.1 0.1
⎞⎠ , β =
⎛⎝1.2 0.6 1.40.8 1.9 1.9
1.5 0.4 1.5
⎞⎠ , λ =
⎛⎝0.10.5
0.8
⎞⎠ .
V zgornjih primerih smo obravnavali ve£dimenzionalni proces, kjer je µ ve£di-
menzionalna eksponentna funkcija. Lahko pa bi gledali tudi me²ani proces, kjer
jedrne funkcije za razli£ne podprocese pripadajo razli£nim druºinam.
Na ve£dimenzionalni Hawkesov proces lahko gledamo tudi kot na druºino med-
sebojno vzbujajo£ih Hawkesovih procesov. V dolo£enih primerih je bolj naravno
privzeti, da sistem ne izvira iz enega vira, temve£ da ga poganja ve£ razli£nih de-
javnikov, katerih u£inki so medsebojno prepleteni.
Tudi v primeru, ko nas zanima le dinamika enega procesa, lahko ta proces mo-
deliramo kot podproces ve£jega sistema medsebojno vzbujajo£ih Hawkesovih pro-
cesov. Veliko bolj realisti£no je, da kompleksen, odprt sistem ne more biti opisan
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Slika 17: Intenzivnosti λ1 in λ2 procesov N1(t) in N2(t) s parametri v (5.1).
Slika 18: Prikaz grafov λ1 in λ2 in grafov procesov ²tetja N1(t) in N2(t). Razvidno
je, da prvi skok pripada podprocesu N1, naslednji trije pa N2.
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Slika 19: Intenzivnosti tridimenzionalnega Hawkesovega procesa.
z eno ena£bo. Prednost ve£dimenzionalnega modela je v tem, da lahko pojasni ve-
£jo raznolikost dogodkov. Na primer, v n-dimenzionalnem je za velikosti skokov
intenzivnosti na voljo do n razli£nih moºnosti (n vrednosti v i-ti vrstici matrike α),
za razliko od skokov v enodimenzionalnem, kjer intenzivnost vsaki£ posko£i za isto
vrednost α. Prav tako variabilna je hitrost upadanja, dolo£ena z β, kar dopu²£a
ve£ razli£nih upadanj intenzivnosti procesa.
Z ve£anjem dimenzij lahko ve£dimenzionalni Hawkesovi procesi in njihova inter-
pretacija postanejo manj pregledni. Prav tako je vedno teºje zagotoviti, da proces
ne eksplodira. Da bo imela matrika M =
[
α
β
]
vse lastne vrednosti znotraj enotske
kroºnice, mora biti vsota vsake vrstice M manj²a od 1:∑
j
M ij < 1.
Ogatov algoritem red£enja lahko enostavno raz²irimo na simulacijo ve£dimenzi-
onalnega Hawkesovega procesa.
Osnovnemu algoritmu bo potrebno dodati ²e en dodatni korak, kjer se Hawke-
sov prihod razvrsti v enega izmed n podprocesov. Izbrana to£ka bo pripadala j-ti
dimenziji z verjetnostjo
λj(t)∑n
j=1 λ
j(t)
.
Algoritem 8. Simulacija ve£dimenzionalnih Hawkesovih procesov.
1. Najprej deniramo seznam prihodov za n podprocesov P 1, . . . , P n = ∅ in
seznam c1, . . . , cn = ∅, ki ²teje prihode v vsakem izmed podprocesov. Naj
t = 0.
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2. Ponovi dokler t < T :
• λ(t) =
∑n
j=1 λ
j(t) =
∑n
j=1
(
λj +
∑n
i=1
∑
t∈P i αjie
−βji(t−tik)
)
. To bo zgor-
nja meja za kriterij sprejema naslednjega prihoda.
• Generiramo eksponentno slu£ajno spremenljivko E ∼ λ(t).
• Generiramo W ∼ Unif [0, 1] in pomnoºimo z zgornjo mejo, dobimo U =
W · λ(t).
• t→ t+ E
 e U ≤ λ(t), to£ko sprejmemo: Poi²£emo ustrezen indeks k, oziroma
podproces Nk, kateremu pripada, s pomo£jo kriterija:
k−1∑
j=1
λj(t) < U <
k∑
j=1
λj(t).
Torej P k = P k ∪ {t} in ck = ck + 1.
 e U > λ(t), se vrnemo na za£etek.
Ra£unska zahtevnost algoritma je O(n·k2), kjer je n ²tevilo dimenzij, k pa ²tevilo
simuliranih prihodov.
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6 Dodatek: Rodovni funkcional
Rodovni funkcional (RFL) je raz²iritev koncepta rodovnih funkcij (RF) slu£ajnih
spremenljivk na to£kaste procese. Ravnamo se po denicijah, predstavljenih v [24].
Denicija 6.1. Slu£ajnemu procesu N s £asi prihodov ti pripada rodovni funkcional
G(z(·)) = E
(
exp
[∫
log z(t)dN(t)
])
= E
(∏
i
z(ti)
)
. (6.1)
V tej deniciji pripada z ∈ U , kjer je U druºina Borelovih funkcij, ki slikajo iz X v
enotski krog {|z(x)| ≤ 1, x ∈ X} ⊂ C.
Opomba 6.2. Desna enakost sledi iz:
exp
[∫
log z(t)dN(t)
]
= exp
[∑
ti
log z(ti)
]
=
∏
i
exp log z(ti) =
∏
i
z(ti).
Tako kot za rodovne funkcije v splo²nem velja, da vsebujejo vse pomembne in-
formacije o verjetnostni strukturi procesa N , to velja tudi za rodovne funkcionale.
Velja tudi obratno, rodovni funkcional je enoli£no dolo£en s procesom N [24]. Tako
kot za rodovne funkcije velja, da je rodovna funkcija kon£ne vsote neodvisnih slu£aj-
nih spremenljivk produkt njihovih rodovnih funkcij, velja, da je rodovni funkcional
kon£ne superpozicije neodvisnih spremenljivk kar produkt njihovih rodovnih funk-
cionalov.
V primeru rodovnih funkcij je z, ki je argument G(·), denirana na intervalu
[0, 1], saj v nasprotnem primeru vrsta lahko divergira. Tudi pri rodovnih funkci-
onalih zahtevamo, da se testna funkcija z(t) nahaja v dolo£enem razredu funkcij.
Zahtevamo, da velja 0 ≤ z(t) ≤ 1 za vse t ∈ R in da velja z = 1 na komplementu ne-
kega omejenega intervala. V posebnem primeru nam izbira funkcije z(t) vrne nazaj
osnovno rodovno funkcijo. e v rodovni funkcional vstavimo
z(t) =
{
z0 ∈ [0, 1] za t ∈ [a, b)
1 za t /∈ [a, b),
(6.2)
dobimo nazaj rodovno funkcijo z argumentom z0.
Rodovni funkcionali so v eksplicitni obliki redko dostopni za splo²en slu£ajni
proces. Izjemo predstavljajo slu£ajni procesi, ki so povezani s Poissonovim procesom.
Izkaºe se, da lahko eksplicitno podamo izraz za rodovni funkcional Poissonovega
procesa.
Zgled 3. Nehomogeni Poissonov proces N z intenzivnostjo λ(t) ima rodovni funk-
cional oblike
H(z(·)) = exp
[∫ ∞
−∞
(z(t)− 1)λ(t)dt
]
. (6.3)
Za primerjavo, rodovna funkcija Poissonove spremenljivke s parametrom λ je
H(s) = exp(λ(s− 1)). (6.4)
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Naslednja trditev nam da rodovni funkcional za Hawkesov proces:
Trditev 6.3. Rodovni funkcional G(z(·)) Hawkesovega procesa je:
G(z(·)) = exp
[∫ ∞
−∞
λ [F (zt(·))− 1] dt
]
, (6.5)
kjer je F (z(·)) rodovni funkcional velikosti druºine imigranta (vklju£no z imigran-
tom) in zt(·) = z(t+ ·) translacija z(·). Funkcional F (z(·)) zado²£a funkcijski ena£bi
F (z(·)) = z(0) exp
[∫ ∞
0
[F (zt(·))− 1]µ(t)dt
]
, (6.6)
Dokaz trditve v [13] uporabi naslednjo trditev, ki je analogna trditvi o kompoziciji
rodovnih funkcij:
Trditev 6.4. Rodovni funkcional poljubnega procesa grozdenja je oblike
G(z(·)) = G0(F (z(·) | t)),
pri £emer je G0(z(·)) rodovni funkcional eksogenega procesa ter F (z(·) | t) rodovni
funkcional endogenega procesa rojstev, pri pogoju, da se je prihod zgodil v £asu t.
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7 Uporaba
Proces, poimenovan s kratico ETAS (Epidemic Type Aftershock Sequence) [22], je
primer markiranega Hawkesovega procesa, ki se uporablja za modeliranje potresov
in popotresnih sunkov. Beleºi £ase potresov ti, proces oznak M = {Mi ∈ [0,∞)} pa
njihove stopnje (magnitude). Njegova pogojna intenzivnost je dana s formulo
λ∗(t) = λ+ α
∑
ti<t
µi(t),
kjer je jedrna funkcija popotresnih sunkov oblike Omorijevega zakona (2.18)
µi(t) =
K0
(t− ti + c)p
· eα(Mi−M0).
Konstante K0, α, c, p v zgornji formuli so skupne vsakemu izmed i popotresnih sun-
kov, konstanta M0 pa je spodnja meja za jakost potresa, upo²tevanega v modelu.
Konstanta α je merilo vpliva jakosti potresa na nadaljnje potrese, p pa je merilo
upada potresnega delovanja.
Do zdaj smo obravnavali procese, ki modelirajo £asovno soodvisnost slu£ajnih
dogodkov. V nekaterih primerih pa nas poleg £asovne dimenzije zanima tudi pro-
storska soodvisnost. Na primer, v potresnem delovanju se popotresni sunki kopi£ijo
v okolici. Pravimo, da opazujemo prostorsko-£asovne to£kaste procese [22]. V tem
primeru se opazuje verjetnosti novega sunka v nekem obmo£ju [x, x+dx)×[y, y+dy)
in nekem £asovnem intervalu [t, t+ dt). Pogojna intenzivnost prostorsko-£asovnega
to£kastega procesa je
λ∗(t, x, y | Ft) = lim
dt,dx,dy→0
Pdt,dx,dy(t, x, y | Ft)
dxdydt
,
kjer je Pdt,dx,dy(t, x, y | Ft) verjetnost dogodka v [t, t+ dt)× [x, x+ dx)× [y, y + dy)
in Ft = {(ti, xi, yi,Mi); ti < t} zgodovina dogodkov in ozna£b. Ena£ba pogojne
intenzivnosti se torej raz²iri na naslednjo:
λ∗(t, x, y | Ft) = λ(x, y) +
∑
ti<t
µ(t− ti, x− xi, y − yi).
Coxov proces je deniran z naslednjo pogojno intenzivnostjo:
λ∗(t) = λ(t) +
∑
τi<t
µ(t− τi),
kjer so τi prihodni £asi zunanjega Poissonovega procesa z intenzivnostjo γ. Coxov
proces nima samovzbujajo£e lastnosti, ker je funkcija µ(·) odvisna od prihodov ne-
kega eksogenega procesa.
Zrcalna verzija samo-vzbujajo£ega procesa je samo-regulacijski proces (stress-
release), kjer funkcija intenzivnosti umiri dinamiko sistema. Obratno kot pri Hawke-
sovem procesu je v takem procesu pogojna intenzivnost nara²£ajo£a v obdobjih med
prihodi, katerim namesto skoki pravimo padci.
Primer tak²nega procesa je naveden v [8], kjer je omenjena uporabnost v seizmologiji
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in aktuarski matematiki. Predpostavimo, da imamo zvezni markiran proces X(t),
deniran z naslednjo ena£bo za t ≥ 0:
X(t) = X(0) + at−
∑
ti<t
κi,
kjer je a konstanta ter (ti, κi) pari prihodnih £asov in pripadajo£ih oznak. Proces
X(t) torej linearno nara²£a v obdobjih mirovanja, v £asih prihodov ti pa doºivi
padec za velikost oznake κi.
N(·) je nelinearen Hawkesov proces, kadar je pogojna intenzivnost λ∗(t)
enaka:
λ∗(t) = ψ
(∫
[0,t)
µ(t− u)N(du)
)
,
kjer
ψ : R→ [0,∞), µ : (0,∞) → R.
e ψ(x) = λ+ x, dobimo linearni Hawkesov proces. Funkcija ψ je na£eloma neline-
arna, zahtevamo pa, da je ψ Lipschitzova s konstanto α ≤ 1. Ve£ informacij o tej
obliki procesa vsebuje £lanek [4].
V zadnjih letih smo bili pri£a razcvetu modeliranja nan£nih podatkov z ve£di-
menzionalnimi Hawkesovimi procesi. Ta trend je del splo²nej²ega porasta modelira-
nja t. i. nan£nih to£kastih procesov, kjer se analizira predvsem visoko-frekven£ne
podatke. Tak²en tip podatkov je prisoten v transakcijah, naro£ilih za nakup in
prodajo ter modeliranju nihajnosti oz. volatilnosti cen.
V £lanku [2] je predstavljen iz£rpen izbor mnogih del o numeri£nih raziskavah
nan£nih podatkov s pomo£jo Hawkesovih procesov.
Pri uporabi ve£dimenzionalnih procesov je najpogostej²a izbira dvodimenzional-
nega modela. V £lanku [1] je predstavljen dvodimenzionalni model s procesoma N1
in N2, ki ²tejeta pozitivne in negativne skoke cen v visokofrekven£nem okolju (z
resolucijo podatkov 1ms).
V £lanku [3] je predstavljen kvadrati£en Hawkesov proces, kjer je pogojna
intenzivnost procesa naslednje oblike:
λ∗(t) = λ+
∫
[0,t)
µ(t− u)dN(u) +
∫
[0,t)
∫
[0,t)
κ(t− u, t− s)dN(u)dN(s). (7.1)
S tem modelom so avtorji uspe²no popravili nekatere pomanjkljivosti navadnega
Hawkesovega modela. Izkazuje ve£jo £asovno asimetri£nost in dalj²i spomin tudi
kadar ni v kriti£nem stanju.
Na koncu poglavja 2.2 o koli£niku razvejitve je omenjena interpretacija koli£nika
m kot stopnja endogenosti. Na nan£nih trgih se cene vrednostnih papirjev gibajo
zaradi zunanjih dejavnikov in informacij, kot tudi zaradi endogenega delovanja in
²pekuliranja trgovcev - temu re£emo reeksivnost trga (market reexivity). Teorija
o reeksivnosti trga [23] govori o tem, da so aktivnosti na trgu predvsem posledica
endogenih povratnih mehanizmov. Cene na trgih so bolj volatilne, kot bi bilo pri£a-
kovati glede na pritok zunanjih informacij (excess volatility puzzle). V zadnjih letih
je bilo opravljenih nekaj raziskav glede endogenosti trga. Ali je moºno in smiselno
izraziti stopnjo endogenosti s ²tevil£no vrednostjo?
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Filimonov in Sornette [9] sta modelirala terminske posle s pomo£jo enodimenzi-
onalnega Hawkesovega procesa z eksponentnimi jedrnimi funkcijami. Z izra£unom
koli£nikam sta dobila oceno za stopnjo endogenosti trga v letih 1998-2010. Ugotovila
sta, da se je endogenost v tem obdobju mo£no pove£ala, kar sta pripisala porastu
algoritemskega trgovanja. Hardiman, Bercot and Bouchaud so opravili podobno
raziskavo [11], le da so namesto eksponentne jedrne funkcije uporabili poten£no, ki
ima dalj²i £asovni spomin. Ugotovili so, da v tem obdobju ni pri²lo do pove£anja
stopnje endogenosti, ki pa je bila v zadnjih 14 letih konstantno blizu t. i. kriti£ne
vrednosti m = 1. Avtorji raziskave sklepajo, da je aktivne nan£ne trge pogosto mo-
ºno modelirati s kriti£nimi Hawkesovimi procesi. Podrobna razlaga povezave med
kriti£nostjo procesa in stanjem stabilnosti trga ostaja odprto vpra²anje.
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