ABSTRACT Business process models are the conceptual models to depict the workflow of an organization. Process model matching (PMM) refers to the automatic identification of corresponding activities between a pair of process models that show similar or the same behavior. During the last few years, PMM has received much of the researchers' attention due to its wide range of applications, such as clone detection and harmonization of process models. Consequently, a plethora of PMM techniques has been developed. In order to evaluate the effectiveness of these techniques, experts have developed three benchmark datasets, formally called PMMC'15 datasets. Furthermore, the process models in the datasets have been converted into OAEI'17 ontologies. These resources are a valuable asset for the PMM community to evaluate process model matching techniques. However, these resources (PMMC'15 and OAEI'17) are limited to fewer models and a handful collection of corresponding activities among these models that may not be sufficient to rigorously evaluate the PMM techniques. To fill this gap, this paper provides a large, diverse, and a carefully handcrafted collection of process models, along with their benchmark correspondences. The process model collection and benchmark correspondences between these models are freely available for the community [1]. Our newly developed dataset, together with the existing resources, can be used for a thorough evaluation of PMM techniques, especially in the context of the vocabulary mismatch problem. At last, we have evaluated the characteristics of our dataset by a series of experiments while involving widely used similarity measures in PMM research. The results reveal that our dataset is larger, diverse, and challenging as compared to existing datasets in the PMM domain.
I. INTRODUCTION
Business process models are the conceptual models that represent dependencies between business operations of an enterprise. These models are widely accepted as a useful resource for a variety of purposes, ranging from representing requirements for software development to configuring Enterprise Resource Planning (ERP) systems [2] , [3] . Process Model Matching (PMM) refers to the automatic identification of correspondences between activities of two process models that represent identical or similar behavior [4] , [5] . The identification of these correspondences have numerous applications, including querying process models,
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detecting clones of process models, and harmonizing process model variants [6] .
The two key challenges in process model matching are: vocabulary mismatch problem and dealing with different levels of granularity between activities [7] - [9] . The granularity problem refers to matching a set of activities or blocks of a process model with the corresponding elements in another process model having the same business semantics [10] . On the contrary, the vocabulary mismatch problem refers to identifying an activity in one process model that corresponds to a single activity in another process model representing the same business semantics, while having different formulation of labels. Figure 1 illustrates the differences between the two challenges, namely: vocabulary mismatch problem and the different levels of granularity. This article focuses on the vocabulary mismatch problem due to its profound nature which begs a thorough investigation, while leaving an equally interesting granularity problem for the future research. Figure 2 illustrates the vocabulary mismatch problem using excerpts of two admission process models. In the figure, the corresponding activities between the process models are marked with gray shades. It can be observed that the two corresponding activities 'Send documents' and 'Post documents' represent the same business semantics, as both activities aim to dispatch documents for admission. However, the surface level formulation of the two labels is different, as the word 'Send' in the process model of University A is represented by 'Post' in the other model. As we traverse the university models, it can be observed that the vocabulary mismatch problem becomes hard-to-detect due to significant differences between formulation of labels. For instance, there is a significant difference between two corresponding activities, 'Verify documents' and 'Confirmation of academic record', even though they both represent the same business semantics.
A. TYPES OF ACTIVITY PAIRS
In this subsection, we discuss the essential types of one-to-one activity pairs for a better comprehension of PMM benchmarks. To this end, we discuss different types of activity pairs and illustrate each type with the help of the university admission process models presented in Figure 2 .
An equivalent pair refers to a pair of activities from two process models having the same business semantics. That is, the objective of these activities is the same from a business perspective, while the means to achieve that objective may differ. In the university admission example, each equivalent pair, from C1 to C5, is highlighted with grey shade. For instance, the objective of the two activities participating in correspondence C2 (Send documents:Post document) is to dispatch documents for admission, but the means to achieve that objective may be different. An equivalent pair is also called a corresponding pair, whereas its constituent activities are called corresponding activities.
An unequivalent pair refers to a pair of activities from two process models having different objectives. For instance, the objective of activity 'Apply online' for University A is to submit application for admission, whereas an unequivalent activity 'Post document' for University B aims to dispatch documents. Therefore, these two activities form an unequivalent pair.
In the context of process model matching, equivalent pairs can be further classified into trivial and non-trivial equivalent pairs. A trivial pair refers to an equivalent pair of activities whose labels are either identical or slightly rephrased form of each other [11] . This rephrasing can be achieved by modifying the form of a verb, introducing additional prepositions, or changing the labeling style from verb-object to actionnoun [12] , [13] . Such an equivalent pair is termed as 'trivial', as identifying such trivial corresponding activities does not pose a substantial challenge to a process model matching technique. In Figure 2 , two correspondences, C1 and C5, are the examples of trivial equivalent pairs, as the labels in C1 are identical and labels in C5 are slightly different.
FIGURE 2.
Excerpt of university admission process models to illustrate the vocabulary mismatch problem. Trivial equivalent pairs (C1 and C5) are shaded light gray as compared to the non-trivial equivalent pairs (C2, C3, and C4). A non-trivial pair refers to an equivalent pair of activities whose labels are significantly different from each other. Identifying correspondences of non-trivial equivalent pairs is considered a challenging task [11] , [14] . In Figure 2 C2, C3, and C4 are non-trivial equivalent pairs.
B. MOTIVATION
The similarity measuring techniques for handling the vocabulary mismatch problem in process matching techniques differ widely while involving unsupervised to supervised approaches, likewise they rely on similarity-based to distance-based measures. In the presence of these diverse techniques, it is pertinent to rigorously compare their effectiveness to handle the vocabulary mismatch problem. Such rigorous evaluation requires two artifacts: i) a diverse collection of process models, and ii) benchmark correspondences between activities of these process models. To fulfill these two requirements, leading PMM experts developed publicly available collections of process models and their benchmark correspondences, formally called Process Model Matching Contest 2015 (PMMC'15) datasets [7] . Subsequently, a subset of the PMMC'15 datasets has been converted into ontological representations and used in the process model matching track, at Ontology Alignment Evaluation Initiative 2017 (OAEI'17) [15] , [16] .
Besides the PMMC'15 datasets, several other process model collections exist, such as SAP 1 reference models [17] , [18] , and Institut für Wirtschaftsinformatik (IWi) process model corpus [19] . However, either these collections are not public or their benchmark correspondences are not available. Therefore, PMMC'15 datasets are considered a vital resource for the evaluation of process model matching techniques [2] , [4] , [20] . Our scrutiny of these datasets has revealed three important limitations, highlighting the need for developing additional resources to complement these datasets for a more rigorous evaluation of the vocabulary mismatch problem. These limitations are as follows:
• Limited benchmark correspondences: The benchmark correspondences lack the necessary characteristics to thoroughly evaluate the process model matching techniques for the vocabulary mismatch problem. That is, the datasets contain very few non-trivial pairs that can effectively challenge the abilities of a matching technique. there are merely 228 non-trivial pairs in the three PMMC'15 datasets. Therefore, we argue that these limitations highlight the need of developing a larger and challenging collection of benchmark correspondences which are specialized for the vocabulary mismatch problem.
• Small size: Even a medium sized enterprise maintains hundreds of process models [21] . This is also evident in many proprietary process model collections, such as the SAP collection contains over 600 process models [22] . However, the three PMMC'15 datasets University Admission (UA), Birth Registration (BR), and Asset Management (AM), contain only 9 + 9 + 72 = 90 process models. Thus, a technique shortlisted based on the evaluation of these small collections of process models may not achieve the expected performance when applied on a large collection.
• Limited diversity within datasets: Each of the three PMMC'15 datasets includes process models from only a single domain. One data set includes few process models related to university admission, another targets birth registrations, while the third involves process models related to asset management. Therefore, these data sets also lack in offering the challenge of diversification in application domain to the process matching techniques. Thus, to increase the robustness of evaluation, it is desirable that a benchmark should comprise of multiple process models from several domains.
C. OUR CONTRIBUTIONS
The three limitations discussed in the preceding section highlight the need for developing new collections of process models, along with a large set of benchmark correspondences between them. Such a collection may be used in conjunction with PMMC'15 datasets for a more rigorous evaluation of various matching techniques. To this end, this article presents a large and publicly available collection of diverse process models in which the vocabulary mismatching problem is handcrafted at varying levels of difficulty. In particular, we have made the following key contributions:
• Diverse collection of process models: We have employed a systematic and rigorous procedure to generate a large and diverse collection of 600 process models. The collection includes 150 seed process models and three variants of each process model: Near Copy, Light Revision, and Heavy Revision. These variants are handcrafted to induce the vocabulary mismatch problem at varying levels of difficulty.
• Comprehensive benchmark correspondences: We have manually assessed correspondences between 89, 559 activity pairs, using formally defined criteria to identify 6, 554 equivalent pairs in addition to the handcrafted 12, 570 equivalent pairs. That is, as compared to a total of only 228 non-trivial equivalent pairs contained in all the PMMC'15 datasets, our newly developed dataset has 14, 934 non-trivial equivalent pairs. • Rigorous evaluation: We have performed experiments on our dataset using five widely used semantic similarity measures to evaluate their effectiveness in terms of handling the vocabulary mismatch problem. Furthermore, we have compared the results of our dataset with PMMC'15 datasets by repeating the same experiments.
The results show that the F1 score achieved by all the semantic similarity measures on our dataset is lower than the PMMC'15 datasets. The lower F1 score for our dataset indicates that the vocabulary mismatch problem in our dataset is more challenging for all the semantic similarity measures as compared to PMMC'15 datasets. Apart from this, we establish the significance of our dataset by providing examples to demonstrate that our dataset contains equivalent activity pairs with slight variations in vocabulary as well as activity pairs with significant difference in vocabulary. The rest of the article is organized in the following manner. Section II presents the systematic and rigorous protocol that we have employed for generating our collection of process models. Section III provides the details of generating a large collection of benchmark correspondences. Section IV presents a qualitative and quantitative comparisons of our collection of benchmark correspondences with the PMMC'15 correspondences. The related work is provided in Section V. Finally, Section VI concludes the article.
II. GENERATING THE PROCESS MODEL COLLECTION
This section presents our first contribution, which is a diverse and large collection of process models that we have developed by inducing the vocabulary mismatching problem. To this end, in the following subsections we firstly discuss two approaches that can be used for developing such process model collection. Secondly, we introduce our protocol to generate a collection of process models. Thirdly, we present the execution details of our protocol for generating 150 process models and their three handcrafted variants. Finally, a comprehensive evaluation of the generated collection, which includes both quantitative and qualitative evaluation, is presented.
A. DATASET GENERATION APPROACHES
Traditionally, there are two approaches to develop a benchmark dataset, manual and automatic [23] . In the manual approach, human experts either develop a new dataset from scratch, or translate an existing dataset from a source. The pitfall of the manual approach is that it requires a significant amount of time and human effort to create a dataset. On the other hand, the real-world process models are usually handcrafted, therefore the use of a manual approach is likely to produce process models that are closer to the real-world models. On the contrary, in the automatic approach, human experts provide a seed dataset to a computer program which automatically generates a extended dataset of desired specifications. The advantage of this approach is that a huge dataset can be developed in a shorter time span, with little or no human effort. However, such a dataset may not be a realistic representation of the real-world scenarios.
Both approaches to develop dataset have their strengths and weaknesses. Hence, the choice of an approach depends upon the intended use of the generated dataset. For instance, in case the objective is to develop a dataset that can be used to evaluate the efficiency of a technique, automatic approach is the appropriate choice as it can be used to develop a large dataset in a limited time. In contrast, when the objective is to measure the effectiveness of a technique in a real-world scenario, the manual approach is the appropriate choice. Based on this discussion, it is clear that the inherent nature of the vocabulary mismatch problem calls for a realistic dataset with varying levels of difficulty is desirable. Therefore, this research employs the manual approach to develop a new dataset.
B. OUR PROTOCOL
We have employed a systematic protocol to generate a collection of process models. Figure 3 provides an overview of the protocol. The protocol consists of two phases: a) generating a collection of base process models, and b) creating variants of the base collection of process models. To execute the two phases of the protocol, we formed a team of six members which includes three researchers, and a three members advisory board. The three researchers (R1, R2, R3) were responsible for executing all the tasks of the protocol, whereas the advisory board was responsible for monitoring and reviewing the tasks in order to ensure the compliance of the protocol. The advisory board members were experts in business process management, corpus generation, and natural language processing. The details of each phase are as follows:
a: COLLECTION OF SEED PROCESS MODELS
As a starting point, numerous seed process models from various sources were collected. The sources include research papers, books, technical reports, and existing process VOLUME 7, 2019 model collections. The analysis of the collection revealed that the seed models were not readily usable for the vocabulary mismatch problem, due to the following reasons: i) some of the models were copyrighted, and therefore cannot be made publicly available for the evaluation of PMM techniques, ii) several of the seed models are available as images and handwritten notes, thus requiring advanced image processing techniques for reading their specifications, and iii) the other models were designed using a variety of process modeling languages and are stored in mutually incompatible formats. Thus, using these models as a benchmark collection would require substantial preprocessing and significant effort for format conversion.
The first shortcoming dictates that the copyrighted seed models must be modified in such a way that the specifications of the resulting models do not overlap with the copyrighted models. Thus, we merely used the copyrighted seed models as an inspiration. To address the remaining two limitations, we redesigned the seed models in BPMN standard and modeled them in an established online process modeling tool, Signavio [24] . Subsequently, the redesigned models were stored in JSON, a widely used open-standard storage format. Finally, to completely omit the preprocessing in the context of the vocabulary mismatch problem, we extracted all the labels of the models and stored them separately in the CSV format. These steps ensured that the seed models are readily available in standard formats thus eliminating the preprocessing requirements. Accordingly, in this first phase, a collection of 150 base process models was generated and refined.
b: GENERATE VARIANTS OF THE SEED PROCESS MODELS
The aim of the second phase was to extend the base process models collection by manually inducing the vocabulary mismatch problem at different levels of difficulty. This was materialized by borrowing the theoretical bases from the text reuse and plagiarism detection literature [25] - [27] . The literature suggests that an original text can be regenerated in three ways: Near Copy, Light Revision, and Heavy Revision. Near Copy represents slight changes in the formulation of the regenerated text by copying and pasting from the original text. Light Revision involves substituting words with synonyms and altering the grammatical structure. Heavy Revision involves substantially altering the text in such a way that the source and the modified texts remain semantically similar in terms of business impact, but their surface forms are significantly different.
In the second phase, we applied the three levels of rewriting in text to create three variants of the base process models. More precisely, we have generated three variants of each base process model, a Near Copy (NC), a Light Revision (LR) and a Heavy Revision (HR). Below, we define each variant in the context of process model matching and provide their examples:
• Near Copy: It involves a slight rephrasing of all the labels of a process model. For example, a label, ''customer inquiry processing'' is composed of three words {customer, inquiry, processing}. A possible Near Copy revision of this label is ''client inquiry processing''. Such a change in a label can be quantified in terms of one or more operations shown in Table 2 . In the example revision, the word ''customer'' is replaced by its synonym ''client'', which makes, |I w | = 0, |D w | = 0,
, indicating a minor change in the label.
• Light Revision: It involves substantially rephrasing all the labels of a process model. For example, a label ''send replacement order'' can be rephrased to ''forward alteration request''. Similar to Near Copy, the magnitude of this change is captured in terms of the number of insertion, deletion, substitution, and reordering. In the example the values of change operations become, |I w | = 1,
• Heavy Revision: It involves significantly rephrasing all the labels of a process model. For example, a label ''get registration in course'' can be rephrased to ''student successfully registered in class''. The magnitude of change thus becomes, |I w | = 3, |D w | = 2, |S w | = 1, |R w | = 0. In the second phase, the base collection of process models was randomly divided into two parts in such a way that each part contains half of the models. These two parts, paired with the three variants NC, LR, and HR, created six equal sized label rewriting tasks. To perform these six tasks and to create equivalent pairs in which vocabulary mismatch problem is induced, three researchers were involved. Each researcher was assigned two tasks in such a way that each researcher rewrites all the processes in the base collection and each variant is created by two different researchers. Prior to executing the tasks, a training session was arranged for the researchers in which the three levels of rewriting was demonstrated with multiple examples. Each task was monitored by at least two members of the advisory board to ensure the compliance of protocol and quality of the work, which helped iteratively improving the resultant variants of the process models. Furthermore, researchers were asked to review the paraphrasing task of another researcher to ensure that the semantics of the labels remained unchanged. The end result of this intensive exercise was a collection of 600 process models in which the vocabulary mismatch problem was manually induced at three levels of difficulty. 
C. PROTOCOL EXECUTION
In this subsection, we provide the execution details of the protocol presented above. In the first phase of the protocol, we collected 150 process models from various sources, including University Admission, and Birth Registration datasets, from the PMMC'15 datasets. We have not included process models from Asset Management dataset due to two reasons: a) an overwhelming majority of process models, i.e. 51 out of 72, have ten or less activity labels, and b) it contains a large number of process models from a single genre. Therefore, including these models in the seed collection would skew the specifications of the seed collection and reduce the effectiveness of our collection for the vocabulary mismatch problem. Table 3 shows the genres of the seed process model collection that we have used. It can be observed from the table that we have collected seed models from several genres reflecting the diversity of our dataset, compared to PMMC'15 datasets that contains models from only three genres.
All the collected seed models were redesigned in BPMN, modeled in Signavio, and eventually exported in JSON format. Whereby, the base collection of process models is composed of 2, 959 process model elements, which include activities, gateways, and events. A brief specifications of the base collection of process models that is generated by the processing of seed models is presented in Table 4 . It can be observed from the table that although the average number of activity labels in our base collection is less than University Admission, and Birth Registration datasets, yet the number of models in our base collection is significantly greater than the number of models in the University Admission and Birth Registration datasets. Furthermore, the number of activity labels in our base collection is also greater than the PMMC'15 datasets. Note that the base collection is not our finalized dataset, rather it is a starting point for developing our collection, and the final collection is fourfold bigger than the base collection.
According to the protocol, in the second phase, the base collection of 150 process models was randomly divided in two parts, such that each part has 75 process models. These two parts, paired with the three variants, NC, LR, and HR, created six equal sized label rewriting tasks and each researcher was assigned two tasks. Table 5 shows the allocation of the tasks to each researcher. Whereas, Table 6 shows the allocation of the label reviewing task performed by each research to ensure that the semantics of the labels are not changed during label-rewriting. For the label rewriting task, each participant was asked to perform the allocated revisions and provide a count of the number of operations that were performed. Table 7 shows the statistics of edit operations that were used in generating the NC, LR, and HR of 150 original process models. From the table it can be observed that as expected, the number of edit operations used for generating the LR variants are significantly greater than NC. That is, for NC 1, 970 insertion operations were performed as compared to 2, 848 insertion operations for LR. Furthermore, the average number of operations for each label in NC and LR variants are 0.92 and 1.36, respectively. Similarly, the number VOLUME 7, 2019 of deletion and substitution operations in the LR variant are greater than NC (3, 309 > 1, 006 and 3, 284 > 2, 615), indicating that the higher magnitude of the change in LR labels as compared to NC. It is pertinent to mention that reordering operations are more frequent in NC variant as compared to the LR and HR variants. This is intuitive as NC significantly involves reordering operations, while the creation of the other two variants involves a frequent use of insertion, deletion, and synonym replacement operations.
The three levels of edit operations represent the vocabulary mismatch problem at varying levels of difficulty, which we deem necessary for the rigorous evaluation of a process model matching technique. The statistics presented in Table 7 highlight that all the participants followed the instructions carefully while modifying the labels of original process models. We thus contend, due to the lower number of edit operations, NC models have the ability to evaluate the effectiveness of a technique to detect duplicate or near-duplicate labels. Whereas, the higher magnitude of edit operations in LR and HR models will challenge the ability of a matching technique to identify correspondences between semantically similar labels. Table 7 shows the summary of edit operations performed to generate the three variants of the base process models. From the table it can be observed that a high volume of edit operations were performed to generate the three variants of the base collection. Hence, demonstrating that a substantial human effort was consumed in the generation of our final collection of process models.
D. ANALYSIS OF PROCESS MODEL VARIANTS
The preceding subsection presented a comparison of the edit operations that were performed to generate the three variants of the base process models. This comparison signifies the substantial human effort consumed to generate the three variants. However, the number of edit operations does not represent the extent to which the contents of the labels are changed during paraphrasing. In order to develop a better understanding of the changes in contents of the labels a more rigorous analysis is desired. To that end, in this subsection, we compute the content similarity between the three variants of labels by using two well-established similarity estimation techniques. These estimation techniques are widely used for a number of text processing tasks, such as plagiarism detection [26] , measuring text reuse in journalism [25] , and duplicate document identification.
For the comparison, we first created pairs of 150 base process models with the corresponding variants of process models: Base-Near Copy (B:NC), Base-Light Revision (B:LR), and Base-Heavy Revision (B:HR), creating 450 pairs. Subsequently, the two similarity estimation techniques were used to compute similarity scores between these pairs.
1) SIMILARITY ESTIMATION TECHNIQUES
We have chosen two similarity estimation techniques that complement each other so that the similarity scores provide insight about the content of the labels as well as the order of words in the labels. Particularly, N-gram overlap is used to compute content-based similarity as it does not consider the ordering of the words while computing similarity. Moreover, Longest Common Subsequence is used due to its sensitivity towards the ordering of tokens. A brief overview of the two similarity estimation techniques is given below.
a: N-GRAM OVERLAP
N-gram overlap makes a pairwise comparison of labels to quantify the degree of closeness or similarity between the contents of labels. The similarity between sets of n-grams of two labels is calculated by dividing the length of the set of common n-grams by the length of one or both sets. In previous studies, this method has been used for text reuse measurement [25] , duplicate content detection and plagiarism detection [26] . Formally, S(B, n) and S(V , n) represent the sets of n-grams of length n for a pair of labels. The n-gram overlap computes similarity between the pair of labels using the following equation.
The similarity score lies between 0 to 1, where 0 represents that activity labels in the pair do not share any n-gram, and 1 represents that the base and variant process models are exactly the same. Prior to applying the n-gram overlap technique, each process model pair was also pre-processed by removing stop words and applying stemming. This preprocessing was performed to evaluate the effect of surface level variations in the labels.
b: LONGEST COMMON SUBSEQUENCE (LCS)
This similarity estimation model is used to compute similarity between labels of base-variant pairs. Using this technique, a label pair is first represented as a sequence of characters or words. Subsequently, the number of edit operations that are required to transform one label into the other, are counted to compute the similarity. For instance, if A = ''abcdef'' and B = ''abgdef'', then ''abdef'' is the LCS between A and B.
In this study, we have used LCS to compute a normalized similarity score (called LCSnorm) between base-variant activity labels by dividing the length of LCS with the length of the shorter label. Since the LCS similarity estimation model is order-preserving, the alterations in the text caused by different edit operations (word substitutions, word re-ordering etc.) are reflected by the length of LCSnorm. Tables 8 and 9 show the mean similarity scores computed using n-gram overlap and LCS, for B:NC, B:LR and B:HR pairs, with different types of preprocessing. Overall, as expected, the mean similarity scores for B:NC pairs is higher than B:LR pairs. This represents that the content overlap of B:NC pairs is higher than B:LR pairs. Similarly, the mean similarity scores of B:LR pairs is higher than B:HR pairs indicating a higher overlap in B:LR pairs than B:HR pairs. This is in-line with the types of changes we planned in the creation of the three variants.
2) SIMILARITY SCORES
It can be observed from Table 8 that the mean similarity score of n-gram overlap increases slightly after the removal of stop words. This slight increase indicates that the changes made by the participants were not done by simply adding some stop words, but rather the vocabulary of the labels were changed. Similarly, a slight increase is also observed in the mean similarity score after removing stop words, along with applying stemming. This indicates that the participants did not simply change the form of the words, instead the vocabulary of the labels was changed in the real sense. It can be observed from the table that the similarity score between B:NC pair is significantly higher than the B:LR variant, that is it has nearly doubled. Hence, we conclude that the variants of process models can be used to evaluate the ability of a process matching technique to detect duplicate or near-duplicate as well as semantically similar corresponding pairs. Table 10 summarizes the specification of the benchmark process model collection and presents its comparison with PMMC'15 datasets. It can be noted from Table 10 that our collection contains more than double activity labels as compared to the number of activity labels in the collection of process models that are commonly used by the BPM community. 
III. GENERATING BENCHMARK CORRESPONDENCES
The effective evaluation of the Vocabulary Mismatch Problem (VMP), in the context of process model matching, requires a collection of process models as well as benchmark correspondences between the activities of these models. In Section II, we have presented the details of the procedure used to develop a diverse collection of 600 process models which includes 150 base process models and three variants of each model. Specifically, we generated a collection of 12, 570 equivalent activity pairs in which VMP is handcrafted, compared to the PMMC'15 datasets which have merely 202 + 183 + 151 = 536 equivalent pairs. To verify that the 12, 570 equivalent pairs have the same business semantics, we carried out a formal verification process. For the verification, two independent researchers, who were not involved in the development of the dataset, were asked to verify a 10% randomly selected sample of the activity pairs using the criteria presented in Table 13 . Subsequently, inter-annotator agreement was computed between the results of the two researchers using Kappa statistic. Due to the higher Kappa score, the verification of the remaining 12, 570 − 1, 257 = 11, 313 pairs was performed by a single researcher.
Although the number of equivalent activity pairs in our collection is very large, yet this is not an exhaustive set. That is, it does not include the activity pairs between the similar process models, other than the three variants in the collection. The creation of a complete set of equivalent activity pairs, entails the comparison of each activity of a process model with every activity of all the other models in the collection. Given that, we have 2, 119 activities in the base collection, an exhaustive search would require over (2, 119 × 4) 2 = 70 million manual comparisons, which is a mammoth task hence not feasible to carry out manually. To address this problem, in this section we have used a well-established pooling based approach to generate a substantial amount of equivalent pairs in addition to the 12, 570 handcrafted equivalent pairs. The pooling based approach was originally introduced by Text REtrieval Conference (TREC) in 1992 [28] , and since then it has been widely used to generate benchmarks for VOLUME 7, 2019 various information retrieval tasks. In the following subsections, we first explain how we have generated a near exhaustive set of equivalent pairs, in addition to the 12, 570 handcrafted pairs. Subsequently, we present the specification of the generated benchmark correspondences.
A. THE PROTOCOL FOR BENCHMARK CORRESPONDENCES
We have employed a systematic protocol to generate a set of benchmark correspondences. The protocol consists of two phases: a) generating candidate process model pairs, and b) generating correspondences between the candidate pairs. The first phase aims to reduce the number of process model pairs to a manageable level, whereas in the second phase correspondences between the reduced number of process model pairs are identified. To execute the protocol, we formed a team of two researchers, and an advisory board of two experts to oversee the compliance of the protocol. The details of each phase are as follows:
1) GENERATING CANDIDATE PAIRS
In the start, we generated textual descriptions of all the 600 process models using a well-established tool, Natural Language Generation System (NLGS) [29] . These descriptions were later used to identify the candidate processes. We have opted to use the NLGS generated textual descriptions, instead of process model labels, because a recent study has established that the use of textual descriptions outperforms the process labels for accurately identifying similar process models [30] . After generating the descriptions, we selected a representative set of 56 query process models from the base collection of 150 process models. The selection of representative set was made using the following two criteria: i) at least one process model is selected from each genre, and ii) representative process models with diverse and widely used structural properties are selected. The structural properties are size, diameter, density, coefficient of connectivity, average degree of connectors, maximum degree of a connector, separability ratio, sequentiality ratio, and token split [22] .
In the remaining part of this phase, we have used a wellestablished pooling based approach that was introduced at the Text REtrieval Conference (TREC) in 1992, and since has been commonly used for generating benchmarks. According to the approach, to substantially reduce the human effort, it is required to compare all possible combinations of query documents with the source documents. Subsequently, a set of candidate documents are chosen. The selection of the candidate documents involves four steps, as described below:
• In the first step of the pooling approach, a set of similarity estimation techniques are used to compute similarities between query documents and the source documents. In this work, we used textual descriptions of 56 process models as query documents and textual descriptions of 600 models as the source documents. Subsequently, we used 11 similarity estimation techniques to compute similarity between each query description and the source textual descriptions. An overview of these techniques is presented in Table 11 .
• In the second step, for each query document, top N documents that are declared similar by each technique are collected to generate a pool of potentially relevant documents. According to the approach, in case a document is not ranked in the top N relevant documents by any similarity estimation technique, it is believed to be irrelevant to the query document. In this work, we have selected the value of N = 40 process models which is the highest number of process models in the genres. Hence, the generated pool contains 56 × 11 × 40 = 24, 640 process model pairs. Subsequently, duplicate pairs were removed from the pool to generate a set of unique pairs.
• In the third step, the similarity scores of all the estimation techniques were collected to generate a normalized similarity score for each potential document in the pool. The normalized similarity score is then used to rank the potential documents.
• Finally, top K documents with highest normalized similarity scores were selected as candidate documents.
In our work, we selected K = 50 descriptions for each query description. As a result of the four steps, the process model pairs were reduced to 2, 800. This is still a large number as it requires over 600, 000 manual comparisons of activity pairs. Hence, requires further preprocessing to make it humanly manageable. This processing is explained in the second phase.
TABLE 12.
Criteria for reducing process model pairs.
2) GENERATING CORRESPONDENCES
As discussed above, 600, 000 manual comparisons of activity pairs are required even after applying the pooling based approach. Hence, to reduce the number of activity pairs to a humanly manageable level, two researchers independently compared the 2, 800 process model pairs using the criteria given in Table 12 . According to the criteria, a process model pair is included when either both models in the pair are from the same domain or at least the models have a similar application context. The independently generated results of researchers were compared and conflicts were resolved by the two expert advisors by consulting the researchers. The process yielded a manageable 406 candidate process model pairs. In the next step, we used the 406 candidate process model pairs for identifying benchmark correspondences between them. Recall, these correspondences are in addition to the 12, 570 equivalent pairs developed using the three variants. For identifying the benchmark correspondences, at first, we created all possible activity pairs for each candidate process model pair, yielding a collection of 89, 559 activity pairs. Secondly, two experts defined the criteria, presented in Table 13 , to determine whether the activity pairs are equivalent or not. Thirdly, we randomly selected 10% sample of the activity pairs (i.e. 8, 955) and asked the two researchers to independently evaluate the correspondences between these activity pairs. The decisions of the two researchers regarding VOLUME 7, 2019 correspondences were combined and their inter-annotator agreement was evaluated using Kappa statistic [32] . The resulting score of the Kappa statistic, 0.71, was substantially higher than the generally acceptance level of 0.63 [33] , [34] . This higher score of the inter-annotator agreement indicates that the judgments of both researchers were almost the same and that the criteria was well-defined, comprehensive, and good enough to be used in practice. According to Fink [33] , if the Kappa statistic is higher than the generally accepted 0.63 threshold, the complete task can be performed by a single annotator. Since, our Kappa statistic is well above the acceptance threshold, the correspondences between the remaining 90% activity pairs were evaluated by a single researcher using the criteria presented in Table 13 . Table 14 summarizes the comparison of our benchmark correspondences with PMMC'15 datasets. From the table it can be observed that the number of correspondences in our collection are significantly higher than the UA, BR, and AM datasets. That is, 19, 013 equivalent pairs compared to 202, 183, and 151 equivalent pairs of UA, BR, and AM datasets, respectively. Therefore, we argue that our benchmark dataset offers a significant addition to the PMMC'15 datasets.
IV. COMPARISON OF THE DATASETS
As discussed in the preceding section, our dataset is diverse and large as compared to the PMMC'15 dataset. In this section, we demonstrate both quantitatively and qualitatively that our dataset is more challenging as compared to the PMMC'15 datasets. Hence, our developed resources set a higher bar for the evaluation of vocabulary mismatch problem in the context of process model matching. In the following subsections, we present five well-established semantic similarity measures that we have used for the quantitative comparison, the experimental setup, and the analysis of the results. Subsequently, we provide a qualitative comparison of our dataset with PMMC'15 datasets. We conclude this section with a discussion about how we addressed the limitations of the existing PMMC'15 datasets.
A. SEMANTIC SIMILARITY MEASURES
A recent literature survey on process model matching, involving a significant number of articles reveals a comprehensive set of similarity measures that are used to compute similarity between activity pairs [8] . From the distribution of the semantic similarity measures, the study concluded that Lin similarity is the most prominent semantic similarity measure for PMM [8] . Furthermore, another recent study on PMM [35] , have compared the performance of five wellestablished and widely used semantic similarity measures [36] - [38] which includes, Jiang, Leacock, Lin, Resnik, and Wu & Palmer similarity. The results of the study show that there is a slight variation in performance of all these measures, and Jiang similarity is the most suitable similarity measure. Hence, in this study we have used the widely used Lin similarity [39] , the most suitable Jiang similarity [40] , as well as Leacock, Resnik, and Wu & Palmer similarity measures [35] .
These five measures compute word-level similarity by treating each word of a label as a concept, subsequently we have employed a greedy pairing method [35] to compute similarity between two labels. A brief overview of these measures are as follows:
It computes similarity between two concepts in terms of similarity between the generic terms to which these words belong. For instance, the word ''design'' belongs to the ''blueprint'', and the word ''construct'' belongs to ''concept'', consequently the Lin similarity been ''design'' and ''construct'' should be same as the similarity between two synsets ''blueprint'' and ''concept''. Formally, it is defined as follows:
where, C is the most specific class that subsumes concepts C 1 and C 2 defined as the common parent of these with minimum node distance. LogP(C 1 ), logP(C 2 ) and logP(C 3 ) are log likelihood of occurrence of concepts C, C 1 and C 2 .
b: JIANG SIMILARITY
It relies on a corpus statistical information i.e. Information Content (IC) as well as the path between nodes in the WordNet's is-a taxonomy [40] . Formally, Jian similarity is defined as follows:
where, LCSub is the Lowest Common Subsumer of two concepts C 1 and C 2 .
c: LEACOCK SIMILARITY
It computes the degree of similarity between two concepts based on two factors: the shortest path between two concepts, and the depth of the concepts in the taxonomy. Formally, it is defined as follows:
where, depth of a concept C n is the count of nodes from root node to the n th node and shortest path is the minimum path length between C 1 and C 2 .
d: RESNIK SIMILARITY
It relies on the information content shared between two nodes in the WordNet taxonomy. In particular, two nodes are considered more similar if they share more information, which is specified in terms of Information Content (IC) of the nodes that subsumes these nodes in a taxonomy. Formally, IC is computed using the following equation:
where, P(C n ) is the probability of the occurrence of the Longest Common Subsumer (LCSub) node C n . Subsequently, Resnik similarity is defined as the maximal information content over all the concepts to which both words belong. Formally, it is defined as follows:
e: WU & PALMER
It relies on the depth of both concept nodes and depth of the Lowest Common Subsummer (LCSub), which is the common parent having minimum node distance. Formally, Wu & Palmer similarity is defined as follows:
B. EXPERIMENTAL SETUP
The experiments are performed using four datasets, three PMMC'15 datasets (i.e. UA, BR, and AM) and our newly developed dataset. For the experiments, similarity between all the pairs of each dataset is computed by using the five semantic similarity measures presented in the preceding section. In particular, firstly, each label was tokenized to generate words. Subsequently, the labels were pre-processed by removing stop-words, and performing stemming using Snowball stemmer [41] . Secondly, similarity scores were calculated using the widely used five semantic similarity measures. Thirdly, to compute F1 score, the similarly scores were mapped to 1 for equivalent pairs and 0 for unequivalent pairs, using a cut-off threshold value of 0.7. That is, each activity pair having a similarity score greater than or equal to 0.7 was declared equivalent, otherwise it was declared as unequivalent. The cut-off threshold of 0.7 was used due to two reasons: a) a majority of the systems participating in the Process Model Matching contests achieved promising results at this threshold [7] , and b) several recent studies on PMM have emphasized the use of this threshold [35] , [42] .
C. RESULTS
F1 score is an established performance measure to quantitatively evaluate the accuracy of process model matching techniques [6] . By definition, the F1 score is a harmonic mean of Precision and Recall, which is a conservative mean that exhibits a higher value when both precision and recall are high. Furthermore, if the F1 score across several similarity measures for a PMM dataset x is lower than that of dataset y, then the correspondences in the dataset x are likely to be harder-to-detect than dataset y. Specifically, the vocabulary mismatch problem in the dataset x is more challenging than that of the dataset y. The F1 scores of the five semantic similarity measures for PMMC'15 datasets as well as our newly developed dataset are presented in Table 15 . It can be observed from the table that the F1 score of Lin similarity for our dataset is less than the three PMMC'15 datasets, UA, BR, and AM i.e. 0.307 < 0.513, 0.533, and 0.455. As Lin similarity is the mostly used semantic similarity measure [8] , we therefore contend that our developed dataset will challenge majority of the matchers. For Jiang similarity, which has been pronounced as the most suitable measure for PMM [35] , our F1 score remained lower than the three PMMC'15 datasets, UA, BR, and AM i.e. 0.342 < 0.516, 0.534, and 0.464. Similarly, the other three semantic similarity measures, Leacock, Resnik, and Wu & Palmer similarity, also achieved a lower F1 score for our dataset than the PMMC'15 datasets. These lower scores of the five widely used similarity measures indicate that the vocabulary mismatch problem in our dataset is more challenging than the PMMC'15 datasets. The key reason behind the lower value of F1 score for our datasets is that many of the LR, and most of the HR variants were not declared as equivalent by all the semantic similarity measures. Furthermore, the low selectivity offered by the threshold of 0.7 implicitly ensures that the matching technique has to exhibit high precision as well as high recall to generate a high F1 score.
Based on the results presented in Table 14 and Table 15 we conclude that our dataset contains diverse, large, and hard-todetect equivalent activity pairs that can be used to effectively evaluate the existing as well as the forthcoming process model matching techniques.
D. QUALITATIVE ANALYSIS
For a qualitative analysis, we have manually compared the PMMC'15 datasets with our newly developed dataset. These differences are illustrated using three activity pairs that are common between our dataset and the PMMC'15 datasets, see Table 16 . It can be observed from the table that there is a slight difference between the labels in the PMMC'15 example pair, 'Send rejection' -'Send rejection letter'. That is, the later activity contains an additional words, 'letter', as a qualification of the business object. On the contrary, our dataset contains multiple variations having several difficulty levels. For instance, there is a slight difference between labels in the pair 'Send rejection' -'Give rejection' as the word 'Send' is replaced by its synonym. However, there is a substantial difference between labels in the pair 'Send rejection' -'Give rejection notice' as the pair has two changes, replacement of word 'Send' with its synonyms and addition of a new word, 'notice'. Furthermore, the two labels 'Send rejection' -'Serve decline application notice' are significantly different from each other. Therefore, detecting correspondence in such a pair is challenging for a matching technique. Hence, our dataset contains activity pairs with slight variation in vocabulary a well as equivalent activity pairs whose surface forms are significantly different.
E. DISCUSSION
In this section, we discuss how our newly developed dataset addresses the limitations of the PMMC'15 datasets presented in Section I-B. The first limitation is the small number of nontrivial equivalent pairs (i.e. 228) to effectively challenge the abilities of process model matching techniques. As discussed in Section III-A.2, to address this limitation, we have generated a significantly large collection of 19, 013 non-trivial equivalent pairs having 12, 570 handcrafted pairs at three levels of difficulty: Near copy, Light revision, and Heavy revision. Therefore, we contend that our newly developed dataset offers a significant addition to the PMMC'15 datasets.
The second limitation of PMMC'15 dataset is that it is composed of a handful collection of process models and their pairs. That is, the three datasets include 9, 9, and 72 process models and each dataset contains 36 pairs of process models. In contrast to that, our collection is significantly larger in terms of the number of process models as well as pairs of these models. Specifically, our collection is composed of 600 process models and 1, 006 pairs of process models, including 450 handcrafted process model pairs. We therefore argue that we have substantially enhanced the existing collections.
We have addressed the third problem, limited diversity within datasets, in two ways: i) we have included process models from nine different domains as compared to UA, BR, and AM datasets that are composed of process models from only a single domain, ii) our dataset contains three variants of each process model in the collection, Near Copy, Light Revision, and Heavy revision. Specifically, our dataset contains activity pairs that have slight variations of vocabulary in the pairs as well as significantly paraphrased activity pairs.
The above three enhancements clearly establish that our dataset is significantly larger in terms of number of processes as well as number of correspondences. Moreover, it is diverse as it is composed of: a) processes from nine different domains, and b) correspondences of varying difficulty levels that include a significant number of non-trivial equivalent pairs, whereas, the existing PMMC'15 datasets contains fewer non-trivial correspondences.
Finally, the experiments performed using five widelyused semantic similarity measures demonstrate that our dataset contains harder-to-detect activity pairs than the three PMMC'15 datasets. As a matter of fact, the inclusion of significant number of non-trivial correspondences has resulted in lower F1 scores. Thus, we conclude that our newly developed dataset will be useful resource for a rigorous evaluation of the future developments in the area of process model matching.
V. RELATED WORK
Several attempts have been made to generate process collections, which includes MIT Process Handbook [43] , SAP reference models [17] , Synthetic process collection [21] , and IWi process model corpus [19] . However, either these collections are not public or their benchmark correspondences are not available. Therefore, these collections cannot be used by the PMM community at large, for the evaluation of process model matching techniques. To overcome these limitations, in 2013 experts of the BPM domain developed and publicly released two collections of process models and their benchmark (gold-standard) correspondences at the first episode of Process Model Matching Contest, formally called PMMC'13 [44] . Both datasets were composed of nine real-world process models and benchmark correspondences between 36 pairs of process models. The second episode of the Process Model Matching Contest was organized in 2015, formally called PMMC'15. For PMMC'15, the PMMC'13 datasets were refined and another dataset, Asset Management (AM) dataset, was added and released. 2 The AM dataset includes 72 process models and benchmark correspondences between 36 pairs of process models.
To effectively evaluate process model matching techniques and gain insights about the strengths and weaknesses of the matching techniques, the equivalent pairs in the PMMC'15 benchmark correspondences have been classified into trivial and non-trivial pairs [8] . The trivial and non-trivial pairs have been further classified [11] . That is, the trivial equivalent pairs are divided into identical and identical after normalization pairs, and the non-trivial equivalent pairs are divided into four sub-types: one verb identical, one word identical, no word identical, and miscellaneous. In contrast to this classification, in this paper we have used a different classification (Near copy, Light Revision, and Heavy Revision), that is well-grounded in NLP literature and widely used for a number of text processing tasks, such as plagiarism detection, measuring text reuse in journalism, and duplicate document identification [25] , [26] , [31] . Thus, we contend that our classified pairs are useful for generating the results that are aligned with the established literature and provide more pragmatic evaluation of PMM techniques.
In 2016, process model matching contest was organized as a track with Ontology Alignment Evaluation Initiative (OAEI) 2016 [45] . For the track, ontological representations of the process models in the UA dataset were generated and used for evaluation. For the subsequent campaign of OAEI in 2017, the process models from the BR dataset of PMMC'15 were also converted to an ontological representation. The ontological representations of both UA and BR datasets were used for the evaluation of the participating PMM techniques. While PMMC'15 and their ontological representations are considered a vital resource for the evaluation of process model matching techniques, however the number of process models in these resources are fewer and the non-trivial benchmark correspondences are limited, which highlights the need for developing large additional resources to complement them, for a more rigorous evaluation of the vocabulary mismatch problem.
1) METHODS FOR PMM EVALUATION
In the two editions of the process model contest, i.e. PMMC'13 and PMMC'15, the evaluation of the matching techniques were performed using the classical accuracy measures: Precision, Recall, and F1 score. However, recognizing the challenges associated with generating a binary gold-standard that is undoubtedly acceptable acrossthe-board, a probabilistic method and accuracy measures (probabilistic precision, recall, and F-measure) have been proposed for the evaluation of process model matching techniques [5] , [6] . A key feature of the method is that it allows to ''express the support that exists for correspondences in the non-binary gold standard as the fraction of annotators that agree that a given correspondence is correct'' [5] . The probabilistic method is used along with the classical methods to evaluate the effectiveness of the matching techniques participating in the OAEI compaigns [15] , [45] . In future we plan to extend the datasets by providing an ontological representation of each of the 600 process models, and involve multiple researchers to manually assess the binary goldstandard composed of 89, 559 pairs to apply the probabilistic method.
VI. CONCLUSION
The experts of the BPM domain have developed three benchmark datasets, known as PMMC'15 datasets, and several extensions to these datasets, such as OAEI'16 and OAEI '17, to effectively evaluate process model matching techniques. Since the resources have been made public, they are considered as the primary resource for the evaluation of all the process model matching techniques. In this paper we argue that these resources are not sufficient to rigorously evaluate the vocabulary mismatch problem because they contain only 90 process models from just three different domains, and merely 228 non-trivial equivalent pairs. Therefore, to better serve the process model matching community, these resources must be complimented with other large and diverse datasets. To this end, in this paper we have developed a new dataset that includes 600 process models from 10 different domains, 19, 013 equivalent pairs, and 83, 115 unequivalent pairs. The 19, 013 equivalent pairs contains 12, 570 pairs in which the vocabulary mismatch problem is handcrafted at three different levels of difficulty: Near Copy, Light Revision and Heavy Revision. The creation of our dataset is the result of a tiresome human effort of multiple years, involving a team of seven researchers. To be specific, our dataset is the results of 24, 092 edit operations and manual evaluation of correspondences between 89, 559 activity pairs. Finally, we have evaluated the quality of our correspondences using a well-established semantic matching technique. The results show that the F1 score of our dataset is significantly lower as compared to the F1 scores of the three PMMC'15 datasets, indicating that our dataset contains harder to detect activity pairs than PMMC'15 datasets. Hence, our dataset is large, diverse, enriched with multiple level of difficulty, and harderto-detect activity pairs to effectively evaluate process model matching techniques. In the future we plan to extend the newly developed dataset in two ways, a) generate the ontological representations of this large collection of process models, and b) involve multiple researchers to manually assess the binary gold-standard composed to apply the probabilistic method. A possible future work is to conduct a confirmatory study, using surveys and interviews with BPM experts, to empirically establish that our dataset is more challenging than the existing datasets. 
