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Numerical computations of incompressible ﬂow equations with pressure-based algorithms necessitate the
solution of an elliptic Poisson equation, for which multigrid methods are known to be very efﬁcient. In our
previous work we presented a dual-level (MPI-CUDA) parallel implementation of the Navier-Stokes equations to simulate buoyancy-driven incompressible ﬂuid ﬂows on GPU clusters with simple iterative methods
while focusing on the scalability of the overall solver. In the present study we describe the implementation
and performance of a multigrid method to solve the pressure Poisson equation within our MPI-CUDA parallel incompressible ﬂow solver. Various design decisions and algorithmic choices for multigrid methods are
explored in light of NVIDIA’s recent Fermi architecture. We discuss how unique aspects of an MPI-CUDA
implementation for GPU clusters is related to the software choices made to implement the multigrid method.
We propose a new coarse grid solution method of embedded multigrid with amalgamation and show that the
parallel implementation retains the numerical efﬁciency of the multigrid method. Performance measurements
on the NCSA Lincoln and TACC Longhorn clusters are presented for up to 64 GPUs.

I.

Introduction

Graphics processing units (GPUs) have enjoyed rapid adoption within the high-performance computing (HPC)
community. GPUs have evolved from hardware rendering pipelines that were not amenable to non-rendering tasks, to
the modern General Purpose Graphics Processing Unit (GPGPU) paradigm. GPU clusters, where fast network connected compute-nodes are augmented with latest GPUs, 1 are now being used to solve challenging problems from various domains. Examples include the 384 GPU Lincoln Tesla cluster deployed in February 2009 by the National Center
for Supercomputing Applications (NCSA) at University of Illinois at Urbana Champaign 2 , the 512 GPU Longhorn
cluster deployed in January 2010 by the Texas Advanced Computing Center (TACC) 3 , the 680 GPU TSUBAME
1.2 cluster deployed in October 2008 at the Tokyo Institute of Technology 4 . These successful installations and performance demonstrations 4–7 paved the way for petascale supercomputers powered by GPUs. As of December 2010, three
of the world’s top ﬁve supercomputers (7168-GPU Tianhe-1A 8 , 4640-GPU Nebulae 9 , 4224-GPU Tsubame 2.0 10 ) on
the Top 500 systems are now powered by NVIDIA GPUs. Power consumption of supercomputers is increasingly becoming a concern. These three GPU-accelerated supercomputers also stand out with their lower power consumption.
relative to computational performance.
Owens et al. 11 survey the early history as well as the state of GPGPU computing up to 2007. Kindratenko et al. 12
describe applications, developed for GPU clusters, in cosmology, molecular dynamics, and quantum chemistry, among
others. In the computational ﬂuid dynamics ﬁeld (CFD) both Euler and Navier-Stokes solvers have been developed
for GPU computing platforms 5,13–19 . Jacobsen et al. 5 and Thibault and Senocak 18 provide a detailed account of GPU
computing in the CFD ﬁeld.
Early efforts to develop numerical applications for medium sized GPU clusters have been promising, but with
the introduction of petascale supercomputers that are powered by GPUs, a major challenge ahead of the scientiﬁc
computing community is to extend advanced numerical algorithms beyond a single GPU. A good example is the
multigrid method to solve boundary value problems such as the Poisson equation. They are described brieﬂy in Press
et al. 20 and in detail in Briggs 21 and in Trottenberg et al. 22 . The fundamental idea is to apply multiscale techniques,
where the problem is solved at multiple resolution levels. This leads to not only a very efﬁcient method with excellent
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convergence, but one where the convergence rate can be independent of the grid size, which potentially makes the
multigrid method a truly scalable algorithm for parallel computing.
Parallel multigrid solvers have been studied for some time. McBryan et al. 23 survey parallel multigrid methods,
and Chow et al. 24 give a more recent survey of important techniques. Particularly relevant to this work is the discussion
on domain partitioning and the discussion of methods for coarse grid solving. McBryan et al. show parallel efﬁciency
results for numerous architectures, indicating very poor weak scaling results with most implementations. In contrast,
the very recent results of Göddeke 25 show very good scaling on a GPU cluster, albeit with comparatively slow NVIDIA
FX1400 graphics cards.
Previous studies using multigrid for GPUs include Goodnight et al. 26 who describe a multigrid solver on a single
GPU for boundary value problems. This early work was done using early GPU hardware that were limited in both
hardware and software compared to current state of the art in GPU computing. Cohen and Molemaker 16 describe the
single GPU implementation and validation of an incompressible Navier-Stokes solver with Boussinesq approximation,
using a multigrid solver. Göddeke et al. 15 describe integrating parallel multigrid solvers into an existing ﬁnite element
solver using mixed precision. This is done in a framework of multiple CPU and GPU solvers, with choices that are
made dynamically at each step.
Göddeke 25 discusses many aspects of multigrid on GPUs and GPU clusters. Parallel multigrid is investigated as
part of an unstructured ﬁnite element solver which runs on CPUs or GPUs. Of particular relevance to this work is his
discussion of smoothers, coarse grid solvers, multigrid cycle type, and general comments on GPU and GPU cluster
performance. The overall structure of the solver is quite different from that used in this study, as are the approaches
taken for using parallelism at different multigrid levels.
Thibault and Senocak 18 developed a single-node multi-GPU 3D incompressible Navier-Stokes solver with a
Pthreads-CUDA implementation that targets multi-GPU desktop platforms. This work was extended in Jacobsen et
al. 5 where an MPI-CUDA implementation was presented and assessed on the NCSA Lincoln Tesla Cluster. These papers give details on the software implementation for multi-GPU clusters. However, a ﬁxed iteration Jacobi method was
used to solve the pressure Poisson equation for simplicity to avoid software complexity while developing a multi-GPU
CFD solver. The present work builds upon these early efforts and incorporates a geometric multigrid solver to solve
the pressure Poisson equation. We describe the implementation, software design decisions, and parallel performance
of a multigrid method to solve the pressure Poisson equation within a 3D incompressible ﬂow solver designed for GPU
clusters. 5 We describe the overall changes made to the underlying ﬂow solver as well as the various design decisions
for multigrid solvers, with reasoning given for the choices and tradeoffs made. Special attention is paid to the impact
of NVIDIA’s recent Fermi architecture as well as the unique aspects of the dual-level MPI-CUDA programming model

II.

Governing Equations and Numerical Approach

Navier-Stokes equations for buoyancy driven incompressible ﬂuid ﬂows can be written as follows:
∇ · u = 0,

(1)

1
∂u
+ u · ∇u = − ∇P + ν∇2 u + f ,
(2)
∂t
ρ
where u is the velocity vector, P is the pressure, ρ is the density, ν is the kinematic viscosity, and f is the body force.
The Boussinesq approximation, which applies to incompressible ﬂows with small temperature variations, is used to
model the buoyancy effects in the momentum equations 27 :
f = g · (1 − β(T − T∞ )),

(3)

where g is the gravity vector, β is the thermal expansion coefﬁcient, T is the calculated temperature at the location,
and T∞ is the steady state temperature.
The temperature equation can be written as 28,29
∂T
+ ∇ · (uT ) = α∇2 T + Φ,
∂t

(4)

where α is the thermal diffusivity and Φ is the heat source.
The above governing equations are discretized on a uniform Cartesian staggered grid with second order central difference scheme for spatial derivatives and a second order accurate Adams-Bashforth scheme for time derivatives. The
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a)

b)

Figure 1. Lid-driven cavity simulation with Re = 1000 on a 257 × 33 × 257 grid. 3D computations were used
and a 2D center slice is shown. a) Velocity streamlines and velocity magnitude distribution. b) Comparison to
the benchmark data from Ghia et al. 31 .

projection algorithm 30 is then adopted to ﬁnd a numerical solution to the Navier-Stokes equation for incompressible
ﬂuid ﬂows, which requires the solution of a Poisson equation for pressure that can be written as
∇2 P t+1 =

ρ
∇ · u∗ .
Δt

(5)

where P t+1 is the pressure at timestep t + 1, ρ is the density, and u∗ is the predicted velocity ﬁeld.
This pressure Poisson equation (Eq. (5)) is solved using a parallel geometric multigrid method which is described
in the following sections. The present implementation supports double precision on NVIDIA GPUs with compute
capability 1.3 or higher. We observe a performance penalty approximately 2 − 3× relative to single precision computations. Most performance results in this paper are shown using double precision to allow residual differences to be
computed to very low levels.
Validation on a number of test cases including the well-known lid-driven cavity and natural convection in heated
cavity problems 31,32 were used to compare the overall solutions to known results. Figure (1) presents the results
of a lid-driven cavity simulation with a Reynolds number 1000 on a 257 × 33 × 257 grid. Figure (1a) shows the
velocity magnitude distribution and streamlines at mid-plane. As expected, the computations capture the two corner
vortices at steady-state. In Fig. (1b), the horizontal and vertical components of the velocity along the centerlines are
compared to the benchmark data of Ghia et al. 31 . The results agree well with the benchmark data. While the multigrid
implementation described in this paper has been used for a variety of simulation types, results shown are using this
benchmark lid-driven cavity model.

III.

Geometric Multigrid Method

Direct solution of large systems of partial differential equations is computationally overwhelming, both in time
and space. Iterative solvers such as the Jacobi and Gauss-Seidel methods offer a practical alternative, however their
convergence rate can be quite slow for large domains – a fact noted by Seidel in 1874. The conjugate gradient method
(CG) discovered independently in 1952 by Hestenes and Stiefel, with extensions by Lanczos, provides a much faster
technique, though still proportional to the domain size. The works by Fedorenko (1962) and Bakhvalov (1966) were
the ﬁrst to investigate multigrid techniques, showing their asymptotic optimality, the extensive work by Brandt in the
1970s 33,34 demonstrated the numerical efﬁciency of the method in operation, as well as developing many of the ideas
used in current techniques.
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Given the system Au = f where A is an N × N matrix, the solver starts with an initial guess v. As iterative
solvers proceed, the current solution v converges to the real solution u. From this, the error
e = u − v,

(6)

r = f − Av,

(7)

and the residual
can be deﬁned. Manipulation of these give rise to the residual equation Ae = r and the residual correction u = v + e.
Together these formulate the residual correction algorithm:
begin
r = f − Av
e = Solve(A, r)
u=v+e
end

calculate residual
solve for the error
residual correction

(8)

which shows how solving for the error can solve the equation. The multigrid method will make use of this idea.

Figure 2. A view of a grid hierarchy with a structured rectilinear grid, going from 333 at the ﬁne level to 33 at
the coarsest level.
When running an iterative solver such as Jacobi or Gauss-Seidel, an observation which can be made is that the error
is smoothed. High frequency terms in the error rapidly diminish, while low frequency terms are removed much more
slowly. This is a natural outcome of the narrow support of the discrete operation, where values can only propagate
one grid cell per iteration. The multigrid method makes use of this behavior, and these are called smoothers when run
inside multigrid.
Given a smoothed error matrix, looking at the error on a coarser grid would raise the frequencies — low frequency
errors on the ﬁne grid become high frequency errors on the coarse grid. This leads to multigrid: errors are smoothed
at the current grid level, the residuals are transferred to a coarser grid by a process called restriction, the problem is
further solved at this coarse level, and then the result is interpolated back to the current grid (known as prolongation).
This process creates a hierarchy of grids (see example in Fig. (2)), with the coarsest grid being solved by another
4
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method such as a direct solver or a stationary iterative technique such as Jacobi or Gauss-Seidel. The multigrid cycle
may be repeated, and it does not have to follow a strict progression of ﬁne to coarse. Two example cycle types, the
common V-cycle and W-cycle, are represented in Fig. (3).

a) V-cycle

b) W-cycle

Figure 3. Examples of multigrid cycle types. Closed circles represent smoothing and open circles represent a
coarsest grid solve (which may be approximate). a) V-cycle, b) W-cycle.

proc mgcycle(γ, uk , f, spre , spost )
for i := 1 to spre do : Smooth
rk := f − Luk
rk−1 := Rrk
if k − 1 = coarsest level
then
CoarseGridSolve(u, f, rk−1 )
else
for i := 1 to γ do :
mgcycle(γ, 0, rk−1 , spre , spost )
ﬁ
uk := uk + Pvk−1
for i := 1 to spost do : Smooth

presmoothing
compute residual using Laplacian
restrict residual

Apply coarse grid solver

multigrid on coarser levels
prolong coarse result to this level
postsmoothing

Figure 4. Geometric Multigrid Algorithm
A distinction can be made between geometric multigrid methods, which deﬁne coarse meshes directly from the
ﬁne mesh, and algebraic methods which operate directly on the matrix of equations. The algebraic method is usually
preferable for complex or unstructured grids. Since this study uses a structured Cartesian mesh, the geometric multigrid
method is used. The complete algorithm for a multigrid cycle is shown in Fig. (4). Setting γ = 1 will give a V-cycle,
while γ = 2 gives a W-cycle.

IV.

MPI-CUDA Implementation of the Parallel Multigrid Method

Multiple programming APIs (Application Programming Interfaces) along with a domain decomposition strategy
for data-parallelism is required to achieve high throughput and scalable results from a CFD model on a multi-GPU
platform. When more than one GPU is used, cells at the edges of each GPU’s computational space must be communicated to the GPUs that share the domain boundary so they have the current data necessary for their computations. Data
transfers across the neighboring GPUs inject additional latency into the implementation which can restrict scalability
if not properly handled.
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CUDA is the API used by NVIDIA for their GPUs. 35 CUDA programming consists of kernels that run on the
GPU and are executed by all the processor units in a SIMD (Single Instruction Multiple Data) fashion. The CUDA
API also extends the host C API with operations such as cudaMemcpy() which performs host/device memory
transfers. Memory transfers between GPUs on a single host are done by using the host as an intermediary – there are
no CUDA commands to operate between GPUs. On a given thread, CUDA kernel calls are asynchronous (i.e. control
is given back to the host CPU before the kernel completes) but do not overlap (i.e. only one kernel runs at a time).
Memory operations are synchronous and do not start until previous kernels have completed unless the CUDA streams
functionality is used, which provides a mechanism for memory operations to run concurrently with kernel execution
as well as host computation.
The Message Passing Interface (MPI) API 36 is widely used for programming clusters, and works on both shared
and distributed memory machines while providing a highly portable solution to writing programs to work on a wide
variety of machines and hardware topologies. Jacobsen et al. 5 have shown that an MPI-CUDA implementation can
perform well on both multi-GPU workstations and GPU clusters. This dual-level MPI-CUDA approach is adopted
for the implementation, and details about the GPU programming using CUDA as well as the methods used for MPI
communication and domain decomposition can be found in that paper. MPI is used to map each GPU to a process,
and is used for inter process communication. Three degrees of computation / communication overlapping have been
implemented, allowing study of this cluster programming aspect. Domain decomposition is in 1D across GPUs which
leads to optimal host / GPU memory transfers, though suboptimal network communication sizes. An orthogonal 2D
decomposition is performed inside the GPUs using CUDA as the parallelization mechanism.
A.

GPU Implementation

Listing 1 shows the host code for a multigrid cycle. The mgdata t structure array is initialized only once, and
contains parameters for each level (grid sizes and spacing, pointers to pressure and residual at each level, etc.). Setting
gamma = 1 leads to a V-cycle, while gamma = 2 leads to a W-cycle. Four routines are called from this host
code: restriction, prolongation, a smoother, and a method for the coarsest grid solve. The MGzeroMesh function is a
wrapper around cudaMemset to zero the appropriate device memory.
1.

Restriction

The restriction step calculates the residual for the ﬁne grid and downscales (restricts) it to a coarser grid. This is done
as two distinct kernels, where the ﬁrst uses a Laplacian operation to calculates the ﬁne grid residual values. After a
neighbor exchange to update the ghost cells, a restriction kernel is run over the coarse grid. The restriction operation
takes a weighted average of neighboring cells on the ﬁne grid. Common methods include 1-point injection, 7-point
half-weighting, and 27-point full-weighting.
On isotropic simulations, where ΔX = ΔY = ΔZ, half-weighting performs quite well. The convergence rate
drops signiﬁcantly as the simulation becomes anisotropic – where one dimension is signiﬁcantly different from another.
Full-weighting maintains the best convergence rates in these situations. In our implementation, the restriction kernel
runs over the coarse grid, hence operations with eight times fewer threads than a ﬁne-grid kernel. Partly due to this
factor, the increase in global convergence rate far outweighs the small amount of extra time taken for full weighting.
The 27-point full-weighting is used for all results in this paper.
2.

Prolongation

The prolongation operation for multigrid ought to be the inverse operator of the restriction operation. With fullweighting used for restriction, the 3D adjoint is trilinear interpolation. The value in the new ﬁne grid will be an
distance-weighted average of the values of the surrounding coarse grid cells. Care must be taken with the operation
ordering to prevent undesired ﬂoating point rounding differences. Similar to the restriction kernel, this operation can
be made to run over the coarse grid.
3.

Smoother

Two smoothers have been implemented: weighted Jacobi and Red-Black Gauss-Seidel, including a relaxation parameter to allow overrelaxation. The host code for weighted Jacobi performs a number of iterations of the sequence:
smoother kernel, exchange, set boundary conditions. Additionally an exchange is done at the end to ensure all ghost
6
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static void mgcycle (mgdata_t* mgd,
int m, int mgend,
int gamma,
REAL* dphibuf, mpi_exchange* mex)
{
int g;
assert(gamma > 0);
assert(m < mgend);
// Smooth the result
//
: smooth E[m] using initial value and R[m]
MG_SMOOTHER(mgd, m, HCONSTANT_SMG_ITERV1, dphibuf, mex);
// Make a coarser mesh of residuals.
//
: E[m] and R[m] create R[m+1]
restriction(mgd, m, dphibuf, mex);
// Clear out the initial corrections for the coarser level
//
: E[m+1] = 0
MGzeroMesh(mgd, m+1);
if (m+1 >= mgend) {
mg_coarse_grid_solve(mgd, m+1, dphibuf, mex);
} else {
for (g = 0; g < gamma; g++) {
mgcycle(mgd, m+1, mgend, gamma, dphibuf, mex);
}
}
// Create the finer mesh
//
: E[m] += interpolated E[m+1]
prolongation(mgd, m+1, mex);
// Smooth the result
//
: smooth E[m] using initial value and R[m]
MG_SMOOTHER(mgd, m, HCONSTANT_SMG_ITERV2, dphibuf, mex);
}

Listing 1. The host code for a multigrid cycle.
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cells are consistent. The Jacobi smoother allows computation / communication overlap. The host code for weighted
Red-Black Gauss-Seidel performs a number of iterations of the sequence: smoother kernel (red), exchange, smoother
kernel (black), set boundary conditions, exchange.

Figure 5. Comparison of smoothers used inside a multigrid V-cycle on the NVIDIA Tesla S1070 and GTX 470
with the Fermi architecture. Time is plotted against the residual level for a 1293 problem on a single GPU using
double precision calculations. 4 pre-smoothing and 4 post-smoothing iterations at each grid level. No multigrid
truncation was applied. The weighted Jacobi solver uses shared memory.
Figure (5) shows the performance of the smoothers on two platforms when used inside a multigrid V-cycle. The
time taken counts all multigrid activity, of which the smoother was measured to be between 67% and 82% of the
total. As expected, the spacing between cycles indicates the the Gauss-Seidel method converges faster than weighted
Jacobi (ω = 0.86) and the SOR weighting (ω = 1.60) converges faster yet. On both platforms using weighted Jacobi
ﬁnishes faster than Red-Black Gauss-Seidel, which indicates an implementation difference. Using SOR with a nearoptimal weight for this problem, the performance improves substantially, but does not outweigh the implementation
performance difference on the S1070. It does lead to the fastest solution on the GTX 470. Comparing the two
architectures – the previous generation Compute Capability 1.3 S1070 and the current Compute Capability 2.0 (Fermi)
GTX 470, not only is the Fermi system faster overall, but all the solutions are closer.
4.

Coarse Grid Solve

Classic multigrid uses a full-depth cycle along with an exact solution for the coarsest grid. When data is distributed
among multiple nodes of a parallel system, it is not possible to reduce the depth to the lowest level without repartitioning the data. Additionally, if the grid size is not identical in all dimensions, some form of semi-coarsening (restriction
in only some of the dimensions) is needed to continue reduction below the point where the smallest dimension has
only one interior cell. Finally, even when this reduction is done, the varying boundary conditions allowed make an
exact solution not as simple as for the case of all-Dirichlet boundaries.
The ﬁrst method applied is the approximate solution method, where a ﬁxed number of iterations of the smoother
are applied at the coarsest level. Figure (6) shows the effect of of this method as the multigrid cycle is truncated earlier.
While excellent convergence and computational performance is obtained with deep cycles, with earlier truncation the
performance begins to take on the characteristics of the iterative solver.
Another method tried is a dynamic number of iterations of the smoother, where the number of iterations is either
8
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Figure 6. Effect of early truncation level using V-cycles. Time is plotted against the residual level for a 2573
problem on a single Tesla S1070 GPU using double precision calculations. The smoother is a weighted Jacobi
with w = 0.86 and 4 pre-smoothing and 4 post-smoothing iterations at each grid level. The coarse grid solver is
16 iterations of the weighted Jacobi smoother. A marker is shown for each 4 loops of the multigrid cycle. The
coarsest grid in this example for 3 levels is 653 , and for 7 levels is 53 .
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based on the coarsest grid size or is run until the residual is reduced to a desired accuracy level. This mitigates the effect
of cycle truncation on convergence, but the number of iterations required grows quite rapidly. Over 1,000 iterations
of the Jacobi solver are needed to obtain an accurate solution on a 653 grid. This is even less acceptable on a cluster,
where communication must be performed between each iteration. One solution to this dilemma is to use a well-tuned
parallel solver, such as parallel conjugate gradient. This is the solution used by Göddeke 25 , where a conjugate gradient
coarse grid solver is used and set to reduce the initial residuals by two decimal digits.
The solution we propose is to use multigrid as the coarse grid solver. This embedded multigrid solver could
use different parameters (smoother type, number of iterations, cycle type) than the outer multigrid solver and could
be iterated more than once. While on a single GPU this method has little impact (if the parameters are identical,
it is identical to performing no truncation), it has some strong advantages on a cluster. These will be explored in
section III.C.
B.

Computational Overlapping

After performing a an operation over the entire domain, each process must perform an exchange operation, where the
data in neighboring cells is communicated. Overlapping of communication and computation during these exchanges
is critical to performance 5,7,37,38 . We have implemented three overlapping strategies which are described in detail in
the author’s 2010 AIAA paper 5 . These are not the primary focus of this paper, but are investigated brieﬂy in light of
the multigrid implementation.
The three methods are (1) No computational overlapping, which uses non-blocking MPI calls to alleviate the effect
of the GPU memory transfer but does not overlap the GPU computation, (2) Simple overlapping which computes and
transfers the GPU edge data, then overlaps the MPI communication with GPU computation of the center, and (3) Fully
overlapped, which uses the CUDA streams functionality to asynchronously perform GPU computation, GPU/host
memory transfers, and MPI network communication. When not speciﬁed, the fully overlapped version is used for
results in this paper.
The three overlapping strategies are also used in the smoother and restriction operations during the multigrid
process. The prolongation operation does not overlap, but it uses less than 10% of the multigrid time on these tests.
Figure (7) compare the three strategies in the multigrid solver for a calculation using eight GPUs (four nodes of the
NCSA Lincoln Tesla cluster). With V-cycles, the performance gain from overlapping is signiﬁcant for both simple
overlapping and again when using CUDA streams. Both show an improvement over the W-cycle results for this
problem, and beneﬁts for overlapping are minimal for these W-cycles results.
C.

Amalgamated Multigrid for GPU Clusters

In a parallel multigrid implementation, the decomposition of each coarsest grid is a critical factor. In this implementation, the dimensions (nxc , nyc , nzc ) of the coarse grid are nxc = (nxf − 1)/2 + 1, nyc = (nyf − 1)/2 + 1, and
nzc = (nzf − 1)/2 + 1. No semi-coarsening is applied, meaning each dimension is reduced. Each GPU is responsible
for the coarse grid pixels deriving from the restriction operator applied to its current domain, meaning the partitioning
is static on each grid. One implication of this partitioning is that the number of GPUs used remains constant while the
work decreases by a factor of 23 = 8 at each step. More importantly, when nzc = #gpus, no more coarsening can be
applied, as this would result in some GPUs having no pixels. Even before this time, the amount of work on each GPU
is very small.
To alleviate the issue of rapidly shrinking work and the effect it has on computation / communication ratios, it is
not uncommon for the multigrid cycle (e.g. V-cycle) to be truncated, and the coarsest grid solver be set to an algorithm
such as parallel conjugate gradient as used in Göddeke 25 . A related idea is discussed by Gropp 39 and expanded on by
Chow et al. 24 , which is to amalgamate the grids at the coarse level, meaning a gather operation combines the coarse
grids at all levels, which is then solved on a single node, and the results then scattered back. Since the coarse levels
are extremely small compared to the ﬁne grid, the amount of data distributed across the network is relatively small,
and the resulting combined coarse grid level may be more effectively solved.
Gropp further notes that by using an allgather operation and redundant calculations, each node can calculate
the coarse grid, which means there is no need for a scatter operation. The allgather method was implemented and
compared with the regular gather/solve/scatter solution. Measured times were effectively equal at most truncation
levels, but were longer with shallow truncation levels (where the coarse grid was large). While in theory the performance of MPI Allgather can approach that of MPI Gather, tests on the NCSA Lincoln Tesla cluster show that
10
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a)

b)

Figure 7. Comparison of overlapping strategies. Time is plotted against the residual level for a double precision
5133 problem using 8 GPUs. The smoother is a weighted Jacobi with w = 0.86 and 4 pre-smoothing and 4
post-smoothing iterations at each grid level. Truncation occurs at 6 levels (173 ), where the coarsest grid is
amalgamated to a single GPU and four V-cycles are performed on this grid. A marker is shown for each loop
of the multigrid cycle. a) V-cycle, b) W-cycle
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MPI Allgather is slower, and the difference widens as more GPUs are added. With 8 nodes it is 1.5 to 2 times
slower, which conﬁrms the results. An additional consideration for large clusters is power consumption, which may
mean large clusters will want to reduce redundancy when it offers no clear beneﬁt. Future directions for GPU scheduling may also allow GPUs to be dynamically used by other users, which indicate that the amalgamation technique of
idling GPUs at small problem sizes may present a beneﬁt to the total cluster throughput.
Altogether, the issue of coarse grid solution is one of solving the ﬁne grids with high performance, where domains
are large and performance is dominated by computation and bandwidth dominate, and also effectively solving coarse
grids, where domains are small and performance is dominated by latency. There are numerous ways to approach the
solution, and a number of enhancements can be used for each. What this study proposes is an embedded multigrid
with amalgamation strategy.
For the coarsest grid solve, it is clear from Fig. (6) that a process of truncation with Jacobi iterations is not
acceptable, as many GPUs will force early truncation. Amalgamating the coarse grids of GPUs allows deeper levels to
be taken. In the limit, this means amalgamation to a single GPU where a full depth multigrid cycle can be performed.
Hence, multigrid is embedded as the coarse grid solver in the parallel multigrid implementation. Convergence rates
are now equal to those seen with textbook full-depth multigrid cycles, and for large coarse grids (e.g. 129 × 129 × 129
seen on 128 GPU tests), performance is high relative to other methods. Since network communication costs are zero
within the amalgamated solver, it can be advantageous to perform multiple multigrid cycles at the coarse level, leading
to an improvement in the overall convergence rate for very little cost.
Amalgamation can often be performed with little to no extra memory use, as the rapid reduction in size per
coarsening quickly reduces the memory needed. The current implementation can amalgamate to a single GPU at 3
levels for most problems without using any additional memory, as the second pressure buffer used by the Jacobi solver
can be split into three parts holding the coarse grid pressure values, the coarse grid residuals, and a pressure buffer
sized for the coarse grid.
One limitation of the current implementation are that a single depth is chosen, at which point all the results are
amalgamated to a single GPU. While this drives communication costs to zero during the coarse solve, it also removes
all parallelism from the other N − 1 GPUs. It is likely that a solution which fans in, for instance from 64 GPUs, to
8, then to 1, would better control the computation / communication ratio. Another limitation is that even on a single
GPU, there is likely to be a point earlier than the coarsest 3 × 3 × 3 grid where a different solver such as conjugate
gradient will be faster.

V.

Performance Results with NCSA Lincoln Tesla and TACC Longhorn Clusters

A comparison of the computational performance between multigrid and unweighted Jacobi is shown in Fig. (8).
A 3D lid-driven cavity problem was started at three different grid sizes, and the time taken by the pressure solver is
plotted against the residual level for the initial time step.
Figure (9) shows the performance of the multigrid algorithm on a GPU cluster for relatively large problems (16M,
128M, and 1024M cells). In particular the results of the amalgamation with embedded multigrid are compared to
the ﬁxed iteration approximate coarse grid solver. With 8 GPUs, the coarsest grid is 173 , while with 64 GPUs with
coarsest grid is 653 . On a single GPU a full-depth V-cycle was performed, hence no truncation performed.
Figure (10) shows the GPU cluster performance at different amalgamation levels. Amalgamating at a shallow
level leads to a very large coarse grid, for example in the 10253 problem using 3 multigrid levels, the coarsest grid is
2573 . This leads to poor performance both because of the large size to be communicated and for the loss of parallel
computation at a level where it is still helpful. It can seen from the ﬁgure that there is a small beneﬁt to amalgamating
earlier than is required by the parallel implementation. Comparing the two clusters, the 2 GPU solution has little
difference as it beneﬁts only from the increased host/device memory bandwidth, while the 16 GPU solution is over
50% faster on the TACC Longhorn cluster, where the increased Inﬁniband bandwidth leads to faster performance.
Figures (11) and (12) break out the weak scalability by multigrid component. The prolongation component has
the worst scaling, but also takes the least amount of time. Restriction scales better than the other components, but still
shows poor scaling behavior at 16 GPUs. The smoother (weighted Jacobi for this case) takes the majority of the time,
and shows scalability between the other components. While scaling to two GPUs is not bad, scaling to 16 GPUs is
disappointing. Comparing the scaling of the two measured systems shows that the scaling to 16 GPUs is improved on
the Longhorn system but still trends downward.
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Figure 8. Performance of full-depth V-cycle multigrid compared to iterative Jacobi. Time is plotted against the
residual level for a 653 , 1293 , and 2573 problem on a single Tesla S1070 GPU using double precision calculations.
The smoother is a weighted Jacobi with w = 0.86 and 4 pre-smoothing and 4 post-smoothing iterations at each
grid level. For clarity, a marker is shown for each 2 loops of the multigrid cycle, every 1000 Jacobi iterations at
2573 , and every 4000 Jacobi iterations at 1293 and 653 .

Figure 9. Convergence and parallel efﬁciency of truncated and amalgamated multigrid on 1, 8, and 64 GPUs
where the problem size scales with the number of GPUs. Time is plotted against the residual level for a double
precision problem using 2573 on 1 GPU, 5133 using 8 GPUs, and 10253 using 64 GPUs on the NCSA Lincoln
Tesla cluster. The smoother is a weighted Jacobi with w = 0.86 and 4 pre-smoothing and 4 post-smoothing
iterations at each grid level. A marker is shown for each 4 loops of the multigrid cycle. V-cycles and CUDA
streams overlapping were used for each.
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Figure 10. Performance of the multigrid solver with different amalgamation levels selected, using single precision. Problem size scales with the number of GPUs, with 5133 on 2 GPUs and 10253 using 16 GPUs on the
NCSA Lincoln Tesla and TACC Longhorn clusters. The smoother is a weighted Jacobi with w = 0.86 and
4 pre-smoothing and 4 post-smoothing iterations at each grid level. V-cycles and CUDA streams overlapping
were used for each.

Figure 11. Weak scaling performance of the multigrid solver components, with their overall portion of the
solver time shown. Amalgamated multigrid at 5 levels was used with parallel implementations, and the fully
overlapped versions were used. Problem size scales with the number of GPUs, with 5133 on 2 GPUs and 10253
using 16 GPUs on the NCSA Lincoln Tesla cluster. The smoother is a weighted Jacobi with w = 0.86 and
4 pre-smoothing and 4 post-smoothing iterations at each grid level. V-cycles and CUDA streams overlapping
were used for each, and all computations were in single precision. The chart legend indicates the percentage of
the multigrid solver time which was taken by that component.
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Figure 12. Weak scaling performance of the multigrid solver components using the TACC Longhorn system.
Better scalability is seen with the faster memory transfer and network speeds.

VI.

Conclusions and Future Work

We describe the implementation and performance of a dual-level (MPI-CUDA) parallel geometric multigrid solver
used in an incompressible ﬂuid ﬂow solver. We adopt NVIDIA’s CUDA programming model for ﬁne-grain dataparallel operations within each GPU, and MPI for coarse-grain parallelization across the cluster. Numerical and
performance results are shown to verify the solver’s functionality. Our results show that this approach can improve
the overall application performance in this application, and demonstrate how this approach can be adopted by similar
applications.
A numerically efﬁcient Poisson solver is crucial in CFD applications for conservation of physical quantities. For
simulations that need high accuracy or time-accurate solutions, the addition of a parallel multigrid pressure Poisson
solver allows rapid convergence of the pressure at each timestep even with very large models. Multigrid solvers introduce software complexity and require attention to detail to achieve the best convergence rates. Each part of the
GPU-enabled multigrid solver has been examined, including convergence and performance of the Jacobi, Red-Black
Gauss-Seidel, and Successive Overrelaxation smoothers on both the newest Fermi architecture and the previous generation. Early multigrid truncation with an approximate coarse grid solve was examined, and while some truncation is
possible with little difference, more than a few of the coarsest levels skipped leads to slow convergence. As with the
Jacobi solver, overlapping of the CUDA kernels with GPU data transfers and MPI network communication is investigated. With V-cycles, there is a distinct performance beneﬁt to each level of overlapping, with the fully overlapped
implementation almost 40% faster on 8 GPUs.
Coarse grid solvers are a important feature of parallel multigrid solvers, and numerous methods have been proposed
for their solution. This paper presents a new method: embedded multigrid with amalgamation. In this technique, the
coarsest grid is assembled on a single GPU where it is solved with a single-GPU multigrid implementation, with
identical logic to the outer multigrid solution. This combines minimization of network communication on small grids,
amalgamation to provide the GPU with enough work that it operates efﬁciently, and the excellent convergence rate of
multigrid for the coarse grid.
Future work in this area includes investigation of domain decomposition methods as well as a deeper investigation
of the amalgamation technique. While the 1D inter-GPU decomposition shows advantages on problems with growth in
primarily 1D (channel ﬂow) and 2D (lid-driven cavity and urban ﬂow), the 3D growth examples in this study indicate
it becomes inefﬁcient for 32 or more nodes. The zero copy feature of CUDA 2.2 and later can be used to effectively
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overlap the domain edge memory transfer along with the gather / scatter kernels. The amalgamation method used in
this study has a sharp transition from using all available GPUs to only one, which could be improved. One possibility
is stepwise merging where every other GPU merges with its neighbor, another is to choose discrete merge points such
as N ⇒ 16 ⇒ 4 ⇒ 1 GPU. Another useful line of investigation would be looking at alternate solvers such as the
conjugate gradient method for the coarse grid solver, in combination or contrast with the amalgamation method.
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11 Owens, J. D., Luebke, D., Govindaraju, N., Harris, M., Krüger, J., Lefohn, A. E., and Purcell, T. J., “A Survey of General-Purpose Computation on Graphics Hardware,” Computer Graphics Forum, Vol. 26, No. 1, 2007, pp. 80–113.
12 Kindratenko, V., Enos, J. J., Shi, G., Showerman, M. T., Arnold, G. W., Stone, J. E., Phillips, J. C., and mei Hwu, W., “GPU Clusters for
High-Performance Computing,” Proceedings of the IEEE Workshop on Parallel Programming on Accelerator Clusters, Aug. 2009.
13 Brandvik, T. and Pullan, G., “Acceleration of a 3D Euler Solver using Commodity Graphics Hardware,” 46th AIAA Aerospace Sciences
Meeting and Exhibit, Jan. 2008.
14 Elsen, E., LeGresley, P., and Darve, E., “Large calculation of the ﬂow over a hypersonic vehicle using a GPU,” Journal of Computational
Physics, Vol. 227, No. 24, Dec. 2008, pp. 10148–10161.
15 Göddeke, D., Strzodka, R., Mohd-Yusof, J., McCormick, P., Wobker, H., Becker, C., and Turek, S., “Using GPUs to Improve Multigrid
Solver Performance on a Cluster,” International Journal of Computational Science and Engineering (IJCSE), Vol. 4, No. 1, 2008, pp. 36–55.
16 Cohen, J. M. and Molemaker, M. J., “A Fast Double Precision CFD Code using CUDA,” Proceedings of Parallel CFD, 2009.
17 Schive, H., Tsai, Y., and Chiueh, T., “GAMER: a GPU-Accelerated Adaptive Mesh Reﬁnement Code for Astrophysics,” Astrophysical
Journal Supplement Series, Vol. 186, 2010, pp. 457–484.
18 Thibault, J. C. and Senocak, I., “CUDA Implementation of a Navier–Stokes Solver on Multi-GPU Platforms for Incompressible Flows,”
47th AIAA Aerospace Science Meeting, Jan. 2009.
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