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a b s t r a c t
For a positive function φ defined on (0,∞), an integral representation is obtained for
each of the three series
∑∞
n=1 P(|X | > φ(n)),
∑∞
n=1 φ(n)−1E|X |I(|X | > φ(n)), and∑∞
n=1 φ2(n)−1EX2I(|X | ≤ φ(n)). Equivalence conditions for convergence of each of the
series are also obtained. Using these results, we can give sufficient conditions for the strong
law of large numbers for weighted sums of random variables.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Throughout this paper, let {Xn, n ≥ 1} be a sequence of random variables defined on a probability space (Ω,F , P) and
let g(x) and h(x) be positive functions defined on (0,∞) such that g(x) is strictly increasing and limx→∞ g(x) = ∞. It is
desirable to know conditions on g, h, and {Xn} under which the strong law of large numbers (SLLN) for weighted sums
1
g(n)
n−
i=1
Xi
h(i)
→ 0 almost surely (a.s.) (1.1)
holds. Note that the SLLN of the form (1.1) embraces the Kolmogorov SLLN (g(n) = n, h(n) = 1) and the Marcinkiewicz
SLLN (g(n) = n1/r , h(n) = 1, 1 < r < 2).
When g(n) = ∑ni=1 1/h(i), fundamental results for the SLLN were obtained. For a sequence of independent and
identically distributed (i.i.d.) random variables, Jamison et al. [1] obtained sufficient conditions for (1.1). Etemadi [2]
extended the result of Jamison et al. [1] to pairwise i.i.d. random variables.
For more general weighted sums of i.i.d. random variables, Jajte [3] gave sufficient conditions for (1.1). The result of
Jajte [3] is as follows.
Theorem 1.1. Let {Xn, n ≥ 1} be a sequence of i.i.d. random variables. Let φ(x) ≡ g(x)h(x) satisfies the following conditions.
(i) For some d ≥ 0, φ(x) is strictly increasing on [d,∞) with range [0,∞).
(ii) There exist C and a positive integer k0 such that φ(x+ 1)/φ(x) ≤ C for all x ≥ k0.
(iii) There exist positive constants D1 and D2 such that for all s > d,
φ2(s)
∫ ∞
s
1
φ2(x)
dx ≤ D1s+ D2.
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If Eφ−1(|X1|) <∞, then
1
g(n)
n−
i=1
Xi −mi
h(i)
→ 0 a.s., (1.2)
where mi = EXiI(|Xi| ≤ φ(i)) and φ−1 is the inverse of φ.
Jajte [3] also proved that the moment condition Eφ−1(|X1|) < ∞ is a necessary condition for (1.2). Note that there
was a typo in [3] (The condition limx→∞ g(x) = ∞ is missing. This is used to apply the Kronecker lemma in [3]).
Jing and Liang [4] extended the result of Jajte [3] to negatively associated random variables. Meng and Lin [5] and
Wang [6] extendedTheorem1.1 to ρ˜-mixing randomvariables andnon-identically distributednegatively associated random
variables, respectively. The proofs of Jajte [3], Jing and Liang [4],Meng and Lin [5], andWang [6] are based on the Kolmogorov
convergence criterion or the Kolmogorov three series theorem. The famous Kolmogorov three series theorem is as follows.
For a sequence of independent randomvariables {Xn, n ≥ 1} and apositive functionφ(x)on (0,∞), the series∑∞n=1 Xn/φ(n)
converges a.s. if and only if the following three conditions hold:
∞−
n=1
P(|Xn| > φ(n)) <∞,
∞−
n=1
1
φ(n)
EXnI(|Xn| ≤ φ(n)) converges,
∞−
n=1
1
φ2(n)
Var(XnI(|Xn| ≤ φ(n))) <∞.
Hence it is important to find an equivalence condition for each of the above conditions.
The structure of this paper is as follows. In Section 2, we express each of the following three series as an integral form,
∞−
n=1
P(|X | > φ(n)), (1.3)
∞−
n=1
1
φ(n)
E|X |I(|X | > φ(n)), (1.4)
∞−
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)), (1.5)
and then obtain equivalence conditions for convergence of each of the three series. The strong law of large numbers of the
form (1.1) will be established in Section 3. As special cases of our results, the results of Jajte [3], Jing and Liang [4], Meng and
Lin [5], and Wang [6] can be obtained.
2. Integral representation for series
Let F be the distribution function of a random variable X . Let φ(x) be a non-negative function on [0,∞) such that
φ(0) = 0, φ(x) > 0 for x > 0, and limx→∞ φ(x) = ∞. For each x ≥ 0, define Nφ(x) by
Nφ(x) = ♯{n ∈ N : φ(n) ≤ x}.
For simplicity, we write N(x) for Nφ(x). Note that N(0) = 0 and N(x) is non-decreasing integer valued function with
limx→∞ N(x) = ∞.
In this section, we will establish an integral representation for each of the three series (1.3)–(1.5) and then obtain
equivalence conditions for convergence of each of the three series.
Lemma 2.1. Let φ(x) be a non-negative function on [0,∞) such that φ(0) = 0, φ(x) > 0 for x > 0, and limx→∞ φ(x) = ∞.
Then
∞−
n=1
P(|X | ≥ φ(n)) = EN(|X |).
Proof. By the definition of N(x), we have that
∞−
n=1
P(|X | ≥ φ(n)) =
∞−
n=1
EI(|X | ≥ φ(n)) = E
∞−
n=1
I(|X | ≥ φ(n)) = EN(|X |). 
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The following lemma was proved by Etemadi [2].
Lemma 2.2. Let φ(x) be a non-negative function on [0,∞) such that φ(0) = 0, φ(x) > 0 for x > 0, and limx→∞ φ(x) = ∞.
Then the following statements hold.
(i) 2
∞
−∞ x
2

y≥|x|
N(y)
y3
dy dF(x) =∑∞n=1 P(|X | > φ(n))+∑∞n=1 1φ2(n)EX2I(|X | ≤ φ(n)).
(ii)
∞
−∞ x
2

y≥|x|
N(y)
y3
dy dF(x) =  10 xEN( |X |x ) dx.
Lemma 2.3. Let φ(x) be a non-negative function on [0,∞) such that φ(0) = 0, φ(x) > 0 for x > 0, and limx→∞ φ(x) = ∞.
Then the following statements hold.
(i)
∞
−∞ |x|
 |x|
0
N(y)
y2
dy dF(x) =∑∞n=1 1φ(n)E|X |I(|X | ≥ φ(n))−∑∞n=1 P(|X | ≥ φ(n)).
(ii)
∞
−∞ |x|
 |x|
0
N(y)
y2
dy dF(x) = ∞1 EN( |X |x ) dx.
Proof. (i). By the definition of N(x),∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x) =
∫ ∞
−∞
|x|
∫ |x|
0
1
y2
∞−
n=1
I(φ(n) ≤ y) dy dF(x)
=
∞−
n=1
∫ ∞
−∞
|x|
∫ |x|
0
1
y2
I(φ(n) ≤ y) dy dF(x)
=
∞−
n=1
∫ ∞
−∞
|x|

1
φ(n)
− 1|x|

I(|x| ≥ φ(n)) dF(x)
=
∞−
n=1
1
φ(n)
E|X |I(|X | ≥ φ(n))−
∞−
n=1
P(|X | ≥ φ(n)).
(ii). For any random variable X and T > 0, the following equation holds:
1
T
E|X |I(|X | ≥ T )− P(|X | ≥ T ) =
∫ ∞
1
P(|X | ≥ Tx) dx.
It follows by the definition of N(x) that∫ ∞
1
EN
 |X |
x

dx = E
∫ ∞
1
N
 |X |
x

dx
= E
∫ ∞
1
∞−
n=1
I(φ(n) ≤ |X |/x) dx
=
∞−
n=1
∫ ∞
1
P(|X | ≥ φ(n)x) dx
=
∞−
n=1
1
φ(n)
E|X |I(|X | ≥ φ(n))−
∞−
n=1
P(|X | ≥ φ(n)).
Hence (ii) follows from (i). 
From now on, we assume in addition that φ(x) is strictly increasing and continuous. That is, φ(x) is a strictly increasing
function on [0,∞) with range [0,∞). Then N(x) = ⌊φ−1(x)⌋, where φ−1 is the inverse of φ and ⌊x⌋ is the largest integer
not greater than x. In the following, we denote ⌈x⌉ by the smallest integer not less than x. Under these conditions on φ, we
can express each of the three series (1.3)–(1.5) as an integral form.
The following theorem shows that the series (1.5) can be expressed as an integral form.
Theorem 2.1. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). Then
∞−
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)) = 2
∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− ⌈φ−1(|x|)⌉ + 1) dy dF(x).
4280 S.H. Sung / Computers and Mathematics with Applications 62 (2011) 4277–4287
Proof. By the definition of N(x), we have that for allm ≥ 1,
∞−
n=m
1
φ2(n)
= 2
∞−
n=m
∫ ∞
φ(n)
1
y3
dy
= 2
∞−
n=m
∫ ∞
0
1
y3
I(y ≥ φ(n)) dy
= 2
∫ ∞
0
1
y3
∞−
n=m
I(y ≥ φ(n)) dy
= 2
∫ ∞
0
1
y3
(N(y)−m+ 1)I(y ≥ φ(m)) dy
= 2
∫ ∞
φ(m)
1
y3
(N(y)−m+ 1) dy.
It follows that
∞−
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)) = EX2
∞−
n=1
1
φ2(n)
I(0 < |X | ≤ φ(n))
= EX2I(|X | > 0)
∞−
n=⌈φ−1(|X |)⌉
1
φ2(n)
= 2EX2I(|X | > 0)
∫
y≥φ(⌈φ−1(|X |)⌉)
1
y3
(N(y)− ⌈φ−1(|X |)⌉ + 1) dy
= 2
∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− ⌈φ−1(|x|)⌉ + 1) dy dF(x).
Hence the result is proved. 
From Theorem 2.1, we have an exact integral representation for the series (1.5). But, the integrand and its domain in the
integral involve ceiling function. We can obtain simpler equivalence conditions for convergence of the series (1.5).
Theorem 2.2. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). Then the following conditions are
equivalent:
(i)
∑∞
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)) <∞.
(ii)
∞
−∞ x
2

y≥|x|
1
y3
(N(y)− φ−1(|x|)+ 1) dy dF(x) <∞.
(iii)
∞
−∞ x
2

y≥|x|
1
y3
(φ−1(y)− φ−1(|x|)) dy dF(x) <∞.
Proof. We first show that the following two conditions are equivalent:∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− ⌈φ−1(|x|)⌉ + 1) dy dF(x) <∞, (2.1)∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− φ−1(|x|)+ 1) dy dF(x) <∞. (2.2)
Since φ−1(x) ≤ ⌈φ−1(x)⌉ < φ−1(x)+ 1,we have that |N(y)− ⌈φ−1(x)⌉ + 1− (N(y)− φ−1(x)+ 1)| ≤ 1 and so∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
|N(y)− ⌈φ−1(|x|)⌉ + 1− (N(y)− φ−1(|x|)+ 1)| dy dF(x)
≤
∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
dy dF(x)
≤
∫ ∞
−∞
x2I(|x| > 0)
∫
y≥|x|
1
y3
dy dF(x) = 1
2
P(|X | > 0).
Thus (2.1) and (2.2) are equivalent.
We next show that (ii) and (2.2) are equivalent. To do this, it is enough to show that
I =:
∫ ∞
−∞
x2
∫
|x|≤y<φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− φ−1(|x|)+ 1) dy dF(x) <∞.
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The interval (0,∞) can be partitioned into subintervals (φ(i− 1), φ(i)], i ≥ 1. If φ(i− 1) < |x| ≤ φ(i) and |x| ≤ y < φ(i),
then ⌈φ−1(|x|)⌉ = i, φ−1(|x|) > i− 1, and N(y) = i− 1. Hence
I =
∞−
i=1
∫
φ(i−1)<|x|≤φ(i)
x2
∫
|x|≤y<φ(i)
1
y3
(N(y)− φ−1(|x|)+ 1) dy dF(x)
≤
∞−
i=1
∫
φ(i−1)<|x|≤φ(i)
x2
∫
|x|≤y<φ(i)
1
y3
(i− 1− (i− 1)+ 1) dy dF(x)
= 1
2
∞−
i=1
∫
φ(i−1)<|x|≤φ(i)
1− x
2
φ2(i)
dF(x)
≤ 1
2
∞−
i=1
∫
φ(i−1)<|x|≤φ(i)
dF(x) = 1
2
P(|X | > 0).
We have proved that (2.1), (2.2), and (ii) are equivalent to each other. By Theorem 2.1, (i) and (2.1) are equivalent. Hence
(i) and (ii) are equivalent. As in the proof of the equivalence of (2.1) and (2.2), we have that (ii) and (iii) are equivalent. 
The iterated integral in Theorem 2.2(iii) is dominated by∫ ∞
−∞
x2
∫
y≥|x|
1
y3
φ−1(y) dy dF(x).
However, this iterated integral may diverge (see the following example).
Example 2.1. Let X be a positive random variable with X > e and E ln(X) = ∞. Let φ(x) = ex if x ≥ 1 and φ(x) = ex if
0 ≤ x < 1. Then φ(x) is a strictly increasing function on [0,∞)with range [0,∞). From the following fact∫
ln x
x3
dx = − 1
4x2
− ln x
2x2
,
we have that∫ ∞
−∞
x2
∫
y≥|x|
1
y3
(φ−1(y)− φ−1(|x|)) dy dF(x) =
∫ ∞
e
x2
∫
y≥x
1
y3
(ln y− ln x) dy dF(x)
= 1
4
∫ ∞
e
dF(x) = 1
4
.
But, ∫ ∞
−∞
x2
∫
y≥|x|
1
y3
φ−1(y) dy dF(x) =
∫ ∞
e
x2
∫
y≥x
1
y3
ln y dy dF(x)
=
∫ ∞
e
1
4
+ ln x
2
dF(x)
= 1
4
+ 1
2
E ln(X) = ∞.
Note that, for the random variable X given in Example 2.1, Eφ−1(|X |) = ∞. If Eφ−1(|X |) <∞, then simpler equivalence
conditions than those in Theorem 2.2 can be obtained.
Theorem 2.3. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). If Eφ−1(|X |) < ∞, then the following
conditions are equivalent.
(i)
∑∞
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)) <∞.
(ii)
∞
−∞ x
2

y≥|x|
N(y)
y3
dy dF(x) <∞.
(iii)
∞
−∞ x
2

y≥|x|
φ−1(y)
y3
dy dF(x) <∞.
(iv)
∞
−∞ x
2

y≥φ−1(|x|)
1
φ2(y)
dy dF(x) <∞.
Proof. Since Eφ−1(|X |) = ∞−∞ φ−1(|x|) dF(x) <∞, (i)–(iii) are equivalent to each other by Theorem 2.2.
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Next we prove, under the condition Eφ−1(|X |) <∞, that (ii) and (iv) are equivalent. By the definition of N(x), we have
that ∫
y≥|x|
N(y)
y3
dy =
∫
y≥|x|
1
y3
∞−
n=1
I(φ(n) ≤ y) dy
=
∞−
n=1
∫
y≥max{|x|,φ(n)}
1
y3
dy
= ⌊φ
−1(|x|)⌋
2x2
+ 1
2
∞−
n=⌊φ−1(|x|)⌋+1
1
φ2(n)
.
Now we estimate J =:∑∞n=⌊φ−1(|x|)⌋+1 1/φ2(n). Since φ(x) is strictly increasing, we get that
J ≤ 1
φ2(⌊φ−1(|x|)⌋ + 1) +
∫ ∞
⌊φ−1(|x|)⌋+1
1
φ2(y)
dy
≤ 1
x2
+
∫ ∞
φ−1(|x|)
1
φ2(y)
dy.
We also get that
J ≥
∫ ∞
⌊φ−1(|x|)⌋+1
1
φ2(y)
dy
=
∫ ∞
φ−1(|x|)
1
φ2(y)
dy−
∫ ⌊φ−1(|x|)⌋+1
φ−1(|x|)
1
φ2(y)
dy
≥
∫ ∞
φ−1(|x|)
1
φ2(y)
dy− ⌊φ
−1(|x|)⌋ + 1− φ−1(|x|)
x2
≥
∫ ∞
φ−1(|x|)
1
φ2(y)
dy− 1
x2
.
It follows that∫
y≥|x|
N(y)
y3
dy ≤ 1
2
∫ ∞
φ−1(|x|)
1
φ2(y)
dy+ 1
2
⌊φ−1(|x|)⌋
x2
+ 1
x2

,∫
y≥|x|
N(y)
y3
dy ≥ 1
2
∫ ∞
φ−1(|x|)
1
φ2(y)
dy+ 1
2
⌊φ−1(|x|)⌋
x2
− 1
x2

,
which entails that
A− B ≤ 1
2
∫ ∞
−∞
⌊φ−1(|x|)⌋ + 1 dF(x),
A− B ≥ 1
2
∫ ∞
−∞
⌊φ−1(|x|)⌋ − 1 dF(x),
where A = ∞−∞ x2 y≥|x| N(y)y3 dy dF(x) and B = 12 ∞−∞ x2 y≥φ−1(|x|) 1φ2(y) dy dF(x). Since ∞−∞⌊φ−1(|x|)⌋ dF(x) < ∞ is
equivalent to Eφ−1(|X |) <∞,we have that (ii) and (iv) are equivalent under the condition Eφ−1(|X |) <∞. 
The following theorem shows that the series (1.3) can be expressed as an integral form.
Theorem 2.4. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). Then
∞−
n=1
P(|X | > φ(n)) = 2
∫ ∞
−∞
x2
∫
y≥|x|
N(y)
y3
dy dF(x)− 2
∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− ⌈φ−1(|x|)⌉ + 1) dy dF(x).
Proof. By Lemma 2.2, we have that
∞−
n=1
P(|X | > φ(n)) = 2
∫ ∞
−∞
x2
∫
y≥|x|
N(y)
y3
dy dF(x)−
∞−
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)).
The last series can be expressed as an integral form by Theorem 2.1. Hence the result is proved. 
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The integral representation for the series (1.3) is complicated. We can obtain simpler equivalence conditions for
convergence of the series (1.3).
Theorem 2.5. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). Then the following conditions are
equivalent.
(i)
∑∞
n=1 P(|X | > φ(n)) <∞.
(ii)
∞
−∞ N(|x|) dF(x) <∞.
(iii)
∞
−∞ φ
−1(|x|) dF(x) <∞.
Proof. By Lemma 2.1,
EN(|X |) =
∞−
n=1
P(|X | > φ(n))−
∞−
n=1
P(|X | = φ(n)).
Since φ is strictly increasing,
∑∞
n=1 P(|X | = φ(n)) converges. Hence (i) and (ii) are equivalent. Noting that∫ ∞−∞ N(|x|) dF(x)−
∫ ∞
−∞
φ−1(|x|) dF(x)
 ≤ ∫ ∞−∞ |⌊φ−1(|x|)⌋ − φ−1(|x|)| dF(x) ≤ 1,
we have that (ii) and (iii) are equivalent. 
The following theorem shows that the series (1.4) can be expressed as an integral form.
Theorem 2.6. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). Then
∞−
n=1
1
φ(n)
E|X |I(|X | > φ(n)) =
∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x)+ 2
∫ ∞
−∞
x2
∫
y≥|x|
N(y)
y3
dy dF(x)
− 2
∫ ∞
−∞
x2
∫
y≥φ(⌈φ−1(|x|)⌉)
1
y3
(N(y)− ⌈φ−1(|x|)⌉ + 1) dy dF(x).
Proof. By Lemma 2.3, we have that
∞−
n=1
1
φ(n)
E|X |I(|X | > φ(n)) =
∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x)+
∞−
n=1
P(|X | > φ(n)).
The last series can be expressed as an integral form by Theorem 2.4. Hence the result is proved. 
We can obtain simpler equivalence conditions for convergence of the series (1.4).
Theorem 2.7. Let φ(x) be a strictly increasing function on [0,∞) with range [0,∞). Then the following conditions are
equivalent.
(i)
∑∞
n=1
1
φ(n)E|X |I(|X | > φ(n)) <∞.
(ii)
∞
−∞ |x|
 |x|
0
N(y)
y2
dy dF(x)+ ∞−∞ N(|x|) dF(x) <∞.
(iii)
∞
−∞ |x|I(|x| ≥ φ(1))
 |x|
φ(1)
φ−1(y)
y2
dy dF(x)+ ∞−∞ φ−1(|x|) dF(x) <∞.
(iv)
∞
−∞ |x|I(|x| ≥ φ(1))
 φ−1(|x|)
1
1
φ(y) dy dF(x) <∞.
Proof. By Lemma 2.3, we have that
∞−
n=1
1
φ(n)
E|X |I(|X | > φ(n)) =
∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x)+
∞−
n=1
P(|X | > φ(n)).
The convergence for the last series is equivalent to EN(|X |) <∞ by Theorem 2.5. Hence (i) and (ii) are equivalent.
Next, we show that (ii) and (iii) are equivalent. Since N(x) = ⌊φ−1(x)⌋ and N(x) = 0 for 0 ≤ x < φ(1), (iii) implies (ii).
To prove the converse, we assume that (ii) holds. Since (i) and (ii) are equivalent and (i) implies E|X | < ∞, we have that
E|X | <∞. It follows by (ii) that∫ ∞
−∞
|x|I(|x| ≥ φ(1))
∫ |x|
φ(1)
φ−1(y)
y2
dy dF(x) ≤
∫ ∞
−∞
|x|I(|x| ≥ φ(1))
∫ |x|
φ(1)
N(y)+ 1
y2
dy dF(x)
=
∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x)+
∫ ∞
−∞
|x|I(|x| ≥ φ(1))
∫ |x|
φ(1)
1
y2
dy dF(x)
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=
∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x)+
∫ ∞
−∞
 |x|
φ(1)
− 1

I(|x| ≥ φ(1)) dF(x)
≤
∫ ∞
−∞
|x|
∫ |x|
0
N(y)
y2
dy dF(x)+ E|X |
φ(1)
<∞.
Hence (ii) implies (iii), since
∞
−∞ φ
−1(|x|) dF(x) <∞ is equivalent to ∞−∞ N(|x|) dF(x) <∞ by Theorem 2.5.
Finally, we show that (ii) and (iv) are equivalent. By the definition of N(x), we have that for |x| ≥ φ(1),∫ |x|
0
N(y)
y2
dy =
∫ |x|
0
1
y2
∞−
n=1
I(φ(n) ≤ y) dy
=
⌊φ−1(|x|)⌋−
n=1
∫ |x|
φ(n)
1
y2
dy =
⌊φ−1(|x|)⌋−
n=1
1
φ(n)
− ⌊φ
−1(|x|)⌋
|x| .
It follows that (ii) is equivalent to∫ ∞
−∞
|x|I(|x| ≥ φ(1))
⌊φ−1(|x|)⌋−
n=1
1
φ(n)
dF(x) <∞. (2.3)
Hence it is enough to show that (2.3) and (iv) are equivalent. Nowwe estimate K =:∑⌊φ−1(|x|)⌋n=1 1/φ(n). Since φ(x) is strictly
increasing, we get that
K ≤ 1
φ(1)
+
∫ ⌊φ−1(|x|)⌋
1
1
φ(y)
dy ≤ 1
φ(1)
+
∫ φ−1(|x|)
1
1
φ(y)
dy (2.4)
and
K ≥
∫ ⌊φ−1(|x|)⌋+1
1
1
φ(y)
dy ≥
∫ φ−1(|x|)
1
1
φ(y)
dy. (2.5)
From (2.5), we see that (2.3) implies (iv). To prove the converse, we assume that (iv) holds. If we prove that E|X | <∞, then
(2.3) can be obtained from (2.4) and (iv). Noting that for |x| ≥ φ(2),∫ φ−1(|x|)
1
1
φ(y)
dy ≥
∫ 2
1
1
φ(y)
dy ≥ 1
φ(2)
,
we have that∫ ∞
−∞
|x|I(|x| ≥ φ(1))
∫ φ−1(|x|)
1
1
φ(y)
dy dF(x) ≥
∫ ∞
−∞
|x|I(|x| ≥ φ(2))
∫ φ−1(|x|)
1
1
φ(y)
dy dF(x)
≥ 1
φ(2)
E|X |I(|X | ≥ φ(2)).
Hence we get that E|X | <∞ from (iv). 
3. Strong law of large numbers for weighted sums
In this section, we will establish strong law of large numbers of the form (1.1). Throughout this section, we assume that
the following conditions hold.
(1) h(x) is a positive function on (0,∞).
(2) g(x) is a positive and strictly increasing function on (0,∞)with limx→∞ g(x) = ∞.
(3) φ(x) ≡ g(x)h(x) (φ(0) = 0) is strictly increasing function on [0,∞)with range [0,∞).
For a sequence of random variables {Xn, n ≥ 1}, denote
Yn = 1
φ(n)
XnI(|Xn| ≤ φ(n))− I(Xn < −φ(n))+ I(Xn > φ(n)), n ≥ 1,
the monotone truncation of Xn.
Next, we introduce the concept similar to the Marcinkiewicz–Zygmund maximal inequality with exponent 2.
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Definition 3.1. A sequence of random variables {Xn, n ≥ 1} is said to satisfy themaximalmoment inequality with exponent
2 if for all n ≥ m ≥ 1, there exists a positive constant C independent of n andm such that
E max
m≤k≤n
 k−
i=m
Xi

2
≤ C
n−
i=m
EX2i .
Note that a wide class of mean zero random variables satisfies the maximal moment inequality with exponent 2.
Examples include independent random variables, martingale differences (see Doob’s maximal inequality), negatively
associated random variables [7], ϕ-mixing random variables with
∑∞
n=1 ϕ1/2(n) < ∞ [8], and ρ∗-mixing (or ρ˜-mixing)
random variables [9].
The following lemma can be proved by the standard method.
Lemma 3.1. Let {Xn, n ≥ 1} be a sequence of random variables satisfying the maximal moment inequality with exponent 2. If∑∞
n=1 EX2n <∞, then
∑∞
n=1 Xn converges a.s.
Now we state and prove a strong law of large numbers for weighted sums of random variables.
Theorem 3.1. Let {X, Xn, n ≥ 1} be a sequence of identically distributed random variables such that {Yn − EYn, n ≥ 1} satisfies
the maximal moment inequality with exponent 2. Assume that the following conditions hold.
(i)
∑∞
n=1 P(|X | > φ(n)) <∞.
(ii)
∑∞
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)) <∞.
Then
1
g(n)
n−
i=1
Xi −mi
h(i)
→ 0 a.s.,
where mi = EXiI(|Xi| ≤ φ(i)).
Proof. Observing that
∞−
n=1
Var(Yn) ≤
∞−
n=1
EY 2n =
∞−
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n))+
∞−
n=1
P(|X | > φ(n)) <∞,
we have by Lemma 3.1 that
∞−
n=1

XnI(|Xn| ≤ φ(n))−mn
g(n)h(n)
− I(Xn < −φ(n))+ I(Xn > φ(n))+ P(Xn < −φ(n))− P(Xn > φ(n))

converges a.s. (3.1)
By (i) and the Borel–Cantelli lemma,
∞−
n=1
I(Xn < −φ(n))+ I(Xn > φ(n))+ P(|Xn| > φ(n)) converges a.s. (3.2)
Combining (3.1) and (3.2) gives
∞−
n=1
XnI(|Xn| ≤ φ(n))−mn
g(n)h(n)
converges a.s.
By the Kronecker lemma,
1
g(n)
n−
i=1
1
h(i)
(XiI(|Xi| ≤ φ(i))−mi)→ 0 a.s.
To complete the proof, it is enough to show that
1
g(n)
n−
i=1
1
h(i)
XiI(|Xi| > φ(i))→ 0 a.s.
But, this follows from (i) and the Borel–Cantelli lemma. 
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Remark 3.1. The condition
∑∞
n=1 P(|X | > φ(n)) <∞ is equivalent to Eφ−1(|X |) <∞.Hence condition (ii) in Theorem 3.1
can be replaced by any condition in Theorem 2.3. For example, condition (ii) can be replaced by∫ ∞
−∞
x2
∫ ∞
φ−1(|x|)
1
φ2(y)
dy dF(x) <∞. (3.3)
When Eφ−1(|X |) <∞, a sufficient condition for (3.3) is
φ2(s)
∫ ∞
s
1
φ2(y)
dy = O(s) for all s > d, (3.4)
where d ≥ 0 is a constant. As mentioned after Definition 3.1, if {Xn, n ≥ 1} is a sequence of independent, ρ˜-mixing, or
negatively associated random variables, then {Xn − EXn, n ≥ 1} satisfies the maximal moment inequality with exponent 2.
Furthermore, {Yn − EYn, n ≥ 1} satisfies the maximal moment inequality with exponent 2. Hence Theorem 3.1 generalizes
the results of Jajte [3], Jing and Liang [4], Meng and Lin [5], and Wang [6].
Theorem 3.2. Let {X, Xn, n ≥ 1} be a sequence of identically distributed random variables such that {Yn − EYn, n ≥ 1} satisfies
the maximal moment inequality with exponent 2. Assume that the following conditions hold.
(i)
∑∞
n=1
1
φ(n)E|X |I(|X | > φ(n)) <∞.
(ii)
∑∞
n=1
1
φ2(n)
EX2I(|X | ≤ φ(n)) <∞.
Then
1
g(n)
n−
i=1
Xi − EXi
h(i)
→ 0 a.s.
Proof. Note that (i) implies that
∑∞
n=1 P(|X | > φ(n)) <∞. By Theorem 3.1,
1
g(n)
n−
i=1
Xi −mi
h(i)
→ 0 a.s.,
wheremi = EXiI(|Xi| ≤ φ(i)). Hence it is enough to show that
1
g(n)
n−
i=1
EXI(|X | > φ(i))
h(i)
→ 0. (3.5)
Since φ(n) = g(n)h(n), (i) implies (3.5) by the Kronecker lemma. 
Remark 3.2. Condition (i) in Theorem 3.2 implies Eφ−1(|X |) < ∞. Hence condition (i) in Theorem 3.2 can be replaced by
any conditions in Theorem 2.7, and condition (ii) can be replaced by any conditions in Theorem 2.3. For example, condition
(i) can be replaced by∫ ∞
−∞
|x|I(|x| ≥ φ(1))
∫ φ−1(|x|)
1
1
φ(y)
dy dF(x) <∞, (3.6)
and condition (ii) can be replaced by (3.3).
Corollary 3.1. Let {X, Xn, n ≥ 1} be a sequence of identically distributed ρ˜-mixing random variables with mean zero and
Eφ−1(|X |) <∞. If φ(x) ≡ g(x)h(x) satisfies (3.4) and
φ(t)
∫ t
1
1
φ(y)
dy = O(t) for all t ≥ 1, (3.7)
then
1
g(n)
n−
i=1
Xi
h(i)
→ 0 a.s.
Proof. If {Xn, n ≥ 1} is a sequence of ρ˜-mixing random variables, then {0, . . . , 0, Xm, Xm+1, . . .} is still a sequence of ρ˜-
mixing random variables. Hence {Yn − EYn, n ≥ 1} satisfies the maximal moment inequality with exponent 2 by the result
of Utev and Peligrad [9]. Under the condition Eφ−1(|X |) < ∞, (3.4) and (3.7) imply (3.3) and (3.6), respectively. Thus the
result follows from Remark 3.2. 
Remark 3.3. Meng and Lin [5] proved Corollary 3.1 under the additional condition that x/φ(x) is non-decreasing.
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