Abstract: This paper describes digital image processing techniques that were developed to precisely correct Landsat multispectral Earth observation data and gives illustrations of the results achieved, e.g., geometric corrections with an error of less than one picture element, a relative error of one-fourth picture element, and no radiometric error effect. Techniques for enhancing the sensor data, digitally mosaicking multiple scenes, and extracting information are also illustrated.
Introduction

Landsut
In July 1972 the U.S. National Aeronautics and Space Administration (NASA) launched the first Earth Resources Technology Satellite (ERTS-I ) , recently renamed "Landsat-1 ," and a second satellite was launched in January 1975. A number of significant scientific discoveries and practical benefits have already resulted [ 1 -81 ; see Table 1 for the major disciplines and applications of the Landsat program. 
I
Each unmanned Landsat makes 14 orbits per day, viewing 185-km-wide strips of the Earth [ 91. Each satellite provides global coverage once every 18 days, so that the two satellites provide such coverage every nine days. All equatorial crossings occur at approximately the same local time each day, 9:30 a.m.; this holds for all parts of the world. The satellite orbit plane precesses at about one degree per day and the sun-synchronous orbit has a constant orbit-plane angle relative to the sunEarth line, which minimizes misinterpretation of satellite-sensor data due to shadow effects from the sun. The physical parameters of the Landsat mission are summarized in Table 2 .
Landsat carries two kinds of sensors to detect and record sunlight reflected from the Earth's surface in particular spectral bands [ 91 :
The Return Beum Vidicon ( R B V ) is a three-band, threecamera television system (Fig. 1.) using conventional lenses and shutters, and vidicons for image scanning and storing prior to transmission of the image data to ground stations. The cameras are sensitive to scene radiance in wavelengths from 0.48 to 0.83 pm. Their field of view is an area 185 km X 185 km. The Multispectral Scanner ( M S S ) consists of an oscillating mirror and an optical system which reflect and direct scene radiance into a solid-state detector array that is sensitive to wavelengths in four spectral bands between 0.5 and 1.1 pm (not including thermally generated radiation); see Fig. 2 . Six scan lines are simultaneously swept in each spectral band with one mirror oscillation. The detectors subtend an instantaneous field of Table 3 .
Digital image processing concepts
Earth observation data acquired by on-board spacecraft sensors are affected by a number of electronic, geometric, mechanical, and radiometric distortions that, if left uncorrected, would diminish the accuracy of the information extracted and thereby reduce the utility of the data.
Previous methods of correction, using electro-optical processing techniques, have had some limitations [ 9 ] . Recent investigations [ 10-121 have shown the superiority of a digital approach over that of electro-optics as a consequence of the former's processing flexibility, fewer required data conversions, and improved accuracy and quality of the information developed.
To correct sensor data, internal and external errors must be determined -they must be either predictable or measurable. Internal errors are due to sensor effects; they are systematic or stationary, i.e., constant (for all practical purposes), and can be determined from prelaunch calibration measurements. External errors are due to platform perturbations and scene characteristics, which are variable in nature but can be determined from ground control and tracking data. Thus, the information required for correcting data distortion can be obtained (within certain limits of precision). Figure 3 presents a simplified illustration of the sequence of sensor-data processing from acquisition to application. The principal error sources (for the Multispectral Scanner) and the maximum compensation for the errors, as determined by statistical analysis, are the following:
Platform effects
Altitude Departures of the spacecraft from nominal altitude produce scale distortions in the sensor data. For the MSS, this distortion is along-scan only and varies with time; the magnitude of correction is 1.5 km.
Attitude Nominally, the sensor axis system is maintained with one axis normal to the Earth's surface and another parallel to the spacecraft velocity vector. As the sensor departs from this attitude, geometric distortion results. For the MSS, the complete attitude timehistory must be known to compensate for the distortion; magnitude of correction: pitch, 12 km; roll, 12 km; yaw, 2.46 km; pitch rate, 0.93 km; roll rate, 0.54 km; and yaw rate, 0.040 km.
Scan-skew During the time required for the MSS mirror to complete an active scan, the spacecraft moves along the ground track. Thus, the ground swath scanned is not normal to the ground track but is slightly skewed, which produces cross-scan geometric distortion: the magnitude of correction is 0.082 km.
Ve/elocity If the spacecraft velocity vector departs from nominal values, the ground track covered by a given number of successive mirror sweeps changes, producing alongtrack scale distortion; the magnitude of correction is 1.5 km.
Scene effects
Earth rotation As the MSS mirror completes successive scans, the Earth rotates beneath the sensor. Thus, there is a gradual westward shift of the ground swath being scanned. This causes along-scan distortion; the magni-42 tude of correction is 13.3 km.
Map projection For Earth resources use, image data are usually required in a specific map projection. Although map projection does not constitute a geometric error, it does require a geometric transformation of the input data, and this can be accomplished by the same operations that compensate for distortion in the data; the magnitude of correction is 3.7 km along scan and along track (for the continental U.S.).
Sensor effect
Mirror sweep The MSS mirror scanning rate varies nonlinearly across a scan because of imperfections in the electromechanical driving mechanism. Since data samples are taken at regular intervals of time, the varying scan rate produces along-scan distortion; the magnitude of correction is 0.37 km.
Scene and sensor effects
Panorama The imaged ground area is proportional to the tangent of the scan angle rather than to the angle itself and, since data samples are taken at regular intervals, this produces along-scan distortion; the magnitude of correction is 0.12 km.
Perspective For most Earth resources applications, the desired Landsat images represent the projection of points on the Earth on a plane tangent to the Earth at the nadir, with all projection lines normal to the plane. The sensor data, however, represent perspective projections, i.e., projections whose lines meet at a point above the tangent plane. For the MSS, this produces only along-scan distortion; the magnitude of correction is 0.08 km.
Atmospheric effects
The scene radiance is dispersed and attenuated by the atmosphere between the sensor and the ground. Compensation for these effects is difficult but, if it can be done, increases the accuracy of information extraction still further. For example, see the discussion of sensor requirements by Kidd and Wolfe [ 131.
Elements of digital correction
The procedure developed for correction of satellite imagery is based on the computation of geometric coefficients from models that describe the distortion in the image. After obtaining these coefficients, a mapping function can be synthesized for geometric and radiometric correction of the sensor data. In this section we discuss the digital techniques that were developed to preprocess (correct) Earth observation data. These techniques have been applied to a variety of problems in addition to those used here as examples.
Ground Control Points ( G C P s )
Because tracking and spacecraft attitude data are not known precisely, Ground Control Points are used to obtain external reference information. A GCP is a physical feature detectable in a scene, whose location and elevation are known precisely. Typical
GCPs are airports, highway intersections, land-water interfaces, geological and field patterns, etc. A registration operation is used to match a small image (subimage) area containing the GCP with a scene to be corrected, acquired possibly at a later time but containing the same feature.
Computationally efficient techniques have been developed to locate GCPs in digital data arrays. These are based on implementations [14 The principle of operation involves differencing an intensity-normalized random sample of corresponding points in the G C P and search areas and summing the absolute values of the differences. When the sum exceeds a selected threshold value, the subimages are considered to be dissimilar, the G C P area is displaced in relation to the search area, and another comparison is made. This process is repeated until a minimum sum function is found, which corresponds to the coordinates x, y of a best match between the GCP and the search area.
Consider two images, the search area S and the "window" (GCP subimage) W , illustrated in Fig. 4 . The search area is an L X L array of digital picture elements which can assume one of G gray (intensity) levels. The
elements having the same gray-scale range. By superimposing the window on the search area, and by constraining the translation of the window so that at all times it is contained entirely within the search area, subimages S i ' are defined, which are M X M arrays of digital picture elements.
Each subimage is identified by the coordinates i, j of its upper left comer. Because of the constraint on the translation of the window (within S only), the domain of definition of the subimages-called the allowed range of reference points -is smaller than the search area.
The search for a point with coordinates i*, j * , in this domain, that indicate the position of the subimage which is most "similar" to the given window is called translational registration. For each point i , j there are M 2 points The Sequential Similarity Detection Algorithms are usually used to get to the neighborhood of the best match. Then a 5 X 5 grid of correlation coefficients, centered at the best integral picture element (pixel) match, as determined by the SSDA, is computed. Next, a smooth surface is fitted to the grid and the FletcherPowell method [ 161 is used to attain sub-pixel GCP registration accuracy.
We define a success ratio as the number of correct registrations divided by the total number of registration attempts. The primary factor affecting the success ratio is the temporal and seasonal variation between the G C P and the scene to be processed. Table 4 shows that the registration success ratio is reasonably high, even for data separated in time by one year [ 121. Another factor involves the spectral characteristics of the G C P feature.
For example, macadam airfields can be detected and registered more successfully in the infrared bands ( 6 and 7 ) than in the visible spectral bands (4 and 5). Generally, to increase reliability, redundant GCPs are processed.
Mapping operation Spacecraft roll, pitch, and yaw data are not provided with sufficient accuracy by the satellite attitude determination system, and the ephemeris data do not provide either altitude or ground position with sufficient accuracy; these parameters must be calculated from knowledge of the GCP locations.
Differences between actual and observed GCP locations are used to evaluate the coefficients of cubic polynomial time functions of roll, pitch, and yaw, and of a linear time function of altitude deviation [ 121. The GCPs are first located in the input image (sensor data) and then mapped into the Earth tangent plane using models based on all those errors that can be predicted or determined from tracking data. The tangent plane projection contains a Cartesian coordinate system with its origin at the center of the image and the x-y plane tangent to the Earth ellipsoid at this origin. The positive x axis is in the direction of the nominal spacecraft ground track; the z axis is oriented away from the center of the Earth; and the y axis completes a right-handed coordinate system. The functional steps that generate the mapping function are summarized in Fig. 5 .
Geometric correction function
The input image is an array of digital data which represents a geometrically distorted, one-dimensional perspective projection of some portion of the Earth's surface. The output image is a geometrically corrected map projection of the same ground area.
A network of grid points spanning the output image area is mapped into the input image using a pair of bivariate polynomials; the following mapping functions [ 12, 171 provide this transformation:
Rather than apply the mapping functions to all points of the output image, an interpolation grid is established on the output image. The grid is constructed so that if the four corner points of any grid mesh are mapped with the aid of the mapping function polynomials, all points internal to the mesh can be located in the input image, with sufficient accuracy, by bilinear interpolation from the corner points.
After determining the position of an output picture element on the input image, several methods can be used to calculate the intensity value of the output element. For example: Table 4 Registration success ratios as a function of the temporal separation between the acquistion of search area and window area data (Chesapeake Bay vicinity). The nearest-neighbor method, which selects the intensity of the closest input element and assigns that value to the output element:
Success ratio
The bilineur interpolution method, which uses four neighboring input values to compute the output intensity by two-dimensional interpolation:
The cubic convolution method [ 1 I , 12, 181, originally suggested by Rifman and McKinnon, which uses 16 neighboring values to compute the output intensity (see the Appendix) :
In, n
Resampling of MSS image data can be used to eliminate spatial discontinuities due to nonsimultaneous detector sampling and geometric image correction operations. Figure 6 shows an MSS subimage, extracted from a central California scene (Fig. 8 ) , before and after use of the three resampling algorithms [ 121. Discontinuities in the input data have been eliminated by the bilinear interpolation and cubic convolution methods. Some highfrequency loss, due to low-pass filtering of the image data, can be noted in the corrected image for which bilinear interpolation was used. 
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Number of GCPs used Figure 7 Root-mean-square (RMS) distance error as a function of the number and registration accuracy of the GCPs used. Table 6 ) ; (c) MSS image (band 7) before radiometric enhancement, (d) subimage after radiometric road network enhancement, and (e) subimage after radiometric water pattern enhancement; ( f ) RBV image (band 2) before and (g) after radiometric correction (see the data in Table 7 ).
Radiometric correction
Multispectral Scunner
The MSS has 24 solid-state detectors, six for each band. Both bias and gain errors can exist with uncalibrated detector data. Each detector voltage output is digitized into 64 values, or counts. An internal MSS calibration lamp is scanned by the detectors and the data are used to provide absolute (in terms of the lamp strength) and relative (in terms of each detector) response information. The corrections thus generated are implemented by simple table-lookup operations; see Table 5 for an example of radiometric corrections. The detector output ( V ) is used as an address or pointer to the correct value in the table, and the table value ( R ) is used as the corrected image-element radiance response. In Table 5 
Return Beam Vidicon
The RBV computer-compatible tapes contain image data that have been sampled and digitized with six-bit quantization. Thus, there are 64 possible input values. If a table which specifies the correct output intensity for each of the 64 input intensities can be defined, radiometric correction of the RBV images can also be accomplished by table-lookup operations. This is essentially the technique used, but it is complicated by the fact that RBV radiometric errors vary across the image; this results in the need to use multiple correction tables.
The RBV data suffer from significant shading (nonuniform response) effects. Since the objective of RBV pensate for the spatially variable response characteristics, a method has been developed that mathematically structures the RBV image into correction zones.
(A sufficient number of such zones must be established to have a nearly continuous radiometric response function.) Each zone has a unique radiometric correction table to be used for compensation of the RBV errors. In effect, RBV radiometric correction is performed in two stages: generation of the correction tables (an off-line operation) and then application of the correction.
Pre-flight calibration readings at several intensity levels from a uniform light source provide an 18 X 18 array of points in the RBV image. These readings, in terms of voltage ranging from 0.32 to 1.10 V, are then scaled to the digital range 0 to 63. From these uniform input values, 18 X 18 arrays of gain (G ) and bias ( B ) are computed for the correction equation, Vout = G (Vi, + B ) .
These input readings are distributed uniformly throughout the image but do not include the edges. Various extrapolation techniques, with polynomial functions up to third order, were tested for use in estimating the Vidicon scenes have been processed by these correction With the inclusion of edge values, these computations elements.
In this section we present some of the results finally produce 20 X 20 arrays of gain and bias values in both numerical and pictorial form. which completely span the image. The values can be fit in a least-square-error sense with spatially dependent Geometric correction functions G ( x , y ) and B ( x , y ) . For this, it is computationIt was found that for MSS data the number, distribution, ally efficient to divide the image into zones, within which and registration accuracy of GCPs influence the accuracy constant values of G and B can be used with an acceptof the output image data. Figure 7 shows the root-mean-50 ably small error. square distance error as a function of the number of 
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GLPs, fro111 a well distributed set, used to establish the distortion characteristics of a scene; 16 seems to be a reasonable number of GCPs to use for an acceptable degree of accuracy.
The relative geometric accuracy of the processed image data is determined by comparing the positions of picture elements in the processed G C P scene with U.S. Geological Survey maps, with translation errors removed, through the use of metric functions to determine similarity. Table 6 is a summary of the typical accuracy obtained; for 90 percent of the GCPs, a relative geometric accuracy of about one picture element (79 m) can be achieved. (The use of the 90-percent figure is consistent with a National Map Accuracy Standard for error measurement.)
Figures 8 ( a ) and (b) are MSS images of a central California area before and after correction. The "before" image is a rectangle because of the overlapping of the along-scan sample values ( 1.4: 1 oversampling) and because no Earth rotation correction has yet been made. The "after" image has been fully corrected and can be used as a map product at a scale of about 1 : 250000.
A similar geometric error analysis was made on corrected RBV data. Since each band corresponds to an independent sensor, an error value was determined for each band. Relatively high accuracy can be obtained with few GCPs because the sensor data are essentially independent of the satellite attitude rate (an RBV scene is imaged in 4 to 16 ms). Figure 8 (c) shows an MSS image of the central California area with normal radiometric processing. Figures  8(d) and (e) show subimages after radiometric enhancement. Generally, in the infrared band, water appears black because of the low radiance response of water in the 0.8 to 1.1 pm wavelength range. A radiometric "stretching" operation was done on the water data, Fig.  8(e) , to determine whether any additional information could be extracted for the Monterey Bay region. In addition, the area of San Jose north of Monterey Bay was processed to enhance the road network, Fig. 8(d) . It is apparent that the radiometrically modified images exhibit information that would not have been normally detected. These examples demonstrate that digital sensor data have a wider dynamic range than photographic film can provide. We estimate that twice the film range exists in the sensor data and that the additional information can be extracted by simple radiometric processing.
Radiometric enhancement
Three RBV bands were radiometrically corrected and the results, in terms of the number of zones, i.e., individual correction tables for each band, are given in Table 7 . correction. Most of the shading (non-uniform RBV response characteristic) has been removed, with the recovery of a significant amount of data.
Temporal registration experiment
Irt some applications it is useful to have two or more images in geometric conformance, i.e., in registration with each other. This is particularly useful in change detection applications where a difference in ground features is of interest, such as shoreline erosion. In agricultural feature extraction applications, the use of multiple scenes of the same area over a crop maturation period improves crop classification accuracy. For these types of applications, extremely precise geometric correction of the various scenes must be made so that corresponding ground features of both scenes are assigned the same geographic location and are thus in conformance.
An experiment was conducted to determine the geometric similarity of two digitally processed scenes. A scene that included Phoenix, Arizona was processed (using 20 GCPs) to correct all geometric errors; this served as a reference image. Then a scene, acquired 36 days later, was processed using the earlier scene as a geometric ground control reference. Both processed scenes were recorded on film and are shown in Fig. 9 .
To evaluate relative error, 69 features were located in each scene and the differences in corresponding line and sample coordinates were computed. The results showed temporal registration errors less than 0.24 picture element in sample location and less than 0.1 1 picture element in line location for 90 percent of the features. When the scene transparencies are overlaid, no geometric difference can be discerned.
This experiment demonstrates that multiple scenes can be corrected to be in conformance within about one-fourth picture element.
Mosaicking
Techniques have been developed to digitally combine two or more scenes [ 191. The object of mosaicking is to allow a larger area to be viewed; e.g., some geologic faults or lineaments and some hydrologic features are thousands of kilometers in length. By combining multiple scenes with precise correction, information extraction can be improved. Figure IO shows a circular geologic feature that was recorded midway between two scenes; its unusual shape was not evident before the scenes were mosaicked. Figure 11 is a digital mosaic of a portion of the east coast of the United States. This mosaic was produced by merging three contiguous MSS scenes and geometrically correcting the swath. No geometric discontinuity is apparent in the processed scene. Bands 4, 5, and 7 have been combined into a representational-color composite "photograph" in which, for example, vegetation is shown in red.
Reference 20 contains a digital mosaic of a MontanaWyoming region, produced from eight MSS scenes. Those scenes were acquired 24 hours apart and were digitally mosaicked to produce one composite image. First, the scenes of the first swath were merged and geometrically corrected. Next, the scenes of the second swath were merged and corrected, so that common GCPs were in coincidence. Finally, the overlapped region was removed from one swath and the two swaths were combined. Figure 12 is a digital mosaic of the entire United States, produced from infrared and visible light sensor data (0.4 to 1.0 pm) accumulated on three nighttime south-to-north passes of a meteorological satellite at an altitude of 835 km. Each sweep provided ground coverage of a 3000-km wide swath but, because of the wide ( 1 12") field of view, the sensor data contained severe panoramic distortion.
Geometric correction programs were used to eliminate this distortion and to convert the data to a Lambert conformal conic projection. The data from the three swaths were then adjusted for intensity variations and mosaicked into the scene shown. Los Angeles, San Francisco, Seattle, and other cities outline the west coast; Miami, Washington, Philadelphia, New York and other cities can be identified on the east coast (clouds obscured Boston and other northern cities) : and most medium-to-large cities in the interior of the United States can also be identified.
Enlargement
An image can be enlarged by a number of digital techniques. One involves simple picture element and line repeating, which enlarges an image by an integral factor. If the enlargement factor is too great, however, the image may have the appearance of discrete blocks. Resampling of the data can enlarge an image without this effect. Figure 13 shows a subimage area, centered on New York City in Fig. 1 1 , which has been digitally enlarged using a cubic convolution resampling function. Note that great detail can be resolved despite the fact that the sensors were at an altitude of 500 nautical miles (9 15 km). Figure 14 is a digitally processed color composite scene of the southwest-northeast valley region of Tennessee between the Cumberland and the Great Smoky Mountains. Numerous intricate land-water interfaces are visible, e.g., the serpentine Douglas Lake near the center, which was formed by the dam at its western end, and Cherokee Lake, north of Douglas Lake, also formed by a dam at its western end. Digitally processed images such as this are used to monitor the condition of lakes, predict and assess flood damage, anticipate irrigation requirements, and develop hydrologic models for water management.
Information extraction
In Fig. 14 , as well as in the other color composite illustrations in this paper, although water is represented by a medium-to-dark blue color, which appears "natural" to the human eye, this color is actually a representational one based on integration of digitally recorded information from two wavelength bands in the visible range (bands 4 and 5 ) and one band ( 7 ) in the infrared region, which is not perceived by the eye. In this SYStem, urbanized areas such as Kingsport, Tennessee, at the upper right and Knoxville, west of Douglas Lake, are generally represented by a light blue color (which in part indicates the infrared reflectivity of asphalt roads and roofs). Figure 15 is a color composite of the central California scene in Fig. 8 . This image was also produced by photographic combination of digitally processed bands 4, 5 , and 7. Of significance are the agricultural, geologic, hydrologic, and urban features that are readily discerned. For example, the San Andreas fault, with a northwestsoutheast orientation, can be seen at the lower left, and the Diablo Mountain ranges are easily identifiable. Crops in the San Joaquin valley, including alfalfa, barley, rice, and safflower, can be identified visually by color (see the agricultural subimage in Fig. 16 ) and can be accurately and rapidly classified by computer processing. Such computer-programmed spectral classification has achieved crop identification and area determination accuracy as high as 98 percent. Also visible in this scene are reservoirs (the San Luis reservoir is in the center) and irrigation canals and aqueducts leading from the San Luis reservoir. Various urban areas in central California such as San Jose, Merced, and Salinas are quite apparent, and this kind of data is often useful to land-use planners.
An MSS scene of the northwestern part of Pakistan was used in a mineral exploration experiment [8] by U.S. scientists in cooperation with Pakistani government agencies to seek previously undiscovered mineral deposits using multispectral classification techniques. Digital image data for a known copper-bearing region were used in a pattern-recognition program to identify similar rock and surficial materials generally associated with subsurface copper ore, and five previously unknown mineralrich areas were discovered. The
Pakistan scene is reproduced in Ref. 20 .
Computer configurations and analysis
Our image processing program development and experimentation were performed at the Gaithersburg image processing facility. This facility consists of a general Figure 17 Image processing operations and associated data flow. An image processing configuration analysis addressed the requirements of an operational environment, Le., the processing of multiple Landsat scenes on a production basis. Figure 17 is a schematic of the image processing operations and the associated data flow.
Several general purpose computer configurations and one special purpose configuration were analyzed in an implementation of the image processing algorithms. Several system configurations were considered and their performance evaluation was predicted through the use of analytical models [ 121. For each, the following processing steps were considered:
Step I transformed to a pixel-interleaved (by band) format.
Input image data are read from magnetic tape and Supporting data (e.g., ephemeris) are read. Image data are radiometrically corrected by Ground Control Point (GCP) and reseau search areas (as required) are extracted from the input stream and stored for subsequent detection operations.
Step 2
GCPs are located in the image data. Reseau (for RBV images only) are located in the Geometric correction functions are generated.
image data.
Step 3
techniques.
tape in picture-element-interleaved format.
Step 4 output tape and copied onto user tapes.
Geometric corrections are applied using different Corrected, annotated data are written on magnetic
User-requested scenes are selected from the master
The five computer configurations considered are defined in Table 8 , which summarizes the assumed processing requirements and environment. Two alternative 1 / 0 media were assumed-computer-compatible tape and high density digital tape. For the highest-throughput configuration ( E ) , a variation including direct film output to a laser beam recorder was also evaluated. The detailed configurations and analysis can be found in Ref. 12 .
A summary of the results of the configuration analysis is given in Table 9 . Throughput figures are in scenes per day (a scene consists of all spectral band images of a 185-km X 185-km area). Many throughput figures are much larger than the daily processing requirement anticipated but are listed as a measure of the computing capacity available for other tasks, for example, production of user tapes. The smaller general purpose processors are CPU-bound, but the use of an attached, microprogrammed, special purpose processor and the use of high density digital tape were found to significantly increase system throughput.
Conclusions
Several conclusions can be drawn from the work that has been performed: Utility Because of the digital nature of advanced sensors, and information extraction techniques that use digital computers, it is advantageous to correct sensor data using digital rather than electro-optical techniques. Corrected sensor data can be generated with no data degradation, resulting in improved information extraction.
Accuracy Digital correction of digital sensor data results in geometric errors of less than one picture element and in full preservation of sensor radiometry. No radiometric error or loss is introduced (as occurs in electro-optical processing with its data conversions and multiple photographic generations).
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Throughput Production image processing systems can be configured to allow high speed processing of Earth observation data. Microprogrammed signal processors can be used to improve the cost/performance ratio relative to conventional general purpose computer configurations, where high throughput systems are required.
Flexibility Digital processing provides a significant degree of processing and operational flexibility. Correction, enhancement, mosaicking, and information extraction can all be done with the same hardware by sequential selection of software routines.
Feasible technology
In the past, the use of digital technology and, in particular, digital computers for image processing, was considered impractical because the parallel nature of the data conflicted with the serial nature of digital processors. However, advanced sensors provide serial digital data, and advanced digital hardware provides parallel processing capability. This inversion of organization, combined with high speed circuitry and efficient algorithms, has made a major impact on image processing technology.
It is likely that most future ground systems for processing Earth observation data will use digital technology and techniques.
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Appendix: Derivation of cubic convolution resampling filter
It can be shown that a band-limited sampled signal can be reconstructed (resampled) without information loss by the use of a filter which, in one dimension, has the form z(xj) = r ( x k ) f ( x j -x k ) ' ('41 1 k where [(x,) is the input signal being reconstructed, xk is the picture element location of the input signal, and f ( x ) is the reconstruction filter.
Ideally, a reconstruction filter of the form f ( x ) = sin x/ x should be used. This function, however, requires an infinite amount of data. The use of an equivalent digital filter operator requires an infinite number of input signal terms, due to the continuous nature of the operator. 
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Erratum
