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Abstract
Many processes, such as discrete event systems in engineering or population
dynamics in biology, evolve in discrete space and continuous time. We consider the
problem of optimal decision making in such discrete state and action space systems
under partial observability. This places our work at the intersection of optimal
filtering and optimal control. At the current state of research, a mathematical
description for simultaneous decision making and filtering in continuous time
with finite countable state and action spaces is still missing. In this paper, we
give a mathematical description of a continuous-time partial observable Markov
decision process (POMDP). By leveraging optimal filtering theory we derive
a Hamilton-Jacobi-Bellman (HJB) type equation that characterizes the optimal
solution. Using techniques from deep learning we approximately solve the resulting
partial integro-differential equation. We present (i) an approach solving the decision
problem offline by learning an approximation of the value function and (ii) an
online algorithm which provides a solution in belief space using deep reinforcement
learning. We show the applicability on a set of toy examples which pave the way
for future methods providing solutions for high dimensional problems.
1 Introduction
Continuous-time models have extensively been studied in machine learning and control. They are
especially beneficial in order to reason about latent variables at time points not included in the data.
In a broad range of topics such as natural language processing [47], social media dynamics [29]
or biology [16] to name just a few, the underlying process naturally evolves continuously in time.
In many application the control of such time-continuous models is of interest. There exist already
numerous approaches which tackle the control problem of continuous state space systems, however,
for many processes a discrete state space formulation is more suited. This class of systems is
discussed in the area of discrete event systems [9]. Decision making in these systems has a long
history, yet, if the state is not fully observed acting optimally in such systems is notoriously hard.
Many approaches resort to heuristics such as applying a separation principle between inference and
control. Unfortunately, this can lead to weak controllers as the agent does not incorporate the effects
of its decisions for future inference.
In the past, this problem was also approached by using a discrete time formulation such as a POMDP
model [20]. Nevertheless, it is not always straight-forward to discretize the problem as it requires
adding pseudo observations for time points without observations. Additionally, the time discretization
can lead to problems when learning optimal controllers in the continuous time setting [42].
A more principled way to approach this problem is to define the model in continuous time with a
proper observation model and to solve the resulting partial observable problem. Still, it is not clear a
priori, how to design such a model and even less how to control it in an optimal way. In this paper,
we provide a formulation of this problem by introducing a continuous-time analogue to the POMDP
framework. We additionally show how methods from deep learning can be used to find approximate
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solutions for control under the continuous time assumption. Our work can be seen as providing
a first step towards scalable control laws for high dimensional problems by making use of further
approximation methods.
Related Work
Historically, optimal control in continuous time and space is a classical problem and has been
addressed ever since the early works of Pontryagin [33] and Kalman [21]. Continuous-time reinforce-
ment learning formulations have been studied [11, 5, 46] and resulted in works such as the advantage
updating and advantage learning algorithms [3, 15] and more recently in function approximation
methods [42]. Continuous time formulations in the case of full observability and discrete spaces are
regarded in the context of semi-Markov decision processes (SMDPs) [4, 6], with applications e.g., in
E-commerce [51] or as part of the options framework [41, 19].
A classical example for simultaneous optimal filtering and control in continuous space is the linear
quadratic Gaussian (LQG) controller [39]. In case of partial observability and discrete spaces the
widely used POMDP framework [20] builds a sound foundation for optimal decision making in
discrete time and is the basis of many modern methods, e.g., [35, 52, 17]. By the applying a
discretization, it was also used to solve continuous state space problems as discussed in [10]. Another
existing framework which is close to our work is the partial observable semi-Markov decision
process (POSMDP) [28] which has applications in fields such as robotics [32] or maintenance [38].
One major drawback of this framework, however, is that observations are only allowed to occur
at time points where the latent continuous-time Markov chain (CTMC) jumps. This assumption is
actually very limiting, as in many applications observations are received at arbitrary time points or
knowledge about jump times is not available.
The development of numerical solution methods for high dimensional partial differential equations
(PDEs), such as the HJB equation, is an ongoing topic of research. Popular approaches include
techniques based on linearization such as differential dynamic programming [18, 44], stochastic
simulation techniques, as in the path integral formalism [22, 45] and collocation-based approaches
as [36]. Latter have been extensively discussed due to the recent advances of function approximation
by neural networks which have achieved huge empirical success [24]. Approaches solving HJB
equations amongst other PDEs using deep learning can be found in [43, 27, 13, 37].
In the following section we introduce several results from optimal filtering and optimal control, which
help to bring our work into perspective.
2 Background
Continuous-Time Markov Chains. First, we discuss the basic notion of the continuous-time
Markov chain (CTMC) {X(t)}t≥0, which is a Markov model on discrete state space X ⊆ N and in
continuous time t ∈ R≥0. Its evolution for a small time step h is characterized by P(X(t+ h) = x |
X(t) = x′) = 1(x = x′) + Λ(x′, x)h+ o(h), with limh→0
o(h)
h = 0. Here, Λ : X ×X → R is the
rate function, where Λ(x′, x) denotes the rate of switching from state x′ to state x. We define the exit
rate of a state x ∈ X as Λ(x) := ∑x′ 6=x Λ(x, x′) and Λ(x, x) := −Λ(x), for further details see [31].
Optimal Filtering. In the case of partial observability, we may not observe the CTMC X(t)
directly, but observe a stochastic process Y (t) depending on X(t) instead. In this setting the goal
of optimal filtering [2] is to calculate the filtering distribution, which is also referred to as the belief
state at time t,
pi(x, t) := P(X(t) = x | y[0,t)),
where y[0,t) := {y(s)}s∈[0,t) is the set of observations in the time interval [0, t). The filtering
distribution provides a sufficient statistic to the latent state X(t). We denote the filtering distribution
in vector form with components {pi(x, t)}x∈X by pi(t) ∈ ∆|X | and use ∆|X | for the continuous
belief space which is a |X | dimensional probability simplex.
In the literature several observation models have been discussed. A continuous-discrete filter [16],
uses a model with covariates {yi}i=1,...,n observed at discrete time points t1 < t2 < · · · < tn, i.e.,
yi := y(ti), according to yi ∼ p(yi | x), where p(yi | x) := p(yi | X(ti) = x) is a probability
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density or mass function. In this setting the filtering distribution pi(x, t) = P(X(t) = x | y1, . . . , yn),
with tn < t follows the usual forward equation in between observation times ti
dpi(x, t)
dt
=
∑
x′
Λ(x′, x)pi(x′, t), (1)
and obeys the following reset conditions at observation times
pi(x, ti) =
p(yi | x)pi(x, t−i )∑
x′ p(yi | x′)pi(x′, t−i )
, (2)
where pi(x, t−i ) denotes the belief just before the observation. The reset conditions at the observation
time points represent the posterior distribution of X(t) which combines the likelihood model p(y | x)
with the previous filtering distribution pi(x′, t−i ) as prior. Other optimal filters can be derived by
solving the corresponding Kushner-Stratonovic equation [23, 34]. One instance is the Wonham
filter [50, 16] which is discussed in Appendix A.1. In general, a large class of filter dynamics follow
the description of a jump diffusion process, see [14] for an introduction and the control thereof. One
example is the continuous-discrete filter given by Eqs. (1) and (2) with observation counting process
N(t) =
∑n
i=1 1(ti ≤ t) is a special case of a jump diffusion without a diffusion part
dpi(x, t) =
∑
x′
Λ(x′, x)pi(x′, t)dt+ [pi(x, tN(t))− pi(x, t)]dN(t).
Optimal Control and Reinforcement Learning. Next, we review some results from continuous-
time optimal control [39] and reinforcement learning [40], which can be applied to continuous state
spaces. Consider a stochastic differential equation (SDE) of the form dX(t) = f(X(t), u(t))dt +
G(X(t), u(t))dW(t). The control is a function u : R≥0 → U , where U is an appropriate action
space. In traditional stochastic optimal control the optimal value function, also named cost to go, of a
controlled dynamical system is defined by
V ∗(x) := max
u[t,∞)
E
[∫ ∞
t
1
τ
e−
s−t
τ R(X(s), u(s)) ds
∣∣∣∣ X(t) = x], (3)
where maximization is carried out over all control trajectories u[t,∞) := {u(s)}s∈[t,∞). The perfor-
mance measure or reward function is given by R : X × U → R and τ denotes the discount factor 1.
We use a normalization by 1/τ for the value function as it was found to stabilize its learning process
when function approximations are used [43]. A PDE for the optimal value function is given by the
stochastic HJB equation
V ∗(x) = max
u∈U
{
R(x, u) + τ
∂V ∗(x)
∂x
>
f(x, u) +
τ
2
tr
(
∂2V ∗(x)
∂x2
G(x, u)G(x, u)>
)}
.
An optimal policy µ∗ : X → U can be found by solving the PDE and maximizing the r.h.s. of the
HJB equation for every x ∈ X .
For a deterministic policy µ : X → U we define its value as
V µ(x) := E
[∫ ∞
t
1
τ
e−
s−t
τ R(X(s), U(s)) ds
∣∣∣∣ X(t) = x], (4)
where the control U(s) = µ(X(s)), s ∈ [t,∞) follows the policy. If the state dynamics are
deterministic and the state is differentiable in time, which is the case if there is no diffusion, i.e.,
G(x, u) = 0, one can derive a differential equation for the value function [11]. This is achieved by
evaluating the value function V µ(x(t)) at the function x(t) and then differentiating both sides of
Eq. (4) by time resulting in
τ
d
dt
V µ(x(t)) = V µ(x(t))−R(x(t), µ(x(t))). (5)
The residuum of Eq. (5) can be identified as a continuous-time analog of the temporal difference (TD)-
error
δ(t) := r(t)− V µ(x(t)) + τ d
dt
V µ(x(t)),
which an agent should minimize using an observed reward signal r(t) = R(x(t), µ(x(t))) to solve
the optimal control problem using reinforcement learning in an online fashion.
1Note that the discount factor is sometimes defined using certain transformations, e.g., 1
τ
= ρ = − log γ.
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3 The Continuous-Time POMDP Model
In this paper we consider a continuous-time equivalent of a POMDP model with time index t ∈ R≥0
defined by the tuple 〈X ,U ,Y,Λ,PY |X,u, R, τ〉.
We assume a finite countable state space X and a finite countable action space U . The observation
space Y is either a finite countable discrete space or an uncountable space. The latent controlled
Markov process follows a CTMC with rate function Λ : X × X × U → R, i.e., P(X(t + h) =
x | X(t) = x′, u(t) = u) = 1(x = x′) + Λ(x′, x | u)h + o(h), with exit rate Λ(x | u) =∑
x′ 6=x Λ(x, x
′ | u). The underlying process X(t) cannot be directly observed but an observation
process Y (t) is available providing information about X(t). The observation model is specified by
the conditional probability measure PY |X,u . The reward function is given by R : X × U → R.
Throughout, we consider an infinite horizon problem with discount τ . We denote the filtering
distribution for the latent state X(t) at time t by pi(x, t) = P(X(t) = x | y[0,t), u[0,t)) with belief
state pi(t) ∈ ∆|X |. Additionally, we define µ : ∆|X | → U as a deterministic policy, which maps a
belief state to an action. The performance of a policy µ with control U(s) = µ(pi(s)), s ∈ [0,∞) in
the infinite horizon case is given by
Jµ(pi) = E
[∫ ∞
0
1
τ
e−
s
τ R(X(s), U(s))ds
∣∣∣∣ pi(0) = pi].
3.1 Simulating the Model
First, we describe a generative process to draw trajectories from a continuous-time POMDP. Consider
the stochastic simulation with given policy µ for a trajectory starting at time t and start stateX(t) = x′.
We first draw a waiting time ξ for the latent CTMC defined by the exit rate Λ(x′ | µ(pi(t))). This
is achieved by sampling from the time dependent exponential distribution defined by the CDF
P (ξ) = 1− exp(∫ t+ξ
t
Λ(x′ | µ(pi(s)))ds) for which one has to solve the filtering dynamics pi[t,t+ξ)
numerically. Conditioned on the waiting time, we can then draw the next state from the categorical
distribution P(X(t+ξ) = x | x′, ξ) = Λ(x′,x|µ(pi(t+ξ)))Λ(x′|µ(pi(t+ξ))) for x′ 6= x and P(X(t+ξ) = x′ | x′, ξ) = 0
otherwise.
There are multiple ways to sample from time dependent exponential distributions. A convenient
method to jointly calculate the filtering distribution and the latent state trajectory is provided by the
thinning algorithm [25]. For an adaptation for the continuous-time POMDP see Appendix B.1.
3.2 The HJB Equation in Belief Space
Next, we derive an equation for the value function, which can be solved to obtain an optimal policy.
The infinite horizon optimal value function is given by
V ∗(pi) = max
u[t,∞)
E
[∫ ∞
t
1
τ
e−
s−t
τ R(X(s), u(s))ds
∣∣∣∣ pi(t) = pi]. (6)
The value function depends on the belief state pi since it provides a sufficient statistic for the state.
By splitting the integral into two terms from t to t+ h and from t+ h to∞ we have
V ∗(pi) = max
u[t,∞)
E
[∫ t+h
t
1
τ
e−
s−t
τ R(X(s), u(s))ds+
∫ ∞
t+h
1
τ
e−
s−t
τ R(X(s), u(s))ds
∣∣∣∣∣ pi(t) = pi
]
and identifying the second integral as e−
h
τ V ∗(pi(t+h)), we find the stochastic principle of optimality
as
V ∗(pi) = max
u[t,t+h)
E
[∫ t+h
t
1
τ
e−
s−t
τ R(X(s), u(s))ds+ e−
h
τ V ∗(pi(t+ h))
∣∣∣∣∣ pi(t) = pi
]
. (7)
Here, we consider the class of filtering distributions which follow a jump diffusion process
dpi(t) = f(pi(t), u(t))dt+G(pi(t), u(t))dW(t) + h(pi(t), u(t))dN(t),
where f : ∆|X | × U → R|X | denotes the drift function, G : ∆|X | × U → R|X |×m the dispersion
matrix, with W(t) ∈ Rm being an m dimensional standard Brownian motion and h : ∆|X | × U →
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R|X | denotes the jump amplitude. We assume a Poisson counting process N(t) ∼ PP(N(t) | λ)
with rate λ for the observation times t1, t2, . . . , which implies that ti − ti−1 ∼ Exp(ti − ti−1 | λ).
By applying Itô’s formula for jump diffusion processes to Eq. (7), dividing both sides by h and taking
the limit h→ 0 we find
V ∗(pi) = max
u∈U
{
E [R(x, u) | pi] + τ ∂V
∗(pi)
∂pi
f(pi, u) +
τ
2
tr
(
∂2V ∗(pi)
∂pi2
G(pi, u)G(pi, u)>
)
+τλ (E [V ∗(pi + h(pi, u)]− V ∗(pi))} ,
(8)
where E [R(x, u) | pi] = ∑xR(x, u)pi(x). For a detailed derivation see Appendix A.2. We will
focus mainly on the case of a controlled continuous-discrete filter
dpi(x, t) =
∑
x′
Λ(x′, x | u(t))pi(x′, t)dt+
(
p(yN(t) | x, u(t))pi(x, t)∑
x′ p(yN(t) | x′, u(t))pi(x′, t)
− pi(x, t)
)
dN(t).
For this filter, the resulting HJB equation is given by the partial integro-differential equation
V ∗(pi) = max
u∈U
∑
x
R(x, u)pi(x) + τ
∑
x,x′
∂V ∗(pi)
∂pi(x)
Λ(x′, x | u)pi(x′) + τλ
(∫ ∑
x
p(y | x, u)
pi(x)V ∗(pi+)dy − V ∗(pi))} ,
with pi+(x) = p(y|x,u)pi(x)∑
x′ p(y|x′,u)pi(x′) . A derivation for the HJB equation for the continuous-discrete filter
and for a controlled Wonham filter can be found in Appendix A.3.
To find the optimal policy µ∗ corresponding to the optimal value function V ∗(pi), it is useful to define
the optimal advantage function coinciding with Eq. (8) as
A∗(pi, u) :=E [R(x, u) | pi]− V ∗(pi) + τ ∂V
∗(pi)
∂pi
f(pi, u)
+
τ
2
tr
(
∂2V ∗(pi)
∂pi2
G(pi, u)G(pi, u)>
)
+ τλ (E [V ∗(pi + h(pi, u))]− V ∗(pi)) .
(9)
In order to satisfy Eq. (8), the consistency equation
max
u∈U
A∗(pi, u) = 0 (10)
is required. The optimal policy can then be obtained as µ∗(pi) = arg maxu∈U A
∗(pi, u).
4 Algorithms
4.1 Solving the HJB Equation Using a Collocation Method
For solving the HJB equation (8) we first apply a collocation method [36, 43, 27] with a parameterized
value function Vφ(pi), which is modeled by means of a neural network. We define the residual without
the maximum operator of the HJB equation under the parameterization as the advantage
Aφ(pi, u) :=E [R(x, u) | pi]− Vφ(pi) + τ ∂Vφ(pi)
∂pi
f(pi, u)
+
τ
2
tr
(
∂2Vφ(pi)
∂pi2
G(pi, u)G(pi, u)>
)
+ τλ (E [Vφ(pi + h(pi, u))]− Vφ(pi)) .
For learning, we sample beliefs {pi(i)}i=1,...,N , withpi(i) ∈ ∆|X |, from some base distributionpi(i) ∼
p(pi) and estimate the optimal parameters φˆ = arg minφ
∑N
i=1
{
maxu∈U Aφ(pi(i), u)
}2
by minimiz-
ing the squared loss. If needed, we can approximate the expectation E
[
Vφ(pi
(i) + h(pi(i), u))
]
over
the observation space by sampling. An algorithm for this procedure is given in Appendix B.2. For
learning it is required to calculate the gradient ∂Vφ(pi)∂pi and Hessian
∂2Vφ(pi)
∂pi2 of the value function w.r.t.
the input pi. Generally, this can be achieved by automatic differentiation, but for a fully connected
multi-layer feedforward network, the analytic expressions are given in Appendix A.4. The analytic
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expression makes it possible to calculate the gradient, Hessian and value function in one single
forward pass [26].
Given the learned value function Vφˆ, we learn an approximation of the advantage function Aψ(pi, u)
to obtain an approximately-optimal policy. To this end we use a parametrized advantage function
Aψ(pi, u) and employ a collocation method to solve Eq. (9). To ensure the consistency Eq. (10) during
learning, we apply a reparametrization [42, 48] as Aψ(pi, u) = A¯ψ(pi, u) − maxu′∈U A¯ψ(pi, u′).
The optimal parameters are found by minimizing the squared loss as
ψˆ = arg min
ψ
N∑
i=1
∑
u∈U
{
A¯ψ(pi
(i), u)−max
u′
A¯ψ(pi
(i), u′)−Aφˆ(pi(i), u)
}2
.
The corresponding policy can then be easily determined as µ(pi) = arg maxu∈U Aψˆ(pi, u) using a
single forward pass through the learned advantage function.
4.2 Advantage Updating
The HJB equation (8) can also be solved online using reinforcement learning techniques. We apply
the advantage updating algorithm [3] and solve Eq. (9) by employing neural network function approx-
imators for both the value function Vφ(pi) and the advantage function Aψ(pi, u). The expectations in
Eq. (9) are estimated using sample runs of the POMDP. Hence, the residual error can be calculated as
Eφ,ψ(t) =Aψ(pi(t), u(t))− r(t) + Vφ(pi(t))− τ ∂Vφ(pi(t))
∂pi
f(pi(t), u(t))
− τ
2
tr
(
∂2Vφ(pi(t))
∂pi2
G(pi(t), u(t))G(pi(t), u(t))>
)
− τλ (Vφ(pi(t+))− Vφ(pi(t))) ,
which can also be seen in terms of a continuous-time TD-error δφ(t) as Eφ,ψ(t) = Aψ(pi(t), u(t))−
δφ(t). Again we apply the reparametrization Aψ(pi, u) = A¯ψ(pi, u)−maxu′∈U A¯ψ(pi, u′) to satisfy
Eq. (10). For estimating the optimal parameters φˆ and ψˆ we minimize the sum of squared residual
errors.
The data for learning is generated by simulating episodes under an exploration policy as in [42]. As
exploration policy, we employ a time variant policy µ˜(pi, t) = arg maxu∈U{Aψ(pi, u) + (u, t)},
where (u, t) is a stochastic exploration process which we choose as the Ornstein-Uhlenbeck process
d(u, t) = −κ(u, t)dt + σdW (t). Generated trajectories are subsampled and saved to a replay
buffer [30] which is used to provide data for the training procedure.
5 Experiments
Experimental Tasks We tested our derived methods on several toy tasks of continuous time
POMDPs with discrete state and action space: An adaption of the popular tiger problem [8], a
decentralized multi-agent network transmission problem [7] implementing the slotted aloha protocol,
and a grid world problem. All problems are adapted to continuous time and observations at discrete
time points. In the following, we provide a brief overview over the considered problems. A more
detailed description containing the defined spaces and parameters can be found in Appendix C.
In the tiger problem, the state consists of the position of a tiger (left/right) and the agent has to
decide between three actions for either improving his belief (listen) or exploiting his knowledge for
to avoiding the tiger (left/right). While listening the agent can wait for an observation.
In the transmission problem, a set of stations has to adjust their sending rate in order to successfully
transmit packages over a single channel as in the slotted Aloha protocol. Each station might have
a package to send or not, and the only observation is the past state of the channel, which can be
either idle, transmission, or collision. New packages arrive with a fixed rate at the stations. As for
each number of available packages – with the exception of no packages available – there is a unique
optimal action, a finite number of transmission rates as actions is sufficient.
In the grid world problem, an agent has to navigate through a grid world by choosing the directions
in which to move next. The agent transitions with an exponentially distributed amount of time and,
while doing so, can slip with some probability so that he instead moves into another direction. The
agent receives only noisy information of his position from time to time.
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Figure 1: Learned value and advantage function for the continuous-time tiger problem. The upper
plots show the approximated functions learned by the offline collocation method while for lower
plots, the online advantage updating method was applied. The orange bars in the lower left plot show
the proportions of the beliefs encountered during online learning. The advantage functions on the
right can be used to determine the policy of the optimal agent.
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Value function
Figure 2: Learned value and advan-
tage function for certain beliefs in the
continuous-time gridworld problem us-
ing the advantage updating method. Be-
ing at the goal at position (3, 2) results
in a reward for the agent. The black
fields in row 3 represent a wall that can-
not be crossed. Colors of the fields in-
dicate the approximated value function
while arrows show the proportions of
the advantage functions among differ-
ent actions. The yellow curvy path indi-
cates a respective random run starting
at field (0,0) under the resulting policy.
Results Both the offline collocation method and the on-
line advantage updating method manage to learn reasonable
approximations of the value and advantage functions for
the considered problems.
For the tiger problem, the learned value and advantage func-
tion over the whole belief space are visualized in Fig. 1.
The parabolic shape of the value function correctly indi-
cates that higher certainty of the belief about the tiger’s
position results in a higher expected discounted cumulative
reward as the agent can exploit this knowledge to omit the
tiger. Note that the value function learned by the online
advantage updating method differs marginally from the one
learned by collocation in shape. This is due to the fact
that in the advantage updating method only actually visited
belief states are used in the learning process to approximate
the value function and points in between need to be inter-
polated. The advantage function correctly indicates that
for uncertain beliefs it is advantageous to first gain more
information by executing the action listen. On the other
hand, for certain beliefs directly opening the respective
door is more useful in terms of reward and opening the
opposed door considered as even more disadvantageous in
these cases.
Results for the gridworld problem are visualized in Fig. 2
which shows the learned value and advantage function using
the online advantage updating method. The figure visual-
izes the resulting values for certain beliefs, i.e., being at
the respective fields with probability one. As expected, the
learned value function assigns higher values to fields which
are closer to the goal position (3, 2). Actions leading to
these states have higher advantage values. For assessing
results for uncertain beliefs which are actually encountered
when running the system, the figure also contains a sample
run which successfully directs the agent to the goal. Re-
sults for the collocation method are found to be very similar. A respective plot can be found in
Appendix C.2.
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Figure 3: A sample run for the slotted Aloha transmission problem using a policy learned by the
collocation method. The upper plot shows the actual number of packages available in the system
while the middle one shows the past system state which can be either idle (i), transmission (t), or
collision (c). The background of both plots indicate the marginal belief of number of packages and
past system state, respectively. The past system states that are observed at discrete time points are
indicated by a cross. The lower plot shows the policy of the agent resulting from the learned advantage
function while the per timestep normalized advantage function is indicated by the background.
For the slotted Aloha transmission problem, a random executions of the policy learned by the offline
collocation method is shown in Fig. 3. The upper two plots show the true states, i.e., number of
packages and past system state, and the agent’s beliefs which follow the prior dynamics of the system
and jump when new observations are made. In the plot at the bottom, the learned advantage function
and the resulting policy for the encountered beliefs are visualized. As derived in the appendix, in
case of perfect information of the number of packages n, it is optimal to execute action n− 1, with
exception of n = 0 where the action does not matter. When facing uncertainty, however, an optimistic
behavior which is also reflected by the learned policy is more reasonable: As for a lower number
of packages, the probability of sending a package and therefore collecting higher reward is higher.
Thus, in case of uncertainty, one should opt for a lower action than the one executed under perfect
information. Results for the online advantage updating method look qualitatively equal reflecting the
same reasonable behavior. A respective plot is omitted here but can be found in Appendix C.2.
6 Conclusion
In this work we introduced a new model for decision making in continuous time under partial ob-
servability. We presented (i) a collocation-based offline method and (ii) an advantage updating online
algorithm, which both find approximate solutions by the use of deep learning techniques. For evalu-
ation we discussed qualitatively the found solutions for a set of toy problems that were adapted from
literature. The solutions have shown to represent reasonable optimal decisions for the given problems.
In the future we are interested in exploring ways for making the proposed model applicable to more
realistic large-scale problems. First, throughout this work we made the assumption of a known model.
In many applications, however, this might not be the case and investigating how to realize dual control
methods [12, 1] might be a fruitful direction. New scalable techniques for estimating parameters of
latent CTMCs which could be used are discussed in [49] but also learning the filtering distribution
directly from data might be an option, if the model is not available [17]. An issue we faced, was that
for high dimensional problems the algorithms seemed to slowly converge to the optimal solution as the
belief space grows linearly in the number of dimensions w.r.t. the number of states of the latent process.
The introduction of variational and sampling methods seems to be promising to project the filtering
distribution to a lower dimensional space and make solution of high-dimensional problems feasible.
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A Models and Derivations
A.1 The Wonham filter
Another well known observation model is
dY(t) = g(X(t), t)dt+B(t)dW(t).
Here, the l-dimensional observation process Y(t) ∈ Rl is described by an SDE with a drift function
g : X × R≥0 → Rl depending on the latent state of the CTMC. Noise is added by the dispersion
matrix B(t) ∈ Rl×m and the Brownian motion W(t) ∈ Rm. The filtering distribution, here, can be
described by the Wonham filter [50, 16]
dpi(x, t) =
∑
x′
Λ(x′, x)pi(x′, t)dt+ pi(x, t)(g(x, t)− g¯(t))>(B(t)B(t)>)−1(dY(t)− g¯(t)dt),
where g¯(t) =
∑
x′ g(x
′, t)pi(x′, t).
A.2 The HJB Equation for a Filter Given by a Jump Diffusion Process
The principle of optimality reads
V ∗(pi) = max
u[t,t+h)
E
[∫ t+h
t
1
τ
e−
s−t
τ R(X(s), u(s))ds+ e−
h
τ V ∗(pi(t+ h))
∣∣∣∣∣ pi(t) = pi
]
. (11)
Assuming a jump diffusion dynamic as
dpi(t) = f(pi(t), u(t))dt+G(pi(t), u(t))dW(t) + h(pi(t), u(t))dN(t),
we apply Itô’s formula for jump diffusion processes to the value function and find
V ∗(pi(t+ h)) = V ∗(pi(t)) +
∫ t+h
t
∂V ∗(pi(s))
∂pi
f(pi(s), u(s))ds
+
∫ t+h
t
∂V ∗(pi(s))
∂pi
G(pi(s), u(s))dW(s)
+
∫ t+h
t
1
2
tr
(
∂2V ∗(pi(s))
∂pi2
G(pi(s), u(s))G(pi(s), u(s))>
)
ds
+
∫ t+h
t
V ∗(pi(s) + h(pi(s)), u(s))− V ∗(pi(s))dN(s).
(12)
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By inserting Eq. (12) into Eq. (11) we find
V ∗(pi) = max
u[t,t+h)
E
[∫ t+h
t
1
τ
e−
s−t
τ R(X(s), u(s))ds+ e−
h
τ (V ∗(pi(t))
+
∫ t+h
t
∂V ∗(pi(s))
∂pi
f(pi(s), u(s))ds+
∫ t+h
t
∂V ∗(pi(s))
∂pi
G(pi(s), u(s))dW(s)
+
∫ t+h
t
1
2
tr
(
∂2V ∗(pi(s))
∂pi2
G(pi(s), u(s))G(pi(s), u(s))>
)
ds
+
∫ t+h
t
V ∗(pi(s) + h(pi(s)), u(s))− V ∗(pi(s))dN(s)
) ∣∣∣∣∣ pi(t) = pi
]
.
Collecting terms in V ∗(pi) and dividing both sides by h we get
V ∗(pi)
1− e−hτ
h
= max
u[t,t+h)
E
[
1
h
∫ t+h
t
1
τ
e−
s−t
τ R(X(s), u(s))ds+
e−
h
τ
h
(
∫ t+h
t
∂V ∗(pi(s))
∂pi
f(pi(s), u(s))ds+
∫ t+h
t
∂V ∗(pi(s))
∂pi
G(pi(s), u(s))dW(s)
+
∫ t+h
t
1
2
tr
(
∂2V ∗(pi(s))
∂pi2
G(pi(s), u(s))G(pi(s), u(s))>
)
ds
+
∫ t+h
t
V ∗(pi(s) + h(pi(s)), u(s))− V ∗(pi(s))dN(s)
∣∣∣∣∣ pi(t) = pi
]
.
Taking limh→0 and calculating the expectation w.r.t. W(t) and N(t) we find
1
τ
V ∗(pi) = max
u
1
τ
E [R(X(t), u) | pi(t) = pi] + ∂V
∗(pi)
∂pi
f(pi, u)
+
1
2
tr
(
∂2V ∗(pi)
∂pi2
G(pi, u)G(pi, u)>
)
+ λ (E [V ∗(pi + h(pi))]− V ∗(pi)) ,
for further details, see [14].
A.3 The HJB Equation for the Presented Filters
A.3.1 The HJB Equation for the Continuous Discrete Filter
The HJB equation in belief space is
V ∗(pi) = max
u∈U
{
E [R(x, u) | pi] + τ ∂V
∗(pi)
∂pi
f(pi, u) +
τ
2
tr
(
∂2V ∗(pi)
∂pi2
G(pi, u)G(pi, u)>
)
+τλ (E [V ∗(pi + h(pi, u)]− V ∗(pi))} .
The filter dynamics for the controlled continuous-discrete filter are given by
dpi(x, t) =
∑
x′
Λ(x′, x | u(t))pi(x′, t)dt+
(
p(yN(t) | x, u(t))pi(x, t)∑
x′ p(yN(t) | x′, u(t))pi(x′, t)
− pi(x, t)
)
dN(t).
Hence, the components {f(pi, u, x)}x∈X of the drift function f(pi, u) are given by
f(pi, u, x) =
∑
x′
Λ(x′, x | u)pi(x′)
and the diffusion term is zero, i.e., G(pi, u) = 0. The components {h(pi, u, x)}x∈X of the jump
amplitude h(pi, u) are
h(pi, u, x) =
p(y | x, u)pi(x)∑
x′ p(y | x′, u)pi(x′)
− pi(x),
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with y ∼ p(y) and p(y) = ∑x p(y | x, u)pi(x). Thus, the expectation yields
E [V ∗(pi + h(pi, u)] =
∫ ∑
x
p(y | x, u)pi(x)V ∗(pi+)dy,
with pi+(x) = p(y|x,u)pi(x)∑
x′ p(y|x′,u)pi(x′) . Finally, we have the HJB equation
V ∗(pi) = max
u∈U
∑
x
R(x, u)pi(x) + τ
∑
x,x′
∂V ∗(pi)
∂pi(x)
Λ(x′, x | u)pi(x′) + τλ
(∫ ∑
x
p(y | x, u)
pi(x)V ∗(pi+)dy − V ∗(pi))} .
A.3.2 The HJB Equation for the Wonham Filter
We consider the HJB equation in belief space
V ∗(pi) = max
u∈U
{
E [R(x, u) | pi] + τ ∂V
∗(pi)
∂pi
f(pi, u) +
τ
2
tr
(
∂2V ∗(pi)
∂pi2
G(pi, u)G(pi, u)>
)
+τλ (E [V ∗(pi + h(pi, u)]− V ∗(pi))}
and the controlled Wonham filter
dpi(x, t) =
∑
x′
Λ(x′, x | u(t))pi(x′, t)dt
+ pi(x, t)(g(x, u(t))− g¯(u(t), t)(BB>)−1(dY(t)− g¯(u(t), t)dt),
with g¯(u(t), t) =
∑
x′ g(x
′, u(t))pi(x′, t). Therefore, we have the components {f(pi, u, x)}x∈X of
the drift function f(pi, u) as
f(pi, u, x) =
∑
x′
Λ(x′, x | u)pi(x′) + pi(x)(g(x, u)− g¯(u))>(BB>)−1(g(x, u)− g¯(u)),
with g¯(u) =
∑
x′ g(x
′, u)pi(x′). The row-wise components {G(pi, u, x)}x∈X of the dispersion
matrix G(pi, u) read
G(pi, u, x) = pi(x)B>(BB>)−1(g(x, u)− g¯(u))
and the jump amplitude is zero, i.e., h(pi, u) = 0.
Hence, we have the stochastic HJB equation
V ∗(pi) = max
u
∑
x
R(x, u)pi(x) +
∂V ∗(pi)
∂pi
f(pi, u) +
τ
2
(
∂2V ∗(pi)
∂pi2
G(pi, u)G(pi, u)>
)
.
A.4 Gradient and Hessian of a Neural Network
In this section we derive the gradient and Hessian of the input of a value network using back-
propagation.
Consider a H-Layer deep Neural network parametrizing a value function V (x) as
V (x) = WHzH−1 + ϑH
zh = σ(ah), h = 0, . . . ,H − 1
ah = Whzh−1 + ϑh, h = 1, . . . ,H − 1
a0 = W0x+ ϑ0,
with input x, weights Wh, biases ϑh and activation function σ. Component wise, the equations are
given by
zhk = σ(a
h
k), h = 0, . . . ,H − 1
ahk =
∑
n
whknz
h−1
n + ϑ
h
k , h = 1, . . . ,H − 1
a0k =
∑
n
w0knxn + ϑ
0
k.
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A.4.1 The Gradient Computation
Next we calculate the gradient w.r.t. the input i.e.,, ∂xV (x). The component wise calculation yield
∂xiV (x) = ∂xi
∑
n
wHn z
H−1
n + ϑ
H
=
∑
n
wHn ∂xiz
H−1
n .
where we compute
∂xiz
h
k = σ
′(ahk)
∑
n
whkn∂xiz
h−1
n
and σ′ denotes the derivative of the activation function σ. For the first layer we compute
∂xiz
0
k = σ
′(a0k)w
0
ki
We define the messages for the partial derivative as mhki := ∂xiz
h
k . Therefore, we calculate the
message passing as
mhki = σ
′(ahk)
∑
n
whknm
h−1
ni
and
m0ki = σ
′(a0k)w
0
ki
Thus, the final equations for the backpropagation of the gradient are given by
m0ki = σ
′(a0k)w
0
ki
For h = 1, . . . ,H − 1
mhki = σ
′(ahk)
∑
n
whknm
h−1
ni
∂xiV (x) =
∑
n
wHn m
H−1
ni .
A.4.2 The Hessian Computation
For the Hessian we compute
∂xj∂xiV (x) = ∂xj{
∑
n
wHn m
H−1
ni }
=
∑
n
wHn ∂xjm
H−1
ni .
The partial derivatives of the messages are
∂xjm
h
ki = σ
′′(ahk)
(∑
n
whknm
h−1
ni
)(∑
n
whknm
h−1
nj
)
+ σ′(ahk)
∑
n
whkn∂xjm
h−1
ni ,
where σ′′ denotes the second derivative of the activation function σ. For the first layer we compute
∂xjm
0
ki = σ
′′(a0k)w
0
kiw
0
kj .
Next, we define the messages for the second order partial derivative as m˜hkij := ∂xjm
h
ki = ∂xj∂xiz
h
k .
Therefore, we calculate the message passing as
m˜hkij = σ
′′(ahk)
(∑
n
whknm
h−1
ni
)(∑
n
whknm
h−1
nj
)
+ σ′(ahk)
∑
n
whknm˜
h−1
nij
and
m˜0kij = σ
′′(a0k)w
0
kiw
0
kj .
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Finally, the equations for the back-propagation of the Hessian are given by
m˜0kij = σ
′′(a0k)w
0
kiw
0
kj
For h = 1, . . . ,H − 1
m˜hkij = σ
′′(ahk)
(∑
n
whknm
h−1
ni
)(∑
n
whknm
h−1
nj
)
+ σ′(ahk)
∑
n
whknm˜
h−1
nij
∂xj∂xiV (x) =
∑
n
wHn m˜
H−1
nij .
B Algorithms
B.1 The Thinning Algorithm
This section contains the thinning algorithm [25] to sample from the presented continuous-time
POMDP model, see Algorithm 1.
input :t: time point
x: state of the latent CTMC, i.e., X(t) = x
qmax = maxu∈U Λ(x | u): maximum exit rate
output :ξ: Waiting time between the start time t and the next jump of X(t)
Set current time to start time T = t
while True do
Sample uniform variable for inverse CDF method s ∼ Uniform(s | 0, 1)
Calculate minimum waiting time sample ξmin = log uqmax
Update current time T = T + ξmin
Update the filtering dsitribution up to T , i.e., pi[t,T )
Draw s′ ∼ Uniform(s′ | 0, 1)
if s′ ≤ Λ(x | µ(pi(T )) then
Calculate the waiting time ξ = T − t
return Waiting time ξ and filtering distribution pi[t,t+ξ)
end
end
Algorithm 1: Thinning algorithm
B.2 The Collocation Algorithm
In this section we present the collocation algorithm used for the experiments. As a base distribution
we use in the experiments e.g., a Dirichlet distribution pi(i) ∼ Dir(pi | α). In Algorithm 2 the
collocation algorithm can be found for the continuous discrete filter and a finite discrete observation
space.
C Experimental Tasks
C.1 Tiger Problem
In the tiger problem [8], the agent has to choose between two doors to open. Behind one door there
is a dangerous tiger waiting to eat the agent, thus the agent is supposed to choose the other door
to become free. Besides opening a door, the agent can also decide to wait and listen in order to
localize the tiger. We adapted the problem to continuous time by defining the POMDP as follows:
The state space X consists of the possible positions of the tiger, tiger left and tiger right. Executable
actions of the agent are listen, open left, and open right. The tiger always stays at the same position
therefore all the transition rates Λ(x′, x | u) are set to zero. When executing an open action, the agent
receives reward with rate 0.1 for the door without tiger and a negative reward of −1.0 for the door
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input :N : Number of collocation samples
p(pi): Base distribution for collocation samples
Vφ(pi): Function approximator for state value function with parameters φ
A¯ψ(pi, u): Function approximator for reparametrized advantage function with
parameters ψ
output :{φˆ, ψˆ}: parameters that have been fitted to approximately solve the HJB equation for
Vφˆ(pi) and A¯ψ(pi, u), respectively.
for i = 1 to N do
Sample collocation beliefs pi(i) ∼ p(pi)
for u = 1 to Nu do
Compute reset condition pi(i)+ (x, y, u) =
p(y|x,u)pi(i)(x)∑
x′ p(y|x′,u)pi(i)(x′)
,∀x ∈ X , y ∈ Y
Compute Advantage values for the samples
Aφ(i, u) =
∑
x
R(x, u)pi(i)(x) + Vφ(pi
(i)) + τ
∑
x,x′
∂Vφ(pi
(i))
∂pi(x)
Λ(x′, x | u)pi(i)(x′)
+ τλ(
∑
x
pi(i)(x)
∑
y
Vφ(pi
(i)
+ (y, u))− Vφ(pi(i))),
where {pi(i)+ (x, y, u)}x∈X are the components of pi(i)+ (y, u).
end
Compute best action ui = arg maxuAφ(i, u)
end
Estimate parameters by solving
φˆ = arg min
φ
n∑
i=1
(Aφ(i, u
i))2
Recompute all advantage values Aφˆ(i, u) with fitted φˆ and solve
ψˆ = arg min
ψ
n∑
i=1
Nu∑
u=1
(A¯ψ(pi
(i), u)−max
u′
A¯ψ(pi
(i), u′)−Aφˆ(i, u))2.
Algorithm 2: Collocation algorithm
with tiger. For executing the hearing action, the agent accumulates rewards of rate −0.01 but receives
observations with a rate of 2, by hearing the tiger either on the left side (hear tiger left) or on the right
side (hear tiger right). The received information is correct with probability 0.85 thus with probability
0.15 one hears the tiger at the opposite side. The discount factor τ is set to 0.9.
C.2 Slotted Aloha Problem
The slotted aloha transition problem was introduced as POMDP in [7] and deals with decentralized
control of stations transmitting packages in a single channel network. The task of the problem is to
adjust the sending rate of the stations while the only information about the past transmission state
is received at random time points. The state space consists of the number of stations that have a
package ready for sending and the past transmission state as observation thus the state space is given
by X = {0, . . . n} × {idle, transmission, collision}, where n = 9 was chosen to limit the number of
states to 30. For our contiuous-time POMDP model, we consider a continuous-time adaptation of
[7]: Observations arrive with rate 0.5 and contain the past transmission state of the system which
contained in the current state, thus Y = {idle, transmission, collision}. While the maximum number
of packages is not reached, new packages arrive with rate 0.5, leaving the past transmission state
unchanged. The stations can send a package simultaneously with rate 5 but do not need to. The
action ρ represents the probability with which a package is actually send by a station, resulting in an
actual send rate of 5 ∗ ρ/n.
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Figure 4: Advantage updating method applied to slotted aloha problem.
The probability for transmission states given that n packages are available are calculated as
p(idle | ρ) = (1− ρ)n
p(transmission | ρ) = ρ(1− ρ)n−1
p(collision | ρ) = 1− p(idle | ρ)− p(transmission | ρ)
In case of perfect information, the optimal probability for transmission ρ∗ can be calculated by
maximizing the probability of successful transmission which can be easily obtained by setting the
derivative to zero resulting into
ρ∗ = arg max
ρ
ρ(1− ρ)n−1 = 1
n
This motivates the discretization of the actions resulting in U = { 1n}n=1,...,9.
The result of the advantage updating method, analogue to the one presented in the main text is
depicted in Fig. 4.
C.3 Gridworld Problem
We consider an agent moving in a 6 × 6 gridworld with a goal at position (3, 2). There are four
actions U = {up, down, left, right} indicating the direction the agent wants to move next. In our
continuous-time setting, the agent moves at an exponentially distributed amount of time with rate of
10. With a probability of 0.7, it moves into the indicated direction, but with probability 0.1 moves
into one of the other three directions due to slipping. Movement to invalid fields such as walls is not
possible thus for those fields the transition probability is set to zero and the remaining probabilities
are renormalized. Being at the goal position provides the agent with a reward with rate 1, otherwise
no reward is accumulated. The agent receives noisy signal about his current position at a rate of 2.
The signal indicates a field which sampled from a discretized 2D Gaussian distribution with standard
deviation of 0.1 centered at the position of the agent.
The result of the collocation method, analogue to the one presented in the main text is depicted in
Fig. 5.
D Hyper-Parameters
D.1 Global Hyper-Parameters
Throughout the experiments, we use the following hyper-parameters:
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Figure 5: Collocation method applied to gridworld problem.
• The neural networks are parametrized as:
linear1 = nn.Linear(in_dim, in_dim)
linear2 = nn.Linear(in_dim, in_dim)
linear3 = nn.Linear(in_dim, out_dim)
h1 = sigmoid(linear1(x))
h2 = sigmoid(linear2(h1))
out = linear3(h2)
• The advantage function network uses
in_dim = |X |
out_dim = |U|
• The value function network uses
in_dim = |X |
out_dim = 1
• We use the Adam optimizer with learning rate α = 10−3.
• For training we use mini-batches of size Nb = 256.
For the collocation method we use:
• No = 1 optimization step for each mini-batch.
• A training for Ne = 10000 episodes.
• A discount decay by scheduling the decay parameter τ for the first 500 steps of optimization,
see e.g., [43].
The advantage updating method uses:
• Ns = 20 optimization steps per episode, where a mini-batch is sampled from the replay
buffer and one optimization step is carried out per mini batch.
• A training for Ne = 1000 episodes.
• An exploration process with a damping factor κ = 7.5 and a decaying noise variance
σ ∈ [1.5, .5]. For the initial perturbation (u, t = 0), we sample the initial condition from
the stationary distribution of the Ornstein-Uhlenbeck process.
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D.2 Experiment Dependent Hyper-Parameters
For the episode length in the advantage updating algorithm we use:
• Tiger Problem: le = 10.
• Slotted Aloha Problem: le = 20.
• Gridworld Problem: le = 5.
The initial belief for the problems is sampled from the following distributions:
• Tiger Problem: Uniform from the interval [0.0, 1.0).
• Slotted Aloha Problem: Dirichlet distribution with concentration parameter 0.1 for each
state dimension.
• Gridworld Problem: Dirichlet distribution with concentration parameter 0.1 for each state
dimension.
We sub-sample the episodes for the advantage updating algorithm using the following number of
samples:
• Tiger Problem: Ns = 1000.
• Slotted Aloha Problem: Ns = 1000.
• Gridworld Problem: Ns = 100.
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