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REALIZATION SPACES OF MATROIDS OVER HYPERFIELDS
EMANUELE DELUCCHI, LINARD HOESSLY, AND ELIA SAINI
Abstract. We study realization spaces of matroids over hyperfields (in the
sense of Baker and Bowler [4]). More precisely, given a matroid M and a
hyperfield H we determine the space of all H-matroids over M . This can be
seen as the matroid stratum of the hyperfield Grassmannians in the sense of
Anderson and Davis [2].
For an algebraically determined class of hyperfields we give different de-
scriptions of these realization spaces (e.g., in terms of Tutte groups or cross-
ratios), allowing for explicit computations. When the hyperfield at hand is
topological, the realization spaces have a natural topology. In this case, our
models carry the correct homeomorphism type.
As applications of our methods we obtain a theorem on the existence of
phased matroids that are not realizable over C, as well as a result on the
diffeomorphism type of complex hyperplane arrangements whose underlying
matroid is uniform.
Introduction
Matroids over hyperfields were introduced by Baker and Bowler in [4]. They unify
several flavors of matroid theory, including oriented matroids [7], valuated matroids
[16] and phased matroids [3]. Accordingly, they have applications to different areas
of mathematics such as tropical geometry, Berkovich theory and classical algebraic
geometry [4, §1].
A matroid over a hyperfield can be defined as a class of Grassmann-Plücker func-
tions on a (finite) ground set E with values in a hyperfield. Hyperfields are field-like
objects where addition is allowed to be multivalued. An ordinary matroid corre-
sponds to a matroid over the Krasner hyperfield, a matroid over the sign hyperfield
corresponds to an oriented matroid and a matroid over the tropical hyperfield is a
valuated matroid. (See Section 1.2 for precise definitions and examples.) Matroids
over hyperfields admit the following “functorial” property: given a morphism of
hyperfields f : H1 → H2 and an H1-Matroid M , there is an induced H2-Matroid
f⋆(M). The Krasner hyperfield is the final object in the category of hyperfields
and, accordingly, we can define the underlying matroid of any H-Matroid M as the
push-forward k⋆(M) with respect to the unique map k : H→ K. In this paper we
study the following question:
What is the space of all matroids over a hyperfield H
with a given underlying matroid?
In the case of oriented matroids, the corresponding space is a discrete and finite
set that has been studied by Gel’fand, Rybnikov and Stone [20], who provide four
different characterizations of it, up to a canonical operation on oriented matroids
called reorientation (compare [7, §3.1 and Remark 3.2.3], [20, p. 121]).
In general, these spaces are not finite; moreover, many hyperfields of interest
carry a topological structure which induce a topology on our realization spaces.
Our aim is then to model the homeomorphism type of such realization spaces.
Generalizing the notion of reorientation to the context of hyperfields, we intro-
duce the notion of rescaling class of a matroid over a hyperfield and we give several
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descriptions of (the homeomorphism type of) the space of rescaling classes of ma-
troids over a fixed hyperfield and with a prescribed underlying matroid. Although
our work is inspired by [20], we will see that working in the generality of hyperfields
and accounting for topology introduces many new challenges. The reward is, then,
a better structural understanding as well as a wider array of applications, of which
we will outline a sample.
Hyperfields. Readers not familiar with multivalued operations might find it un-
natural to work with hyperfields. We briefly comment on the origin and some
applications of these objects (for basic definitions and examples we refer to Section
1.2). The idea of multivalued algebraic objects goes back at least to 1934, when
Marty introduced the notion of hypergroups [30]. In particular, in 1956 Kras-
ner introduced hyperrings in order to develop some technical tools in the study
of approximations of valued fields [28]. Ever since their first appearance, algebro-
geometric properties of hyperrings have been investigated [10, 34]. In [9], Connes
and Consani showed that Connes’ adèle class space of a global field has a hyper-
ring structure, they investigated the connection between “vectorspaces” over the
Krasner hyperfield and finite projective geometries, and they began the study of
multivalued algebraic geometry on hyperrings. For a good overview and the con-
nection to tropical geometry we refer to [39]. In [26] and [27], Jaiung Jun further
developed the theory of algebraic geometry over hyperrings by introducing integral
hyperring schemes and used hyperrings in order to generalize the classical notion
of valuations.
Matroids over hyperfields. Baker and Bowler presented several equivalent (or,
in matroid theory parlance, “cryptomorphic”) descriptions of matroids over hyper-
fields – such as via circuits, dual pairs and Grassmann-Plücker functions – as well
as a duality theory which depends on the choice of an involution of the hyper-
field at hand. A special feature of this theory is the distinction of two notions
of H-matroids, namely strong and weak H-matroids. Anderson contributed vector
axioms in the strong case [1]. For more details on definitions and examples on
matroids over hyperfields we refer to Section 1.2. Note that the follow-up paper of
Baker and Bowler [5] extends this theory to even more general algebraic structures,
a line of research further advanced in the very recent preprint of Pendavingh [33].
Grassmannians. When the hyperfield is a classical field, the space we aim at
describing is known as the matroid stratum of the corresponding Grassmannian, or
the realization space of the given matroid over the field at hand, going back to [19].
In general, our spaces are related to the hyperfield realization spaces appearing
in Anderson and Davis’ work on hyperfield Grassmannians (see [2] and Remark
2.17.(2)), where the notion of a topological hyperfield has been introduced.
In the special case of the sign hyperfield we recover the results of [20]. Moreover,
specializing to the tropical hyperfield our work amounts to describing the space of
projective equivalence classes of valuated matroids [16] with prescribed underlying
matroid. This is a quotient of the matroid’s Dressian, see [29, §4.4], hence the
corresponding specialization of our results fits into the line of research studying the
structure of Dressians, see [22, 23]. We do not pursue it here, but we mention as a
sample the question of whether one of our descriptions could improve on the upper
bound on the dimension of the Dressian of uniform matroids given in [25, Theorem
31].
Results. Since our goal is to obtain descriptions for the space of all hyperfield ma-
troids with a given underlying matroid, we first verify that the different equivalent
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definitions of matroids over hyperfields give rise to natural bijections (resp. homeo-
morphisms) between the corresponding spaces, allowing us to properly define “the”
(topological) space of rescaling classes.
In order to effectively describe this space, we then extend the definitions of [20]
introducing, in Section 3,
(G1) The space of hyperfield projective classes of a matroid M , defined in terms
of circuits and cocircuits of M ;
Other than in the oriented matroid case (compare [20, Theorem 1]) for matroids
over hyperfields the space (G1) needs not be in bijection with the space of rescaling
classes. In Section 3.2 we characterize algebraically those hyperfields for which this
one-to-one correspondence holds. We name the corresponding class of hyperfields
WAM hyperfields and show that the class of non-WAM hyperfields is non-empty.
We then describe the space (G1) in terms of an algebraic characterization by
proving in Theorem 4.1 that this space is in bijection with
(G2) A subspace of the set of group homomorphisms from T(0)M to the multi-
plicative group H∗. Here T(0)M denotes the inner Tutte group of M , that is
a finitely generated abelian group introduced by Dress and Wenzel in [12]
and subsequent papers [40, 41, 14] as an algebraic counterpart of Tutte’s
homotopy theory [38].
Finally, we prove (Theorem 4.4) that in the weak case the spaces (G1) and (G2)
are in one-to-one correspondence with
(G3) The space of H∗-cross-ratios, described geometrically as a subset of (H∗);
(G4) A space of reduced H∗ cross-ratios, which affords easier geometric consid-
erations, obtained by studying a new presentation of the inner Tutte group
that eliminates redundant information.
Geometric and algebraic properties of such spaces can be used to tackle specific
problems. For example, working with (G4), we derive an explicit characterization
of rescaling classes as solution of systems of equations. This allows in Proposition
4.11 to give upper bounds on the number of weak matroids over finite hyperfields
with underlying matroid M in terms of circuits of M .
As a final structural result, with Theorem 5.1 we prove that if H1 is a sub-
hyperfield of H2 then the space of H1-rescaling classes over a fixed matroid M
embed into that of H2-rescaling classes.
Applications. Our methods and results allow us to use topological and geometric
techniques in order to obtain the following applications.
– There exist phased matroids that are neither realizable over C nor arising
from the “complexification” of an oriented matroid (Theorem 6.2).
– The diffeomorphism type of the complement manifold of any two arrange-
ments of hyperplanes in complex space with uniform underlying matroid is
determined by the underlying matroid itself (Corollary 6.6).
Plan. In Section 1 we recall the basics of matroids over hyperfields by giving the
relevant definitions, examples and results. Then we introduce rescaling classes of
matroids over hyperfields in Section 2. In Section 3 we introduce projective classes
of matroids over hyperfields, WAM hyperfields and how these particular hyperfields
are connected to the relation between projective classes and rescaling classes.
In Section 4 we give our characterizations of projective classes based on different
variations of the Tutte group. (The definitions of those Tutte groups as well as other
technical ingredients of the proofs are given in an Appendix.) Section 5 proves that
the sub-hyperfield relation induces an embedding of the corresponding rescaling
classes on a common matroid. Finally, in Section 6 we derive the stated applications
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to phased matroids and hyperplane arrangements. The paper is rounded up by a
series of appendices that contain some technical computations and proofs which
would otherwise have cluttered the main expository part.
Remark on the ArXiv history. The roots of this paper lie in the study of
phasing spaces of matroid by the first and third author. That paper appeared as
an earlier version of this ArXiv entry, and is now encompassed and superseded by
the present work, which adopts the wider point of view of matroids over hyperfields.
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cussions during a visit at SUNY Binghamton. We also thank Alex Fink, Ivan
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their expertise on Dressians in friendly discussions during the 2018 special semester
on tropical geometry at the Institute Mittag-Leffler.
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1. Basics on matroids over hyperfields
In this introductory section we recall some basic definitions and results about
matroids and matroids over hyperfields. For a thorough treatment of matroid theory
we point to Oxley’s book [32], for basics on hyperfields we refer to Viro [39] while
the foundations of matroids over hyperfields are laid in the preprint by Baker and
Bowler [4].
1.1. Matroids. A matroid M is a pair (E,B(M)), where E is a finite set and
B(M) ⊆ 2E is a collection of subsets of E satisfying the following two conditions:
(I1) ∅ 6= B(M);
(I2) For all B1, B2 ∈ B(M) and b1 ∈ B1 \ B2, there exists b2 ∈ B2 \ B1 such
that (B1 \ {b1}) ∪ {b2} ∈ B(M)
The set E is called the ground set of M . The members of B(M) are the bases of
M . The collection of subsets of elements of B(M) are the independent sets of M ,
denoted by I(M). A subset of E that is not in I(M) is called dependent. Minimal
inclusion dependent sets are called circuits and the family of circuits of M will be
denoted by C(M).
If no confusion arises, we write I, B and C for the collections of independent sets,
bases and circuits of M .
The rank of a subset S ⊆ E is defined by
rk(S) = max {|S ∩B| | B ∈ B}
and we define the rank of the matroid M as rk(M) := rk(E). A subset S of E is
spanning if rk(S) = rk(M).
Remark 1.1 (Cryptomorphisms). Our definition in terms of bases can be replaced
by a set of requirements for any of the set systems described by an italicized word
above. This availability of different reformulations is a distinctive feature of ma-
troid theory. The rules allowing to switch between these reformulations are called
“cryptomorphisms”.
Remark 1.2 (Duality). The family of complements of spanning sets of a matroidM
is the collection of independent sets of a matroid M∗ called dual to M . The rank
function rk∗ of M∗ is linked to that of M by rk∗(A) = rk(E \A) + |A| − rk(E).
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Circuits and bases ofM∗ are called cocircuits and cobases ofM . We write C∗(M)
and B∗(M) for the families of cocircuits and cobases of M . Again, if no confusion
arises we write C∗ and B∗ for the families of cocircuits and cobases of M .
Remark 1.3 (Representability). A matroid is called representable if its ground set
E maps into a vector space V so that a subset of E is independent if and only if
the corresponding vectors are linearly independent.
Example 1.4 (The Fano matroid). The Fano matroid is defined on the ground set
E = {1, 2, . . . , 7} by the circuit set
C = {{1, 2, 3}, {2, 5, 7}, {1, 4, 7}, {1, 5, 6}, {3, 4, 5}, {3, 6, 7}, {2, 4, 6}} .
It is representable over F if and only if the characteristic of F is two [32, Proposition
6.4.8].
Remark 1.5 (Minors). Given a subset T of the ground set E of the matroid M , the
collection of all subsets of T that are independent in M satisfies the independence
axioms. Thus, it is the set of independent sets of a matroid, called restriction of M
to T and denoted byM [T ]. The contraction of T inM is the matroid (M∗[E \T ])∗.
A minor of M is any matroid that can be obtained from M through a sequence of
restrictions and contractions.
Remark 1.6. We will often consider matroids “without minors of Fano or dual-Fano
type”. By this we mean matroids for which neither the Fano matroid (see Example
1.4) nor its dual arise as minors.
Remark 1.7 (Connectedness). Given matroidsM1 andM2 with ground sets E1 and
E2 and independent sets I1 and I2, the direct sum of M1 and M2 is the matroid
M1 ⊕M2 with ground set E1 ∪ E2 and independent sets
{I1 ∪ I2 | I1 ∈ I1 and I2 ∈ I2} .
We say that M is disconnected if there exists a proper non-empty subset T of
the ground set E such that M = M [T ]⊕M [E \T ]. We callM connected otherwise.
A connected component of M is a maximal inclusion subset T of E such that M [T ]
is connected. From [32, Corollary 4.2.13] there is a unique (up to permutations)
decomposition of M as direct sum of connected matroids, allowing us to properly
define the number cM of connected components of M .
1.2. Hyperfields. Given a set S, a hyperoperation ⊞ on S is a map from S×S to
the collection of non-empty subsets of S. If A and B are non-empty subsets of S,
we set
A⊞B =
⋃
a∈A,b∈B
(a⊞ b)
and we say that ⊞ is commutative if a ⊞ b = b ⊞ a for all a, b ∈ S. We call ⊞
associative if a⊞ (b ⊞ c) = (a⊞ b)⊞ c for all a, b, c ∈ S.
A commutative hypergroup is a tuple (G,⊞, 0), where ⊞ is a commutative and
associative hyperoperation on G such that
(H1) 0⊞ x = {x} for all x ∈ G;
(H2) For each x ∈ G there is a unique element of G (denoted by −x and called
the hyperinverse of x) such that 0 ∈ x⊞−x;
(H3) x ∈ y ⊞ z if and only if z ∈ x⊞−y.
Given a commutative monoid (R,⊙, 1), an element r ∈ R and a non-empty
subset A of R we define
r ⊙A = {r ⊙ a | a ∈ A}.
A commutative hyperring is a tuple (R,⊞,⊙, 0, 1) such that
6 EMANUELE DELUCCHI, LINARD HOESSLY, AND ELIA SAINI
(1) (R,⊞, 0) is a commutative hypergroup;
(2) (R,⊙, 1) is a commutative monoid;
(3) 0⊙ x = x⊙ 0 = 0 for all x ∈ R (Absorption rule);
(4) a⊙ (x⊞ y) = (a⊙ x) ⊞ (a⊙ y) for all a, x, y ∈ R (Distributive law).
Definition 1.8. A hyperfield is a commutative hyperring (H,⊞,⊙, 0, 1) such that
0 6= 1 and all non-zero elements of H have an inverse with respect to ⊙.
When no confusion arises, we denote a hyperfield by its underlying set H and we
write H∗ for the set of its non-zero elements. We will often denote x⊙ y−1 by x
y
.
A sub-hyperfield H1 of a hyperfield H2 is a subset H1 ⊆ H2 that itself is a
hyperfield with respect to the operations induced by H2.
A hyperfield homomorphism is a map f : H1 −→ H2 such that:
• f(0) = 0;
• f(1) = 1;
• f(x⊞ y) ⊆ f(x)⊞ f(y) for any x, y ∈ H1;
• f(x⊙ y) = f(x)⊙ f(y) for any x, y ∈ H1.
An involution of the hyperfield H is a hyperfield homomorphism τ : H −→ H
such that τ ◦ τ = IdH. According to this definition the identity map of H is an
involution.
In the following statement we summarize some elementary algebraic properties
of hyperfields that will be widely used in our work.
Proposition 1.9. For a hyperfield H with an involution τ the following properties
hold:
(A1) (−1)⊙ f = f ⊙ (−1) = −f for all f ∈ H;
(A2) τ(−1) = −1.
Proof. Since H∗ is an abelian group, we already know that
(−1)⊙ f = f ⊙ (−1).
Thus, it suffices to see that f ⊙ (−1) = −f and this follows immediately from
0 = 0⊙f = f⊙0 ∈ f⊙{0} = f⊙(1⊞(−1)) = (f⊙1)⊞(f⊙(−1)) = f⊞(f⊙(−1)).
Similarly, to prove that τ(−1) = −1 it is enough to consider the relation below
0 = τ(0) ∈ τ({0}) = τ(1 ⊞ (−1)) ⊆ τ(1)⊞ τ(−1) = 1⊞ τ(−1).

The following notion of a topological hyperfield has been recently introduced by
Anderson and Davis [2].
Definition 1.10. A topological hyperfield is a hyperfield (H,⊞,⊙) with a topology
on H such that H∗ is open, the multiplication map ⊙ : H × H → H is continuous,
and the multiplicative inverse map (·)−1 : H∗ → H∗ is continuous.
A homomorphism of topological hyperfields is a hyperfield homomorphism that
is continuous with respect to the given topology. Accordingly, when talking about
topological hyperfields we consider only continuous involutions. In particular, every
involution of a topological hyperfield is a homeomorphism.
Example 1.11. We list here some relevant hyperfields. See [4], [39] or [2] for more
details and examples, but be aware of the at times diverging notations among those
papers.
• The Krasner hyperfield K defined on the set {0, 1} with the usual multipli-
cation rule and hyperaddition law given by:
• 0⊞ x = x⊞ 0 = {x} if x = 0 or x = 1;
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• 1⊞ 1 = {0, 1}.
The involution τ is the identity.
• The hyperfield of signs S defined on the set {0, 1,−1} with the usual mul-
tiplication rule and hyperaddition law given by setting:
• 1⊞ 1 = {1};
• (−1)⊞ (−1) = {−1};
• x⊞ 0 = 0⊞ x = {x};
• 1⊞ (−1) = (−1)⊞ 1 = {0, 1,−1}.
The involution τ is the identity.
• The phase hyperfield P defined on the set S1∪{0}, where S1 is the complex
unit circle, with usual multiplication rule and hyperaddition law given by
setting:
x⊞ y :=

x if y = 0
y if x = 0
{x,−x, 0} if x = −y 6= 0{
αx+βy
‖αx+βy‖
∣∣∣α, β ∈ R>0} otherwise
The involution τ is complex conjugation. Note that the name of this hy-
perfield is used differently in [39].
• The tropical hyperfield T+ defined on the set R ∪ {−∞} with multiplica-
tion rule defined by a ⊙ b = a + b (and −∞ as absorbing element) and
hyperaddition law given by setting:
x⊞ y :=
{
{max{x, y}} if x 6= y
{c ∈ R ∪ {−∞}|c ≤ x} if x = y
The involution τ is the identity.
• The triangle hyperfield V defined on the set R≥0 with usual multiplication
rule and hyperaddition law defined by setting:
a⊞ b = {c ∈ R≥0 | |a− b| ≤ c ≤ a+ b}.
The involution τ is the identity.
1.3. Matroids over hyperfields.
Remark 1.12. Throughout this work, we always assume that a hyperfield H, an
involution τ of H and a finite ground set E := {1, . . . ,m} are given.
A hyperfield vector is any X ∈ HE. The support of a hyperfield vector X is the
set
supp(X) := {e ∈ E | X(e) 6= 0}
Definition 1.13 (Orthogonal hyperfield vectors). Two hyperfield vectors X and
Y are orthogonal with respect to τ — denoted by X⊥τY — if
0 ∈⊞e∈EX(e)⊙ τ(Y (e)).
Two sets X ,Y of hyperfield vectors are orthogonal with respect to τ — written
X⊥τY — if X⊥τY for all X ∈ X and Y ∈ Y.
As explained in [4] there exist two different kinds of matroids over a hyperfield H,
that are called weakH-matroids and strongH-matroids. We now provide definitions
and we recall cryptomorphisms for both cases.
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Definition 1.14 (Grassmann–Plücker functions; [4, Definition 3.6]). A rank d
weak Grassmann–Plücker function on E with values in H is a non-zero alternating
function ϕ : Ed −→ H∗ such that its support is the set of bases of a matroid and
0 ∈⊞
d+1
k=1(−1)
k ⊙ ϕ(x1, . . . , xˆk, . . . , xd+1)⊙ ϕ(xk, y1 . . . , yd−1)
for any two subsets I = {x1, . . . , xd+1} and J = {y1, . . . , yd−1} of E with |I \J | ≤ 3.
A rank d strong Grassmann–Plücker function on E with values in H is a non-zero
alternating function ϕ : Ed −→ H∗ such that
0 ∈⊞
d+1
k=1(−1)
k ⊙ ϕ(x1, . . . , xˆk, . . . , xd+1)⊙ ϕ(xk, y1 . . . , yd−1)
for any two subsets I = {x1, . . . , xd+1} and J = {y1, . . . , yd−1} of E.
We say that two weak (resp. strong) Grassmann–Plücker functions ϕ1 and ϕ2
are equivalent if ϕ1 = a⊙ ϕ2 for some a ∈ H∗.
Remark 1.15 (Matroids over the Krasner hyperfield). In the case of H being the
Krasner hyperfield, strong and weak H-matroids are the same and correspond to
ordinary matroids, see 1.22.
Both axiom systems of Definition 1.14 ensure that the support of any weak (resp.
strong) Grassmann–Plücker function ϕ is the set of bases of a matroid on E which
we call Mϕ. We then call a subset I ⊆ E ϕ-independent if it is an independent set
of the matroid Mϕ. Accordingly, a ϕ-basis is a maximal ϕ-independent set.
In order to state weak (resp. strong) H-circuits axioms of weak (resp. strong)
H-matroids we need at first to recall the notion of modular pair (resp. modular
elimination structure).
As suggested by Baker and Bowler in [4, Section 1.2], the modular elimination
can be interpreted in the following sense. If X and Y are hyperfield vectors that
are “sufficiently close” and there exists an index i such that Xi = −Yi, then it is
possible to “eliminate” i by (hyper-) summing X and Y , i.e. there is Z with Zi = 0
and Zj ∈ Xj ⊞ Yj for all j.
To be more precise, given a family C ⊆ HE we say that X , Y ∈ C form a modular
pair if supp(X), supp(Y ) is a modular pair in the lattice of unions of supports of
elements of C [11]. More generally (compare [4, Definition 3.7]), assume that we
have a subset P of E, an indexed family (Xp)p∈P ⊆ C with supp(Xp) ∩ P = {p},
and X ∈ C with X(p) = −Xp(p) for all p ∈ P but supp(X) *
⋃
p∈P supp(Xp).
We say that X and (Xp)p∈P give a modular elimination structure if the height of
X ∪
⋃
p∈P supp(Xp) in the lattice of unions of supports of elements of C is exactly
|P |+ 1.
Definition 1.16 (Weak H-circuits; [4, Definition 3.4]). A set C ⊆ HE is the set of
weak H-circuits of a weak H-matroid M on E if:
(C1) (0, . . . , 0) /∈ C;
(C2) For all X ∈ C and all α ∈ H∗, α⊙X ∈ C;
(C3) For all X,Y ∈ C such that supp(X) = supp(Y ), X = α⊙Y for some α ∈ H;
(C4) [Weak modular elimination] For any modular pair X , Y ∈ C and for any
e ∈ E with X(e) = −Y (e) 6= 0, there exists Z ∈ C such that Z(e) = 0 and
Z(f) ∈ X(f)⊞ Y (f) for all f ∈ E.
Definition 1.17 (Strong H-circuits; [4, Definition 3.7]). A set C ⊆ HE is the set
of strong H-circuits of a strong H-matroid M on E if it satisfies (C1), (C2), (C3)
as well as the following stronger version of the modular elimination axiom (C4):
(C4)’ [Strong modular elimination] For any modular elimination structure given
by X ∈ C and (Xp)p∈P ⊆ C, there is Z ∈ C with Z(p) = 0 for all p ∈ P and
Z(f) ∈ X(f)⊞ (⊞p∈PXp(f)) for any f ∈ E.
REALIZATION SPACES OF MATROIDS OVER HYPERFIELDS 9
If we take |P | = 1 we immediately notice that (C4)’ implies (C4). Therefore, a
strong H-matroid on E is also a weak H-matroid on E.
If C is the set of weak (resp. strong) H-circuits of a weak (resp. strong) H-matroid
M on E, the set {supp(X) | X ∈ C} is the set of circuits of a matroid MC . The
rank of M is defined to be the rank of the matroid MC. The following theorem
asserts that Definition 1.14 and Definition 1.16 encode equivalent data.
Theorem 1.18 ([4, Theorem 3.13, Theorem 3.17]). Given a set E and a hyperfield
H, there exists a bijection between the set of all equivalence classes of rank d weak
(resp. strong) Grassmann–Plücker functions on a E with values in H and the set of
all sets of weak (resp. strong) H-circuit of a rank d weak (resp. strong) H-matroid on
E, determined as follows. For a weak (resp. strong) Grassmann–Plücker function
ϕ and the corresponding set C of weak (resp. strong) H-circuits:
(1) The set of all supports of elements of C is the set of minimal non-empty
ϕ-dependent sets;
(2) The weak (resp. strong) H-circuits X ∈ C are determined by the rule
X(xi)
X(x0)
= (−1)i ⊙
ϕ(x0, x1, . . . , xˆk, . . . , xd)
ϕ(x1, . . . , xd)
for all i = 0, . . . , k where x0 ∈ supp(X) and {x1, . . . , xd} is any ϕ-basis
containing supp(X) \ {x0}.
Thus, we can refer to the rank d weak (resp. strong) matroid M over the hy-
perfield H (often abbreviated H-matroid) with ground set E, rank d weak (resp.
strong) Grassmann–Plücker function ϕ and weak (resp. strong) H-circuits C. In
particular, in this case Mϕ = MC . We call this matroid the underlying matroid of
M. Another way to obtain the underlying matroid is via the push-forward k⋆(M)
with respect to the unique map k : H→ K.
In the setting of matroids over hyperfields, duality depends on the choice of an
involution of the hyperfield. To be more precise, for a H-matroidM, any involution
τ ofH gives rise to a matroidM(τ) “dual” toM as explained in the following results.
Theorem 1.19 ([4, Theorem 3.20]). Given a finite ground set E with |E| = m, a
hyperfield H, an involution τ of H and a rank d weak (resp. strong) H-matroidM on
E with weak (resp. strong) H-circuits C and rank d weak (resp. strong) Grassmann–
Plücker function ϕ, there exists a rank m− d weak (resp. strong) H-matroid M(τ)
on E, called the dual H-matroid of M with respect to τ , that satisfies the following
properties:
(1) The set C(τ) of H-circuits of M(τ) are the elements of SuppMin(C⊥ \ {0}),
where SuppMin(S) denotes the elements of S of minimal support;
(2) A weak (resp. strong) Grassmann–Plücker function ϕ(τ) forM(τ) is defined
by the formula
ϕ(τ)(x1, . . . , xm−d) = sign(x1, . . . , xm−d, x
′
1, . . . , x
′
r)⊙ τ(ϕ(x
′
1, . . . , x
′
r))
where x′1, . . . , x
′
r is any ordering of E \ {x1, . . . , xm−d};
(3) The underlying matroid of M(τ) is the dual of that of M;
(4) (M(τ))(τ) =M.
The weak (resp. strong) H-circuits of M(τ) are called the weak (resp. strong)
H-cocircuits of M with respect to τ , and vice versa.
Definition 1.20 (Dual pairs; [4, Definition 3.21, Definition 3.23]). Let M be a
matroid with ground set E. We say that a collection C ⊆ HE is a circuit coloring
of M(with values in H) if:
(DP1) For all X ∈ C and all α ∈ H∗, α⊙X ∈ C;
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(DP2) For all X,Y ∈ C with supp(X) = supp(Y ), X = α⊙ Y for some α ∈ H∗;
(DP3) The set {supp(X) | X ∈ C} is the set of circuits of M .
We say that D ⊆ HE is a cocircuit coloring of M if D is a circuit coloring of
M∗, the dual matroid to M . Moreover, given a circuit coloring C and a cocircuit
coloring D of M we say that C, D form a weakly dual pair with respect to τ if
C⊥τD for all C ∈ C, D ∈ D with | supp(C) ∩ supp(D)| ≤ 3. Similarly, we say that
C,D is a strongly dual pair with respect to τ if C⊥τD for all C ∈ C, D ∈ D.
Theorem 1.21 ([4, Theorem 3.22, Theorem 3.23]). Given a matroidM with ground
set E and a hyperfield H with an involution τ , let C be a circuit coloring and D be a
cocircuit coloring of M . Then C and D are the set of weak (resp. strong) H-circuits
and H-cocircuits with respect to τ of a weak (resp. strong) H-matroid M on E with
underlying matroid M if and only if they are a weak (resp. strong) dual pair with
respect to τ .
Example 1.22. Matroids over the hyperfields listed in Example 1.11 are all well-
studied combinatorial objects. In fact, matroids over hyperfields provide a common
framework for several notions of matroids that appear in the literature.
• A (weak or strong) matroid over the Krasner hyperfield K is the same as a
matroid in the usual sense;
• A (weak or strong) matroid over the hyperfield of signs S is the same as an
oriented matroid;
• A weak matroid over the phase hyperfield P is the same as the notion
of complex matroid introduced by Anderson and Delucchi in [3, Definition
2.4]. Notice that in this context the standard duality theory is given by tak-
ing the involution τ of the hyperfield P to be complex conjugation (compare
[3, Definition 2.12]). As pointed out by Baker and Bowler in [4, Appendix
A], both notions of weak (compare [3, Definition 2.4]) and strong (compare
[3, Definition 2.3, Definition 2.15]) matroids over the phase hyperfield P
are introduced in [3], but they are mistakenly asserted to be equivalent.
However, the arguments in the proof of [3, Proposition 5.6] still hold for
the weak case;
• A (weak or strong) matroid over the tropical hyperfield T+ is the same as
a valuated matroid in the sense of Dress and Wenzel [16].
Remark 1.23. In the context of matroids and oriented matroids this dependence of
the duality theory on the involution is hidden, since the Krasner hyperfield K and
the hyperfield of signs S have the identity as unique involution.
As pointed out by Baker and Bowler, the notions of weak and strong matroids
over hyperfields do not agree in general. In particular, they provide in [4, Section
3.10] the following counterexamples:
• A weak matroid over the triangle hyperfield V that is not a strong matroid
over V (compare [4, Example 3.30]);
• A weak matroid over the phase hyperfield P that is not a strong matroid
over P (compare [4, Example 3.31]).
However, improving on some results of Dress and Wenzel in [15], Baker and
Bowler proved in [4, Section 5] that for the special class of doubly distributive
hyperfields there is a coincidence between the concepts of weak and strong matroid
over hyperfields.
2. Rescaling classes of matroids over hyperfields
LetM be a rank dmatroid with ground set E and let H be a given hyperfield. We
want to study the set of weak (resp. strong) H-matroids with underlying matroid
REALIZATION SPACES OF MATROIDS OVER HYPERFIELDS 11
M and the space of “rescaling classes” of such H-matroids, generalizing methods of
[20] to the context of hyperfields.
In this section we will start with the more immediate case — weak (resp. strong)
H-matroids defined in terms of weak (resp. strong) Grassmann–Plücker functions —
and then offer a reformulation of the axiomatization in terms of weak (resp. strong)
H-circuits that is more convenient for our later purposes. The cornerstone will be
the proof that the cryptomorphisms of Theorem 1.18 and Theorem 1.21 induce a
one-to-one correspondence between the spaces of H-matroids with underlying ma-
troid M defined in terms of weak (resp. strong) Grassmann–Plücker functions and,
respectively, in terms of weak (resp. strong) H-circuits, which in turn determines a
one-to-one correspondence between the respective spaces of rescaling classes.
2.1. Grassmann–Plücker functions. Let N p,w
H
(M) (resp. N p,s
H
(M)) be the set
of weak (resp. strong) Grassmann–Plücker functions with underlying matroid M .
As a subset of (H∗)E
d
we consider it with the induced topology.If ∼p is the equiva-
lence relation among weak (resp. strong) Grassmann–Plücker functions introduced
in Definition 1.14, we can state the following definition.
Definition 2.1. A type p weak (resp. strong) H-matroid with underlying matroid
M is an equivalence class of the relation ∼p on N
p,w
H
(M) (resp. N p,s
H
(M)). The
space of type p weak (resp. strong) H-matroids with underlying matroid M is
Mp,w
H
(M) := N p,w
H
(M)/ ∼p (resp. M
p,s
H
(M) := N p,s
H
(M)/ ∼p). On this space we
consider the quotient topology.
We now proceed to define the space of rescaling classes of weak (resp. strong)
H-matroids defined in terms of weak (resp. strong) Grassmann–Plücker functions.
Definition 2.2. Two weak (resp. strong) Grassmann–Plücker functions ϕ1 and
ϕ2 ∈ N
p,w
H
(M) (resp. N p,s
H
(M)) are called ≈p -equivalent if there is a function
h : E −→ H∗ such that, for all (x1, . . . , xd) ∈ Ed,
(1) ϕ1(x1, . . . , xd) =
 d⊙
j=1
h(xj)
 ⊙ ϕ2(x1, . . . , xd).
A straightforward computation shows that ≈p is an equivalence relation between
weak (resp. strong) Grassmann–Plücker functions.
Definition 2.3. Two type p weak (resp. strong) H-matroids Φ1 and Φ2 with under-
lying matroidM are∼=p -equivalent (denoted by Φ1 ∼=p Φ2) if there exist weak (resp.
strong) Grassmann–Plücker functions ϕ1 ∈ Φ1 and ϕ2 ∈ Φ2 such that ϕ1 ≈p ϕ2.
We can now define a rescaling class as an equivalence classes of ∼=p.
Definition 2.4. Given a matroid M we define the space of rescaling classes of
type p weak (resp. strong) H-matroids with underlying matroid M as the set
Rp,w
H
(M) := Mp,w
H
(M)/ ∼=p (resp. R
p,s
H
(M) := Mp,s
H
(M)/ ∼=p) of ∼=p -equivalence
classes. Again, we endow the space of Grassmann-Plücker functions with the quo-
tient topology.
2.2. Hyperfield circuit and cocircuits signatures. A H∗-circuit signature γ
of a matroid M is a collection {γC}C∈C of functions γC : C −→ H∗, one for each
circuit of M . In the same way, a H∗-cocircuit signature δ of a matroid M is a set
{δD}D∈C∗ of functions δD : D −→ H∗, one for each cocircuit of M . We say that
a H∗-circuit signature γ and a H∗-cocircuit signature δ are weak orthogonal (resp.
strong orthogonal) with respect to τ — denoted by γ⊥τδ — if, for any circuit C ∈ C
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and cocircuit D ∈ C∗ with |C ∩ D| ≤ 3 (resp. for any circuit and cocircuit), we
have
(2) 0 ∈⊞x∈C∩DγC(x)⊙ τ(δD(x)).
Definition 2.5. We denote byN τ,w
H
(M) (resp. N τ,s
H
(M)) the space of pairs (γ, δ) of
H∗-circuit and H∗-cocircuit signatures ofM that are weak (resp. strong) orthogonal
with respect to τ . This is a subset of (H∗)
∑
C
|C|×
∑
C∗
|D| and we topologize it with
the induced topology.
Definition 2.6. Two pairs (γ1, δ1) and (γ2, δ2) of H∗-circuit and H∗-cocircuit sig-
natures of M that are weak (resp. strong) orthogonal with respect to τ are called
∼τ -equivalent (denoted by (γ1, δ1) ∼τ (γ2, δ2)) if there exist functions b : C −→ H∗,
C 7→ bC , and l : C∗ −→ H∗, D 7→ lD, such that:
• γ1C(x) = bC ⊙ γ2C(x) for any circuit C ∈ C and any x ∈ C;
• δ1D(y) = lD ⊙ δ2D(y) for any cocircuit D ∈ C∗ and any y ∈ D.
One readily verifies that ∼τ is an equivalence relation on the set N
τ,w
H
(M) (resp.
N τ,s
H
(M)).
Proposition 2.7. The function that associates to a pair (γ, δ) ∈ N τ,w
H
(M) (resp.
N τ,s
H
(M)) the set
C(γ,δ) =
{
X ∈ HE
∣∣∣∣∃C ∈ C, ∃a ∈ H∗ with X(j) = { 0 if j /∈ Ca⊙ γC(j) if j ∈ C
}
induces a bijection between the quotient set N τ,w
H
(M)/ ∼τ (resp. N
τ,s
H
(M)/ ∼τ ) and
the family of all sets of circuits of weak (resp. strong) H-matroids with underlying
matroid M .
Thus, we are led to the following definition.
Definition 2.8 (See Definition 1.20). A type τ weak (resp. strong) H-matroid is
an equivalence class Γ of the relation ∼τ on the set N
τ,w
H
(M) (resp. N τ,s
H
(M)).
The space of type τ weak (resp. strong) H-matroids with underlying matroid M is
the set Mτ,w
H
(M) := N τ,w
H
(M)/ ∼τ (resp. M
τ,s
H
(M) := N τ,s
H
(M)/ ∼τ ). On this
space we consider the quotient topology.
We now define an equivalence relation on the set of type τ weak (resp. strong)
H-matroids with underlying matroid M , in order to obtain the counterpart of the
set of rescaling classes of weak (resp. strong) Grassmann–Plücker functions with
underlying matroid M .
Definition 2.9. Two pairs (γ1, δ1) and (γ2, δ2) of H∗-circuit and H∗-cocircuit sig-
natures of M that are weak (resp. strong) orthogonal with respect to τ are called
≈τ -equivalent (denoted (γ1, δ1) ≈τ (γ2, δ2)) if there exists a function h : E −→ H∗
such that:
• γ1C(x) = h(x)⊙ γ2C(x) for any circuit C ∈ C and any x ∈ C;
• δ1D(y) = τ(h
−1(x))⊙ δ2D(y) for any cocircuit D ∈ C
∗ and any y ∈ D.
Here h−1(x) stands for the inverse of h(x) in the multiplicative group H∗.
It is easy to see that ≈τ is an equivalence relation on N
τ,w
H
(M) (resp. N τ,s
H
(M)).
Definition 2.10. Two type τ weak (resp. strong)H-matroids Γ1 and Γ2 with under-
lying matroidM are ∼=τ -equivalent (denoted by Γ1 ∼=τ Γ2) if there are (γ1, δ1) ∈ Γ1
and (γ2, δ2) ∈ Γ2 such that (γ1, δ1) ≈τ (γ2, δ2).
Again, ∼=τ is obviously an equivalence relation. As previously done, we conclude
this section with the definition of the space of rescaling classes of type τ weak (resp.
strong) H-matroids with underlying matroid M .
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Definition 2.11. The space of rescaling classes of type τ weak (resp. strong)
H-matroids with underlying matroid M is the set Rτ,w
H
(M) := Mτ,w
H
(M)/ ∼=τ
(resp. Rτ,s
H
(M) :=Mτ,s
H
(M)/ ∼=τ ). Again, we endow the space of rescaling classes
with the quotient topology.
Remark 2.12. If τ1 and τ2 are involutions of the hyperfield H, it is not hard to see
that the sets N τ1,w
H
(M) and N τ2,w
H
(M) are in one-to-one correspondence. To verify
this it suffices to consider the map
fτ1,τ2 : N
τ1,w
H
(M) −→ N τ2,w
H
(M)
that associates to a pair (γ, δ) of N τ1,w
H
(M) the pair (γ˜, δ˜) of N τ2,w
H
(M) defined by
• γ˜C(x) = γC(x) for any C ∈ C and for any x ∈ C;
• δ˜D(y) = τ2 ◦ τ1(δD(y)) for any D ∈ C∗ and for any y ∈ D.
Moreover, a straightforward check of definitions shows that this one-to-one corre-
spondence induces one-to-one correspondences between the quotients Mτ1,w
H
(M)
and Mτ2,w
H
(M) as well as between the quotients Rτ1,w
H
(M) and Rτ2,w
H
(M). To be
more precise, we have a commutative diagram
N τ1,w
H
(M) N τ2,w
H
(M)
Mτ1,w
H
(M) Mτ2,w
H
(M)
Rτ1,w
H
(M) Rτ2,w
H
(M)
∼τ1 ∼τ2
∼=τ1
∼=τ2
F τ1,τ2
Fτ1,τ2
fτ1,τ2
where the quotient maps Fτ1,τ2 and F τ1,τ2 are bijections. With the same arguments
these results hold for the strong case.
Remark 2.13. If H is a topological hyperfield (see Definition 1.10), the correspon-
dence fτ1,τ2 of Remark 2.15 is indeed a homeomorphism and so – since the other
spaces carry the quotient topology – are the induced maps Fτ1,τ2 and F τ1,τ2 .
Proof of Proposition 2.7. We only prove the weak case. The strong one will follow
from the same arguments.
First, let us show that given a pair (γ, δ) ∈ N τ,w
H
(M), the collection C(γ,δ) is the
set of weak H-circuits of a weak H-matroid with underlying matroid M . To see
this, it suffices to consider the set
(3)
D(γ,δ) =
{
Y ∈ HE
∣∣∣∣∃D ∈ C∗, ∃b ∈ H∗ with Y (j) = { 0 if j /∈ Db⊙ δD(j) if j ∈ D
}
.
The pair (γ, δ) belongs to N τ,w
H
(M). This implies that C(γ,δ) and D(γ,δ) form a
weakly dual pair with respect to τ (compare Definition 1.20). To check this, let us
consider X ∈ C(γ,δ) and Y ∈ D(γ,δ). From the definition of the sets C(γ,δ) and D(γ,δ)
there exist a circuit C ∈ C, a cocircuit D ∈ C∗ and elements a, b ∈ H∗ such that:
X(i) =
{
0 if i /∈ C
a⊙ γC(i) if i ∈ C
Y (j) =
{
0 if j /∈ D
b⊙ δD(j) if j ∈ D
.
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From the distributive law we then find
0 ∈⊞i∈C∩DγC(i)⊙ τ(δD(i))⇐⇒
0 ∈a⊙ τ(b)⊞i∈C∩DγC(i)⊙ τ(δD(i))⇐⇒
0 ∈⊞i∈C∩D(a⊙ γC(i))⊙ (τ(b ⊙ δD(i))) =
=⊞i∈EX(i)⊞ Y (i)⇐⇒ X⊥τY.
Hence, Theorem 1.21 implies that C(γ,δ) is the collection of weak H-circuits of a
weak H-matroid with underlying matroid M .
Now, we have to prove that the map (γ, δ) 7→ C(γ,δ) is surjective. To see this,
let M be a weak H-matroid with underlying matroid M . Let us denote by C the
set of weak H-circuits of M and let D be the set of weak H-cocircuit of M with
respect to τ . Fix an arbitrary order of the ground set E. Given a circuit C ∈ C let
us consider the function
γ(C,D)C : C −→ H
∗
defined by
γ(C,D)C(i) =
X(i)
X(iC)
where X ∈ C is any weak H-circuit ofM such that supp(X) = C and iC is the first
element of E with X(iC) 6= 0. Axiom (C4) implies that for any circuit C ∈ C the
map γ(C,D)C is properly defined. In the same way, given a cocircuit D ∈ C
∗ let us
consider the function
δ(C,D)D : D −→ H
∗
defined by
δ(C,D)D(j) =
Y (j)
Y (jD)
,
where Y ∈ D is any weakH-cocircuit ofM with respect to τ such that supp(Y ) = D
and jD is the first element of E with Y (jD) 6= 0. Since C, D is a weakly dual pair
with respect to τ , the pair (γ(C,D), δ(C,D)) belongs to N
τ,w
H
(M). To see this, let
C ∈ C be a circuit and D ∈ C∗ be a cocircuit of M and let X ∈ C, Y ∈ D with
supp(X) = C and supp(Y ) = D. Thus, using the distributive law we find
0 ∈⊞i∈supp(X)∩supp(Y )X(i)⊙ τ(Y (i))⇐⇒
0 ∈
1
X(iD)⊙ τ(Y (iD))
⊞i∈C∩DX(i)⊙ τ(Y (i)) =⊞i∈C∩D
X(i)
X(iC)
⊙ τ
(
Y (i)
Y (iD)
)
⇐⇒
0 ∈⊞i∈C∩Dγ(C,D)C(i)⊙ τ(δ(C,D)D(i)).
By definition C = C(γ(C,D ,δ(C,D). The map (γ, δ) 7→ C(γ,δ) is then surjective.
Lastly, we need to verify that
(γ1, δ1) ∼τ (γ2, δ2)⇐⇒ C(γ1,δ1) = C(γ2,δ2).
The left-to-right implication is an immediate consequence of Definition 2.6. For the
right-to-left implication, let (γ1, δ1) and (γ2, δ2) be pairs that belong to N
τ,w
H
(M)
and such that C(γ1,δ1) = C(γ2,δ2). By definition of the sets C(γ1,δ1) and C(γ2,δ2),
condition C(γ1,δ1) = C(γ2,δ2) implies that for any circuit C ∈ C there exists bC ∈ H
∗
with γ1C(x) = bC ⊙ γ2C(x) for all x ∈ C. To see this, given the circuit C let
XC ∈ C(γ1,δ1) be the H-vector defined by
XC(i) =
{
0 if i /∈ C
γ1C(i) if i ∈ C
.
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From C(γ1,δ1) = C(γ2,δ2), we deduce that XC ∈ C(γ2,δ2). Hence, there exists bC ∈ H
∗
such that γ1C(x) = bC ⊙ γ2C(x) for all x ∈ C.
On the other hand, let D(γ1,δ1) and D(γ2,δ2) be the sets defined by (3). Since
(γ1, δ1) and (γ2, δ2) belong to N
τ,w
H
(M) it follows that C(γ1,δ1), D(γ1,δ1) and C(γ2,δ2),
D(γ2,δ2) are dual pairs with respect to τ . From C(γ1,δ1) = C(γ2,δ2) we deduce that
D(γ1,δ1) = D(γ2,δ2). With the same arguments of the case of H-circuits, this implies
that for any cocircuit D ∈ C∗ there exists lD ∈ C
∗ with δ1D(y) = lD ⊙ δ2D(y) for
all y ∈ D. 
2.3. From cryptomorphisms to a one-to-one correspondence. In this sec-
tion we show that the cryptomorphisms of Theorem 1.18 and Theorem 1.21 induce
a one-to-one correspondence between the spaces Mτ,w
H
(M) and Mp,w
H
(M) (resp.
Mτ,s
H
(M) andMp,s
H
(M)), as well as between the spaces of rescaling classesRτ,w
H
(M)
and Rp,w
H
(M) (resp. Rτ,s
H
(M) and Rp,s
H
(M)).
Proposition 2.14. Given a matroid M and a hyperfield H with an involution τ
there exists a one-to-one correspondence
Υτ :M
τ,w
H
(M) −→Mp,w
H
(M)
which induces a one-to-one correspondence
Υτ : R
τ,w
H
(M) −→ Rp,w
H
(M)
such that
(4)
Mτ,w
H
(M) Mp,w
H
(M)
Rτ,w
H
(M) Rp,w
H
(M)
∼=τ ∼=p
Υτ
Υτ
is a commutative diagram. The same holds for the strong case.
If H is a topological hyperfield, then Υτ and Υτ are homeomorphisms.
Remark 2.15 (Compare Remark 2.12). The spacesMp,w
H
(M) and Rp,w
H
(M) do not
depend on the involution τ . Thus, Proposition 2.14 implies that, given involutions
τ1 and τ2 of the hyperfield H, the spaces M
τ1,w
H
(M) and Mτ2,w
H
(M) as well as
Rτ1,w
H
(M) and Rτ2,w
H
(M) are in one-to-one correspondence – and in the case of
topological hyperfields these bijections are homeomorphisms. The same arguments
hold for the strong case.
In summary, Proposition 2.14 allows us to freely switch (up to homeomorphism)
between the point of view of Grassmann–Plücker functions and that of H-circuit
and H-cocircuit signatures. We are now able to properly define the spaces we will
study.
Definition 2.16. The spaceMw
H
(M) of weak H-matroids with underlying matroid
M is the space of points identified by the bijection
Υτ :M
τ,w
H
(M) −→Mp,w
H
(M).
The space Rw
H
(M) of rescaling classes of weak H-matroids with underlying matroid
M is the space of points identified by the bijection
Υτ : R
τ,w
H
(M) −→ Rp,w
H
(M).
In a similar way we define the spaceMs
H
(M) of strong H-matroids with underlying
matroid M and the space Rs
H
(M) of rescaling classes of strong H-matroids with
underlying matroid M .
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Remark 2.17.
(1) On the topological case. When H is a topological hyperfield, the spaces
Ms
H
(M), Mw
H
(M), Rs
H
(M), Rw
H
(M) are well-defined up to homeomor-
phism.
(2) On realization spaces and hyperfield Grassmannians. Moreover, the (topo-
logical) spaces Ms
H
(M) and Mw
H
(M) are called “realization spaces” of M
over H by Anderson and Davis in their work on hyperfield Grassmannians.
In this sense, we address their topology via the study of their quotients
Rs
H
(M), Rw
H
(M). Notice that the fiber of the quotient map is (H∗)|E|−1.
Proof of Proposition 2.14. We prove the weak case first. The proof of the strong
case will follow from the same arguments. Choose an ordered basis B of M and
consider the function that assigns to any pair (γ, δ) ∈ N τ,w
H
(M) a weak Grassmann–
Plücker function ϕ(γ,δ) with value 1 on B and satisfying
(5)
γC(xi)
γC(x0)
= (−1)i ⊙
ϕ(γ,δ)(x0, . . . , x̂i, . . . , xd)
ϕ(γ,δ)(x1, . . . , xd)
for all circuits C of M , all x0 ∈ C and all i = 0, . . . , d, where x1, . . . , xd is any
ordered basis containing C \ {x0}. Theorem 1.18 and Theorem 1.21 ensure us that
this induces a bijection
Υτ :M
τ,w
H
(M) −→Mp,w
H
(M).
Hence, to prove that the diagram (4) is commutative we need to check that
(6) Γ1 ∼=τ Γ2 ⇐⇒ Υτ (Γ1) ∼=p Υτ (Γ2).
For the left-to-right direction in (6) let us assume Γ1 ∼=τ Γ2. Thus, there exist
representatives (γ1, δ1) ∈ Γ1 and (γ2, δ2) ∈ Γ2 and a function h : E −→ H∗ such
that:
• γ1C(x) = h(x)⊙ γ2C(x) for any circuit C ∈ C and any x ∈ C;
• δ1D(y) = τ(h−1(x))⊙ δ2D(y) for any cocircuit D ∈ C∗ and any y ∈ D.
Let us consider a representative ϕ2 ∈ Υτ (Γ2). It is enough to prove that the
Grassmann–Plücker function ϕh defined by
ϕh(x1, . . . , xd) =
 d⊙
j=1
h−1(xj)
 ⊙ ϕ2(x1, . . . , xd)
belongs to Υτ (Γ1), which amounts to checking that (5) is satisfied with γ1 on the
left hand side and ϕh on the right hand side: this is a straightforward check of the
definitions.
For the right-to-left direction in (6) let us assume Υτ (Γ1) ∼=p Υτ (Γ2). Thus,
there exist representatives ϕ1 ∈ Υτ (Γ1) and ϕ2 ∈ Υτ (Γ2) such that
ϕh(x1, . . . , xd) =
 d⊙
j=1
h(xj)
⊙ ϕ2(x1, . . . , xd)
for some function h : E −→ H∗. Let us consider a representative (γ2, δ2) of Γ2. It
is enough to prove that the pair (γh, δh) of H-circuit and H-cocircuit signatures of
M that are orthogonal with respect to τ defined by
• γhC(x) = h−1(x)⊙ γ2C(x) for any circuit C ∈ C and any x ∈ C;
• δhD(y) = τ(h(x)) ⊙ δ2D(y) for any cocircuit D ∈ C∗ and any y ∈ D;
belongs to Γ1. This amounts to checking that (5) is satisfied in the following cases:
• With γh on the left side and ϕ1 on the right side;
• With δh on the left side and ϕ
(τ)
1 on the right side.
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A straightforward check of the definitions verifies both cases.
For the topological claim it is enough to check that Υτ and its inverse are con-
tinuous. This is the case because they are induced in the quotient topology from
the functions given by the explicit form in Equation (5). These are continuous
since H∗ is a topological group, hence multiplication and inversion are continuous
functions. 
3. Projective classes of matroids over hyperfields
In this section we begin the study of the space Rw
H
(M) (resp. Rs
H
(M)) of rescal-
ing classes of weak (resp. strong) H-matroids with underlying matroid M . Our
first characterization is combinatorial: we define weak (resp. strong) H-projective
classes of M in terms of circuits and cocircuits. Later we prove that, under cer-
tain conditions, there exists a one-to-one correspondence between Rw
H
(M) (resp.
Rs
H
(M)) and the space Pw
H
(M) (resp. Ps
H
(M)) of weak (resp. strong) H-projective
classes of M .
3.1. Definition of projective classes. For a pair (γ, δ) of H-circuit and cocircuit
signatures ofM that are weak (resp. strong) orthogonal with respect to τ (compare
Section 2.2) and for any circuit C and cocircuit D of M with x, y ∈ C ∩D set
(7)
(
C D
x y
)
=
γC(x)⊙ τ(δD(x))
γC(y)⊙ τ(δD(y))
.
It is not hard to see that the values
(
C D
x y
)
depend only on the ∼τ and ≈τ
equivalence class of (γ, δ) (compare Definition 2.6 and Definition 2.10). These
values satisfy the following properties:
(8)
(
C D
x x
)
= 1;
(9)
(
C D
x y
)
⊙
(
C D
y z
)
⊙
(
C D
z x
)
= 1;
(10)
(
C1 D1
x y
)
⊙
(
C2 D2
x y
)
=
(
C1 D2
x y
)
⊙
(
C2 D1
x y
)
;
(11) 0 ∈⊞x∈C∩D
(
C D
x y
)
for all C ∈ C, D ∈ C∗ with |C∩D| ≤ 3 (resp. any C and D) and y ∈ C∩D.
Generalizing the constructions and definitions of [20] to the context of weak
(resp. strong) H-matroids we now introduce the notion of H-projective class of a
matroid.
Given a matroid M with circuit set C and cocircuit set C∗ let us define
QM :=
{
(C,D, x, y) ∈ C× C∗ × E × E
∣∣∣∣ C ∩D 6= ∅x, y ∈ C ∩D
}
and write dM := |QM |.
Definition 3.1 (Projective classes). A weak (resp. strong) H-projective class of
a matroid M is a function Pw
H
: QM −→ H∗ (resp. PsH) whose values, denoted by(
C D
x y
)
as a shorthand for Pw
H
(C,D, x, y), satisfy conditions (8), (9), (10) and (11).
The set of weak (resp. strong) H-projective classes ofM will be denoted by Pw
H
(M)
(resp. Ps
H
(M)), regarded as a subspace of (H∗)dM (and topologized as such, if H is
a topological hyperfield).
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Remark 3.2. When writing
(
C D
x y
)
we always assume that (C,D, x, y) ∈ QM .
We now state for later reference a property of weak (resp. strong) H-projective
classes.
Proposition 3.3. Let Pw
H
(resp. Ps
H
) be a weak (resp. strong) H-projective class
of M . Then,
(12)
(
C D
x y
)(
C D
y x
)
= 1.
Moreover, for every C ∈ C and D ∈ C∗ such that C ∩D = {x, y}, we have
(13)
(
C D
x y
)
= −1.
Proof. Equation (12) follows from (8) and (9). For (13) notice that from (8) and
(11) we can derive
0 ∈⊞u∈{x,y}
(
C D
u y
)
= 1⊞
(
C D
x y
)
.

3.2. WAM hyperfields. 1
The aim of this section is to provide an algebraic characterization of those hy-
perfields for which there exists a one-to-one correspondence between the spaces
Rw
H
(M) and Pw
H
(M) (resp. Rs
H
(M) and Ps
H
(M)). To do this, we need to introduce
the notion of WAM hyperfields.
Definition 3.4 (WAM hyperfields). A hyperfield H isWAM if for any f , g, µ ∈ H∗
condition (∗) below implies µ = 1.
(∗)

µ⊙ µ = 1
0 ∈ 1⊞ f ⊞ g
0 ∈ 1⊞ f ⊞ (µ⊙ g)
0 ∈ 1⊞ (µ⊙ f)⊞ g
0 ∈ 1⊞ (µ⊙ f)⊞ (µ⊙ g)
A straightforward check of definitions shows that the hyperfields listed in Ex-
ample 1.11 are all WAM. The following example shows that the class of non-WAM
hyperfields is non-empty.
Example 3.5. Let SL be the multivalued algebraic structure defined on the set
{0, 1,−1} with usual multiplication rule and hyperaddition law given by
⊞ 0 1 −1
0 0 1 −1
1 1 {1,−1} {0, 1,−1}
−1 −1 {0, 1,−1} {1,−1}
1The name WAM stands as an acronym for “Whack-A-Mole”: The task of simultaneously
satisfying all five conditions in (∗) can feel like playing the well-known game.
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Case-by-case inspection confirms that SL is a hyperfield. To prove that SL is non-
WAM it is enough to notice that
(1, 1,−1) ∈

(f, g, µ) ∈ (S∗L)
3
∣∣∣∣∣∣∣∣∣∣
µ⊙ µ = 1
0 ∈ 1⊞ f ⊞ g
0 ∈ 1⊞ f ⊞ (µ⊙ g)
0 ∈ 1⊞ (µ⊙ f)⊞ g
0 ∈ 1⊞ (µ⊙ f)⊞ (µ⊙ g)

.
Comparing all possible hyperfield structures on a set of two elements, we can deduce
that a non-WAM hyperfield must have at least 3 elements.
Theorem 3.6. For a hyperfield H with an involution τ the following conditions
are equivalent:
(C1) H is WAM;
(C2) For any matroid M and for any weak (resp. strong) H-projective class Pw
H
(resp. Ps
H
) of M there exist H∗-circuit and H∗-cocircuit signatures γ and
δ of M that are weak (resp. strong) orthogonal with respect to τ and such
that:
(a) Identity (7) holds for every circuit C ∈ C and cocircuit D ∈ C∗ of M
and each x, y ∈ C ∩D;
(b) The ∼=τ -equivalence class of the weak (resp. strong) H-matroid repre-
sented by (γ, δ) is uniquely determined by the given weak (resp. strong)
H-projective class Pw
H
(resp. Ps
H
).
Remark 3.7. As already remarked at the beginning of Section 3, the map Fw from
N τ,w
H
(M) to Pw
H
(M) (resp. F s from N τ,s
H
(M) to Ps
H
(M)) that sends a pair (γ, δ)
to the weak (resp. strong) H-projective class of M defined by identity (7) depends
only on the ∼τ and ≈τ equivalence class of (γ, δ). Hence, Fw (resp. F s) induces
a quotient map Fw : Rw
H
(M) −→ Pw
H
(M) (resp. Fs : Rs
H
(M) −→ Ps
H
(M)). If
the hyperfield H is WAM, Theorem 3.6 implies that Fw (resp. Fs) is a one-to-one
correspondence.
Remark 3.8 (The topological case). When H is a topological hyperfield, Fs and
Fw are homeomorphisms. In order to check this, notice first that continuity of Fw
and F s is evident from the explicit form of Equation (7), and implies continuity of
Fw and Fs. The continuity of the inverse functions can be checked by inspecting
the proof of Theorem 3.6.
To summarize, via the explicit formulas given in [20, Lemma 2.5 and Lemma
2.6] for the reduction steps of Lemma 3.11 and Lemma 3.12, it is enough to check
continuity of the inverse in the case when the underlying matroid is uniform of rank
2 on 4. This amounts to an inspection of the table in (19), keeping in mind that
the functions τ±1 are continuous.
The remainder of this section is devoted to the proof of Theorem 3.6. First
we need to check its statement for the uniform matroid of rank 2 over 4 elements
(denoted by U2(4)).
Lemma 3.9. Theorem 3.6 holds for M = U2(4).
Proof. (C1) =⇒ (C2):
Let us assume H is a WAM hyperfield. The uniqueness part of the claim follows
from a generalization of the arguments of [20] to our context. Hence, it suffices
to prove the existence of the desired pair γ, δ. Let Pw
H
(resp. Ps
H
) be a weak
(resp. strong) H-projective class of U2(4). From this, we want to build a H∗-circuit
signature γ and a H∗-cocircuit signature δ that are weak (resp. strong) orthogonal
and such that (7) holds for all possible arguments. Write C = {C1, C2, C3, C4} and
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C
∗ = {D1, D2, D3, D4} where Ci = Di = [4] \ {i}, 1 ≤ i ≤ 4. Condition i 6= j
implies that |Ci ∩Dj | = 2. From (13) we then deduce that(
Cσ(1) Dσ(2)
σ(3) σ(4)
)
= −1
for each permutation σ ∈ S4. Hence, using (10) we find
(14)
(
Ci Di
j l
)
=
(
Ck Dk
j l
)−1
so that, from (12) and the previous observations, the only elements of interest are(
C1 D1
2 3
)
=: a;
(
C1 D1
3 4
)
=: b;
(
C2 D2
1 3
)
=: c.
A case-by-case inspection shows that
(15)
(
a−1 ⊙ b−1 ⊙ c
)2
= 1.
Now, set f = b, g = a⊙ b and µ = a−1 ⊙ b−1 ⊙ c. Thus, we can rewrite (15) as
(16) µ⊙ µ = 1.
After some computations, we finally obtain
(17)
(
C1 D1
3 4
)
= f ;
(
C1 D1
2 4
)
= g;
(
C2 D2
4 3
)
= f ;
(
C2 D2
1 3
)
= µ⊙ g;
(
C3 D3
1 2
)
= µ⊙ f ;
(
C3 D3
4 2
)
= g;
(
C4 D4
2 1
)
= µ⊙ f ;
(
C4 D4
3 1
)
= µ⊙ g.
Using (11), from (17) we deduce that the following conditions are simultaneously
fulfilled:
(18)
0 ∈ 1⊞ f ⊞ g; 0 ∈ 1⊞ f ⊞ (µ⊙ g);
0 ∈ 1⊞ (µ⊙ f)⊞ g; 0 ∈ 1⊞ (µ⊙ f)⊞ (µ⊙ g).
Since H is a WAM hyperfield, from (16) and (18) we deduce that µ = 1. In
particular, (18) reduces to
0 ∈ 1⊞ f ⊞ g.
Now, we are ready to build the desired pair γ, δ. By direct computation, with
Proposition 1.9 one can check that the following tables satisfy (7)
(19)
E C1 C2 C3 C4
1 • 1 −1 1
2 1 • 1 f
3 1 1 • −g
4 1 −f −g •
E D1 D2 D3 D4
1 • τ(g) −τ(f) 1
2 τ(g) • 1 1
3 τ(f) 1 • −1
4 1 −1 −1 •
(C2) =⇒ (C1):
Now, let us suppose that condition (C2) is fulfilled. Let f , g, µ ∈ H∗ such that (∗)
holds. We want to show that µ = 1. Let PH,f,g,µ be the map from QU2(4) to H
∗
defined in the following way:
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(1) For 1 ≤ i, j ≤ 4 and k ∈ Ci ∩Dj
PH,f,g,µ(Ci, Dj , k, k) = 1;
(2) For 1 ≤ i, j ≤ 4, i 6= j, k, l ∈ Ci ∩Dj and k 6= l
PH,f,g,µ(Ci, Dj, k, l) = −1;
(3)
PH,f,g,µ(C1, D1, 3, 4) = f ;
PH,f,g,µ(C1, D1, 2, 4) = g;
PH,f,g,µ(C1, D1, 3, 2) = f ⊙ g−1;
PH,f,g,µ(C2, D2, 4, 3) = f ;
PH,f,g,µ(C2, D2, 1, 3) = µ⊙ g;
PH,f,g,µ(C2, D2, 4, 1) = µ
−1 ⊙ f ⊙ g−1;
PH,f,g,µ(C3, D3, 1, 2) = µ⊙ f ;
PH,f,g,µ(C3, D3, 4, 2) = g;
PH,f,g,µ(C3, D3, 1, 4) = µ⊙ f ⊙ g−1;
PH,f,g,µ(C4, D4, 2, 1) = µ⊙ f ;
PH,f,g,µ(C4, D4, 3, 1) = µ⊙ g;
PH,f,g,µ(C4, D4, 2, 3) = f ⊙ g−1;
(4) For 1 ≤ i, j ≤ 4 and k, l ∈ Ci ∩Dj , if PH,f,g,µ(Ci, Dj, k, l) is given, then
PH,f,g,µ(Ci, Dj , l, k) = PH,f,g,µ(Ci, Dj, k, l)
−1.
A straightforward check of the definition of PH,f,g,µ shows that conditions (8), (9)
and (10) are satisfied. Moreover, since (∗) holds for f , g, µ it is not hard to see that
(11) is also fulfilled. Thus, PH,f,g,µ is a weak (resp. strong) H-projective class of
U2(4). By hypothesis (C2), there exist a H∗-circuit signature γ and a H∗-cocircuit
signature δ of M that are weak (resp. strong) orthogonal and such that (7) holds
for all possible arguments.
Up to ∼τ and ∼=τ equivalence (compare Definition 2.6 and Definition 2.10), we
can assume that
γC1(2) = 1; γC1(3) = 1; γC1(4) = 1 γC2(1) = 1;
γC3(1) = −1; γC3(2) = 1; γC4(1) = 1 δD1(4) = 1;
δD2(4) = −1; δD3(4) = −1; δD4(3) = −1.
Hence, from the definition of PH,f,g,µ we can use (7) and Proposition 1.9 to
compute the other values of γ and δ. In particular, one can compute that (cf.
Appendix Section A.1)
γC2(4) = −f and δD3(1) = −τ(µ)⊙ τ(f).
By definition of PH,f,g,µ we have
PH,f,g,µ(C2, D3, 1, 4) = −1.
On the other hand, since (7) holds for all possible arguments we find
PH,f,g,µ(C2, D3, 1, 4) =
γC2(1)⊙ τ(δD3(1))
γC2(4)⊙ τ(δD3(4))
=
1⊙ (−µ⊙ f)
−f ⊙−1
= −µ.
So that −µ = −1. Multiplying both sides by −1, from item (A1) of Proposition
1.9 we get µ = 1. 
Remark 3.10. The arguments used in the proof of Lemma 3.9 both hold for the weak
and the strong case. Given any hyperfield H the spaces Pw
H
(U2(4)) and PsH(U2(4))
always coincide, since for any circuit C and any cocircuit D of U2(4) we have
|C ∩ D| ≤ 3. However, there exists matroids M such that the spaces Pw
H
(M) and
Ps
H
(M) are different (compare Remark 3.7 and [4, Section 3.10] for more details).
This is because the proof of Theorem 3.6 relies not only on the reduction step
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afforded by Lemma 3.9, but also on the extension arguments of the following Lemma
3.11 and Lemma 3.12.
Proof of Theorem 3.6. The implication “(C2) ⇒ (C1)” is a consequence of Lemma
3.9. To prove the reverse implication, let us assume that H is a WAM hyperfield.
We claim that condition (C2) is fulfilled. The uniqueness part of our statement can
be proved by a straightforward generalization of the arguments of [20, Theorem 1].
To show existence, we need to state some lemmas that enable us to reduce to the
case of U2(4). Both of them can be proved with an easy extension of the arguments
of [20, Lemma 2.5] and [20, Lemma 2.6] to the hyperfield context.
Lemma 3.11. Let a ∈ C be an element of a circuit C ∈ C of M . Let us assume
|C| ≤ 2. If condition (C2) holds for M ′ = M \ {a}, then it also holds for M .
Lemma 3.12. Let M be a connected matroid without parallel elements and such
that rk(M∗) > 2. If condition (C2) holds for each proper minor of M , then it also
holds for M .
Now, we are ready to complete the proof of Theorem 3.6. By way of contradiction
let M be a matroid with the minimal number of elements, for which Theorem 3.6
fails. Clearly if the statement of Theorem 3.6 is true for matroids M1 and M2, it
holds for the direct sum M1 ⊕M2, too. We can thus assume M to be connected
(otherwise there exists a proper connected component of M for which the claim
also fails, contradicting the minimality of M). The minimality assumption and the
self-duality of Theorem 3.6 ensure that neither M nor M∗ have parallel elements
(Lemma 3.11) as well as both rk(M∗) ≤ 2 and rk(M) ≤ 2 (Lemma 3.12). But then
M must be (a minor of) U2(4), violating Lemma 3.9.

4. Algebraic characterization of projective classes
The aim of this section is to algebraically describe the space of projective classes
of matroids over hyperfields, using the inner Tutte group of a matroid (see Appen-
dix, Subsection B). We then focus on the weak case. Exploiting the algebraic result
of Theorem 4.1 and the different presentations of the inner Tutte group provided
by Theorem B.5, we study several characterizations of the set of weak hyperfield
projective classes of a matroid. Lastly, we show the existence of a set injection for
the space of rescaling classes when a sub-hyperfield H1 of the hyperfield H2 is given.
4.1. Main result. Generalizing [12, Theorem 6.1] and [13, Theorem 4.4] to the
context of matroids over hyperfield we now prove the following result.
Theorem 4.1. Let M be a matroid and let H be a hyperfield with an involution τ .
Any pair (γ, δ) of H-circuit and H-cocircuit signatures of M that are strong orthog-
onal with respect to τ defines a homomorphism Φ : TC,C
∗
M −→ H
∗ that satisfies:
(S) For any circuit C ∈ C and any cocircuit D ∈ C∗ with intersection given
by C ∩ D = {x0, x1, . . . , xk}, k ≥ 2, and any circuit Cj ∈ C such that
Cj ∩D = {x0, xj}, 1 ≤ j ≤ k,
1 ∈⊞
k
j=1Φ
(
C(xj)Cj(x0)
C(x0)Cj(xj)
)
by setting
(DH1) Φ(ǫM ) = −1;
(DH2) Φ(C(x)) = γC(x) for any circuit C ∈ C and any x ∈ C;
(DH3) Φ(D(y)) = τ(δD(y)) for any cocircuit D ∈ C∗ and any y ∈ D.
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Conversely, any homomorphism Φ : TC,C
∗
M −→ H
∗ that satisfies (S) defines a
pair (γ, δ) of H-circuit and H-cocircuit signatures of M that are strong orthogonal
with respect to τ by setting
(DS1) γC(x) = Φ(C(x)) for any circuit C ∈ C and any x ∈ C;
(DS2) δD(y) = τ(Φ(D(y))) for any cocircuit D ∈ C∗ and any y ∈ D.
Two such homomorphisms define the same strong H-matroid with underlying
matroid M if and only if they coincide on the Tutte group TM , while they define
the same strong H-projective class of M if and only if they coincide on the inner
Tutte group T(0)M .
In particular, there exist one-to-one correspondences between the following sets:
(GR1) N τ,s
H
(M) and the homomorphisms from TC,C
∗
M to H
∗ that satisfy (S);
(GR2) Ms
H
(M) and the homomorphisms from TM to H∗ that satisfy (S);
(GR3) Ps
H
(M) and the homomorphisms from T(0)M to H
∗ that satisfy (S);
The same result holds in the weak case if we replace (S) by
(W) For any circuit C ∈ C and any cocircuit D ∈ C∗ with C ∩D = {x0, x1, x2}
and any circuit Cj ∈ C with Cj ∩D = {x0, xj}, 1 ≤ j ≤ 2,
1 ∈ Φ
(
C(x1)C1(x0)
C(x0)C1(x1)
)
⊞ Φ
(
C(x2)C2(x0)
C(x0)C2(x2)
)
.
Remark 4.2. Since the definition of the space Ms
H
(M) (resp. Mw
H
(M)) does not
depend on the choice of the involution τ (compare Definition 2.16 and Proposition
2.14) and a hyperfield H always admits the identity as involution, point (GR2)
of the previous statement implies the existence of a one-to-one correspondence
between Ms
H
(M) (resp. Mw
H
(M)) and the set of homomorphisms from TM to H∗
satisfying (S) (resp. (W)). With the same arguments, point (GR3) of the previous
statement implies the existence of a one-to-one correspondence between Ps
H
(M)
(resp. Pw
H
(M)) and the set of homomorphisms from T(0)M to H
∗ satisfying (S) (resp.
(W)).
Remark 4.3 (The topological case). If H is endowed with a topology, the space of
homomorphism TC,C
∗
M to H
∗ can be naturally topologized as a subspace of Y :=
(H∗)
∑
C
|C|×(H∗)
∑
C∗
|D| (see Definition B.1). Comparing Definition 2.5, we see that
the one-to one correspondence in (GR1) is a restriction of the map Y → Y given
by a cartesian product of the identity on the first factor and the (componentwise)
involution on the second factor, hence it is a homeomorphism. The other two
correspondences are homeomorphisms because they are obtained by passing to the
appropriate quotient (GR2) or subspace (GR3).
Proof of Theorem 4.1. Let us prove the strong case. The weak one follows by
the same arguments replacing (S) by (W). Let (γ, δ) be a pair of H-circuit and
H-cocircuit signatures of M that are strong orthogonal with respect to τ and let
Φ be the map defined by (DH1), (DH2) and (DH3). From the definition of Φ we
already know that this map sends ǫM to −1. Hence, in order to prove that Φ is a
homomorphism from TC,C
∗
M to H
∗ we only need to check that:
(VH1) Φ(ǫ2M ) = Φ(ǫM )⊙ Φ(ǫM );
(VH2) Φ(C(x)) ⊙ Φ(D(x)) = Φ(ǫM ) ⊙ Φ(C(y)) ⊙ Φ(D(y)) for any circuit C ∈ C
and any cocircuit D ∈ C∗ with C ∩D = {x, y}.
Clearly (VH1) follows from (DH1). On the other hand, (VH2) follows from the
strong orthogonality with respect to τ between γ and δ. To be more precise, let
C ∈ C and D ∈ C∗ be a circuit and a cocircuit of M with C ∩D = {x, y}. Since γ
and δ are strong orthogonal with respect to τ we have
0 ∈ γC(x) ⊙ τ(δD(x)) ⊞ γC(y)⊙ τ(δD(y)
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that implies
(20) γC(x)⊙ τ(δD(x)) = −γC(y)⊙ τ(δD(y)
that is equivalent, by (DH1),(DH2) and (DH3), to
Φ(C(x)) ⊙ Φ(D(x)) = Φ(ǫM )⊙ Φ(C(y)) ⊙ Φ(D(y))
Claim. The homomorphism Φ fulfills (S).
Proof. To verify that the homomorphism Φ fulfills (S), let us consider a circuit
C ∈ C and a cocircuit D ∈ C∗ with C ∩D = {x0, x1, . . . , xk}, k ≥ 2. For 1 ≤ j ≤ k
let Cj ∈ C be circuits with Cj ∩D = {x0, xj}. Since γ and δ are strong orthogonal
with respect to τ we know that
0 ∈⊞u∈C∩DγC(u)⊙ τ(δD(u)).
Multiplying both sides by (γC(x0)⊙ τ(δD(x0)))−1 from the distributive law we get
0 ∈⊞u∈C∩D
γC(u)⊙ τ(δD(u))
γC(x0)⊙ τ(δD(x0))
which is equivalent to
−1 ∈⊞
k
j=1
γC(xj)⊙ τ(δD(xj))
γC(x0)⊙ τ(δD(x0))
.
For 1 ≤ j ≤ k, Cj ∩D = {x0, xj}. From (20) we find
−1 ∈⊞
k
j=1 −
γC(xj)⊙ γCj(x0)
γC(x0)⊙ γCj(xj)
.
Again, multiplying both sides by −1 and using the distributive law we deduce that
1 ∈⊞
k
j=1
γC(xj)⊙ γCj(x0)
γC(x0)⊙ γCj(xj)
.
With (DH2) this is the same as
1 ∈⊞
k
j=1
Φ(C(xj))⊙ Φ(Cj(x0))
Φ(C(x0)) ⊙ Φ(Cj(xj))
and this is equivalent to
1 ∈⊞
k
j=1Φ
(
C(xj)Cj(x0)
C(x0)Cj(xj)
)
since Φ is a homomorphism. 
Now, let Φ be a homomorphism from TC,C
∗
M to H
∗ that maps ǫM to −1 and that
fulfills (S) and let us consider the pair (γ, δ) of H-circuit and H-cocircuit signatures
of M defined by (DS1) and (DS2).
Claim. γ and δ are strong orthogonal with respect to τ .
Proof. Let C ∈ C be a circuit and D ∈ C∗ be a cocircuit and let us consider their
intersection C ∩D. We want to prove that
(21) 0 ∈⊞u∈C∩DγC(u)⊙ τ(δD(u))
To see this, we have to distinguish between the following cases:
• If C ∩D = ∅ (21) is trivially satisfied.
• If C ∩D = {u, v}, (21) follows from
Φ(C(u))⊙ Φ(D(u)) = Φ(ǫM )⊙ Φ(C(v)) ⊙ Φ(D(v))
together with (DS1), (DS2) and the fact that Φ maps ǫM to −1.
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• If C ∩D = {x0, x1, . . . , xk}, k ≥ 2, (21) follows from (S). Indeed, since Φ
is a homomorphism, condition (S) is equivalent to
1 ∈⊞
k
j=1
Φ(C(xj))⊙ Φ(Cj(x0))
Φ(C(x0)) ⊙ Φ(Cj(xj))
that by (DS1) is the same as
1 ∈⊞
k
j=1
γC(xj)⊙ γCj(x0)
γC(x0)⊙ γCj(xj)
.
For 1 ≤ j ≤ k, Cj ∩ D = {x0, xj}. Since we already know that (21) holds
for a circuit and a cocircuit that intersect in two points we find
1 ∈⊞
k
j=1 −
γC(xj)⊙ τ(δD(xj))
γC(x0)⊙ τ(δD(x0))
.
Multiplying both sides by −γC(x0)⊙ τ(δD(x0)) and applying the distribu-
tive law we get
−γC(x0)⊙ τ(δD(x0)) ∈⊞
k
j=1γC(xj)⊙ τ(δD(xj))
which is equivalent to (21).

Claim. Two such homomorphisms define the same H-matroid with underlying ma-
troid M if and only if they coincide on the Tutte group TM .
Proof. Let Φ1 and Φ2 be homomorphisms from T
C,C∗
M to H
∗ that map ǫM to −1 and
that fulfill (S). Let (γ1, δ1) and (γ2, δ2) be the pairs of H-circuit and H-cocircuit
signatures of M that are strong orthogonal with respect to τ defined from Φ1 and
Φ2 by (DS1) and (DS2).
“Implication =⇒”. Let us assume that (γ1, δ1) and (γ2, δ2) are ∼τ equivalent.
We want to prove that Φ1 and Φ2 coincide on the Tutte group TM . To check this,
we exploit the presentation of this group provided in [12]. Since (γ1, δ1) and (γ2, δ2)
are ∼τ equivalent we know that:
• For any circuit C ∈ C there exists bC ∈ H∗ such that γ1C(x) = bC⊙γ2C(x)
for any x ∈ C;
• For any cocircuit D ∈ C∗ there is lD ∈ H∗ with δ1D(y) = τ(lD) ⊙ δ2D(y)
for any y ∈ D.
Thus, we have
• γ1C(x)
γ1C(y)
= γ2C(x)
γ2C(y)
for any circuit C ∈ C and any x, y ∈ C;
• δ1D(x)
δ2D(y)
= δ2D(x)
δ2D(y)
for any cocircuit C ∈ C∗ and any x, y ∈ D.
From (DS1) and (DS2), together with the fact that Φ1 and Φ2 are homomorphisms
and τ is an involution, we find
• Φ1
(
C(x)
C(y)
)
= Φ2
(
C(x)
C(y)
)
for any circuit C ∈ C and any x, y ∈ C;
• Φ1
(
D(x)
D(y)
)
= Φ2
(
D(x)
D(y)
)
for any cocircuit C ∈ C∗ and any x, y ∈ D.
This two conditions imply (compare Definition B.2) that Φ1 and Φ2 coincide on
TM .
“Implication =⇒”. We want to prove that (γ1, δ1) and (γ2, δ2) are ∼τ equivalent.
Since Φ1 and Φ2 coincide on the Tutte group TM , we have
• Φ1
(
C(x)
C(y)
)
= Φ2
(
C(x)
C(y)
)
for any circuit C ∈ C and any x, y ∈ C;
• Φ1
(
D(x)
D(y)
)
= Φ2
(
D(x)
D(y)
)
for any cocircuit C ∈ C∗ and any x, y ∈ D.
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From (DS1) and (DS2), together with the fact that Φ1 and Φ2 are homomorphisms
and τ is an involution , we get
• γ1C(x)
γ1C(y)
= γ2C(x)
γ2C(y)
for any circuit C ∈ C and any x, y ∈ C;
• δ1D(x)
δ2D(y)
= δ2D(x)
δ2D(y)
for any cocircuit C ∈ C∗ and any x, y ∈ D.
This two conditions imply that (γ1, δ1) and (γ2, δ2) are ∼τ equivalent. 
The following claim and its structure of proof are similar to the one before:
Claim. Two such homomorphisms define the same H-projective class of M if and
only if they coincide on the inner Tutte group T(0)M
Proof. To prove this we exploit the presentation of this group provided in [40,
Proposition 2.9 (i)]. For 1 ≤ j ≤ 2, let Ps
H,j be the strong H-projective class of M
defined by (
C D
x y
)
j
=
γjC(x) ⊙ τ(δjD(x))
γjC(y)⊙ τ(δjD(y))
for any C ∈ C, D ∈ C∗ and x, y ∈ C ∩D.
“Implication =⇒”. Let us assume Φ1 and Φ2 coincide on the inner Tutte group
T(0)M . We want to show that (
C D
x y
)
1
=
(
C D
x y
)
2
for any C ∈ C, D ∈ C∗ and x, y ∈ C ∩D.
To see this, let us consider a circuit C ∈ C, a cocircuit D ∈ C∗ and elements x,
y ∈ C ∩ D. Let C˜ ∈ C be a circuit such that C˜ ∩ D = {x, y}. Since Φ1 and Φ2
coincide on the inner Tutte group, from Note B.4 we know that
Φ1
(
C(x)C˜(y)
C(y)C˜(x)
)
= Φ2
(
C(x)C˜(y)
C(y)C˜(x)
)
Thus, with point (A1) of Proposition 1.9 we have(
C D
x y
)
1
=
γ1C(x) ⊙ τ(δ1D(x))
γ1C(y)⊙ τ(δ1D(y))
=
Φ1(C(x)) ⊙ Φ1(D(x))
Φ1(C(y)) ⊙ Φ1(D(y))
=
= −
Φ1(C(x)) ⊙ Φ1(C˜(y))
Φ1(C(y))⊙ Φ1(C˜(x))
= −Φ1
(
C(x)C˜(y)
C(y)C˜(x)
)
=
= −Φ2
(
C(x)C˜(y)
C(y)C˜(x)
)
= −
Φ2(C(x)) ⊙ Φ2(C˜(y))
Φ2(C(y)) ⊙ Φ2(C˜(x))
=
=
Φ2(C(x)) ⊙ Φ2(D(x))
Φ2(C(y)) ⊙ Φ2(D(y))
=
γ2C(x) ⊙ τ(δ2D(x))
γ2C(y)⊙ τ(δ2D(y))
=
(
C D
x y
)
2
“Implication =⇒”. Let us assume that Ps
H,1 = P
s
H,2. We want to show that
Φ1 and Φ2 coincide on T
(0)
M . By definition we can immediately see that Φ1(ǫM ) =
Φ2(ǫM ). Thanks to Note B.4 it is enough to show that
Φ1
(
C(x)C˜(y)
C(y)C˜(x)
)
= Φ2
(
C(x)C˜(y)
C(y)C˜(x)
)
for any circuits C and C˜ with dim(C ∪ C˜) = 1 and x, y ∈ C ∩ C˜.
Let C and C˜ be circuits with dim(C ∪ C˜) = 1 and let x, y ∈ C ∩ C˜. Let D ∈ C∗
be a cocircuit such that C˜ ∩D = {x, y}. Since Ps
H,1 = P
s
H,2 we know that(
C D
x y
)
1
=
(
C D
x y
)
2
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With point (A1) of Proposition 1.9 we find
Φ1
(
C(x)C˜(y)
C(y)C˜(x)
)
=
Φ1(C(x)) ⊙ Φ1(C˜(y))
Φ1(C(y)) ⊙ Φ1(C˜(x))
= −
Φ1(C(x)) ⊙ Φ1(D(x))
Φ1(C(y)) ⊙ Φ1(D(y))
=
= −
γ1C(x)⊙ τ(δ1D(x))
γ1C(y)⊙ τ(δ1D(y))
= −
(
C D
x y
)
1
= −
(
C D
x y
)
2
=
= −
γ2C(x)⊙ τ(δ2D(x))
γ2C(y)⊙ τ(δ2D(y))
= −
Φ2(C(x)) ⊙ Φ2(D(x))
Φ2(C(y)) ⊙ Φ2(D(y))
=
=
Φ2(C(x)) ⊙ Φ2(C˜(y))
Φ2(C(y)) ⊙ Φ2(C˜(x))
= Φ2
(
C(x)C˜(y)
C(y)C˜(x)
)

Finally, to deduce the existence of the one-to-one correspondences (GR1), (GR2)
and (GR3) it is enough to keep in mind (32). 
4.2. Spaces of weak projective classes. The result proved in the previous sec-
tion enables us to present several descriptions of the space of weak projective classes
of a matroid as stated in the following theorem.
Theorem 4.4. Given a matroid M without minors of Fano or dual-Fano type and
a hyperfield H, there exists a one-to-one correspondence between
PwH (M)←→ H
w
H(M)←→ G
w
H (M)←→ G
R,w
H
(M)
where Pw
H
(M) is the set of weak H-projective classes of M and Hw
H
(M), Gw
H
(M)
and GR,w
H
(M) are the sets defined in the list below.
If H is WAM all these sets are in one-to-one correspondence with the set Rw
H
(M)
of rescaling classes of weak H-matroids with underlying matroid M .
If H is a topological hyperfield, the correspondences are homeomorphisms with re-
spect to the natural topologies (see Remark 4.5).
(i) Hw
H
(M) is the set of group homomorphisms Φ : T(0)M −→ H
∗ satisfying:
(a) ǫM 7→ −1;
(b) For x1, x2, x3, x4 ∈ L ⊆ E, dim(L) = 1 and pairwise distinct circuits
Ci ⊆ L \ {xi} (such Ci are unique, see [18, Lemma 2.7.1])
1 ∈ Φ
(
C1(x3)C2(x4)
C1(x4)C2(x3)
)
⊞Φ
(
C4(x3)C2(x1)
C4(x1)C2(x3)
)
.
(ii) Gw
H
(M) is the set of H∗-valued functions ψ(Ci1Ci2 |Ci3Ci4 ) (called H
∗ cross-
ratios) defined for Ci1 , Ci2 , Ci3 , Ci4 ∈ C with dim(Ci1 ∪Ci2 ∪Ci3 ∪Ci4 ) = 1
and {Ci1 , Ci2} ∩ {Ci3 , Ci4} = ∅, satisfying
(22) 1 ∈ ψ(Ci1Ci2 |Ci3Ci4) ⊞ ψ(Ci4Ci2 |Ci3Ci1 )
for all pairwise distinct circuits Ci1 , . . . , Ci4 , as well as identities (R3), (R4),
(R5), (R6) and (R7) from Definition B.7, see Appendix B. (Here we inter-
pret these identities as equations among H∗-valued functions, under the
assumption that the value of ξM is −1.)
With the setup of Appendix B one sees that imposing (R3), (R4), (R5),
(R6) and (R7) is equivalent to saying that ψ defines a group homomorphism
from T(2) to the multiplicative group H∗.
(iii) GR,w
H
(M) is the set of H∗-valued functions φ(Cj1Cj2 |Cj3Cj4) (called reduced
H∗ cross-ratios) defined for Cj1 , Cj2 , Cj3 , Cj4 ∈ C with the properties that
dim(Cj1 ∪ Cj2 ∪Cj3 ∪ Cj4) = 1, j1 < j2, j3 < j4, j1 < j3 and satisfying
(23) 1 ∈ φ(Cj1Cj2 |Cj3Cj4 ) ⊞ φ(Cj1Cj3 |Cj2Cj4 )
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for any family of circuits Cj1 , Cj2 , Cj3 , Cj4 ∈ C such that j1 < j2 < j3 < j4
and dim(Cj1 ∪Cj2 ∪Cj3 ∪Cj4 ) = 1, as well as identities (S3), (S4) and (S5)
from Definition B.9, see Appendix B. (Here we interpret these identities
as equations among H∗-valued functions, under the assumption that the
symbol ηM,<J has value −1.)
Again, with the setup of Appendix B imposing (S3), (S4) and (S5) is
equivalent to requiring that φ defines a group homomorphism from T
(0)
M,<J
to the multiplicative group H∗.
Proof of Theorem 4.4. The second part of our statement follows from Remark 3.7.
Thus, it is enough to show the existence of a one-to-one correspondence
(24) PwH (M)←→ H
w
H (M)←→ G
w
H (M)←→ G
R,w
H
(M).
Let us assume that an enumeration {Cj}j∈J of the circuits of M and an arbitrary
total order <J on J are given. Now, consider the groups T
(1)
M , T
(2)
M and T
(0)
M,<J
introduced in Section B. With Theorem B.5 all these groups are isomorphic to
T(0)M . Hence, there exist one-to-one correspondences
(25) hom
(
T(1)M ,H
∗
)
↔ hom
(
T(0)M ,H
∗
)
↔ hom
(
T(2)M ,H
∗
)
↔ hom
(
T
(0)
M,<J
,H∗
)
that induce, by restriction, the desired bijections. (This last claim follows from the
definition of the group isomorphisms studied in [20, Theorem 3, Theorem 4] and
Theorem B.5 together with Lemma A.1.) 
Remark 4.5 (The topological case). That Hw
H
(M) is naturally topologized as a
subset of hom(T(1)M ,H
∗) is clear from its definition. Moreover, the final steps of
the proof of Theorem 4.4 show that also Gw
H
(M), resp. GR,w
H
(M) arise as subsets of
hom(T(2)M ,H
∗), resp. hom(T
(0)
M,<J
,H∗).
These sets of group homomorphisms are naturally topologized as spaces of homo-
morphisms of topological groups, by regarding the Tutte groups as discrete groups.
Now the bijections in Equation (25) are induced from isomorphisms of (discrete)
topological groups, hence they are homeomorphisms of topological spaces. Finally,
the maps in Equation (24) are bijective restrictions of homeomorphisms, hence
homeomorphisms themselves.
4.3. An explicit description of GR,w
H
(M) and some examples. We now pro-
vide an explicit description of the set GH
R,w(M) as solution of systems of equations.
Definition 4.6. Given a hyperfield H we set
XH = {(u, v) ∈ H
∗ ×H∗ | 1 ∈ u⊞ v} .
Given a matroid M without minors of Fano or dual-Fano type, recall from Defi-
nition B.11 the numbers kM and nM . In particular, nM is the number of relations
of type (23) and kM is the number of reduced H∗ cross-ratios.
Definition 4.7. Let B ⊆ (H∗)kM be the space of solutions of (S3), (S4) and (S5).
Proposition 4.8. Given a matroid M without minors of Fano or dual-Fano type.
Up to permuting variables, the set GR,w
H
(M) equals
B ∩
nM∏
j=1
(XH ×H
∗) ⊆ (H∗)3nM .
Proof. The set of reduced cross-ratios can be partitioned into triples so that each
of the nM relations involves cross-ratios from one and only one triple. So we can fix
an enumeration of the set of relations by indices j = 1, . . . nM and assign to each j a
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triple αj , βj, γj of reduced cross-ratios (see Remark B.12), where α and β are those
cross ratios appearing nontrivially in the relation 23. In particular, kM = 3nM and
we can enumerate the set of reduced cross-ratios as α1, β1, γ1, α2, β2, γ2, α3, . . . etc.
If we now understand cartesian products to be taken with respect to the chosen
enumerations, we see that
nM∏
j=1
(XH ×H
∗) ⊆ (H∗)3nM
is exactly the subset of all values of the reduced cross-ratios that satisfy the relations
(23). The claim follows.

Corollary 4.9. Let F : (H∗)3nM −→ (H∗)2nM be the projection map given by
(αj , βj , γj)1≤j≤nM 7→ (αj , βj)1≤j≤nM , where we label coordinates as in the proof of
Proposition 4.8. Then the restriction
F |B∩
∏nM
j=1(XH×H
∗) : B ∩
nM∏
j=1
(XH ×H
∗) −→ F (B) ∩
nM∏
j=1
XH.
is a bijection. If H is a topological hyperfield, this map is a homeomorphism.
We postpone the proof of this corollary after some examples and applications of
it.
Example 4.10. As previously seen the tropical hyperfield T+ is WAM. Hence, in
view of Theorem 3.6 and Corollary 4.9, given a matroid M without minors of Fano
or dual-Fano type, it is possible to describe the space Rw
T+
(M) of rescaling classes
of weak T+-matroids with underlying matroid M as intersection L ∩
∏nM
j XT+ ,
where nM is the number introduced in Definition B.11, XT+ is the tropical line
XT+ =
{
(u, v) ∈ R2
∣∣∣∣ 0 = max{u, v} if u 6= v0 ∈ {c ∈ R ∪ {−∞} | c ≤ u} if u = v
}
and L is a linear subspace of R2nM .
As a consequence of Theorem 4.4 and Corollary 4.9 we obtain an explicitly
computable upper bound to the number of rescaling classes of weak H-matroids
with underlying matroid M , when H is a finite WAM hyperfield.
Proposition 4.11. For a matroid M without minors of Fano or dual-Fano type
and a finite WAM hyperfield H, let nM be the number introduced in Definition B.11
and let XH be the set introduced in Definition 4.6. Thus,
|RwH(M)| ≤ |XH|
nM .
Proof of Proposition 4.11. The assumption that H is finite ensures us that RH(M)
and XH are both finite. Since H is WAM, from Corollary 4.9 we get
|RwH(M)| =
∣∣∣∣∣∣F (B) ∩
nM∏
j=1
XH
∣∣∣∣∣∣ ≤
∣∣∣∣∣∣
nM∏
j=1
XH
∣∣∣∣∣∣ = |XH|nM .

Example 4.12. For the sign hyperfield S the set XS consists of three elements (see
[20, Example 1]), and we know that every weak S-matroid is a strong S-matroid.
Thus, in the context of oriented matroids, Proposition 4.11 gives an upper bound for
the number of reorientation classes of oriented matroids with prescribed underlying
matroid:
|RS(M)| ≤ 3
nM .
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Proof of Corollary 4.9. Let B˜ ⊆ (H∗)3nM be the space of solutions of (S3). B˜ is
non-empty, since (1, 1,−1, . . . , 1, 1,−1) ∈ B˜. The restriction map
F |B˜ : B˜ −→ (H
∗)2nM
is a bijection with inverse G : (H∗)2nM −→ B˜ defined by
(uj , vj)1≤j≤nM 7→ (uj , vj ,−u
−1
j ⊙ vj)1≤j≤nM .
Notice that in the topological case G is continuous as composition of continuous
functions, and F |B˜ is continuous as restriction of a continuous function. Hence F |B˜
is a homeomorphism.
Since the map
F |B∩
∏nM
j=1(XH×H
∗) : B ∩
nM∏
j=1
(XH ×H
∗) −→ F
B ∩ nM∏
j=1
(XH ×H
∗)
 .
is a restriction of F |B˜, it is also bijective (resp. a homeomorphism)
To conclude our proof it suffices to prove that
(26) F (B) ∩
nM∏
j=1
XH = F
B ∩ nM∏
j=1
(XH ×H
∗)
 .
This is a straightforward check, that we nevertheless include for completeness.
For the left-to-right inclusion let P ∈ F (B) ∩
∏nM
j=1X and write P in the form
P = (uj, vj)1≤j≤m. From P ∈ F (B), there exists Q ∈ B such that P = F (Q). It
remains to be checked that
(27) Q ∈
nM∏
j=1
(XH ×H
∗) .
Since the points of B satisfy (S3), we must have Q = (uj, vj ,−u
−1
j ⊙ vj)1≤j≤m.
Thus, (27) is satisfied.
For the right-to-left inclusion, let P ∈ F
(
B ∩
∏nM
j=1 (XH ×H
∗)
)
. Hence, there
is Q ∈ B ∩
∏nM
j=1 (XH ×H
∗) such that P = F (Q). Clearly P ∈ F (B). Therefore, it
suffices to show that
(28) P ∈
nM∏
j=1
XH.
Write P in the form P = (uj , vj)1≤j≤nM . Since the points of B satisfy (S3), from
Q ∈ B and P = F (Q) we deduce thatQ = (uj , vj ,−u
−1
j ⊙vj)1≤j≤nM . This, together
with Q ∈
∏nM
j=1 (XH ×H
∗) and the definition of the map F , implies (28). 
5. Embeddings of spaces of rescaling classes
Let M be a given matroid and let H1 be a sub-hyperfield of the hyperfield H2.
A straightforward check of the definitions shows that there exist inclusion
• Pw
H1
(M) ⊆ Pw
H2
(M);
• Hw
H1
(M) ⊆ Hw
H2
(M);
• Gw
H1
(M) ⊆ Gw
H2
(M);
• GR,w
H1
(M) ⊆ GR,w
H2
(M).
The statement of Theorem 4.1, together with the content of Remark 4.2, implies
that there exists a set injection
i :MwH1(M) →֒ M
w
H2
(M)
and the same result holds in the strong case.
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The goal of this section is to prove that there exists a set injection of the space of
rescaling classes of weak (resp. strong) matroids over H1 into the space of rescaling
classes of weak (resp. strong) matroids over H2.
Theorem 5.1. Given a matroid M and a sub-hyperfield H1 of the hyperfield H2,
there exists a set injection
j : RwH1(M) →֒ R
w
H2
(M)
and the same result holds in the strong case.
Proof. We prove the weak case first. The strong one will follow by the same ar-
guments. Let us denote by E the ground set of the given matroid M and pick an
involution τ of the hyperfield H2 such that its restriction τ |H1 to the sub-hyperfield
is an involution of H1. Such an involution always exists: it is enough to consider
the identity map of H2. We recall that, in view of Remark 4.2 and Proposition 2.14
our proof will not depend on the choice of this involution.
Let (γ1, δ1) and (γ2, δ2) be pairs of H1-circuit and H1-cocircuit signatures of M
that are orthogonal with respect to τ |H1 and let us assume that there exist families
{bC}C∈C ⊆ H∗2, {lD}D∈C∗ ⊆ H
∗
2 and {a(i)}i∈E ⊆ H
∗
2 such that:
(E1) γ1C(x) = a(x)⊙ bC ⊙ γ2C(x) for any C ∈ C and for any x ∈ C;
(E2) δ1D(y) = τ(a(y)
−1)⊙ lD ⊙ δ2D(y) for any D ∈ C∗ and for any y ∈ D.
To prove our statement it is enough to show that there exist families
• {b˜C}C∈C ⊆ H∗1;
• {l˜D}D∈C∗ ⊆ H∗1;
• {a˜(i)}i∈E ⊆ H∗1;
such that:
(F1) γ1C(x) = a˜(x)⊙ b˜C ⊙ γ2C(x) for any C ∈ C and for any x ∈ C;
(F2) δ1D(y) = τ(a˜(y)
−1)⊙ l˜D ⊙ δ2D(y) for any D ∈ C∗ and for any y ∈ D.
First, we consider the case when M is connected.
Claim. If M is connected we have
(BC1) a(i)⊙ bC ∈ H∗1 for any C ∈ C and for any i ∈ E;
(BC2) τ(a(i)−1)⊙ lD ∈ H∗1 for any D ∈ C
∗ and for any i ∈ E.
Proof. To check that (BC1) holds we have to distinguish between two cases:
• If i ∈ C, (BC1) follows from (E1) and the hypothesis that γ1C(i) and
γ2C(i) belong to H∗1. In fact, we have a(i)⊙ bC = γ1C(i)⊙ (γ2C(i))
−1.
• If i /∈ C, let us consider j ∈ E such that j ∈ C. From the connectedness
of M and [32, Corollary 4.3.3], there exists a circuit C′ ∈ C such that i,
j ∈ C′. We have
a(i)⊙ bC = a(i)⊙ bC′ ⊙ a(j)⊙ bC ⊙ a(j)
−1 ⊙ b−1C′
so that a(i) ⊙ bC ∈ H∗1 since from the previous point a(i)⊙ bC′ , a(j) ⊙ bC
and a(j)⊙ bC′ belong to H∗1.
With similar arguments we can see that (BC2) holds. 
Let K ∈ C be a fixed circuit. We want to prove that
(BK1) bC ⊙ b
−1
K ∈ H
∗
1 for any C ∈ C;
(BK2) lD ⊙ τ(bK) ∈ H∗1 for any D ∈ C
∗.
This immediately follows from (BC1) and (BC2). To check (BK1), it suffices to
pick an element i ∈ C and consider the identity
bC ⊙ b
−1
K = a(i)⊙ bC ⊙ a(i)
−1 ⊙ b−1K .
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From (BC1) both a(i) ⊙ bC and a(i) ⊙ bK belong to H1. On the other hand, to
verify (BK2) it is enough to pick and element i ∈ D and consider the identity
lD ⊙ τ(bK) = τ(a(i)
−1)⊙ lD ⊙ τ(a(i) ⊙ bK).
From (BC2) we have τ(a(i)−1) ⊙ lD ∈ H∗1. From (BC1) and the fact that τ |H1 is
an involution of the sub-hyperfield H1 we know that τ(a(i) ⊙ bK) is an element of
H∗1. Setting
• b˜C = bC ⊙ b
−1
K for any C ∈ C;
• l˜D = lD ⊙ τ(bK) for any D ∈ C∗;
• a˜(i) = a(i)⊙ bK for any i ∈ E;
we get that (F1) and (F2) are fulfilled when M is connected.
General case:
To prove the general case, let T1, . . . , TcM be the connected component of M . For
1 ≤ j ≤ cM , let Mj be the restriction M |Tj and let us denote by Cj and C∗j the
sets of circuits and cocircuits of Mj . Let finally Kj ∈ Cj be a fixed circuit, one for
each j = 1, . . . , cM . Using the arguments of the connected case we can deduce the
following facts:
• a(i)⊙ bC ∈ H∗1 for any j = 1, . . . , cM , for any C ∈ Cj and for any i ∈ Tj;
• τ(a(i)−1) ⊙ lD ∈ H∗1 for any j = 1, . . . , cM , for any D ∈ C
∗
j and for any
i ∈ Tj;
• bC ⊙ b
−1
Kj
∈ H∗1 for any j = 1, . . . , cM and for any C ∈ Cj ;
• lD ⊙ τ(bKj ) ∈ H
∗
1 for any j = 1, . . . , cM and for any D ∈ C
∗
j .
Setting
• a˜(i) = a(i)⊙ bC for any j = 1, . . . , cM , for any C ∈ Cj and for any i ∈ Tj ;
• b˜C = bC ⊙ b
−1
Kj
for any j = 1, . . . , cM and for any C ∈ Cj ;
• l˜D = lD ⊙ τ(bKj ) for any j = 1, . . . , cM and for any D ∈ C
∗
j ;
we find that (F1) and (F2) are satisfied in the general case. 
6. Some applications
6.1. Non-C-realizable uniform weak phased matroids. We turn to the case
of matroids over the phase hyperfield (a.k.a. phased matroids). These are structures
that grew out of the attempt to construct an analogue of oriented matroid theory
for complex vectorspaces [3, 6]. In this context it is natural to ask about repre-
sentability over C of a given phased matroid – a line of research that was already
tackled in [6] for rank 2.
In this section we use some topological and geometric properties of the space
introduced in Corollary 4.9 to prove the existence of non-realizable non-chirotopal
uniform weak phased matroids. Let us first recall some terminology.
A weak phased matroid Φ ∈ Mw
P
(M) (say of rank d on the ground set [m]) is
called C-realizable (here henceforth just “realizable”) if there is a complex matrix
A ∈Md,m(C) such that Φ contains a representative given by the function
(29) ϕA : [m]
d −→ (S1 ∪ {0}); (i1, . . . , id) 7→ ph(det(A
i1 , . . . , Aid)),
where Aj denotes the j-th column of A. This is equivalent to saying that Φ is in
the image of the function Mw
C
(M) → Mw
P
(M) induced by the hyperfield homo-
morphism ph : C→ P.
A natural class of nonrealizable phased matroids is induced by the class of non-
realizable oriented matroids, via the hyperfield embedding ι : S →֒ P (see Section
5). In order to capture this situation, we call Φ ∈ Mw
P
(M) chirotopal if there exists
χ ∈ Φ with χ([m]d) ⊆ {0,+1,−1} (this χ is then a chirotope in the sense of oriented
matroid theory, see [7]), i.e., if Φ ∈ ι∗(MS(M)) .
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We then say that a phasing class P ∈ Rw
P
(M) is realizable if there exists a
realizable weak phased matroid Φ ∈ Mw
P
(M) such that P = π(Φ), where πP :
Mw
P
(M) −→ Rw
P
(M) is the standard quotient map (see Definition 2.11). Analo-
gously we define a chirotopal phasing class.
Remark 6.1. Notice that, with [6, Lemma 1.6], the realizability of a phasing class
P ∈ RC(M) is equivalent to requiring Φ being realizable for each weak phased
matroid such that P = π(Φ).
We now state our theorem and outline the main steps of the proof, postponing
some technical lemmas to Appendix C.
Theorem 6.2. For m ≥ 5 and 2 ≤ d ≤ m − 2 there exists a non-realizable non-
chirotopal weak phased matroid with underlying matroid Ud(m).
Proof. Let us consider the natural total ordering of the ground set E = {1, . . . ,m},
and an enumeration C1, C2, . . . of the circuits of Ud(m) (e.g. according to the
lexicographic order).
The idea of the proof is to exploit the topology of the subspace of realizable
classes in order to prove that it cannot exhaust the space Rw
P
(Ud(m)). This is the
content of Lemma C.7, which reduces our task to finding a certain type of realizable
class, and more precisely to finding a matrix A ∈Md,m(C) such that:
(A1) The weak phirotope ϕA associated to A has underlying matroid Ud(m);
(A2) For any family Cd1 , Cd2 , Cd3 , Cd4 ∈ C of circuits of Ud(m) with the prop-
erties that d1 < d2 < d3 < d4 and dim(Cd1 ∪Cd2 ∪Cd3 ∪Cd4) = 1, one has
that
(30)
(
ϕA(Cd1(xd3))ϕA(Cd2(xd4))
ϕA(Cd1(xd4))ϕA(Cd2(xd3))
,
ϕA(Cd1(xd2))ϕA(Cd3(xd4))
ϕA(Cd1(xd4))ϕA(Cd3(xd2))
)
is not an element of the set {(1, 1), (1,−1), (−1, 1)}
where {xdj} = (Cd1 ∪ Cd2 ∪ Cd3 ∪ Cd4) \ Cdj . For i 6= j, ϕA(Cdi(xdj ))
is the evaluation of the weak phirotope ϕA on the ordered d-uple defined
by the identity Cdi(xdj ) = Cdi \
{
xdj
}
. Notice that Ud(m) is the uniform
matroid, so that Cdi(xdj ) is a basis. Therefore, ϕA(Cdi(xdj )) 6= 0. Hence,
the expressions in (30) are well defined.
This can be done as follows. Let U denote the space of all complex d×m matrices
of the form
A =

1 1 ∗ · · · ∗
. . . 0
...
...
...
0
. . . 1 ∗ · · · ∗
1 1 1 · · · 1

and whose associated matroid is Ud(m). Set N = nUd(m) and consider the function
F : U −→ C2N whose components are given by pairs
(31)
(
detA(Cd1(xd3)) detA(Cd2(xd4))
detA(Cd1(xd4)) detA(Cd2(xd3))
,
detA(Cd1(xd2)) detA(Cd3(xd4))
detA(Cd1(xd4)) detA(Cd3(xd2))
)
one for each family of circuits as in (A2), wereA(Cdi (xdj )) denotes the d×d submatrix
of A with columns indexed by the ordered d-uple Cdi(xdj ). The same argument as
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in (A2) shows that the expressions in (31) are well defined. By Corollary C.6 the
components of the map F are all non-constant and thus, by Lemma C.11, there
exists A˜ ∈ U such that for each family of circuits appearing in (A2)(
det A˜(Cd1(xd3)) det A˜(Cd2(xd4))
det A˜(Cd1(xd4)) det A˜(Cd2(xd3))
,
det A˜(Cd1(xd2)) det A˜(Cd3(xd4))
det A˜(Cd1(xd4)) det A˜(Cd3(xd2))
)
∈ (C \ R)2 .
By definition, ϕ
A˜
satisfies (30), and the underlying matroid of ϕ
A˜
is Ud(m) since
A˜ ∈ U . 
6.2. Uniform central hyperplane arrangements. As a further application of
our methods, and as a concrete token of the fact that weak phased matroids encode
strong topological properties of arrangements, we now exploit some elementary
topological properties of the realization space of the uniform matroid over C in or-
der to prove that complex central hyperplane arrangements with same underlying
uniform matroid are lattice-isotopic, hence their complement manifolds are diffeo-
morphic via Randell’s isotopy theorem. This improves on [21, Theorem 2], where
the homotopy type of these arrangements is discussed. Our proof is an adaptation
of that of Lemma C.2.
First, we provide a quick review of some basic definitions and results about
arrangements to set the appropriate background and notations. We refer to the
book [31] for a general treatment of hyperplane arrangements, and to [17] for a
survey of their homotopy theory.
A finite collection of affine subspacesA = {H1, . . . , Hm} in Cd is an arrangement.
Its complement manifold M(A) is the complement of the union of the Hi in Cd. If
each Hi is linear the arrangement is called central.
Given an arrangement A = {H1, . . . , Hm} we assign a rank to every I ⊆ [m] by
setting
rkA(I) = codim
⋂
i∈I
Hi
(where we define the empty set to have codimension d+ 1).
Two arrangements A = {H1, . . . , Hm} and B = {K1, . . . ,Km} have the same
combinatorial type if the functions rkA and rkB are equal.
Given an open interval (a, b) ⊆ R, a smooth one-parameter family of arrange-
ments is a collection {At}t∈(a,b) of arrangements At = {H1(t), . . . , Hm(t)} in Cd
such that there exist smooth functions from (a, b) to C for the coefficients of defin-
ing equations of the subspaces Hi(t). With a slight abuse of notation we write At
for {At}t∈(a,b), omitting the interval of parameters (a, b).
Definition 6.3. A smooth one-parameter family of arrangements At is an ar-
rangement isotopy if for any t1 and t2 the arrangements At1 and At2 have the same
combinatorial type. In this case we say that At1 and At2 are isotopic arrangements.
The following theorem, sometimes referred to as “isotopy theorem”, was proved
by Richard Randell.
Theorem 6.4 ([35]). If At1 and At1 are isotopic arrangements, then the comple-
ment manifolds M(At1) and M(At2) are diffeomorphic.
An arrangement of codimension 1 subspaces is called a hyperplane arrangement.
If A = {H1, . . . , Hm} in Cd is a central hyperplane arrangement, the function rkA
is the rank function of a matroid MA on the ground set [m]. The rank of A is
by definition the rank of MA. Thus, a smooth one-parameter family At of central
hyperplane arrangements is a lattice isotopy if and only if MAt1 =MAt2 for any t1
and t2.
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Theorem 6.5. Let A = {H1, . . . , Hm} and B = {K1, . . . ,Km} be central hyper-
plane arrangements in Cd with same underlying uniform matroid. Then, A and B
are isotopic arrangements.
Proof. Obviously the only case of interest is when d ≥ 1 and m ≥ 1. Moreover,
if 1 ≤ m < d we can reduce to the case of arrangements A˜ = {H˜1, . . . , H˜m} and
B˜ = {K˜1, . . . , K˜m} in Cm, where H˜j is the quotient of Hj for
⋂m
r=1Hr and similarly
K˜j is the quotient of Kj for
⋂m
r=1Kr.
Thus, it suffices to prove our statement for 1 ≤ d ≤ m. Pick linear forms αi and
βi such that Hi = kerαi and Ki = kerβi. Let us denote by α
j
i and β
j
i the j-th
component of αi and βi, respectively. Set A = (α
j
i )
t and B = (βji )
t. Now, consider
Sd,m, the space of all corresponding matrices over C. The matrices A and B belong
to Sd,m. Hence, it is enough to show that Sd,m is an open connected subspace of
Md,m(C). The same arguments in the proof of Lemma C.2 (with Sd,m in place of
U) imply that this is indeed the case. 
Via Theorem 6.4 we immediately obtain the following.
Corollary 6.6. Let A and B be central hyperplane arrangements in Cd with same
underlying uniform matroid. Then, the complement manifolds M(A) and M(B)
are diffeomorphic.
Appendix A. Computations for Sections 3 and 4
A.1. Computations for the proof of Lemma 3.9. Up to ∼τ and∼=τ equivalence
(compare Definition 2.6 and Definition 2.10), we can assume that
γC1(2) = 1; γC1(3) = 1; γC1(4) = 1 γC2(1) = 1;
γC3(1) = −1; γC3(2) = 1; γC4(1) = 1 δD1(4) = 1;
δD2(4) = −1; δD3(4) = −1; δD4(3) = −1.
Hence, from the definition of PH,f,g,µ we can use (7) and Proposition 1.9 to
compute the other values of γ and δ.
δD2(3) = 1 since
−1 = PH,f,g,µ(C1, D2, 3, 4) =
γC1(3)⊙ τ(δD2(3))
γC1(4)⊙ τ(δD2(4))
=
1⊙ τ(δD2(3))
1⊙−1
;
δD3(2) = 1 since
−1 = PH,f,g,µ(C1, D3, 2, 4) =
γC1(2)⊙ τ(δD3(2))
γC1(4)⊙ τ(δD3(4))
=
1⊙ τ(δD3(2))
1⊙−1
;
δD4(2) = 1 since
−1 = PH,f,g,µ(C1, D4, 2, 3) =
γC1(2)⊙ τ(δD4(2))
γC1(3)⊙ τ(δD4(3))
=
1⊙ τ(δD4(2))
1⊙−1
;
δD4(1) = 1 since
−1 = PH,f,g,µ(C3, D4, 1, 2) =
γC3(1)⊙ τ(δD4(1))
γC3(2)⊙ τ(δD4(2))
=
−1⊙ τ(δD4(1))
1⊙ 1
;
γC2(3) = 1 since
−1 = PH,f,g,µ(C2, D4, 1, 3) =
γC2(1)⊙ τ(δD4(1))
γC2(3)⊙ τ(δD4(3))
=
1⊙ 1
γC2(3)⊙−1
;
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γC2(4) = −f since
f−1 = PH,f,g,µ(C2, D2, 3, 4) =
γC2(3)⊙ τ(δD2(3))
γC2(4)⊙ τ(δD2(4))
=
1⊙ 1
γC2(4)⊙−1
;
γC3(4) = −g since
g−1 = PH,f,g,µ(C3, D3, 2, 4) =
γC3(2)⊙ τ(δD3(2))
γC3(4)⊙ τ(δD3(4))
=
1⊙ 1
γC3(4)⊙−1
;
γC4(2) = µ⊙ f since
µ−1 ⊙ f−1 = PH,f,g,µ(C4, D4, 1, 2) =
γC4(1)⊙ τ(δD4(1))
γC4(2)⊙ τ(δD4(2))
=
1⊙ 1
γC4(2)⊙ 1
;
γC4(3) = −µ⊙ g since
f ⊙ g−1 = PH,f,g,µ(C4, D4, 2, 3) =
γC4(2)⊙ τ(δD4(2))
γC4(3)⊙ τ(δD4(3))
=
µ⊙ f ⊙ 1
γC4(3)⊙−1
;
δD1(2) = τ(g) since
g = PH,f,g,µ(C1, D1, 2, 4) =
γC1(2)⊙ τ(δD1(2))
γC1(4)⊙ τ(δD1(4))
=
1⊙ τ(δD1(2))
1⊙ 1
;
δD1(3) = τ(f) since
f = PH,f,g,µ(C1, D1, 3, 4) =
γC1(3)⊙ τ(δD1(3))
γC1(4)⊙ τ(δD1(4))
=
1⊙ τ(δD1(3))
1⊙ 1
;
δD2(1) = τ(µ)⊙ τ(g) since
µ⊙ g = PH,f,g,µ(C2, D2, 1, 3) =
γC2(1)⊙ τ(δD2(1))
γC2(3)⊙ τ(δD2(3))
=
1⊙ τ(δD2(1))
1⊙ 1
;
δD3(1) = −τ(µ) ⊙ τ(f) since
µ⊙ f = PH,f,g,µ(C3, D3, 1, 2) =
γC3(1)⊙ τ(δD3(1))
γC3(2)⊙ τ(δD3(2))
=
−1⊙ τ(δD3(1))
1⊙ 1
.
A.2. Technical lemma for Theorem 4.4.
Lemma A.1. Let η(Ci1Ci2 |Ci3Ci4 ) be H
∗-valued functions defined for circuits Ci1 ,
Ci2 , Ci3 , Ci4 ∈ C such that
• dim(Ci1 ∪ Ci2 ∪ Ci3 ∪ Ci4 ) = 1;
• {Ci1 , Ci2} ∩ {Ci3 , Ci4} = ∅;
and satisfying
(pp1) η(Ci1Ci2 |Ci3Ci3 ) = 1;
(pp2) η(Ci1Ci2 |Ci3Ci4 ) = ψ(Ci3Ci4 |Ci1Ci2 );
(pp3) η(Ci1Ci2 |Ci3Ci4 ) = ψ
−1
(Ci1Ci2 |Ci4Ci3 )
.
Consider a permutation
σ =
(
1 2 3 4
σ(1) σ(2) σ(3) σ(4)
)
∈ S4
Then, relation
1 ∈ η(Ci1Ci2 |Ci3Ci4) ⊞ η(Ci4Ci2 |Ci3Ci1 )
is equivalent to
1 ∈ η(Ciσ(1)Ciσ(2) |Ciσ(3)Ciσ(4) ) ⊞ η(Ciσ(4)Ciσ(2) |Ciσ(3)Ciσ(1) )
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Proof. Since S4 is generated by transpositions (12), (23), (34) it is enough to verify
our statement for σ being such transposition. This can be done by a direct check
using properties (pp1), (pp2), (pp3).
• Transposition (12).
1 ∈ η(Ci2Ci1 |Ci3Ci4 ) ⊞ η(Ci4Ci1 |Ci3Ci2) ⇐⇒
1 ∈ η−1(Ci1Ci2 |Ci3Ci4 )
⊞ η(Ci1Ci4 |Ci2Ci3) ⇐⇒
1 ∈ η−1(Ci1Ci2 |Ci3Ci4 )
(
−η−1(Ci1Ci2 |Ci3Ci4)
⊙ η(Ci1Ci3 |Ci2Ci4 )
)
.
Multiplying both sides by −η(Ci1Ci2 |Ci3Ci4) and using the distributive law
this is the same as
−η(Ci1Ci2 |Ci3Ci4) ∈ −1⊞ η(Ci1Ci3 |Ci2Ci4 ).
From (H3) we finally find
1 ∈ η(Ci1Ci2 |Ci3Ci4) ⊞ η(Ci1Ci3 |Ci2Ci4) ⇐⇒
1 ∈ η(Ci1Ci2 |Ci3Ci4) ⊞ η(Ci4Ci2 |Ci3Ci1)
• Transposition (23).
1 ∈ η(Ci1Ci3 |Ci2Ci4) ⊞ η(Ci4Ci3 |Ci2Ci1) ⇐⇒
1 ∈ η(Ci4Ci3 |Ci2Ci1) ⊞ η(Ci1Ci3 |Ci2Ci4) ⇐⇒
1 ∈ η(Ci1Ci2 |Ci3Ci4) ⊞ η(Ci4Ci2 |Ci3Ci1).
• Transposition (34).
1 ∈ η(Ci1Ci2 |Ci4Ci3) ⊞ η(Ci3Ci2 |Ci4Ci1) ⇐⇒
1 ∈ η−1(Ci1Ci2 |Ci3Ci4)
⊞ η(Ci1Ci4 |Ci2Ci3).
The proof is then the same of that of transposition (12).

Appendix B. On Tutte groups of matroids
In this subsection we study the inner Tutte group of a matroid. We describe
different presentations of this group by generators and relations (compare [20, The-
orem 3, Theorem 4] and [37, Theorem 2.1]) and we will compute its rank exploiting
some topological properties of the classical Pontrjagin dual of this group, recovering
a result of [8].
B.1. Definition of the inner Tutte group. From now on, let M be a matroid
with circuits set C and cocircuits set C∗. In this section we consider sets of the form
F = C1 ∪ · · · ∪Ck with Ci ∈ C. Given a maximal chain
∅ ⊂ F0 ⊂ F1 ⊂ · · · ⊂ Fd = F
the number d depends only on F and it is called the dimension of F . We denote it
by dim(F ). Notice that
dim(F ) = |F | − rk(F )− 1.
Definition B.1. The group TC,C
∗
M is defined to be the multiplicative abelian group
with formal generators given by the symbols
• ǫM ;
• C(x) for C ∈ C and x ∈ C;
• D(y) for D ∈ C∗ and y ∈ D;
with relations
• ǫ2M = 1;
• C(x)D(x) = ǫMC(y)D(y) for C ∈ C, D ∈ C∗ with {x, y} = C ∩D.
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Definition B.2 (Tutte group). The Tutte group TM is the subgroup of T
C,C∗
M
generated by
• ǫM ;
• C(x)C(y)−1 for C ∈ C, x, y ∈ C;
• D(x)D(y)−1 for D ∈ C∗, x, y ∈ D.
Definition B.3 (Inner Tutte group). Let us consider the group homomorphism
ΛM : T
C,C∗
M −→ Z
|E| × Z|C| × Z|C
∗| defined by
• ǫM 7→ 0;
• C(x) 7→ (1x,1C , 0);
• D(y) 7→ (−1y, 0,1D);
where 1 is the indicator function. The inner Tutte group T(0)M of M is the kernel of
the homomorphism ΛM .
Note B.4. According to [40, Proposition 2.9 (i)] the inner Tutte group of a matroid
M is generated by ǫM and all products of the form
C1(x)C2(y)
C1(y)C2(x)
for circuits C1, C2 ∈ C with dim(C1 ∪ C2) = 1 and x, y ∈ C1 ∩ C2.
One can see that T(0)M ⊳ TM ⊳ T
C,C∗
M . If cM is the number of connected compo-
nents of M , with [12, Theorem 1.5] we have
(32) TM ∼= T
(0)
M × Z
|E|−cM ; TC,C
∗
M
∼= T
(0)
M × Z
|E|−cM × Z|C| × Z|C
∗|.
Thus, any of these groups is known as soon as we know T(0)M .
B.2. Presentations of the inner Tutte group. Throughout this section we
assume that, for a matroid M with set of circuits C, an enumeration {Cj}j∈J of C
and an arbitrary total order <J on J are given.
Theorem B.5 ([37, Theorem 2.1]). The groups T(1)M , T
(2)
M and T
(0)
M,<J
introduced
below in Definition B.6, Definition B.7 and Definition B.9 are all isomorphic to the
inner Tutte group T(0)M .
Definition B.6. Given a matroidM the group T(1)M is the finitely generated abelian
group with generators
(g1) σM ;
(g2) |C D, x y|, where C ∈ C, D ∈ C∗, and x, y ∈ C ∩D;
and relations
(r1) σ2M = 1;
(r2) |C D, x x| = 1
T
(1)
M
;
(r3) |C D, x y||C D, y z||C D, z x| = 1
T
(1)
M
;
(r4) |C1 D1, x y||C2 D2, x y| = |C1 D2, x y||C2 D1, x y|;
(r5) |C D, x y| = σM if C ∩D = {x, y};
(r6) |C1 D1, x2 x3||C2 D2, x1 x4| if
• dim(C1 ∪C2) = 1;
• C1 ∩D1 = {x2, x3, x4};
• C2 ∩D2 = {x1, x3, x4};
• C1 ∩D2 = C2 ∩D1 = {x3, x4}.
Recall that the groups T(1)M and T
(0)
M are isomorphic (see [20, Theorem 3] for more
details).
REALIZATION SPACES OF MATROIDS OVER HYPERFIELDS 39
Definition B.7. Given a matroidM the group T(2)M is the finitely generated abelian
group with formal generators given by the symbols
(G1) ξM ;
(G2) [Ci1Ci2 |Ci3Ci4 ], where Ci1 , Ci2 , Ci3 , Ci4 ∈ C are circuits of M such that
L = Ci1 ∪Ci2 ∪ Ci3 ∪ Ci4 = Cik ∪ Cil for k = 1, 2, l = 3, 4, dim(L) = 1;
and relations
(R1) ξ2M = 1T(2)
M
;
(R2) ξM = 1T(2)
M
if M has minors of Fano or dual-Fano type;
(R3) [Ci1Ci2 |Ci3Ci3 ] = 1T(2)
M
;
(R4) [Ci1Ci2 |Ci3Ci3 ] = [Ci3Ci4 |Ci1Ci2 ];
(R5) [Ci1Ci2 |Ci3Ci4 ][Ci1Ci2 |Ci4Ci5 ][Ci1Ci2 |Ci5Ci3 ] = 1T(2)
M
;
(R6) [Ci1Ci2 |Ci3Ci4 ][Ci1Ci4 |Ci2Ci3 ][Ci1Ci3 |Ci4Ci2 ] = ξM ;
(R7) [Ci1Ci2 |Ci6Ci9 ][Ci2Ci3 |Ci4Ci7 ][Ci3Ci1 |Ci5Ci8 ] = 1T(2)
M
for every family of
circuits {Ci1 , . . . , Ci9} ⊆ C such that:
• dim(Lip) = 1 for Lip = Ciq ∪ Cir , where {p, q, r} = {1, 2, 3};
• dim(P ) = 2 where P = Ci1 ∪ Ci2 ∪ Ci3 ;
• Cis+3 , Cis+6 ⊆ Lis for s = 1, 2, 3;
• dim(Lih) = 1 for Lih = Ci3+h ∪Ci4+h ∪ Ci5+h , h ∈ {1, 4};
• {Ci1 , Ci2 , Ci3} ∩ {Ci4 , . . . , Ci9} = ∅.
Recall that the groups T(2)M and T
(0)
M are isomorphic (see [20, Theorem 4] for more
details).
Note B.8. Relations (R3) and (R5) imply that
[Ci1Ci2 |Ci3Ci4 ] = [Ci1Ci2 |Ci4Ci3 ]
−1.
Definition B.9 ([37, Definition 2.1]). We denote by T
(0)
M,<J
the multiplicative
abelian group with formal generators given by the symbols
(Q1) ηM,<J ;
(Q2) (Cj1Cj2 |Cj3Cj4) where Cj1 , Cj2 , Cj3 , Cj4 ∈ C are circuits of M such that
dim(Cj1 ∪ Cj2 ∪Cj3 ∪ Cj4) = 1 and j1 < j2, j3 < j4, j1 < j3;
and relations
(S1) η2M,<J = 1T (0)
M,<J
;
(S2) ηM,<J = 1T (0)
M,<J
if M has minors of Fano or dual-Fano type;
(S3) (Cj1Cj2 |Cj3Cj4)(Cj1Cj4 |Cj2Cj3 )(Cj1Cj3 |Cj2Cj4 )
−1 = ηM,<J for any family
of circuits {Cj1 , Cj2 , Cj3 , Cj4} ⊆ C with dim(Cj1 ∪Cj2 ∪Cj3 ∪Cj4) = 1 and
j1 < j2 < j3 < j4;
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(S4) 
(Cj1Cj2 |Cj3Cj4)(Cj1Cj2 |Cj4Cj5)(Cj1Cj2 |Cj3Cj5)
−1 = 1
T
(0)
M,<J
(Cj1Cj3 |Cj2Cj4)(Cj1Cj3 |Cj4Cj5)(Cj1Cj3 |Cj2Cj5)
−1 = 1
T
(0)
M,<J
(Cj1Cj4 |Cj2Cj3)(Cj1Cj4 |Cj3Cj5)(Cj1Cj4 |Cj2Cj5)
−1 = 1
T
(0)
M,<J
(Cj1Cj5 |Cj2Cj3)(Cj1Cj5 |Cj3Cj4)(Cj1Cj5 |Cj2Cj4)
−1 = 1
T
(0)
M,<J
(Cj1Cj4 |Cj2Cj3)(Cj2Cj3 |Cj4Cj5)(Cj1Cj5 |Cj2Cj3)
−1 = 1
T
(0)
M,<J
(Cj1Cj3 |Cj2Cj4)(Cj2Cj4 |Cj3Cj5)(Cj1Cj5 |Cj2Cj3)
−1 = 1
T
(0)
M,<J
(Cj1Cj3 |Cj2Cj5)(Cj2Cj5 |Cj3Cj4)(Cj1Cj4 |Cj2Cj5)
−1 = 1
T
(0)
M,<J
(Cj1Cj2 |Cj3Cj4)(Cj2Cj5 |Cj3Cj4)(Cj1Cj5 |Cj3Cj4)
−1 = 1
T
(0)
M,<J
(Cj1Cj2 |Cj3Cj5)(Cj2Cj4 |Cj3Cj5)(Cj1Cj4 |Cj3Cj5)
−1 = 1
T
(0)
M,<J
(Cj1Cj2 |Cj4Cj5)(Cj2Cj3 |Cj4Cj5)(Cj1Cj3 |Cj4Cj5)
−1 = 1
T
(0)
M,<J
where Cj1 , Cj2 , Cj3 , Cj4 , Cj5 ∈ C are circuits ofM with the properties that
dim(Cj1 ∪ Cj2 ∪Cj3 ∪ Cj4 ∪ Cj5) = 1 and j1 < j2 < j3 < j4 < j5;
(S5) 〈Cj1Cj2 |Cj6Cj9〉〈Cj2Cj3 |Cj4Cj7 〉〈Cj3Cj1 |Cj5Cj8 〉 = 1T (0)
M,<J
for any family
of circuits {Ci1 , . . . , Ci9} ⊆ C as in (R7) with the extra conditions:
(O1) j1 < j2 < j3;
(O2) j4 ≥ j7, j5 ≥ j8 and j6 ≥ j9 do not all hold at the same time.
Here 〈Cd1Cd2 |Cd3Cd4〉 are the symbols given by the formula
(∗) 〈Cd1Cd2 |Cd3Cd4〉 =

1
T
(0)
M,<J
if d1 = d2 or d3 = d4
(Cd1Cd2 |Cd3Cd4) if d1 < d2 d3 < d4 d1 < d3
(Cd3Cd4 |Cd1Cd2) if d1 < d2 d3 < d4 d3 < d1
(Cd1Cd2 |Cd4Cd3)
−1 if d1 < d2 d4 < d3 d1 < d4
(Cd4Cd3 |Cd1Cd2)
−1 if d1 < d2 d4 < d3 d4 < d1
(Cd2Cd1 |Cd3Cd4)
−1 if d2 < d1 d3 < d4 d2 < d3
(Cd3Cd4 |Cd2Cd1)
−1 if d2 < d1 d3 < d4 d3 < d2
(Cd2Cd1 |Cd4Cd3) if d2 < d1 d4 < d3 d2 < d4
(Cd4Cd3 |Cd2Cd1) if d2 < d1 d4 < d3 d4 < d2
and defined for any family of circuits {Cd1 , Cd2 , Cd3 , Cd1} ⊆ C satisfying
dim(Cd1 ∪ Cd2 ∪ Cd3 ∪Cd4) = 1 and {Cd1 , Cd2} ∩ {Cd3 , Cd4} = ∅.
Remark B.10. If {Ch}h∈H is another enumeration of C with total order <H on H ,
then the groups T
(0)
M,<H
and T
(0)
M,<J
are isomorphic. To see this it suffices to consider
a suitable relabeling of the circuits of M . As a consequence of this, the number
of generators of T
(0)
M,<J
that are of the form (Cj1Cj2 |Cj3Cj4) is properly defined,
neither depending on the choice of the enumeration of circuits of M nor the total
ordering of such enumeration.
Definition B.11. Given a matroid M we define the following integer numbers:
• kM : the number of generators of T
(0)
M,<J
that are of the form (Q2);
• nM : the number of relations (S3).
Remark B.12. It is easy to see that there are three ways to totally order a 4-tuple
respecting the conditions of (S3). Hence, kM = 3nM .
Appendix C. Technical proofs of Section 6.1
Let us throughout this section fix integers m, d such that 2 ≤ d ≤ m− 2.
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Definition C.1. We denote by V the set of matrices A ∈Md,m(C) of the form
(33)

1 1 ∗ · · · ∗
. . . 0
...
...
...
0
. . . 1 ∗ · · · ∗
1 1 1 · · · 1
 .
Moreover, let U ′ be the subset defined by those matrices for which the expressions
(30) are well-defined (that is, the determinants in the denominators are non-zero)
and let U denote the subset of V of matrices representing the matroid Ud(m).
Obviously V can be diffeomorphically identified with C(d−1)(m−d−1), and we have
the chain of inclusions U ⊆ U ′ ⊆ V .
Lemma C.2. U is a non-empty open connected subspace of V.
Proof. First of all we prove that U is non-empty. Since Ud(m) is realizable over C
there exists a matrix A ∈Md,m(C) with
det(Ai1 , . . . , Aid) 6= 0 for all 1 ≤ i1 < · · · < id ≤ m,
where Aj denotes the j-th column of A. By elementary linear algebra arguments,
there exist matrices B ∈ GLd(C) and D = diag(δ1, . . . , δm) ∈ GLm(C) such that
the new matrix A˜ = BAD is of the form (33). Since multiplying a matrix A on the
left or on the right side by a non-singular matrix does not change the underlying
matroid of ϕA, we conclude that A˜ ∈ U , proving that U 6= ∅.
Hence, it remains to check that U is an open connected subspace of V . By
definition of U we deduce that
U =
{
A ∈ V
∣∣det(Ai1 , . . . , Aid) 6= 0 for all 1 ≤ i1 < · · · < id ≤ m}
and then, writing
U =
A ∈ V
∣∣∣∣∣∣
∏
1≤i1<···<id≤m
det(Ai1 , . . . , Aid) 6= 0

the claim comes from Lemma C.3 below via the identification of V with the space
C(d−1)(m−d−1). Notice that none of the det(Ai1 , . . . , Aid)’s is the zero polynomial,
since U 6= ∅. Then, their product
∏
1≤i1<···<id≤m
det(Ai1 , . . . , Aid) is not the zero
polynomial. Thus, the hypothesis of Lemma C.3 are fulfilled. 
Lemma C.3. Let h ≥ 1 and let F ∈ C [t1, . . . , th] be a polynomial. If F is not
the zero polynomial, the complement manifold Ch \ {F = 0} is a non-empty open
connected subset of Ch.
Proof. Since F is not the zero polynomial, the complement is non-empty. The
regular part of the zero set, namely {z ∈ Ch | F (z) = 0, dF (z) 6= 0} has complex
codimension 1, thus real codimension 2. So that its complement is connected. The
singular part {z ∈ Ch | F (z) = 0,dF (z) = 0} is of higher codimension. There are
only finitely many such parts, thus the complement is connected. 
Corollary C.4. The set U ′ is a non-empty open connected subsets of V.
Proof. The proof is analogous to that of Lemma C.2. 
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Lemma C.5. Let m, d ∈ N and assume 2 ≤ d ≤ m − 2. For d + 2 ≤ i ≤ m and
1 ≤ j ≤ d− 1 consider a set of variables {aji} and the matrix A defined by
(34) A =

1 1 ad+21 · · · a
m
1
. . . 0
...
...
...
0
. . . 1 ad+2d−1 · · · a
m
d−1
1 1 1 · · · 1
 .
Let {i1, i2, i3, i4} and {j1, . . . , jd−2} be two subsets of {1, . . . ,m} such that
(1) |{i1, i2, i3, i4}| = 4;
(2) |{j1, . . . , jd−2}| = d− 2;
(3) {i1, i2, i3, i4} ∩ {j1, . . . , jd−2} = ∅.
Now, let p and q be the elements of the polynomial ring C
[
aji
]
defined by
p = det(Ai2 |Ai4 |Aj1 | · · · |Ajd−2) det(Ai1 |Ai3 |Aj1 | · · · |Ajd−2);
q = det(Ai2 |Ai3 |Aj1 | · · · |Ajd−2) det(Ai1 |Ai4 |Aj1 | · · · |Ajd−2);
where Al denotes the l-th column of A. The following properties hold:
(1) p and q are not the zero polynomial;
(2) There exist matrices B1, B2 ∈Md,m(C) of the form (34) such that
p(B1) 6= 0 q(B1) 6= 0 p(B2) 6= 0 q(B2) 6= 0
and
p(B1)
q(B1)
6=
p(B2)
q(B2)
where, with a slight abuse of notation, we write p(B) and q(B) for the
evaluation of the polynomials p and q on the entries of the matrix B.
Proof. In order to prove property (1), notice that we already know that U 6= ∅ so
that there exists a matrix B of the form (34) which belongs to U . By definition of
the weak phirotope associated to a matrix, since B ∈ U it follows that p(B) 6= 0
and q(B) 6= 0.
Property (2) then follows by a suitable choice of values for the variables aji (e.g.,
choosing suitable x1, . . . , xd−1 ∈ C and setting a
j
i equal to the j-th power of xi) such
that the determinants in the definition of p and q are Vandermonde-type minors of
the matrix A of the form (34). 
Corollary C.6. Every component of the function defined by the expressions (31)
on U ′ is non-constant, and the same holds for its restriction to U .
Proof. The claim for U ′ is the second part of the claim of Lemma C.5, the claim
on the restriction to U follows from Corollary C.4 and the open map theorem. 
Lemma C.7. For the uniform matroid Ud(m) with m ≥ 5 and 2 ≤ d ≤ m − 2
assume, with the hypothesis and notations of Corollary 4.9 (with respect to the
phase hyperfield, i.e., H = P), that the condition
(35) F (B) ∩
nM∏
j=1
[X \ {( 1, 1), (1,−1), (−1, 1)}] 6= ∅
is satisfied. Then, there exists a non-realizable non-chirotopal weak phased matroid
with underlying matroid Ud(m).
Remark C.8. Since we will henceforth only deal with weak phased matroids, we
will lighten the notation by suppressing superscripts, thus writing RH(M) for RwH ,
and similarly for NH(M) and MH(M).
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Proof. Consider the following subspace of RP(Ud(m)):
ZP(Ud(m)) = {P ∈ RP(Ud(m)) | P is realizable} \ j(RR(Ud(m))),
where j denotes the inclusion induced by the natural hyperfield homomorphism
R→ P as in Theorem 5.1.
We will use the characterization of ZP(Ud(m)) below, whose proof, which relies
on work of Ruiz [36, Theorem 3.18, Theorem 5.1 and Section 3.3.6 ], we postpone.
Lemma C.9. Recall Definition C.1 and let T be the subset of V consisting of
matrices A ∈Md,m(C) of the form (34) and such that
(C1) ϕA has underlying matroid Ud(m);
(C2) ϕA has at least a value in (S
1 ∪ {0}) \ {0, 1,−1}.
Let Λ : T −→ RP(Ud(m)) be the map which associates to a matrix A ∈ T the
phasing class of the weak phased matroid represented by ϕA. The following results
hold:
(P1) T is either empty or diffeomorphic to a non-empty open subspace of V;
(P2) Λ is continuous;
(P3) Λ establishes a one-to-one correspondence between T and ZP(Ud(m)).
Recall Definition 4.7. From Corollary 4.9 we can homeomorphically identify
RP(Ud(m)) with the space F (B)∩
∏nM
j=1X . Let Θ : RP(Ud(m)) −→ F (B)∩
∏nM
j=1X
be such a homeomorphism. Clearly this restricts to a homeomorphism between
ZP(Ud(m)) and a subspace of F (B) ∩
∏nM
j=1X . Finally, set Σ = Θ ◦ Λ. Thus, by
composition Σ is a continuous map
Σ : T −→ F (B) ∩
nM∏
j=1
X.
Now, we have to distinguish between two cases.
Case 1. Assume that
(36) Θ(ZP(Ud(m))) ∩
F (B) ∩ nM∏
j=1
[X \ {(1, 1), (1,−1), (−1, 1)}]
 = ∅.
By hypothesis (35), there exists P ∈ F (B) ∩
∏nM
j=1X with P = Θ ◦ π(Φ)
for some weak phased matroid Φ over Ud(m). From (36) together with
Proposition 4.8 and Corollary 4.9 applied to H = S we conclude that Φ is
non-realizable and non-chirotopal.
Case 2. Now, suppose that
(37) Θ(ZP(Ud(m))) ∩
F (B) ∩ nM∏
j=1
[X \ {(1, 1), (1,−1), (−1, 1)}]
 6= ∅.
Write from now
X̂ :=
nM∏
j=1
[X \ {(1, 1), (1,−1), (−1, 1)}]
and consider the subset U ⊆ T defined by
U = Σ−1
(
F (B) ∩ X̂
)
.
U is non-empty. Otherwise,
Σ(T ) ∩
(
F (B) ∩ X̂
)
= ∅
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will contradict (37), since Σ(T ) = Θ(ZP(Ud(m))) by Lemma C.9. Moreover,
U is an open subset of T . This follows from the continuity of Σ and from
the fact that F (B) ∩
∏nM
j=1[X \ {(1, 1), (1,−1), (−1, 1)}] is an open subset
of F (B) ∩
∏nM
j=1X . Therefore, point (P1) in Lemma C.9 implies that U
is diffeomorphic to a non-empty open subset of V . In particular, via the
identification of V with C(d−1)(m−d−1) we conclude that U is a differentiable
manifold of dimension 2(d− 1)(m− d− 1).
On the other hand, F (B) ∩
∏nM
j=1[X \ {(1, 1), (1,−1), (−1, 1)}] is a non-
empty (by (37)) open subset of F (B). From Definition 4.7 and item (iii)
after Theorem 4.4 we then conclude that the dimension of F (B) equals the
rank of the group T(0)M , and by [12, Theorem 8.1] this rank is
(
m
d
)
− m.
Thus,
F (B) ∩ X̂
is a differentiable manifold of dimension
(
m
d
)
−m.
Consider the map
(38) Σ|U : U −→ F (B) ∩ X̂
From (29) and the construction of the map Σ, given a matrix A ∈ T , the
components of Σ(A) are rational expressions of polynomials and absolute
values of polynomials in the entries of the matrix A. Condition (C1) in
Lemma C.9 ensures us that all these rational expressions are well defined.
Thus, (38) is a smooth map of differentiable manifolds. Consider the in-
equality
(39)
(
m
d
)
−m > 2(d− 1)(m− d− 1)
proved in Lemma C.12 below. From [24, Chapter 3, Proposition 1.2] we
finally deduce that there exists and element
(40) P ∈
(
F (B) ∩ X̂
)
\ Σ(U).
with P = Θ ◦ π(Φ) for some phased matroid Φ over Ud(m). In particular,
(41) P ∈ F (B) ∩ X̂ .
By definition of U we must have
(42) P ∈
(
F (B) ∩ X̂
)
\Θ(ZP(Ud(m))).
To see this it suffices to check that P /∈ Θ(ZP(Ud(m))). Let us assume
P ∈ Θ(ZP(Ud(m))). Hence, from point (P3) in Lemma C.9, we have
P ∈ Θ(ZP(Ud(m))) \ Σ(U) = Σ(T ) \ Σ(U) = Σ(T \ U).
Thus,
P ∈
F (B) ∩ nM∏
j=1
X
 \
F (B) ∩ nM∏
j=1
[X \ {(1, 1), (1,−1), (−1, 1)}]

contradicting (41). From (42), using the arguments of the previous case,
the claim follows.

Proof of Lemma C.9.
Proof of property (P1). If T is empty there is nothing to say. Let us assume T
non-empty. With (29) it is not hard to see that condition (C1) is equivalent to
(43) det(Ai1 , . . . , Aid) 6= 0 for all 1 ≤ i1 < · · · < id ≤ m.
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Similarly, condition (C2) is equivalent to
(44) det(Ai1 , . . . , Aid) ∈ C \ R for some 1 ≤ i1 < · · · < id ≤ m.
Condition (43) and (44) define an open subset of V .
Proof of property (P2). Let N p
P
(M) as in Definition 2.1 and let Ω : T −→ N p
P
(M)
be the function A 7→ ϕA which maps a matrix A ∈ T to the weak phirotope ϕA
associated to A defined as in (29). Comparing the definitions it is apparent that Ω
is continuous. Now, consider the projections
π∼p : N
p
P
(Ud(m)) −→M
p
P
(Ud(m))
and
π∼=p :M
p
P
(Ud(m)) −→ R
p
P
(Ud(m)).
From the definition of the topological spacesMp
P
(Ud(m)) and R
p
P
(Ud(m)) (compare
Definition 2.1 and Definition 2.4) these projections are continuous. Thus, Λ is
continuous since it is composition of the continuous functions π∼=p , π∼p and Ω.
Proof of property (P3). By definition of T and ZP(Ud(m)) it follows that Λ(A) is
an element of ZP(Ud(m)). It needs check that Λ : T −→ ZP(Ud(m)) is bijective.
Λ is surjective. Let P ∈ ZP(Ud(m)). Since P is realizable, there exists a matrix
B ∈Md,m(C) such that P = π∼=p ◦ π∼p(ϕB). It is not hard to see that there exists
A of the form (34) such that π∼=p ◦ π∼p(ϕA) = π∼=p ◦ π∼p(ϕB). From the definition
of ZP(Ud(m)) it is not hard to see that A ∈ T .
Λ is injective. Let A,B ∈ T such that Λ(A) = Λ(B). By definition of ∼=p, there
exist a ∈ S1 and a function h : E −→ S1 such that for (x1, . . . , xd) ∈ Ed
(45) ϕA(x1, . . . , xd) = a
 d∏
j=1
h(xj)
ϕB(x1, . . . , xd).
Since A and B are of the form (34), the subsequent Lemma C.10 implies that
(46) ϕA = ϕB.
Identity (46), together with the proof of [36, Theorem 5.1], implies A = B. 
Lemma C.10. With the hypothesis and notations of Lemma C.7, let A, B ∈ T
and assume there exist a ∈ S1 and a function h : E −→ S1 such that for each
d-uple (x1, . . . , xd) ∈ Ed identity
(47) ϕA(x1, . . . , xd) = a
 d∏
j=1
h(xj)
ϕB(x1, . . . , xd)
holds. Thus,
(48) ϕA = ϕB.
Proof. For d ≤ l ≤ m, consider the d-uple (x
(l)
1 , . . . , x
(l)
d ) defined by setting
x
(l)
j =
{
j if j 6= d;
l if j = d.
Since the matrix A and B are of the form (34), if we compute ϕA(x
(l)
1 , . . . , x
(l)
d ) and
ϕB(x
(l)
1 , . . . , x
(l)
d ) keeping in mind (29), (45) and that Grassmann-Plücker functions
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are alternating, we deduce that
(49)

1 = ah(1) · · ·h(d− 1)h(d)
1 = ah(1) · · ·h(d− 1)h(d+ 1)
1 = ah(1) · · ·h(d− 1)h(d+ 2)
· · ·
1 = ah(1) · · ·h(d− 1)h(m)
and then, h(d) = h(d+ 1) = h(d+ 2) = · · · = h(m). In a similar way, for 1 ≤ l ≤ d
consider the d-uple (x
(l)
1 , . . . , x
(l)
d ) defined by setting
x
(l)
j =
{
j if j 6= l;
d+ 1 if j = l.
Using the same arguments of the previous case, we find
1 = a
h(1) · · ·h(d+ 1)
h(l)
for 1 ≤ l ≤ d. So that, h(1) = h(2) = · · · = h(d). Therefore, we can define
h = h(1) = · · · = h(m).
With (47), this implies
(50) ϕA = ah
dϕB.
If we consider the d-uple (1, . . . , d), from (50) we have ahd = 1 so that ϕA = ϕB. 
Lemma C.11. Let h ≥ 1 and let Ω be a non-empty open connected subset of Ch.
Let k ≥ 1 and let F : Ω −→ Ck be a holomorphic map. Assume that none of
the components F1, . . . , Fk of F is constant. Then, there exists z0 ∈ Ω such that
F (z0) ∈ (C \ R)
k
.
Proof. Set Ω(0) = Ω and let F1 be the first component of F . Since Ω is a non-empty
open connected subset of Ch and F1 is a holomorphic non-constant function on Ω,
the open map theorem implies that there is z
(1)
0 ∈ Ω
(0) such that F1(z
(1)
0 ) ∈ C \ R.
By continuity of F1 it is possible to find an open connected neighborhood Ω
(1) of
z
(1)
0 in Ω
(0) with F1(Ω
(1)) ⊆ C \ R.
Now, let F2 be the second component of F . Since Ω is connected and F2 is
non-constant on Ω, again from the open map theorem it follows that F2 can not be
constant on Ω(1). So that, as above, there exists z
(2)
0 ∈ Ω
(1) and an open connected
neighborhood Ω(2) of z
(2)
0 in Ω
(1) such that F2(Ω
(2)) ⊆ C \ R.
Hence, we can recursively find for each component Fj of F a point z
(j)
0 and an
open connected neighborhood Ω(j) of z
(j)
0 in Ω
(j−1) such that Fj(Ω
(j)) ⊆ C\R. Set
z0 = z
(k)
0 . By construction z0 ∈ Ω
j for each j = 1, . . . , k. Thus, Fj(z0) ∈ C \ R for
j = 1, . . . , k. 
Lemma C.12. If m ≥ 5 and 2 ≤ d ≤ m− 2, then(
m
d
)
> m+ 2(d− 1)(m− d− 1).
Proof. Since 2 ≤ d ≤ m − 2, we deduce that d − 1 ≥ 1 and m − d − 1 ≥ 1. For
m ≥ 5 we have
m2 − 2m+ 4
2
<
m2 −m
2
.
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Moreover, for 2 ≤ d ≤ m− 2, we always have(
m
2
)
≤
(
m
d
)
.
From the inequality of arithmetic and geometric means, we conclude
m+ 2(d− 1)(m− d− 1) ≤ m+ 2
(
(d− 1) + (m− d− 1)
2
)2
=
=
m2 − 2m+ 4
2
<
m2 −m
2
=
(
m
2
)
≤
(
m
d
)
.

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