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Abstract: Networks are a commonly used mathematical model to de-
scribe the rich set of interactions between objects of interest. Many clus-
tering methods have been developed in order to partition such structures,
among which several rely on underlying probabilistic models, typically mix-
ture models. The relevant hidden structure may however show overlapping
groups in several applications. The Overlapping Stochastic Block Model
[Latouche, Birmele´ and Ambroise (2011)] has been developed to take this
phenomenon into account. Nevertheless, the problem of the choice of the
number of classes in the inference step is still open. To tackle this issue,
we consider the proposed model in a Bayesian framework and develop a
new criterion based on a non asymptotic approximation of the marginal
log-likelihood. We describe how the criterion can be computed through a
variational Bayes EM algorithm, and demonstrate its efficiency by running
it on both simulated and real data.
Keywords and phrases: Graph clustering, random graph models, over-
lapping stochastic block models, model selection, global and local varia-
tional techniques.
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1. Introduction
Networks are commonly used to describe complex interaction patterns in dif-
ferent fields like social sciences [Snijders and Nowicki, 1997] or biology [Albert
and Baraba´si, 2002]. They provide a common mathematical framework to study
data sets as various as social relations [Palla et al., 2007], protein-protein inter-
actions [Baraba´si and Oltvai, 2004] or the Internet [Zanghi et al., 2008]. One way
to learn knowledge from such large data sets is to cluster their vertices accord-
ing to their topological behaviour. Numerous probabilistic methods have been
developed so far to achieve this goal according to different types of underlying
models.
Most methods look for community structure, or assortative mixing, that is
cluster the vertices such that vertices of a class are mostly connected with ver-
tices of the same class. Girvan and Newman [2002] propose to maximize a mod-
ularity score based on the observed values of the internal densities of the classes,
compared with their expected values in a random model. The choice of the opti-
mal number of classes is done by splitting current classes as long as a modularity
gain can be achieved [Newman, 2006]. However, algorithms based on modularity
are asymptotically biased and may lead to incorrect community structures as
shown by Bickel and Chen [2009]. Handcock et al. [2007] propose to map the
vertices in a continuous latent space and to cluster them according to their posi-
tions. A maximum likelihood approach as well as a Bayesian procedure, coupled
with a BIC criterion to estimate the number of classes, are implemented in the
R package latentnet [Krivitsky and Handcock, 2009].
The community structure assumption is however not relevant in several types
of networks. Transcription factors may for example regulate common operons
without regulating each other directly. Other examples like actors or citation
networks even exhibit a bipartite structure. Estrada and Rodriguez-Velazquez
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[2005] therefore look for disassortative mixing, in which most edges link vertices
of different classes. Hofman and Wiggins [2008] define a mixture model by an
intra-group connectivity λ and an inter-group connectivity , which allows to
deal with both assortative and disassortative mixing. Moreover, they develop
a variational approximation of the marginal log-likelihood and use it to derive
a non asymptotic Bayesian criterion to estimate the number of classes. It is
implemented in the software VBMOD.
The Stochastic Block Model (SBM) [Wang and Wong, 1987], initially intro-
duced in social sciences [Fienberg and Wasserman, 1981, Holland et al., 1983],
allows to cluster the vertices according to both their preferences and aversions.
It assumes that the vertices of the network are spread into Q classes and that
the connection probabilities between the classes are given by a Q × Q matrix
Π [Frank and Harary, 1982]. Due to the flexibility of the connectivity pattern
given by Π, this model generalizes the previous ones, as it can deal with net-
work structures which are neither assortative nor disassortative. However, the
classical EM algorithm Dempster et al. [1977] cannot be used directly as the
posterior distribution p(Z |X) of the latent class variables Z given the data do
not factorize. To get round this difficulty, Nowicki and Snijders [2001] use a
Bayesian approach based on a Gibbs sampling estimation of the posterior dis-
tributions. This method is implemented in the software BLOCKS, available in
the package StoCNET [Boer et al., 2006]. However, no model based criterion is
given to determine the number of classes. Daudin et al. [2008] and Mariadassou
et al. [2010] propose to tackle that issue in a frequentist framework through an
asymptotic approximation of the integrated complete-data log-likelihood. In a
Bayesian framework, Latouche et al. [2009] introduce a non asymptotic approx-
imation of the marginal log-likelihood as a criterion to estimate the number of
classes.
All techniques previously cited determine a partition of the vertices into
classes. In other words, every vertex is assumed to belong to a unique class.
This property may not correspond to real applications, in which objects often
belong to several groups. Proteins can for instance have more than one function
[Jeffery, 1999] or scientists belong to several scientific communities [Palla et al.,
2005]. It is therefore relevant to develop methods in order to uncover overlapping
structures in networks. To our knowledge, the first clustering approach capable
of retrieving such overlapping clusters was the algorithm of Palla et al. [2005]
implemented in the software CFinder [Palla et al., 2006]. For a given integer k, it
computes all the k-cliques (complete subgraphs on k vertices) and all the pairs
of adjacent k-cliques (k-cliques sharing k−1 vertices). A community is then de-
fined as the vertex set of k-cliques which can be reached from each other through
a sequence of adjacent k-cliques. Communities may then overlap without being
merged if their intersection does not contain a (k − 1)-clique. Decreasing the
parameter k leads to less cohesive but bigger communities. The choice of the
optimal value for k is then done heuristically by choosing the smallest value
leading to no giant community. Moreover, this model can again only deal with
assortative mixing. This is also the case for the more recent approaches of Ball
et al. [2011] and Yang and Lescovec [2013], which both propose efficient methods
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to detect overlapping clusters in large networks, based on the assumption that
relevant classes correspond to dense areas.
A first mixture based model with overlapping communities was proposed by
Airoldi et al. [2008] and successfully applied on real networks [Airoldi et al., 2006,
2007]. This model, called Mixed Membership Stochastic Blockmodel (MMSB),
is an adaptation of earlier mixed membership models [Blei et al., 2003, Griffiths
and Ghahramani, 2005] to the context of networks. In MMSB, a mixing weight
vector pii is drawn from a Dirichlet distribution for each vertex in the network,
piiq being the probability of vertex i to belong to class q. For each couple (i, j), a
vector Zi→j is sampled from a multinomial distributionM(1, pii) and describes
the class membership of vertex i in its relation towards vertex j. The edge
probability from vertex i to vertex j is then given by pij = Z
ᵀ
i→j B Zi←i, where
B is a Q × Q matrix of connection probabilities similar to the Π matrix in
SBM. The model parameters are estimated through variational techniques and
the number of classes is selected by using a BIC criterion. No assumption being
made on the matrix B, this model is as flexible as SBM. Moreover, depending on
its relations with other vertices, each vertex can belong to different classes and
therefore MMSB can be viewed as allowing overlapping clusters. However, the
limit of MMSB is that once the vector Zi→j has be drawn, the fact that i may
belong to several classes, in its relations to other vertices, does not influence the
probability pij . Therefore, MMSB does not produce edges which are themselves
influenced by the fact that some vertices belong to multiple clusters.
Latouche et al. [2011] propose another extension of SBM to overlapping
classes, called the Overlapping Stochastic Block Model (OSBM). The main dif-
ference with SBM and MMSB is that the latent classes Z are no longer drawn
from multinomial distributions but from a product of Bernoulli distributions.
In other words, to each vertex i corresponds a {0− 1} vector Zi describing the
classes it belongs to, and Zi may contain one, several, or no coordinates equal
to 1. The connection probabilities are then determined by using a connectiv-
ity matrix like for SBM. The model parameters are estimated in a frequentist
framework by using two successive approximations of the log-likelihood. Simu-
lations show a better behaviour of this model for retrieving structures on a fixed
number of classes in comparison with CFinder and MMSB. However, it suffers
from a lack of criterion to choose the right number of classes.
Our main concern in this paper is to derive a criterion to estimate the num-
ber of classes in OSBM. To do so, we rely on the Bayesian framework and take
advantage of the marginal likelihood p(X), which provides a consistent estima-
tion of the distribution of the data [Biernacki et al., 2010]. Since the marginal
likelihood is not tractable directly in OSBM, we derive a non asymptotic ap-
proximation which is obtained using a variational Bayes EM algorithm.
In Section 2, we review the OSBM model proposed by Latouche et al. [2011].
Then, we introduce conjugate prior distributions for the model parameters. In
Section 3, a variational Bayes EM algorithm is derived to perform inference
along with a model selection criterion, called ILosbm (Integrated Likelihood
for OSBM model), in Section 4. Finally, in Section 5, experiments on simulated
data and on a subset of the French political blogosphere network are carried out.
imsart-ejs ver. 2013/03/06 file: bosbm.tex date: July 9, 2018
P. Latouche et al./Model Selection in Overlapping Stochastic Block Models 5
Results illustrate the accuracy of the recovered clusters using the overlapping
clustering procedure and show that ILosbm is a relevant criterion to estimate
the number of overlapping clusters in networks.
2. A Bayesian Overlapping Stochastic Block Model
The data we model consists of a N × N binary matrix X with entries Xij
describing the presence or absence of an edge from vertex i to vertex j. Both
directed and undirected relations can be analyzed but in the following, we focus
on directed relations. Moreover, we assume that the graph we consider does not
contain any self loop. Therefore, the variables Xii will not be taken into account.
2.1. Introducing the Overlapping Stochastic Block Model
The Overlapping Stochastic Block Model (OSBM) associates to each vertex of
a network a latent binary vector Zi = (Ziq)q=1···Q drawn from a multivariate
Bernoulli distribution:
p(Zi = zi) =
Q∏
q=1
αziqq (1− αq)1−ziq ,
where Q denotes the number of classes considered. Note that in this model, each
vertex is not characterized by one class as in standard mixture models. Indeed,
the {0− 1} vector Zi indicating the classes of vertex i may contain several 1’s,
meaning that the vertex belongs to several classes. It may also contain only
0’s, so that the corresponding vertex belongs to no class in the network. The
latter phenomenon may appear as a drawback but is in fact an advantage of the
model as mixture models for networks, when applied to real data, often show
one heterogeneous class containing all vertices with weak connection profiles
[Daudin et al., 2008]. Rather than using an extra component to model these
outliers, OSBM relies on the null component such Zi = 0 if vertex i is an outlier
and should not be classified in any class.
The edges are then assumed to be drawn from a Bernoulli distribution:
Xij |Zi,Zj ∼ B
(
Xij ; g(aZi,Zj )
)
,
where
aZi,Zj = Z
ᵀ
i W Zj + Z
ᵀ
i U + V
ᵀ Zj +W ∗,
and g(x) = (1 + e−x)−1 is the logistic sigmoid function. The first term in the
right-hand side describes the interactions between vertices i and j using W
a Q × Q matrix. The second term parametrized by vector U represents the
overall capacity of vertex i to emit edges and, symmetrically, the third term
parametrized by vector V represents the capacity of vertex j to receive edges.
Finally, W ∗ is the parameter controlling sparsity as g(W ∗) is the probability to
see an edge between two vertices belonging to no class.
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Note that the use of the logistic function g implies that
p(Xij = xij |Zi,Zj) = exijaZi,Zj g(−aZi,Zj ),
Finally, to simplify notations, we define Z˜i =
(
Zi, 1
)ᵀ
,∀i and
W˜ =
(
W U
Vᵀ W ∗
)
,
so that
aZi,Zj = Z˜i
ᵀ
W˜Z˜j .
The latent variables Z1, . . . ,ZN are iid and given this latent structure, all
the edges are supposed to be independent. When considering a directed graph
without self loops, conditional distributions can therefore be written as:
p(Z |α) =
N∏
i=1
Q∏
q=1
αZiqq (1− αq)1−Ziq ,
and
p(X |Z,W˜) =
N∏
i 6=j
p(Xij |Zi,Zj ,W˜)
=
N∏
i 6=j
eXijaZi,Zj g(−aZi,Zj ).
(2.1)
2.2. Fitting OSBM into a Bayesian framework
Let us now describe OSBM in a full Bayesian framework by introducing some
conjugate prior distributions for the model parameters. Since p(Zi |α) is a mul-
tivariate Bernoulli distribution, we consider independent Beta distributions for
the class probabilities:
p(α) =
Q∏
q=1
Beta(αq; η
0
q , ζ
0
q ),
where η0q = ζ
0
q = 1/2,∀q. This corresponds to a product of non-informative
Jeffreys prior distributions. A uniform distribution can also be chosen simply
by fixing η0q = ζ
0
q = 1,∀q.
In order to model the (Q+ 1)× (Q+ 1) real matrix W˜, we consider the vec
operator which stacks the columns of a matrix into a vector. Thus, if A is a
2× 2 matrix such that:
A =
(
A11 A12
A21 A22
)
,
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then
Avec =

A11
A21
A12
A22
 .
Following the work of Jaakkola and Jordan [2000] on Bayesian logistic regression,
where an isotropic Gaussian distribution is used for the weight vector, we model
the vector W˜
vec
using a multivariate Gaussian prior distribution with mean
vector W˜
vec
0 and covariance matrix S0 =
I
β :
p(W˜
vec |β) = N (W˜vec; W˜vec0 ,
I
β
).
We denote I the identity matrix and in all the experiments that we carried
out, we set W˜
vec
0 = 0. This approach can easily be extended to more general
Gaussian priors by considering, for instance, a full covariance matrix S0 or by
associating a different hyperparameter with different subsets of the parameters
in W˜.
Finally, we consider a Gamma distribution to model the hyperparameter β:
p(β) = Gam(β; a0, b0).
By construction, the Gamma distribution is informative. In order to limit its
influence on the posterior distribution, a common choice in the literature is to
set the hyperparameters a0 and b0, controlling the scale and rate respectively,
to low values. In our experiments, we set a0 = b0 = 1.
3. Estimation
In this section, we propose a Variational Bayes EM (VBEM) algorithm, based
on global and local variational techniques, which leads to an approximation of
the full posterior distribution over the model parameters and latent variables,
given the observed data X. This procedure relies on a lower bound which will
be later used as non asymptotic approximation of the marginal log-likelihood
log p(X).
3.1. Variational approximation
The integrated log-likelihood under the OSBM model can be written as:
log p(X) =
∑
Z
∫ ∫ ∫
p(X |Z,W˜)p(Z |α)p(W˜vec |β)p(α)p(β)dα dW˜ dβ.
However, as it is often the case when considering mixture models, the exponen-
tial number of terms in the summation makes its computation intractable. The
well known EM algorithm [Dempster et al., 1977, McLachlan and Krishnan,
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1997] cannot be applied as such to perform inference as it would require the
posterior distribution p(Z |X,α,W˜, β) to be tractable. Therefore, we propose
to use a variational approximation, which relies on the decomposition of the
marginal log-likelihood into two terms:
log p(X) = L(q) + KL ((q(·)||p(·|X)) ,
where
L(q) =
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
{
p(X,Z,α,W˜, β)
q(Z,α,W˜, β)
}
dα dW˜ dβ, (3.1)
and
KL(q(·)||p(·|X)) = −
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
{
p(Z,α,W˜, β|X)
q(Z,α,W˜, β)
}
dα dW˜ dβ.
(3.2)
L is a lower bound of log p(X) and KL(·||·) denotes the Kullback-Leibler
divergence between the distributions q(Z,α,W˜, β) and p(Z,α,W˜, β|X). Note
that when q(·) and p(·|X) are equal, the Kullback-Leibler distance vanishes and
L(q) is equal to the integrated log-likelihood. The maximization of L(q) and the
minimization of the KL divergence are therefore equivalent problems.
However, to obtain a tractable algorithm, two further approximations are
needed. First, the search space for the functional q(·) is limited to factorized
distributions, that is we assume that q(Z,α,W˜, β) can be written as:
q(Z,α,W˜, β) = q(α)q(W˜)q(β)q(Z) = q(α)q(W˜)q(β)
( N∏
i=1
Q∏
q=1
q(Ziq)
)
.
Second, the lower bound L is still intractable due to the logistic function
in the distribution p(X |Z,W˜) (see Equation 2.1). Therefore, we consider, for
a given N × N positive real matrix ξ, the tractable lower bound obtained by
Jaakkola and Jordan [2000]:
Proposition 3.1. (Proof in Appendix 6.1) Given any N×N positive real matrix
ξ, a lower bound of the first lower bound is given by:
log p(X) ≥ L(q) ≥ L(q; ξ),
where
L(q; ξ) =
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
(h(Z,W˜, ξ)p(Z,α,W˜, β)
q(Z,α,W˜, β)
)
dα dW˜ dβ,
and
log h(Z,W˜, ξ) =
N∑
i 6=j
{
(Xij − 1
2
)aZi,Zj −
ξij
2
+ log g(ξij)− λ(ξij)(a2Zi,Zj − ξ2ij)
}
,
where λ(ξ) = (g(ξ)− 1/2)/(2ξ).
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The lower bound log h(Z,W˜, ξ) of log p(X |Z,W˜) can be tight as it is ob-
tained through a Taylor expansion. The precision of the approximation obtained
by integrating it over the distributions of Z, α, W˜ and β cannot be evaluated
but obviously depends on the choice of ξ. We therefore propose an inference al-
gorithm based on the alternate updating of the global variable set {Z,W˜,α, β}
and the local parameter matrix ξ.
3.2. Variational Bayes EM
Suppose first that ξ is held fixed. In order to approximate the posterior distri-
bution p(Z,α,W˜, β|X) with a distribution q(Z,α,W˜, β), a VBEM algorithm
[Beal and Ghahramani, 2002, Latouche et al., 2012] is applied on the lower
bound L(q; ξ). Such an algorithm mimics the classic EM algorithm by alternat-
ing an updating of the distribution q(Z) (the variational E-step) and updating
of the distributions q(W˜), q(α) and q(β) (variational M-step). The update of
each of those distributions is done by integrating the lower bound with respect
to all distributions but the one of interest. The functional forms of all the priors
were chosen such that the updates generate distributions of the same func-
tional form, so that only the value of the hyperparameters have to be changed.
This procedure ensures the convergence of the algorithm to a local maximum
of L(q; ξ).
In the case of q(Z), the updated value is the set (τiq)1≤i≤N,1≤Q which corre-
sponds to the set of (approximated) posterior probabilities for each individual
to belong to each group.
The validity of this approach relies on the results of the following theorem:
Theorem 3.1. Consider a variable Y ∈ {Z,W˜,α, β} which distribution is of
the same functional form the corresponding prior defined in Section 2 and which
depends on a set of hyperparamaters θ0. Consider the updating of this variable
by the VBEM algorithm.
The obtained distribution is then of the same functional form as the prior and
the new hyperparameter set θN is obtained by applying the relevant formulae
among the following:
for Y = Z
τiq = g
{
ψ(ηNq )− ψ(ζNq ) +
N∑
j 6=i
(Xij − 1
2
) τ˜ᵀj (W˜
ᵀ
N )·q +
N∑
j 6=i
(Xji − 1
2
) τ˜ᵀj (W˜N )·q
− Tr
((
Σ
′
qq +2
Q+1∑
l 6=q
τ˜il Σ
′
ql
)( N∑
j 6=i
λ(ξij) E˜j
)
+
(
Σqq +2
Q+1∑
l 6=q
τ˜il Σql
)( N∑
j 6=i
λ(ξji) E˜j
))}
,
with Σql = EW˜q,W˜l [W˜·q W˜
ᵀ
·l] and Σ
′
ql = EW˜q·,W˜l· [W˜
ᵀ
q· W˜l·]
for Y = W˜
W˜
vec
N = SN

N∑
i 6=j
(Xij − 1
2
) τ˜ j ⊗ τ˜ i
 ,
imsart-ejs ver. 2013/03/06 file: bosbm.tex date: July 9, 2018
P. Latouche et al./Model Selection in Overlapping Stochastic Block Models 10
with S−1N =
aN
bN
I +2
∑N
i6=j λ(ξij)(E˜j ⊗ E˜i)
for Y = α
ηNq = η
0
q +
N∑
i=1
τiq and ζ
N
q = ζ
0
q +N −
N∑
i=1
τiq
for Y = β
aN = a0+
(Q+ 1)2
2
and bN = b0+
1
2
Tr(SN )+
1
2
(W˜
vec
N )
ᵀ W˜
vec
N
The proofs of this statement for each of the distributions, as well as the
definition of the quantities τ˜ and E˜ and of the function ψ used to simplify the
formulas, are detailed in the Appendix.
3.3. Optimization of ξ
So far, we have seen how a VBEM algorithm could be used to obtain an ap-
proximation of the posterior distribution p(Z,α,W˜, β|X) for a given matrix ξ.
However, we have not addressed yet how ξ could be estimated from the data. We
follow the work of Bishop and Svense´n [2003] on Bayesian hierarchical mixture
of experts. Thus, given a distribution q(Z,α,W˜, β), the lower bound L(q; ξ)
is maximized with respect to each variable ξij in order to obtain the tightest
lower bound L(q; ξ) of L(q). As shown in Proposition 3.2 and Appendix 6.6,
this optimization leads to estimates ξˆij of ξij .
Proposition 3.2. (Proof in Appendix 6.6) An estimate ξˆij of ξij is given by:
ξˆij =
√
Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)(E˜j ⊗ E˜i)).
This gives rise to a three step optimization algorithm. Given a matrix ξ,
the variational Bayes E and M steps are used to approximate the posterior
distribution over the model parameters and latent variables. The distribution
q(Z,α,W˜, β) is then held fixed while the lower bound L(q; ξ) is maximized with
respect to ξ. These three stages are repeated until convergence of the lower
bound (see Algorithm 1). The distribution q(Z) is initialized using a kmeans
algorithm.
For all the experiments that we carried out, we set ξij = 0.001,∀i 6= j. The
computational cost of the algorithm is equal to O(N2Q4). The code, written in
R, is available upon request.
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Algorithm 1: Variational Bayes inference for overlapping stochastic block
model when applied on a directed graph without self loop.
Initialize τ with a kmeans algorithm;
Initialize ξij , ∀i 6= j; aN = a0, bN = b0;
repeat
E˜i ← EZi [Z˜i Z˜
ᵀ
i ], ∀i;
ηNq ← η0q +
∑N
i=1 τiq , ∀q;
ζNq ← ζ0q +N −
∑N
i=1 τiq , ∀q;
S−1N ← aNbN I+ 2
∑N
i 6=j λ(ξij)(E˜j ⊗ E˜i);
W˜
vec
N ← SN
{∑N
i 6=j(Xij − 12 ) τ˜ j ⊗ τ˜ i
}
;
aN ← a0 + (1/2)(Q+ 1)2;
bN ← b0 + (1/2)
(
Tr(SN ) + (W˜
vec
N )
ᵀ W˜N
)
;
ξij ←
√
Tr
((
SN +W˜
vec
N (W˜
vec
N )
ᵀ)(E˜j ⊗ E˜i)), ∀i 6= j;
repeat
Compute τiq ,∀(i, q) using Theorem 3.1;
until τ converges;
until L(q; ξ) converges;
4. Model Selection
So far, the number of latent clusters has been assumed to be known. Given Q, we
showed in Section 3.2 how an approximation of the posterior distribution over
the latent structure and model parameters could be obtained. We now address
the problem of estimating the number of clusters directly from the data. Given
a set of values of Q, we aim at selecting Q∗ which maximizes the marginal
log-likelihood log p(X |Q), also called integrated observed-data log-likelihood.
Unfortunately, this quantity is not tractable since for each value of Q, it involves
integrating over all possible model parameters and latent variables:
log p(X |Q) = log
{∑
Z
∫ ∫ ∫
p(X,Z,α,W˜, β|Q)dα dW˜ dβ
}
.
We propose to replace the marginal log-likelihood with its variational approxi-
mation. Thus, for each value of Q considered, Algorithm 1 is applied in order
to maximize L(q; ξ) with respect to q(·) and ξ. After convergence, the lower
bound is then used as an estimation of log p(X |Q) and Q∗ is chosen such that
the lower bound is maximized. Obviously, this approximation cannot be verified
analytically because neither L(q) in (3.1) nor the Kullback-Leibler divergence
in (3.2) are tractable. Nevertheless, we rely on such approximation, as in Bishop
[2006], Latouche et al. [2009, 2012], to propose a tractable model selection cri-
terion that we call ILosbm. We prove in the appendix (Appendix 6.7) that if
computed right after the M step of the variational Bayes EM algorithm, the
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lower bound has the following expression:
ILosbm =
N∑
i 6=j
{
log g(ξij)− ξij
2
+ λ(ξij)ξ
2
ij
}
+
Q∑
q=1
log
{
Γ(η0q + ζ
0
q )Γ(η
N
q )Γ(ζ
N
q )
Γ(η0q )Γ(ζ
0
q )Γ(η
N
q + ζ
N
q )
}
+log
Γ(aN )
Γ(a0)
+a0 log b0+aN (1− b0
bN
− log bN )+ 1
2
(W˜
vec
N )
ᵀ S−1N W˜
ᵀ
N +
1
2
log |SN |
−
N∑
i=1
Q∑
q=1
{τiq log τiq + (1− τiq) log(1− τiq)} ,
where Γ(·) is the gamma function. We emphasize that ILosbm is the first model
selection criterion to be derived for OSBM.
5. Experiment
We recall that in Latouche et al. [2011], we first introduced the OSBM model
along with a variational EM algorithm. We gave an extensive series of compar-
ison of this approach to other widely used graph clustering methods. In partic-
ular, OSBM was compared to the (non overlapping) SBM model, the MMSB
model of Airoldi et al. [2008], and CFinder [Palla et al., 2005]. This set of ex-
periments illustrated the capacity of OSBM along with the variational inference
algorithm to uncover overlapping clusters in networks. In light of these results,
we now focus in this paper on the OSBM model and we aim at evaluating our
new contribution, i.e. a model selection criterion for OSBM.
However, because the quality of the inference procedure we propose obviously
depends on the variational bounds, we start by evaluating the approximations,
at the parameter level, through credibility intervals and a series of experiments
on simulated data. Then, we illustrate the capacity of ILosbm to retrieve the
true number of clusters and evaluate the accuracy of the recovered clusters.
Finally, we apply our methodology to study a subset of the French political
blogosphere network (see [Zanghi et al., 2008]) and we analyze the results, from
the estimation of the number of clusters to the clustering of the vertices.
5.1. Simulated data
The OSBM model is used in this set of experiments to generate networks with
community structure, where vertices of a community are mostly connected to
vertices of the same community.
To limit the number of free parameters, we consider the Q × Q real matrix
W:
W =

λ − . . . −
− λ ...
...
. . . −
− . . . − λ
 ,
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Fig 1: Proportions of the simulations where 99% credibility intervals obtained
with the VBEM algorithm contain the true value of the parameters, for various
values of N (number of vertices). W11, black square; W12, red circle; U1, green
triangle; W ∗, blue diamond; α1, orange cross. Nominal credibility (99%), solid
line; binomial confidence interval, dotted lines.
and the Q-dimensional real vectors U and V:
U = V =
(
 . . . 
)
.
5.1.1. Variational Bayes credibility intervals
The approximation of the posterior distribution allows the construction of (ap-
proximate) credibility intervals. Therefore, following the work of Gazal et al.
[2011] on the standard SBM model, we evaluate here the inference of the model
parameters that can be obtained with the VBEM algorithm, through the quality
of the credibility intervals estimated. Thus, setting λ = 1.5,  = 1, andW ∗ = −2,
we simulate 100 networks with Q = 3 classes, having the same proportions
α1 = α2 = α3 = 1/Q, for various numbers N of vertices in {10, 20, . . . , 100}.
For each network generated, we run the VBEM algorithm with Q = 3 classes
and we calculate the proportions of credibility intervals obtained containing the
true value of the parameters. Such proportions should present binomial fluctu-
ations around the nominal credibility. In Figure 1, we present the results for
W11, W12, U1, W
∗, and α1, for 99% credibility intervals. We observe that the
actual credibility of the estimated intervals is close to the nominal one as long
as the network contains 80 vertices.
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5.1.2. Model selection and cluster assessment
We now aim at evaluating ILosbm and the quality of the recovered clusters. We
first set  = 1 and W ∗ = −5.5 which induces a probability pinter = g(− +
2 + W ∗) ≈ 0.01 of connection between each pair of vertices from different
clusters. The values λ ∈ {6, 4, 3.5} are then experimented. The corresponding
probabilities pintra = g(λ + 2 + W
∗) of connection between vertices of the
same cluster are approximately 0.9, 0.6 and 0.5. Moreover, we consider various
numbers QTrue of clusters in the set {2, . . . , 7} to generate networks, along
with two scenarios depending on the type of vector α considered. The balanced
groups correspond to equal proportions α1 = · · · = αQTrue = 1/QTrue. The
unbalanced groups correspond to groups of geometric size, that is αq ∝ aq and∑QTrue
q=1 αq = 1, for a=0.7. Considering for example QTrue = 7 produces a
highly unbalanced α = {0.33, 0.23, 0.16, 0.11, 0.08, 0.05, 0.04}. Please note that
the value of a = 0.7 corresponds to an extreme case scenario which ensures, with
a 0.99 chance probability, that the smallest class has at least one element. Thus,
for each QTrue, each λ, and each type of vector α, we generate 100 networks
(see an example in Figure 2) with N = 100 vertices.
The VBEM algorithm is then applied on each network for various numbers
of classes Q ∈ {2, . . . , 8}. Note that we choose η0q = 1/2 = ζ0q ,∀q, a0 = b0 = 1
and W˜
vec
0 = 0 for the hyperparameters. Like any optimization method, the
overlapping clustering algorithm we propose depends on the initialization. Thus,
for each simulated network and each number of classes Q, we consider 100
initializations of τ . Finally, we select the best learnt model for which the criterion
ILosbm is maximized.
Two types of outputs are generated to present the results. The first aims at
describing the accuracy of the recovered clusters. In order to compare a true Z
with an estimated clustering matrix Zˆ, we consider an index similar to the one
proposed by Heller and Ghahramani [2007], Heller et al. [2008]:√
1
N(N − 1)
∑
i 6=j
|(Z Zᵀ)ij − (ZˆZˆᵀ)ij |.
This can be seen as a root mean square error between Z Zᵀ and ZˆZˆ
ᵀ
. These two
N ×N matrices are invariant to column permutations of Z and Zˆ and compute
the number of shared clusters between each pair of vertices of a network. The
better the classification, the lower this index, a null index indicating a perfect
classification. The results associated to the 100 generated networks are then
summarized as boxplots.
The second type of results we generate is a confusion matrix which aims at
showing the accuracy of the ILosbm criterion. It indicates both the real number
of classes QTrue and the number of classes selected by ILosbm, the counts on
the first diagonal corresponding to correct decisions.
The results are presented in Table 1 and Figure 3. They illustrate the rel-
evance of ILosbm criterion for estimating the number of overlapping classes in
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Fig 2: Example of a OSBM network with λ = 6 (pintra ≈ 0.9) ,  = 1, W ∗ =
−5.5, and Q = 5 classes. Overlaps are represented using pies and outliers are in
white.
networks, and show that the OSBM learnt groups are accurate. This is clearly
the case when the graph is dense and the number of groups is low. The perfor-
mance of the model choice criterion decreases when the density within groups
decreases, and when the balance between group proportions changes (see Table
1). The same behaviour is observed concerning the quality of the overlapping
clustering (see Figure 3).
Let us consider for instance the balanced case with highly connected groups.
In that particular setting when QTrue ∈ {2, 3}, ILosbm correctly estimate the
number of overlapping classes of 100 out of the 100 networks generated. For
QTrue = 5, ILosbm still has 98 percent accuracy. The results then slowly deteri-
orate for QTrue ∈ {6, 7}. Indeed, as QTrue increases while the number of vertices
remains unchanged, less vertices are associated to each cluster and therefore it
becomes more difficult to retrieve and distinguish the overlapping communities.
The results obtained for the unbalanced setting follow the same pattern.
They are just degraded compared to balanced setting and tend to show an
under-estimation of the number of groups when the connectivity within groups
decreases and when the number of true groups increases. Considering for ex-
ample QTrue = 2 and λ = 3.5 (pintra = 0.5), the estimated number of classes
is accurate 98 times out of 100, but when QTrue = 7 the estimated number of
classes is correctly estimated only 3 times out of 100. Most of the time the model
choice strategy we proposed estimates 4 groups instead of 7. This demonstrates
that correctly estimating the true number of overlapping classes depends both
on the intra-connectivity and the group balance.
Considering the ability of OSBM to estimate the overlapping communities,
the boxplots of Figure 3 exhibits a near perfect behaviour in all settings for
QTrue ∈ {2, 3}. The quality of these performances degrade with a decrease of
connectivity as well as a difference of balance between group proportion.
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Fig 3: Boxplots of
√
1
N(N−1)
∑
i 6=j |(Z Zᵀ)ij − (ZˆZˆ
ᵀ
)ij | for true number of
classes QTrue ∈ {2, . . . , 7} computed for balanced and unbalanced groups with
three different λ settings, λ ∈ {6, 4, 3.5} corresponding respectively to three
different probabilities of intra group connection pintra ≈ {0.9, 0.6, 0.5}. Notice
that other parameters of simulation where set to  = 1, W ∗ = −5.5
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Table 1
Confusion matrices for estimated number of classes (columns ) QILosbm ∈ {2, . . . , 8} versus
true number of classes (rows) QTrue ∈ {2, . . . , 7} computed for balanced and unbalanced
groups with three different λ settings, λ ∈ {6, 4, 3.5} corresponding respectively to three
different probabilities of intra group connection pintra ≈ {0.9, 0.6, 0.5}. Notice that other
parameters of simulation where set to  = 1, W ∗ = −5.5
balanced groups unbalanced groups
2 3 4 5 6 7 8 2 3 4 5 6 7 8
λ
=
6
2 100 0 0 0 0 0 0 100 0 0 0 0 0 0
3 0 100 0 0 0 0 0 100 0 0 0 0 0
4 0 0 99 0 1 0 0 0 6 85 5 3 1 0
5 0 0 2 98 0 0 0 0 3 34 50 8 4 1
6 0 0 0 8 85 6 1 0 0 29 49 15 6 1
7 0 0 0 1 24 56 19 0 0 30 50 13 6 1
λ
=
4
2 100 0 0 0 0 0 0 100 0 0 0 0 0 0
3 0 100 0 0 0 0 0 0 99 1 0 0 0 0
4 0 0 99 1 0 0 0 0 14 68 9 7 2 0
5 0 0 4 79 14 1 2 0 18 50 22 4 6 0
6 0 0 1 22 49 22 6 0 20 46 16 13 4 1
7 0 0 0 16 47 24 13 0 22 56 14 5 3 0
λ
=
3
.5 2 100 0 0 0 0 0 0 98 2 0 0 0 0 0
3 0 98 2 0 0 0 0 1 91 7 0 1 0 0
4 0 0 87 9 3 1 0 1 43 32 16 4 1 3
5 0 0 15 44 26 12 3 2 34 44 9 8 3 0
6 0 1 11 28 22 25 13 0 47 32 15 5 1 0
7 0 0 6 34 28 17 15 2 30 46 14 5 3 0
5.2. French political blogosphere
As in Latouche et al. [2011], we consider a subset of the French political blogo-
sphere network. The network is made of 196 vertices connected by 2864 edges. It
was built from a single day snapshot of political blogs automatically extracted
on 14th october 2006 and manually classified by the “Observatoire Pre´sidentiel
Project” [Zanghi et al., 2008]. Vertices correspond to hostnames and there is an
edge between two vertices if there is a known hyperlink from one hostname to
another. The five main political parties which are present in the data set are the
UMP (french “republican”), liberal party (supporters of economic-liberalism),
UDF (“moderate” party), PRG (“extreme left wing”) and PS (french “demo-
crat”). In Latouche et al. [2011], we expected four political parties (UMP, liberal
party, UDF, and PS) to play a key role in the network and therefore we looked
for Q = 4 clusters. The ILosbm model selection criterion now allows us to esti-
mate Q∗ directly from the data, without any prior information. As we shall see,
the PRG, which was discarded in the original study, also influences the topology
of the network.
We run the VBEM algorithm on the data sets for Q ∈ {1, . . . , 15}. The
ILosbm is computed and such procedure is repeated 100 times, for different
initialization of τ . Finally, we select the best learnt model for which the model
selection criterion is maximized. Thus, we find Q∗ = 12 and a description of the
corresponding clustering is given in Figure 4.
First, we notice that the first nine clusters are highly homogeneous and corre-
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spond to well known political parties. Thus, cluster 1 contains 11 vertices which
are all associated to UMP. Moreover, cluster 2 contains 20 vertices all associated
to the same political party. Similarly, it follows that cluster 3 and 4 correspond
to the liberal party, cluster 5 to UDF, cluster 6 to PRG, and cluster 7,8, 9 to PS.
These results are relevant and highlight some interesting features in the network.
Indeed, clustering the vertices into Q = 4 clusters as in Latouche et al. [2011]
only gives a rough picture of the reality. In practice, the UMP, liberal party,
and PS are organized into several clusters having different connection patterns.
This might indicate various political affinities among the political parties. The
extreme case is for the PS which was split into three clusters. Contrarily to the
original study where PRG was discarded, most blogs associated to PRG were
classified into the same cluster. This indicates that PRG plays a role in shaping
parts of the network. Cluster 10 is also homogeneous and contains four blogs
among which three correspond to blogs of political analysts.
Cluster 11 is of interest because it does not contain any single membership
blog. In other words, its two blogs are both associated to other clusters. Thus,
one of them was clustered in both cluster 11 and cluster 9 (PS). Its hostname
is “www.parti-socialiste.fr”. The second was clustered in cluster 11 , cluster
7 (PS), and cluster 9 (PS). The corresponding hostname is “annuaire.parti-
socialiste.fr”. These two blogs are the most popular blogs of PS, “www.parti-
socialiste.fr” being the official website of the PS itself, while “annuaire.parti-
socialiste.fr” lists all the members of PS. Interestingly, an extra component was
used for the clustering, and these blogs were not just found as overlapping PS
clusters, like clusters 7 and 9. This can be easily explained by the nature of these
blogs. Indeed, contrarily to the PS blogs which tend to connect, as other political
parties, to blogs of their own party, these blogs have extra connections to others.
Blogs of other political parties tend to connect to them simply because they are
a rich source of information. Finally, cluster 12 is an heterogeneous cluster,
which contains blogs of different political parties, from the left wing to the right
wing. Interestingly, these blogs were classified into the same cluster due to their
relation ties with the world of media. In particular, we point out that three of
the blogs with single memberships are blogs of political analysts. Moreover, all
blogs from cluster 12 have been popular since the French presidential election
in 2007, most of them being mentioned or referenced in newspapers.
We uncovered 23 overlaps in the network which are described in more detail
in Table 2. As mentioned previously, we found that the liberal party and PS
were organized into several clusters corresponding to sub-groups having various
political affinities. Therefore, it is of no surprise to find blogs overlapping these
clusters. For instance, two blogs associated with the liberal party belong to
both cluster 3 (liberal) and cluster 4 (liberal). Furthermore, PS is made of
11 overlaps among which 10 are 2-membership and three-membership overlaps
between clusters 7, 8, 9, and 11 all corresponding to PS clusters. One blog from
PRG overlaps cluster 6 (PRG) and cluster 8 (PS). This can easily be understood
since both PRG and PS are from the left wing and are known to have some
relation ties. Finally, we emphasize that all political parties, except the liberal
party, have overlaps with cluster 12. We recall that this cluster contains blogs
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with strong connection with the world of media.
In the original study in Latouche et al. [2011], with Q = 4 clusters, 59 blogs
were identified as outliers and not classified. With Q∗ = 12 clusters, more blogs
are now classified and only 44 blogs are found as outliers (null component).
These blogs have weak connection profiles compared to all the others.
overlaps UMP liberal UDF PRG PS analysts others
clusters 2 (UMP)-12 (media) 3 0 0 0 0 0 0
clusters 3 (liberal)-4 (liberal) 0 2 0 0 0 0 0
clusters 5 (UDF)-12 (media) 0 0 4 0 0 0 0
clusters 5 (UDF)-10 (media) 0 0 1 0 0 0 0
clusters 6 (PRG)-8 (PS) 0 0 0 1 0 0 0
clusters 6 (PRG)-12 (media) 0 0 0 1 0 0 0
clusters 7 (PS)-8 (PS) 0 0 0 0 2 0 0
clusters 8 (PS)-9 (PS) 0 0 0 0 2 0 0
clusters 7 (PS)-9 (PS) 0 0 0 0 2 0 0
clusters 9 (PS)-11 (PS) 0 0 0 0 1 0 0
clusters 7 (PS)-9 (PS)-11 (PS) 0 0 0 0 1 0 0
clusters 8 (PS)-9 (PS)-12 (media) 0 0 0 0 2 0 0
clusters 8 (PS)-12 (media) 0 0 0 0 1 0 0
Table 2
Description of the 23 overlaps found when clustering the blogs into Q = 12 clusters using
OSBM. Non-zero entries are indicated in bold.
6. Conclusion
In this paper, we proposed a Bayesian rewriting of the overlapping stochastic
block model, which led us to an estimation algorithm and an associated model
selection criterion. Introducing some conjugate prior distributions for the pa-
rameters of OSBM, we proposed a variational Bayes EM algorithm, based on
global and local variational techniques. The algorithm can be used to approxi-
mate the posterior distribution over the model parameters and latent variables,
given the observed data. In this framework, we derived a model selection cri-
terion, so called ILosbm, which is based on a non asymptotic approximation
of the marginal log-likelihood. Using simulated data and a real network, we
showed that ILosbm provides a relevant estimation of the number of overlap-
ping clusters. In future work, we are interested in exploring parsimonious model
selection in order to choose between models where some of the network structure
parameters U, V, W and W ∗ are set to zero or not.
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Fig 4: Classification of the blogs into Q = 12 clusters using OSBM. The entry
(i, j) of the matrix describes the number of blogs associated to the j-th political
party (column) and classified into cluster i (row). Each entry distinguishes blogs
which belong to a unique cluster from overlaps (single membership blogs +
overlaps). The last row corresponds to the null component.
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Appendix A: Appendix section
6.1. Lower Bound
Given a N × N positive real matrix ξ, a lower bound of the first lower bound
can be computed:
log p(X) ≥ L(q) ≥ L(q; ξ),
where
L(q; ξ) =
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
(h(Z,W˜, ξ)p(Z,α,W˜, β)
q(Z,α,W˜, β)
)
dα dW˜ dβ,
and
log h(Z,W˜, ξ) =
N∑
i 6=j
{
(Xij − 1
2
)aZi,Zj −
ξij
2
+ log g(ξij)− λ(ξij)(a2Zi,Zj − ξ2ij)
}
.
Proof: Let us start by showing that:
log p(X |Z,W˜) ≥ log h(Z,W˜, ξ),
where ξ is an N ×N positive real matrix. We use the bound on the log-logistic
function introduced by Jaakkola and Jordan [2000]:
log g(x) ≥ log g(ξ) + x− ξ
2
− λ(ξ)(x2 − ξ2),∀(x, ξ) ∈ R× R+, (6.1)
where λ(ξ) = (g(ξ)−1/2)/(2ξ). Note that (6.1) is an even function and therefore
we can consider only positive values of x without loss of generality. Since
log p(Xij |Zi,Zj ,W˜) = XijaZi,Zj + log g(−aZi,Zj ),
then
log p(Xij |Zi,Zj ,W˜) ≥ XijaZi,Zj + log g(ξij)−
aZi,Zj + ξij
2
− λ(ξij)(a2Zi,Zj − ξ2ij)
= (Xij − 1
2
)aZi,Zj −
ξij
2
+ log g(ξij)− λ(ξij)(a2Zi,Zj − ξ2ij).
(6.2)
Following (2.1):
log p(X |Z,W˜) =
N∑
i 6=j
log p(Xij |Zi,Zj ,W˜).
Therefore
log p(X |Z,W˜) ≥ log h(Z,W˜, ξ).
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We recall that the lower bound L(q) is given by:
L(q) =
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
{
p(X,Z,α,W˜, β)
q(Z,α,W˜, β)
}
dα dW˜ dβ
=
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log p(X |Z,W˜)dα dW˜ dβ
+
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
{
p(Z,α,W˜, β)
q(Z,α,W˜, β)
}
dα dW˜ dβ
≥
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log h(Z,W˜, ξ)dα dW˜ dβ
+
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
{
p(Z,α,W˜, β)
q(Z,α,W˜, β)
}
dα dW˜ dβ
=
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
{
h(Z,W˜, ξ)p(Z,α,W˜, β)
q(Z,α,W˜, β)
}
dα dW˜ dβ
= L(q; ξ).
Finally
log p(X) ≥ L(q) ≥ L(q; ξ).
6.2. Optimization of q(α)
The optimization of the lower bound with respect to q(α) produces a distribu-
tion with the same functional form as the prior p(α):
q(α) =
Q∏
q=1
Beta(αq; η
N
q , ζ
N
q ),
where
ηNq = η
0
q +
N∑
i=1
τiq,
and
ζNq = ζ
0
q +N −
N∑
i=1
τiq.
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Proof: According to variational Bayes, the optimal distribution q(α) is given
by:
log q(α) = EZ,W˜,β [log
(
h(Z,W˜, ξ)p(Z,α,W˜, β)
)
] + const
= EZ[log p(Z |α)] + log p(α) + const
=
N∑
i=1
Q∑
q=1
{τiq logαq + (1− τiq) log(1− αq)}+
Q∑
q=1
{
(η0q − 1) logαq + (ζ0q − 1) log(1− αq)
}
+ const
=
Q∑
q=1
{
(η0q +
N∑
i=1
τiq − 1) logαq + (ζ0q +N −
N∑
i=1
τiq − 1) log(1− αq)
}
+ const.
(6.3)
The functional form of (6.3) corresponds to the logarithm of a product of Beta
distributions.
6.3. Optimization of q(W˜)
The optimization of the lower bound with respect to q(W˜) produces a distribu-
tion with the same functional form as the prior p(W˜):
q(W˜
vec
) = N (W˜vec; W˜vecN ,SN ),
with
S−1N =
aN
bN
I +2
N∑
i 6=j
λ(ξij)(E˜j ⊗ E˜i),
and
W˜
vec
N = SN

N∑
i 6=j
(Xij − 1
2
) τ˜ j ⊗ τ˜ i
 .
Each (Q+ 1)× (Q+ 1) probability matrix E˜i satisfies:
E˜i = EZi [Z˜i Z˜
ᵀ
i ]
=

τi1 τi1τi2 . . . τi1τiQ τi1
τi2τi1 τi2 . . . τi2τiQ τi2
...
...
τiQτi1 τiQτi2 . . . τiQ τiQ
τi1 τi2 . . . τiQ 1
 .
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Proof: According to variational Bayes, the optimal distribution q(W˜) is
given by:
log q(W˜
vec
) = EZ,α,β [log
(
h(Z,W˜, ξ)p(Z,α,W˜, β)
)
] + const
= EZ[log h(Z,W˜, ξ)] + Eβ [log p(W˜
vec |β)] + const
=
N∑
i 6=j
{
(Xij − 1
2
)EZi,Zj [aZi,Zj ]− λ(ξij)EZi,Zj [a2Zi,Zj ]
}
− 1
2
Eβ [β](W˜
vec
)ᵀ W˜
vec
+const.
(6.4)
EZi,Zj [aZi,Zj ] is given by:
EZi,Zj [aZi,Zj ] = EZi,Zj [Z˜
ᵀ
i W˜ Z˜j ]
= τ˜ᵀi W˜ τ˜ j
= (τ˜ j ⊗ τ˜ i)ᵀ W˜vec
= (W˜
vec
)ᵀ(τ˜ j ⊗ τ˜ i).
(6.5)
EZi,Zj [a
2
Zi,Zj
] is given by:
EZi,Zj [a
2
Zi,Zj ] = EZi,Zj [(Z˜
ᵀ
i W˜ Z˜j)
2]
= EZi,Zj [
(
(Z˜j ⊗ Z˜i)ᵀ W˜vec
)2
]
= EZi,Zj [(Z˜j ⊗ Z˜i)ᵀ W˜
vec
(Z˜j ⊗ Z˜i)ᵀ W˜vec]
= EZi,Zj [(W˜
vec
)ᵀ(Z˜j ⊗ Z˜i)(Z˜j ⊗ Z˜i)ᵀ W˜vec]
= EZi,Zj [(W˜
vec
)ᵀ
(
(Z˜j Z˜
ᵀ
j )⊗ (Z˜i Z˜
ᵀ
i )
)
W˜
vec
]
= (W˜
vec
)ᵀ
(
E˜j ⊗ E˜i
)
W˜
vec
.
(6.6)
Eβ [β] is given by:
Eβ [β] =
aN
bN
. (6.7)
Using (6.5), (6.6) and (6.7) in (6.4), we obtain:
log q(W˜
vec
) = (Wvec)ᵀ

N∑
i 6=j
(Xij − 1
2
)(τ˜ j ⊗ τ˜ i)

− 1
2
(W˜
vec
)ᵀ
aNbN I +2
N∑
i 6=j
λ(ξij)
(
E˜j ⊗ E˜i
)W˜vec +const.
(6.8)
The functional form of (6.8) corresponds to the logarithm of a Gaussian distri-
bution with mean W˜
vec
N and covariance matrix SN .
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6.4. Optimization of q(β)
The optimization of the lower bound with respect to q(β) produces a distribution
with the same functional form as the prior p(β):
q(β) = Gam(β; aN , bN ),
where
aN = a0 +
(Q+ 1)2
2
,
and
bN = b0 +
1
2
Tr(SN ) +
1
2
(W˜
vec
N )
ᵀ W˜
vec
N .
Proof: According to variational Bayes, the optimal distribution q(β) is given
by:
log q(β) = EZ,α,W˜[log
(
h(Z,W˜, ξ)p(Z,α,W˜, β)
)
] + const
= EW˜[log p(W˜ |β)] + log p(β) + const
= −1
2
log | I
β
| − β
2
EW˜[(W˜
vec
)ᵀ W˜
vec
] + (a0 − 1) log β − b0β + const
=
(
a0 +
(Q+ 1)2
2
− 1) log β − β(b0 + 1
2
Tr(SN ) +
1
2
(W˜
vec
N )
ᵀ W˜
vec
N
)
+ const.
(6.9)
The functional form of (6.9) corresponds to the logarithm of a Gamma distri-
bution.
6.5. Optimization of q(Ziq)
The optimization of the lower bound with respect to q(Ziq) produces a distri-
bution with the same functional form as the prior p(Ziq|α):
q(Ziq) = B(Ziq; τiq),
where
τiq = g
{
ψ(ηNq )− ψ(ζNq ) +
N∑
j 6=i
(Xij − 1
2
) τ˜ᵀj (W˜
ᵀ
N )·q +
N∑
j 6=i
(Xji − 1
2
) τ˜ᵀj (W˜N )·q
− Tr
((
Σ
′
qq +2
Q+1∑
l 6=q
τ˜il Σ
′
ql
)( N∑
j 6=i
λ(ξij) E˜j
)
+
(
Σqq +2
Q+1∑
l 6=q
τ˜il Σql
)( N∑
j 6=i
λ(ξji) E˜j
))}
,
and Σql = EW˜q,W˜l [W˜·q W˜
ᵀ
·l], Σ
′
ql = EW˜q·,W˜l· [W˜
ᵀ
q· W˜l·].
Proof: According to variational Bayes, the optimal distribution q(Ziq) is
given by:
log q(Zbc) = EZ\bc,α,W˜,β [log
(
h(Z,W˜, ξ)p(Z,α,W˜, β)
)
] + const,
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where Z\bc is the set of all class memberships except Zbc.
log q(Zbc) = EZ\bc,W˜[log h(Z,W˜, ξ)] + EZ\bc,α[log p(Z |α)] + const.
EZ\bc,α[log p(Z |α)] is given by:
EZ\bc,α[log p(Z |α)] = ZbcEαc [logαc] + (1− Zbc)Eαc [log(1− αc)] + const
= Zbc
(
ψ(ηNc )− ψ(ηNc + ζNc )
)
+ (1− Zbc)
(
ψ(ζNc )− ψ(ηNc + ζNc )
)
+ const
= Zbc
(
ψ(ηNc )− ψ(ζNc )
)
+ const,
where ψ(·) is the digamma function (the logarithmic derivative of the gamma
function Γ(·) which appears in the normalizing constants of the Beta distribu-
tions).
EZ\bc,W˜[log h(Z,W˜, ξ)] =
N∑
i 6=j
{
(Xij − 1
2
)EZ\bc,W˜[aZi,Zj ]− λ(ξij)EZ\bc,W˜[a2Zi,Zj ]
}
+ const
=
N∑
j 6=b
{
(Xbj − 1
2
)E
Z
\c
b ,Zj ,W˜
[aZb,Zj ]− λ(ξbj)EZ\cb ,Zj ,W˜[a
2
Zb,Zj
]
}
+
N∑
i 6=b
{
(Xib − 1
2
)E
Z
\c
b ,Zi,W˜
[aZi,Zb ]− λ(ξib)EZ\cb ,Zi,W˜[a
2
Zi,Zb
]
}
+ const
=
N∑
j 6=b
{
(Xbj − 1
2
)E
Z
\c
b ,Zj ,W˜
[aZb,Zj ] + (Xjb −
1
2
)E
Z
\c
b ,Zj ,W˜
[aZj ,Zb ]
− λ(ξbj)EZ\cb ,Zj ,W˜[a
2
Zb,Zj
]− λ(ξjb)EZ\cb ,Zj ,W˜[a
2
Zj ,Zb
]
}
+ const.
E
Z
\c
b ,Zj ,W˜
[aZb,Zj ] = EZ\cb ,Zj ,W˜
[
Q+1∑
q,l
Z˜bq W˜ql Z˜jl]
= Zbc
Q+1∑
l=1
EW˜cl [W˜cl]τ˜jl + const
= Zbc τ˜
ᵀ
j (W˜
ᵀ
N )·c + const.
E
Z
\c
b ,Zj ,W˜
[aZj ,Zb ] = EZ\cb ,Zj ,W˜
[
Q+1∑
q,l
Z˜jq W˜ql Z˜bl]
= Zbc
Q+1∑
l=1
EW˜lc [W˜lc]τ˜jl + const
= Zbc τ˜
ᵀ
j (W˜N )·c + const.
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E
Z
\c
b ,Zj ,W˜
[a2Zj ,Zb ] = EZ\cb ,Zj ,W˜
[
(Q+1∑
q,l
Z˜jq W˜ql Z˜bl
)(Q+1∑
q,l
Z˜jq W˜ql Z˜bl
)
]
= E
Z
\c
b ,Zj ,W˜
[
Q+1∑
q,q′ ,l,l′
Z˜bl Z˜bl′ Z˜jq W˜ql W˜q′ l′ Z˜jq′ ]
= E
Z
\c
b ,Zj ,W˜
[Zbc
Q+1∑
q,q′
Z˜jq W˜qc W˜q′c Z˜jq′ +2Zbc
Q+1∑
q,q′ ,l 6=c
Z˜bl Z˜jq W˜qc W˜q′ l Z˜jq′ ] + const
= Zbc
EZj ,W˜·c [W˜ᵀ·c Z˜j Z˜ᵀj W˜·c] + 2
Q+1∑
l 6=c
τ˜blEZj ,W˜·c,W˜·l [W˜
ᵀ
·c Z˜j Z˜
ᵀ
j W˜·l]
+ const
= Zbc
EW˜·,c [W˜ᵀ·c E˜j W˜·c] + 2
Q+1∑
l 6=c
τ˜blEW˜·c,W˜·l [W˜
ᵀ
·c E˜j W˜·l]
+ const
= Zbc
EW˜·c [(W˜·c⊗W˜·c)ᵀ] E˜vecj +2
Q+1∑
l 6=c
τ˜blEW˜·c,W˜·l [(W˜·l⊗W˜·c)ᵀ] E˜
vec
j
+ const
= Zbc
EW˜·c [((W˜·c W˜ᵀ·c)vec)ᵀ] E˜vecj +2
Q+1∑
l 6=c
τ˜blEW˜·c,W˜·l [((W˜·c W˜
ᵀ
·l)
vec)ᵀ] E˜
vec
j
+ const
= Zbc
(Σveccc )ᵀ E˜vecj +2
Q+1∑
l 6=c
τ˜bl(Σ
vec
cl )
ᵀ E˜
vec
j
+ const
= ZbcTr
((
Σcc +2
Q+1∑
l 6=c
τ˜bl Σcl
)
E˜j
)
+ const,
where Σql = EW˜q,W˜l [W˜·q W˜
ᵀ
·l]. Similarly, we have:
E
Z
\c
b ,Zj ,W˜
[a2Zb,Zj ] = ZbcTr
((
Σ
′
cc +2
Q+1∑
l 6=c
τ˜bl Σ
′
cl
)
E˜j
)
+ const,
where Σ
′
ql = EW˜q·,W˜l· [W˜
ᵀ
q· W˜l·]. Finally, we obtain:
log q(Zbc) = Zbc
{
ψ(ηNc )− ψ(ζNc ) +
N∑
j 6=b
(Xbj − 1
2
) τ˜ᵀj (W˜
ᵀ
N )·c +
N∑
j 6=b
(Xjb − 1
2
) τ˜ᵀj (W˜N )·c
− Tr
((
Σ
′
cc +2
Q+1∑
l 6=c
τ˜bl Σ
′
cl
)( N∑
j 6=b
λ(ξbj) E˜j
)
+
(
Σcc +2
Q+1∑
l 6=c
τ˜bl Σcl
)( N∑
j 6=b
λ(ξjb) E˜j
))}
+ const.
(6.10)
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The functional form of (6.10) corresponds to the logarithm of a Bernoulli dis-
tribution with parameter τbc. Indeed:
logB(Zbc; τbc) = Zbc log τbc + (1− Zbc) log(1− τbc)
= Zbc log(
τbc
1− τbc ) + const.
If we denote p = log
(
τbc/(1− τbc)
)
, then τbc = g(p).
6.6. Optimization of ξ
Setting the partial derivative of the lower bound with respect to ξij , to zero,
leads to an estimate ξˆij of ξij :
ξˆij =
√
Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)(E˜j ⊗ E˜i)).
Proof: The partial derivative of the lower bound with respect to ξij is given
by:
∂L
∂ξij
(q; ξ) = −1
2
+ g(−ξij)− λ′(ξij)
(
EZi,Zj ,W˜[a
2
Zi,Zj ]− ξ2ij
)
+ 2ξijλ(ξij).
According to (6.6),
EZi,Zj [a
2
Zi,Zj ] = (W˜
vec
)ᵀ
(
E˜j ⊗ E˜i
)
W˜
vec
,
therefore
EZi,Zj ,W˜[a
2
Zi,Zj ] = EW˜[(W˜
vec
)ᵀ(E˜j ⊗ E˜i) W˜vec]
= EW˜
[
[Tr
(
W˜
vec
(W˜
vec
)ᵀ(E˜j ⊗ E˜i)
)]
= Tr
(
EW˜
[
W˜
vec
(W˜
vec
)ᵀ
]
(E˜j ⊗ E˜i)
)
= Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)(E˜j ⊗ E˜i)).
(6.11)
Moreover (log g)
′
(ξij) = g(−ξij) and g(ξj) + g(−ξij) = 1. We obtain:
∂L
∂ξij
(q; ξ) = −λ′(ξij)
{
Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)(E˜j ⊗ E˜i))− ξ2ij} .
Finally, λ(ξij) is a strictly decreasing function for positive values of ξij . Thus,
λ
′
(ξij) 6= 0 and if we set the derivative of (6.6) to zero, it leads to:
ξ2ij = Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)(E˜j ⊗ E˜i)).
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6.7. Lower bound
After the variational Bayes M-step, most of the terms in the lower bound vanish:
L(q; ξ) =
N∑
i6=j
{
log g(ξij)− ξij
2
+ λ(ξij)ξ
2
ij
}
+
Q∑
q=1
log
{
Γ(η0q + ζ
0
q )Γ(η
N
q )Γ(ζ
N
q )
Γ(η0q )Γ(ζ
0
q )Γ(η
N
q + ζ
N
q )
}
+log
Γ(aN )
Γ(a0)
+a0 log b0
+aN (1− b0
bN
−log bN )+1
2
(W˜
vec
N )
ᵀ S−1N W˜
ᵀ
N +
1
2
log |SN |−
N∑
i=1
Q∑
q=1
{τiq log τiq + (1− τiq) log(1− τiq)} .
(6.12)
Proof:
L(q; ξ) =
∑
Z
∫ ∫ ∫
q(Z,α,W˜, β) log
(h(Z,W˜, ξ)p(Z,α,W˜, β)
q(Z,α,W˜, β)
dα dW˜ dβ
= EZ,W˜[log h(Z,W˜, ξ)] + EZ,α[log p(Z |α)] + Eα[log p(α)] + EW˜,β [log p(W˜ |β)] + Eβ [log p(β)]
− EZ[log q(Z)]− Eα[log q(α)]− EW˜[log q(W˜)]− Eβ [log q(β)]
=
N∑
i 6=j
{
(Xij − 1
2
)EZi,Zj ,W˜[aZi,Zj ]−
ξij
2
+ log g(ξij)− λ(ξij)
(
EZi,Zj ,W˜[a
2
Zi,Zj ]− ξ2ij
)}
+
N∑
i=1
Q∑
q=1
{
τiq
(
ψ(ηNq )− ψ(ηNq + ζNq )
)
+ (1− τiq)
(
ψ(ζNq )− ψ(ηNq + ζNq )
)}
+
Q∑
q=1
{
log(
Γ(η0q + ζ
0
q )
Γ(η0q )Γ(ζ
0
q )
) + (η0q − 1)
(
ψ(ηNq )− ψ(ηNq + ζNq )
)
+ (ζ0q − 1)
(
ψ(ζNq )− ψ(ηNq + ζNq )
)}
+ EW˜,β [log p(W˜ |β)]− log Γ(a0) + a0 log b0
+ (a0 − 1)
(
ψ(aN )− log bN
)− b0 aN
bN
−
N∑
i=1
Q∑
q=1
{
τiq log τiq + (1− τiq) log(1− τiq)
}
−
Q∑
q=1
{
log(
Γ(ηNq + ζ
N
q )
Γ(ηNq )Γ(ζ
N
q )
) + (ηNq − 1)
(
ψ(ηNq )− ψ(ηNq + ζNq )
)
+ (ζNq − 1)
(
ψ(ζNq )− ψ(ηNq + ζNq )
)}− EW˜[log q(W˜)] + log Γ(aN )− aN log bN
− (aN − 1)
(
ψ(aN )− log bN
)
+ bN
aN
bN
.
(6.13)
imsart-ejs ver. 2013/03/06 file: bosbm.tex date: July 9, 2018
P. Latouche et al./Model Selection in Overlapping Stochastic Block Models 30
EZi,Zj ,W˜[aZi,Zj ] is given by:
EZi,Zj ,W˜[aZi,Zj ] = EZi,Zj ,W˜[Z˜
ᵀ
i W˜ Z˜j ]
= EW˜[τ˜
ᵀ
i W˜ τ˜ j ]
= EW˜[(τ˜ j ⊗ τ˜ i)ᵀ W˜
vec
]
= EW˜[(W˜
vec
)ᵀ(τ˜ j ⊗ τ˜ i)]
= (W˜
vec
N )
ᵀ(τ˜ j ⊗ τ˜ i).
(6.14)
EZi,Zj ,W˜[a
2
Zi,Zj
] is given by (6.11)
EW˜[log p(W˜ |β)] is given by:
EW˜[log p(W˜ |β)] = −
(Q+ 1)2
2
log 2pi − 1
2
Eβ [log | I
β
|]− 1
2
Eβ [β]EW˜[(W˜
vec
)ᵀ W˜
vec
]
= − (Q+ 1)
2
2
log 2pi +
(Q+ 1)2
2
Eβ [log β]− aN
2bN
Tr
(
SN + W˜
vec
N (W˜
vec
N )
ᵀ
)
= − (Q+ 1)
2
2
log 2pi +
(Q+ 1)2
2
(
ψ(aN )− log bN
)− aN
2bN
Tr
(
SN + W˜
vec
N (W˜
vec
N )
ᵀ
)
.
(6.15)
Similarly, we have:
EW˜[log q(W˜)] = −
(Q+ 1)2
2
log 2pi − 1
2
log |SN | − 1
2
EW˜[(W˜
vec
)ᵀ S−1N W˜
vec
] + EW˜[(W˜
vec
)ᵀ S−1N W˜
vec
N ]
− 1
2
(W˜
vec
N )
ᵀ S−1N W˜
vec
N
= − (Q+ 1)
2
2
log 2pi − 1
2
log |SN | − 1
2
EW˜
[
Tr
(
W˜
vec
(W˜
vec
)ᵀ S−1N
)]
+ (W˜
vec
N )
ᵀ S−1N W˜
vec
N
− 1
2
(W˜
vec
N )
ᵀ S−1N W˜
vec
N
= − (Q+ 1)
2
2
log 2pi − 1
2
log |SN | − 1
2
Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)S−1N )+ (W˜vecN )ᵀ S−1N W˜vecN
− 1
2
(W˜
vec
N )
ᵀ S−1N W˜
vec
N
(6.16)
After rearranging the terms in (6.13) and using (6.11), (6.14), (6.15), as well
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as (6.16), we obtain:
L(q; ξ) =
N∑
i6=j
{
log g(ξij)− ξij
2
+ λ(ξij)ξ
2
ij
}
+
Q∑
q=1
log
{
Γ(η0q + ζ
0
q )Γ(η
N
q )Γ(ζ
N
q )
Γ(η0q )Γ(ζ
0
q )Γ(η
N
q + ζ
N
q )
}
+log
Γ(aN )
Γ(a0)
+a0 log b0
+aN (1− b0
bN
−log bN )+1
2
(W˜
vec
N )
ᵀ S−1N W˜
ᵀ
N +
1
2
log |SN |−
N∑
i=1
Q∑
q=1
{τiq log τiq + (1− τiq) log(1− τiq)}
+ (a0 +
(Q+ 1)2
2
− aN )
(
ψ(aN )− log bN
)
+
Q∑
q=1
{(
η0q+
N∑
i6=j
τiq−ηNq
)(
ψ(ηNq )−ψ(ηNq +ζNq )
)
+
(
ζ0q+N−
N∑
i=1
τiq−ζNq
)(
ψ(ζNq )−ψ(ηNq +ζNq )
)}
− 1
2
Tr
((
SN + W˜
vec
N (W˜
vec
N )
ᵀ)(aN
bN
I +2
N∑
i 6=j
λ(ξij)(E˜j ⊗ E˜i)− S−1N
))
+ (W˜
vec
N )
ᵀ
( N∑
i6=j
(Xij − 1
2
)(τ˜ j ⊗ τ˜ i)− S−1N W˜
vec
N
)
.
(6.17)
After the variational M step (optimization of q(W˜)), many terms vanish.
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