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ABSTRACT
During the late Pleistocene, the Northern Hemisphere ice sheets waxed
and waned with a periodicity of around 100 kyr. They are among the
largest topographic features that can amplify, pace or drive global
climate change on different time scales. Studying ice sheet-climate
feedback through numerical modelling is necessary for understanding
the physical mechanisms of the Earth system. As mainly land-based
ice sheets, the role of the atmosphere on Northern Hemisphere ice
sheet evolution during the late Pleistocene is investigated.
The evolution of Northern Hemisphere ice sheets through the last
glacial cycle is simulated with the glacial index method by using
the climate forcing from a general circulation model, COSMOS. By
comparing the simulated results to geological reconstructions, we
first show that the modelled climate is capable of capturing the main
features of the ice-sheet evolution. However, large deviations exist,
likely due to the absence of nonlinear interactions between ice sheet
and other climate components.
The model uncertainties of the climate forcing are examined using
the output from nine climate models from the Paleoclimate Modelling
Intercomparison Project Phase III. The results show a large variability
in simulated ice sheets between the different models. We find that the
ice sheet extent pattern resembles summer surface air temperature
pattern at the Last Glacial Maximum, confirming the dominant role
of surface ablation process for high-latitude Northern Hemisphere
ice sheets. This study shows the importance of the upper boundary
condition for ice sheet modelling, and implies that careful constraints
on climate output is essential for simulating realistic glacial Northern
Hemisphere ice sheets.
Evidence from proxy records indicates that millennial-scale abrupt
climate shifts, called Dansgaard-Oeschger events, happened during
past glacial cycles. We show that the Dansgaard-Oeschger events can
regulate the mean state of the Northern Hemisphere ice sheets. Sensi-
tivity experiments show that the simulated mean state is influenced
by the amplitude of the climatic noise. The most likely cause of this
phenomenon is the nonlinear response of the surface mass balance
to temperature. It could also cause the retreat processes to be faster
than the buildup processes within a glacial cycle. We propose that the
climate variability hindered ice sheet development and prevented the
Earth system from entering a full glacial state from Marine Isotope
Stage 4 to Marine Isotope Stage 3 about 60,000 years ago.
Antarctic ice core and deep ocean sediment core records imply that
the interglacial climate during Marine Isotope Stage 13 is relatively
vii
cold, and ice sheets were likely larger. From perspective of equilibrium
simulations, we modelled the MIS 13 climate with a coupled climate-
ice sheet model AWI-CM-PISM under different orbital configurations
at 495, 506 and 517 kyr BP. Summer insolation at 65 ◦N at 495 kyr BP
is similar to the preindustrial, but with lower greenhouse gas values.
It leads to more ice sheet buildup than present-day. Boreal summer
at perihelion at 506 kyr BP causes a warmer summer over Northern
Hemisphere continents. This could inhibit the development of North-
ern Hemisphere ice sheets. Lower obliquity induces cooling over the
polar regions and is favorable for the ice sheet buildup. Besides polar
regions, mountains with high elevations are also favorable for ice sheet
buildup. The Cordilleran Ice Sheet is likely more sensitive and has
faster response to boreal summer insolation change than the other
large scale Northern Hemisphere ice sheets.
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Man tries to make for himself in the fashion that suits him best
a simplified and intelligible picture of the world;
he then tries to some extent to substitute this cosmos of his
for the world of experience, and thus to overcome it.
This is what the painter, the poet, the speculative philosopher,
and the natural scientist do, each in his own fashion.
— Albert Einstein, Principles of Research (1918)
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Part I
BACKGROUND

1
GENERAL INTRODUCT ION
An ice sheet, also called a continental glacier, is a continuous sheet
of land ice that covers an area of more than 50,000 km2 and moves
outward in many directions (American Meteorological Society, cited
2019). There are two ice sheets currently existing, the Greenland Ice
Sheet and the Antarctic Ice Sheet (Fig. 1.1). The Antarctic Ice Sheet
is the largest ice mass on the planet, with a potential global sea level
contribution of around 58 m. The Greenland Ice Sheet could contribute
about 7.4 m sea level rise if all the ice melts.
The Greenland Ice Sheet is the only Northern Hemisphere ice sheet
(NHIS) at present day, while there were more ice sheets at times during
the past 800,000 years. At the Last Glacial Maximum (LGM) (∼21,000
yr BP), there were the Laurentide Ice Sheet, Cordilleran Ice Sheet and
Innuitian Ice Sheet on the North American continent; the Barents-Kara
Ice Sheet, Fennoscandia Ice Sheet and British-Irish Ice Sheet were in
Eurasia (Clark et al., 2009, Fig. 1.2). All the ice sheets contributed to an
sea level drop of more than 120 m (Austermann et al., 2013; Lambeck
et al., 2014; Whitehouse et al., 2012).
1.1 motivation
The Northern
Hemisphere ice
sheets and the glacial
cycles.
During the past 800,000 years, the Earth’s climate went through vast
changes known as glacial-interglacial cycles, with a periodicity of
around 100 kyr. The Northern Hemisphere ice sheets advanced and
retreated periodically with the same pace. Summer insolation at high
northern latitudes is commonly accepted as the main driving and
Figure 1.1: Present-day ice sheets, as well as other components of the
Cryosphere. (Figure from NASA/Goddard Space Flight Center
Scientific Visualization Studio)
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Figure 1.2: Location of Northern Hemisphere ice sheets at the Last Glacial
Maximum (21 kyr BP): Cordillera, Laurentide, Innuitian, Green-
land, Barents-Kara, Fennoscandia and British-Irish Ice Sheets
(blue line; Dyke, 2004; Gowan et al., 2016; Hughes et al., 2016).
The locations of the three domes of Laurentide Ice Sheet: Labrador-
Quebec, Keewatin and Foxe. The areas mentioned in this study
include the Hudson Bay (HB), the Great Lakes (GL), Baffin Island
(BI), Ellesmere Island (EI), Taimyr Peninsula (TP), Laptev Sea (LS),
East Siberian Sea (ESS) and Chukchi Sea (CS). The yellow area is
the Interior Plains, the pink area is the Canadian Shield and the
purple area is the Scandinavia Mountains (SM).
1.1 motivation 5
modulating factor for glacial-interglacial cycles (Milankovitch theory,
Hays et al., 1976; Milankovitch, 1941). However, orbital forcing alone
cannot explain the strong 100 kyr cycle of Northern Hemsiphere
ice sheets, which have larger amplitude, slower build up and faster
retreat than the insolation signal. This indicates that internal climatic
feedbacks acting as nonlinear amplifiers are also of vital importance
(Abe-Ouchi et al., 2013; Huybers, 2011; Huybers and Wunsch, 2005;
Imbrie et al., 1993; Lisiecki, 2010). Why are the
Northern
Hemisphere ice
sheets important?
Northern Hemisphere ice sheets are among the largest topographic
features that can amplify, pace or drive global climate change on
different time scales (Clark et al., 1999). The extensive coverage of
ice sheets lowers surface albedo and alters the Earth’s energy budget
(Abe-Ouchi et al., 2007). Large ice sheet height can modify atmospheric
circulation, downwind ocean surface temperature and sea ice coverage
(Liakka et al., 2012; Löfverström et al., 2014, 2015; Ullman et al., 2014;
Zhang et al., 2014b). The freshwater flux from ice sheet melt and
ice-rafting from ice sheet calving also can modulate the strength of
Atlantic Meridional Overturning Circulation (AMOC) and result in
global scale climate shifts (Bond and Lotti, 1995; Carlson and Clark,
2012; Ganopolski and Rahmstorf, 2001). How to infer the
Northern
Hemisphere ice sheet
evolution?
Given the importance of the ice sheets in the climate system, full
reconstruction of both their extent and geometry is essential. Using
radiocarbon-dating, geomorphological features, relative sea level re-
constructions or other types of geological data, the evolution of the
Northern Hemisphere ice sheets has been reasonably established since
the LGM (Carlson and Clark, 2012; Clark et al., 2009; Dyke, 2004;
Gowan et al., 2016; Hughes et al., 2016; Margold et al., 2015). However,
it remains pooly constrained prior to the LGM (Kleman et al., 2010;
Svendsen et al., 2004). The geometry, volume and exact timing of ice
sheet evolution is difficult to infer from the geological record alone
because the most recent glaciation destroyed older landforms.
Alternatively, numerical modelling is an effective way for assessing
the dynamic evolution of ice sheets, as well as understanding the
interactions between ice sheets and other climate components (e.g.
Stokes et al., 2012). Ideally, the ice sheet models are embedded within
global circulation models to capture the feedbacks between the climate
and the ice sheet. However, this approach is not yet computationally
feasible over glacial-interglacial time scales. Therefore, the interactions
between the climate and ice sheets are often studied separately with
comprehensive models. Climatic effects on ice sheets under glacial-
interglacial scales still need to be better constrained. Climatic influence
matters!In this thesis, we use numerical modelling to scrutinize the climatic
influence on Northern Hemisphere ice sheet (NHIS) evolution. The
role of atmosphere is the main focus, since the Northern Hemisphere
ice sheets are mainly land-based and are strongly influenced by the
atmosphere.
6 general introduction
1.2 objectives and structure of the thesis
The general structure of this thesis is as follows. Chapter 2 provides the
model description of the conducted research. Chapter 3 to 6 present
the main findings of the thesis. Chapter 7 contains the final summary
and an outlook. The work in Chapter 3 and 4 is published in Niu et al.
(2019b) in Journal of Glaciology. The work in chapter 5 is published in
Niu et al. (2019a) in Geophysical Research Letters. The work in chapter
6 is in preparation in Niu et al. (in prep).
There are several specific questions addressed in this thesis:
1. Was the Northern Hemisphere ice sheet evolution solely con-
sistent with a linear combination of a glacial and interglacial
climate state during the last glacial cycle? (Chapter 3)
From previous studies, the answer is negative (e.g. Charbit et al.,
2007). The nonlinear feedback between ice sheet and climate or
unresolved processes are not taken into account. In our study,
with a new generation of General Circulation Model (GCM) as
forcing, we show to what extent the model can reproduce real-
istic Northern Hemisphere ice sheet evolution. By comparing
with independent ice sheet reconstructions, we deduce highly
sensitive regions and time periods that are influenced by other
nonlinear processes.
2. What are the effects of upper boundary conditions on North-
ern Hemisphere ice sheet modelling? (Chapter 4)
The climate forcing is found to be model dependent. In this chap-
ter, we test the sensitivity of simulated Northern Hemisphere
ice sheets which arises from uncertain climate forcing. By us-
ing output from The Paleoclimate Modelling Intercomparison
Project (PMIP) Phase III, we discuss the resultant uncertainty and
the major contributor of the ice sheet development.
3. What are the effects of climate variability on Northern Hemi-
sphere ice sheet mean state? (Chapter 5)
Evidence from proxies indicates that millennial-scale abrupt
climate shifts, called Dansgaard–Oeschger (DO) events, happened
during past glacial cycles. In this chapter, we show that the DO
events can regulate the mean state of the Northern Hemisphere
ice sheets (NHIS). More generally, we investigate the influence
of climate variability (hereafter called "climate noise") on the
mean state of the ice sheets. The most likely interpretation of the
results is also discussed.
4. What are the effects of orbital change on Northern Hemi-
sphere ice sheet evolution during Marine Isotope Stage 13?
(Chapter 6)
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Records from Antarctic ice cores and the benthic δ18O data
indicate that the interglacial during Marine Isotope Stage (MIS) 13
(∼524 - 474 kyr BP) was relatively cold and ice sheets were likely
larger. In this chapter, using a coupled climate-ice sheet model,
we investigate the influence of different orbital configurations on
MIS 13 climate. From the perspective of equilibrium simulations,
we discuss the resultant Northern Hemisphere ice sheet states.

2
MODEL DESCR IPT ION
2.1 the ice sheet model
The Parallel Ice Sheet Model (PISM) (version 0.7.3) is an open source,
three-dimensional thermo-mechanically coupled shallow ice sheet
model (Aschwanden et al., 2012; Bueler and Brown, 2009; The PISM
authors, 2016; Winkelmann et al., 2011, Fig. 2.1). We implemented
an atmospheric module into the model with a glacial index forcing
scheme, based on PISM’s extensible atmosphere and ocean coupling
feature. The solid earth deformation (glacial isostatic adjustment, GIA)
is calculated with the Lingle and Clark method (Bueler et al., 2007;
Lingle and Clark, 1985). The spatial domain is defined on a Northern
Hemisphere polar stereographic grid. The horizontal resolution is 20
km or 40 km in our study.
A combination of Shallow Ice Approximation (SIA) and Shallow
Shelf Approximation (SSA) ("SIA+SSA hybrid") is used to compute
stress balances in the ice. The Glen-Paterson-Budd-Lliboutry-Duval
flow law is used for ice rheology, in which ice deformation is a function
of temperature, pressure and liquid water fraction (Aschwanden et al.,
2012). Eigencalving (Levermann et al., 2012) and thickness-calving
routine are used for the ice shelf calving, which means that the calving
is controlled by the horizontal strain rates and a threshold of ice
thickness. Surface mass balance is computed by the semi-empirical
positive degree-day (PDD) scheme. More details are described in the
following sections.
Figure 2.1: PISM’s view of interfaces between an ice sheet and the outside
world (The PISM authors, 2016)
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2.1.1 Ice Dynamics
The stress balance computation is a combination of the SIA and SSA,
which are dominant in grounded and floating ice respectively. Other
regions such as ice streams, which have significant internal ice defor-
mation and basal sliding are solved by combing the velocity solution
of the two approximations (Bueler and Brown, 2009; Winkelmann
et al., 2011).
Isotropic ice rheology is used for ice deformation (Paterson, 1994),
called the Glen-Paterson-Budd-Lliboutry-Duval flow law (Aschwan-
den et al., 2012; Lliboutry and Duval, 1985; Paterson and Budd, 1982).
Governed by the Glen constitutive law (Glen, 1952; Nye, 1953), ice de-
formation is temperature dependent, while also a function of pressure
and liquid water fraction. A non-dimensional enhancement factor for
both SIA and SSA is applied to the flow law. Following the recommen-
dations of Cuffey and Paterson (2010), we set the SIA enhancement
factor ESIA to 5. The values of the other parameters and related refer-
ences are summarized in Table 2.1. Surface gradients are computed
by finite differences to determine the driving stress. The conservation
of energy is solved within the ice, the subglacial layer and a layer of
thermal bedrock. A geothermal heat flux input is included at the lower
boundary. For initialization, the ice temperature is set to the solution
of a steady one-dimensional differential equation in which conduction
and vertical advection are in balance. The vertical velocity is calculated
by linearly interpolating between the surface mass balance rate at
the top and zero at the bottom (Aschwanden et al., 2012; The PISM
authors, 2016).
2.1.2 The Subglacial Dynamics
The basal resistance to ice flow is computed based on the hypothesis
that a layer of till underlies the ice sheet (Bueler and Brown, 2009;
Clarke, 2005). A pseudo-plastic sliding law is used for determining
sliding:
τb = −τc u
uqthreshold|u|1−q
, (2.1)
where τb is the basal shear stress, τc is the yield stress, u is the sliding
velocity and uthreshold is a parameter called threshold velocity and q is
the pseudo-plastic sliding exponent (Table 2.1).
The Mohr-Coulomb criterion (Cuffey and Paterson, 2010) is used to
determine the yield stress τc,
τc = c0 + (tan φ)Ntill, (2.2)
which is related to the till material property (the till friction angle φ)
and the effective pressure of the saturated till Ntill. The till friction
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angle value, φ = 30◦, is a typical value from lab experiments (Cuf-
fey and Paterson, 2010, p. 268). The till cohesion value, c0, is set to
0 (Schoof, 2006). The effective pressure, Ntill, is determined by the
following parameterization:
Ntill = δPo10(e0/Cc)(1−(Wtill/W
max
till )). (2.3)
This is based on laboratory experiments on till extracted from an ice
stream in Antarctica (Tulaczyk et al., 2000b). Po is the ice overburden
pressure, Wtill is the effective thickness of water in the till, Wmaxtill is
the maximum amount of water in the till, e0 is the till reference void
ratio, Cc is the till compressibility coefficient and δ is the effective
fraction overburden pressure in the till. The water in the base is
not conservative in our simulations, it is stored in the till up to the
maximum thickness (Wmaxtill ). The water exceeding that thickness is
drained off instantaneously (Bueler and Brown, 2009; Tulaczyk et al.,
2000a).
2.1.3 The Ice Shelf Dynamics
The model for marine portions of ice sheets is from the PIK (Potsdam
Institute for Climate Impact Research) component of PISM (Albrecht
et al., 2011; Levermann et al., 2012; Winkelmann et al., 2011). The
flotation criterion for determining whether the ice floating or grounded
is combined with a time-dependent land-sea mask, including relative
sea level change. For ice shelf dynamics in PISM, SSA is dominant.
The ice shelf calving mechanism is controlled by two schemes. The
calving rate is a function of the horizontal strain rates, but the ice shelf
is automatically removed when the ice thickness is thinner than the
threshold (Hcalthres) of 200 m.
For the boundary condition at the base of the ice shelf, we follow
the setup from Martin et al. (2011). The ice at the basal boundary is at
pressure melting temperature. The mass flux from ice shelf to ocean
is related to the heat flux Qheat between ocean and ice (Martin et al.,
2011, Eq. 3-5), which is:
Qheat = ρocecpoceγTFmelt(Toce − Tf ). (2.4)
Here, ρoce is density of ocean water. cpoce is specific heat capacity of
ocean mixed layer. γT is the thermal exchange velocity. Tf is a virtual
temperature which represent the ocean water freezing temperature
at different depths. The ocean temperature, Toce, is set to a constant
value of -1.7 ◦C (Beckmann and Goosse, 2003). Fmelt is a dimensionless
model parameter that we set to 1× 10−2 to increase the melt rate.
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2.1.4 The Surface Processes
Within the surface processes layer, surface mass balance is computed
by the semi-empirical positive degree-day (PDD) scheme (Reeh, 1989).
Instead of taking radiative heat fluxes directly as forcing, it assumes
that the melt rate of snow and ice is proportional to the sum of the
positive surface air temperature values over the year. The related PDD
parameters (Table 2.1) are the amount of snow or ice that melts per
Kelvin and day. They are calibrated using measurements from present
day ice sheets and glacier surfaces (Ritz, 1997). The PDD method
is widely used for paleo ice sheet modelling since it requires less
variables than energy balance models and is computationally efficient
(e.g. Charbit et al., 2007; Charbit et al., 2002; Greve et al., 1999; Marshall
et al., 2000, 2002; Rodgers et al., 2004; Tarasov and Peltier, 2004; Zweck
and Huybrechts, 2005).
In PDD scheme, the monthly mean surface air temperature and
precipitation are used as input. For accumulation, precipitation when
temperature is below 0 ◦C is considered to be snow, and temperature
above 2 ◦C is considered to be rain. For temperatures intermediate of
these values, the percentage of snow and rain is linearly interpolated.
For ablation, the PDD value is calculated as follows (Calov and Greve,
2005, Eq. 6):
PDD =
∫ A
0
dt
[
σ√
2π
exp
(
− T
2
mon
2σ2
)
+
Tmon
2
erfc
(
− Tmon√
2σ
)]
. (2.5)
A random temperature with a normal distribution with a mean value
of 0 ("white noise" variation) is added onto the monthly mean tem-
perature at each grid point to account for synoptic variability. The
standard deviation σ is 5 K.
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2.2 the climate
This section describes the upper boundary conditions used for stan-
dalone ice sheet modelling.
2.2.1 The Glacial Index Method
Ideally, coupling an ice sheet model to a sophisticated General Circu-
lation Model (GCM) is an effective way to produce numerical ice sheet
reconstructions. However, this approach is not yet computationally
feasible over glacial-interglacial time scales. Alternatively, an approach
of coupling ice sheet models to Earth system Model of Intermediate
Complexitys (EMICs) (Claussen et al., 2002) has been used (e.g., Bauer
and Ganopolski, 2017; Charbit et al., 2005; Fyke et al., 2011; Ganopol-
ski et al., 2010). The missing processes in EMICs due to the coarse
spatial resolution may also have large effects on regional ice sheet
distributions.
Another approach for long-term ice sheet simulations is the Glacial
Index method. It synthesizes the necessary boundary conditions by
combining the temporal evolution of the climate as deduced from
climate reconstructions (often based on an ice core record, since the
isotope record is correlated with temperature) with the spatial signa-
ture of glacial and interglacial climate modes deduced from a limited
number of time slice simulations (e.g., Charbit et al., 2007; Charbit
et al., 2002; Greve et al., 1999; Marshall et al., 2000, 2002; Rodgers et al.,
2004; Tarasov and Peltier, 2004; Zweck and Huybrechts, 2005). The
basis of this approach is the assumption that to first order climate
can be separated into a spatial mode and a temporal index globally
modulating it over time. The climate patterns are usually only avail-
able as time slice experiments for specific, well constrained periods,
such as the LGM or the preindustrial (PI). The glacial index approach
is computationally fast, and is efficient for testing the sensitivity of ice
sheet response to climate forcing.
For our standalone ice sheet modelling, the index is defined as
follows:
I(t) =
δ18O(t)− δ18OPI
δ18OLGM − δ18OPI , (2.6)
where δ18O(t) is an isotopic ice core record from Greenland or Antarc-
tica for representing the global temperature variations. The isotopic
values of δ18OLGM and δ18OPI represent full glacial conditions and
interglacial conditions respectively. Thus, the value of I is 1 for the
LGM (t = 21 kyr BP, δ18O(t) = δ18OLGM) and 0 for present-day (t=0 kyr
BP, δ18O(t) = δ18OPI). For the other time periods, the index is linearly
interpolated.
2.2 the climate 15
The paleoclimate fields calculated using the index method are based
on the linear relationship between the present-day and the LGM:
Tm(t, x, y) = TmPI(x, y) +
TmLGM(x,y)−TmPI(x,y)
ILGM−IPI I(t), (2.7)
Pm1(t, x, y) = P∗mPI(x, y) +
PmLGM(x,y)−P∗mPI(x,y)
ILGM−IPI I(t), (2.8)
Pm2(t, x, y) = max[Pm1(t, x, y), 0], (2.9)
Pm(t, x, y) = Pm2(t, x, y) · exp[−βH(t, x, y)]. (2.10)
Here Tm and Pm are long-term monthly mean surface temperature
and precipitation. Equation 2.9 is used to avoid negative precipitation.
Equation 2.10 is a precipitation correction due to surface elevation
(H) change, based on the exponential relationship between water va-
por saturation pressure and temperature in the upper atmosphere. A
tuning parameter β is used for reducing the precipitation at high ele-
vations, so that the modelled ice sheet volume matches the global sea
level curve. A slight modification is made for present day precipitation
to eliminate the error caused by the precipitation elevation correction:
P∗mPI(x, y) = PmPI(x, y) · exp[βHPI(x, y)]. (2.11)
A freely evolving lapse rate correction for temperature is not included
for two reasons. Firstly, the climate forcing at the LGM has already
accounted for temperature change due to elevation change. Secondly,
including a temperature lapse rate correction will give the ice sheet
one extra degree of freedom to evolve.
2.2.2 The Climate Model COSMOS
The climate used for forcing the Northern Hemisphere ice sheets (NHIS)
through the last glacial cycle (Chapter 3) is derived from the Com-
munity Earth System Models COSMOS. It includes the atmosphere
model ECHAM5, ocean model MPI-OM and a land-vegetation model
JSBACH. ECHAM5 is in T31 resolution (∼3.75 ◦) with 19 levels, MPI-
OM is in GR30 resolution (3.0◦ × 1.8◦)with 40 levels.
The COSMOS Earth system model has been used and evaluated for
different paleo climate scenarios, like the last millennium (Jungclaus
et al., 2010), the Miocene warm climate (Knorr et al., 2011; Knorr and
Lohmann, 2014), the Pliocene (Stepanek and Lohmann, 2012), internal
variability of climate system (Wei et al., 2012), Holocene variability
(Fischer and Jungclaus, 2011; Wei and Lohmann, 2012), and the glacial
climate (Gong et al., 2013; Zhang et al., 2013). It is appropriate as the
climate forcing for our PISM simulations.
2.2.3 The Paleoclimate Modelling Intercomparison Project III (PMIP3)
The first generation of The Paleoclimate Modelling Intercompari-
son Project (PMIP) was in the early 1990s, during which the climate-
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Table 2.2: Boundary conditions for PMIP3 experiments (PI control and LGM).
Boundary Conditions PI LGM
Orbital eccentricity 0.016724 0.018994
Parameters obliquity 23.446 ◦ 22.949 ◦
perihelion-180◦ 102.04 ◦ 114.42 ◦
Trace CO2 280 ppm 185 ppm
Gases CH4 760 ppb 350 ppb
N2O 270 ppb 200 ppb
Ice Sheet Configuration Modern ICE-6G, GLAC, ANU
modelling community were aware that the climate changes response
to forcing are model dependent. The project were established to better
understand the Earth system, as well as evaluate the capability of
state-of-art models to reproduce different climates. Thus, coordinated
model experiments were set among different modelling groups, so
that model-model and model-data comparisons can be conducted. For
the first phase (PMIP1), the project focused on atmosphere-only GCMs.
For the second and the third phase, comparisons among coupled
atmosphere-ocean models and atmosphere-ocean-vegetation models
were conducted. In PMIP3, the chosen coordinated paleoclimate exper-
iments include mid-Holocene, the LGM, Last millennium (past 1000
years), early-Holocene, 8.2 kyr BP event, Last Interglacial, mid-Pliocene
and the preindustrial (PI) (serves as baseline and included in Coupled
Model Intercomparison Project (CMIP) 5). In our study, we mainly use
the PI and the LGM experiments.
There are nine PMIP3 models available online for both PI and LGM
experiments. For model comparison, all models use the same bound-
ary conditions (orbital parameters, trace gases and ice sheet configu-
ration, see Table 2.2). The Preindustrial Control run use modern-day
ice sheet configuration, greenhouse gases around 1750 and orbital
parameters for 1950 AD. For the LGM experiment, the orbital param-
eters are from Berger (1978), trace gases values are from Dällenbach
et al. (2000), Flückiger et al. (1999), and Monnin et al. (2001). The
ice sheet configuration is a blended product obtained by averaging
three different ice sheet reconstructions: ICE-6G, GLAC and ANU
(Abe-Ouchi et al., 2015). More details of the protocols can be found at
https://pmip3.lsce.ipsl.fr/.
2.3 the coupled climate-ice sheet model
Figure 2.2 illustrates the coupling scheme between General Circu-
lation Model (GCM) The AWI Climate Model (AWI-CM) and the ice
sheet model PISM. The variable fields are exchanged through iterative
2.3 the coupled climate-ice sheet model 17
Table 2.3: PMIP3 model descriptions. Note that all the models are prescribed
with the same boundary conditions.
Model Group a Atm. reso-
lution
Carbon
cycle
Reference
COSMOS-AWI AWI 96x48xL19
(T31L19)
yes Stepanek and Lohmann,
2012; Zhang et al., 2013
CCSM4 NCAR 288x192xL26 no Andres and Peltier,
2013; Brady et al., 2013;
Tian and Jiang, 2013;
Vettoretti and Peltier,
2013
CNRM-CM5 CNRM
/CER-
FACS
256x128xL31 no Voldoire et al., 2013
COSMOS-ASO FUB 96x48xL19
(T31L19)
yes Budich et al., 2010; Rad-
datz et al., 2007; Roeck-
ner et al., 2003, 2004;
Valcke, 2006; Wetzel et
al., 2010
FGOALS-g2 LASG
/IAP
128x60xL26 no Zheng and Yu, 2013
GISS-E2-R GISS 144x90xL40 no Schmidt et al., 2014
IPSL-CM5A-LR IPSL 96x95xL39 yes Kageyama et al.,
2013a,b
MIROC-ESM MIROC 128x64xL80 yes Ohgaito et al., 2013;
Sueyoshi et al., 2013
MPI-ESM-P MPI 196x98xL47
(T63L47)
no Giorgetta et al., 2013;
Jungclaus et al., 2013;
Man et al., 2014
MRI-CGCM3 MRI 320x160xL48
(TL159L48)
no Yukimoto et al., 2012
a AWI: Alfred Wegener Institute Helmholtz Center for Polar and Marine Research. NCAR: Na-
tional Center for Atmospheric Research. CNRM/CERFACS: Centre National de Recherches
Météorologiques / Centre Européen de Recherche et Formation Avancée, Calcul Scientifique.
FUB: Freie Universitaet Berlin, Institute for Meteorology. LASG/IAP: LASG, Institute of Atmo-
spheric Physics, Chinese Academy of Sciences and CESS,Tsinghua University. GISS: NASA
Goddard Institute for Space Studies. IPSL: Institut Pierre-Simon Laplace. MIROC: Japan Agency
for Marine-Earth Science and Technology, Atmosphere and Ocean Research Institute (The Univer-
sity of Tokyo), and National Institute for Environmental Studies. MPI: Max-Planck-Institut für
Meteorologie (Max Planck Institute for Meteorology). MRI: Meteorological Research Institute.
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ECHAM6
FESOM1.4
OASIS-MCT
AWI-CM
PISM1.1
Iterative 
coupling
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Figure 2.2: Schematic of coupling between the climate model AWI-CM and
ice sheet model PISM.
coupling. Firstly, the climate model with prescribed ice boundaries is
integrated for a certain period, then the ice sheet model is switched on
and integrated with prescribed climate forcing. The ice configuration
in AWI-CM is then updated according to the PISM results for the new
run. As such the simulations between the climate model and the ice
sheet model are changed back and forth. The details of the climate
model and the coupling scheme are described in Sect. 2.3.1 and 2.3.2.
2.3.1 The Climate Model AWI-CM
The AWI Climate Model (AWI-CM) is a coupled atmosphere-ocean
model developed at Alfred Wegener Institute (AWI, Rackow et al.,
2018; Sidorenko et al., 2015). The atmosphere model is ECHAM6,
the ocean model is the Finite Element Sea ice-Ocean Model (FESOM,
version 1.4). FESOM and ECHAM6 exchange data every 6 model
hours via OASIS3-MCT.
ECHAM6 is the sixth generation of the ECHAM series of atmo-
spheric general circulation models that is developed at the Max Planck
Institute for Meteorology in Hamburg (Stevens et al., 2013). It incor-
porates between diabatic processes and large-scale circulations. The
spectral-transform dynamical core is based on vorticity and diver-
gence form of the primitive equations, with temperature and surface
pressure being the thermodynamic coordinates. It also consists of a
transport model for other scalar quantities and a suite of physical
parameterizations for diabatic processes or boundary data sets for
externalized parameters. Besides, it contains the JSBACH land vegeta-
tion model that accounts for the land processes, e.g. the heat and water
storage and exchange with the atmosphere, photosynthesis, carbon
processes in plants and soils and hydrological discharge (hydrological
model). The resolution is T63 (∼ 1.9 ◦) with 47 vertical levels, resolving
the atmosphere at up to 0.01 hPa.
FESOM 1.4 is a global sea-ice ocean model on an unstructured-
mesh with multi-resolution modelling functionality developed at AWI
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Figure 2.3: The spatial resolution of FESOM mesh, with higher resolution
applied along the coasts and in polar and tropical regions.
(Danilov et al., 2004; Wang et al., 2014). With the unstructured mesh,
high spatial resolution can be applied in dynamically active regions
while a relative coarse resolution can be kept elsewhere to save com-
putational demand (Fig. 2.3). It uses finite elements to solve the hydro-
static primitive equations. The variational formulation with the finite
element method includes two steps. Firstly, the primitive equations are
multiplied by a test function and integrated over the model domain.
Secondly, the unknown variables are approximated with a sum over a
finite set of basis functions. A combination of continuous, piecewise
linear basis functions in two dimensions for surface elevation and in
three dimensions for velocity and tracers are used. For 2D FESOM, the
triangular surface mesh with 126859 nodes is used (CORE II mesh).
For 3D FESOM, the mesh is generated by dropping vertical lines from
the surface 2D nodes with 46 vertical z-level grids (3668773 nodes).
The spatial resolution ranges from ∼10 km to ∼180 km.
AWI-CM shows comparative performance as other sophisticated cli-
mate models (e.g. models that participated in the fifth phase of CMIP),
regarding not only the present-day mean climate state but also the
internal climate variability (Danilov et al., 2004; Wang et al., 2014).
In addition, AWI-CM is also used for investigating the dynamics of
paleoclimate, e.g. the LGM, the mid-Holocene, and the last interglacial.
The model version used in this study follows the guidelines of the
framework of CMIP6 and PMIP4 in low resolution (AWI-ESM-1.1-LR),
in which dynamic vegetation is also included.
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2.3.2 The Coupling to Ice Sheet Model PISM
The ice sheet model coupled to AWI-CM is PISM version 1.1 (Sect. 2.1).
The spatial resolution of the ice sheet simulations is 20 km. The SIA
enhancement factor ESIA is set to 2 (Cuffey and Paterson, 2010). The
other parameter settings for the ice sheet dynamics are the same as
the standalone ice sheet model setup. Here, PISM is forced by both the
atmosphere and the ocean from AWI-CM.
The variable exchange between AWI-CM and PISM happens through
iterative coupling (Fig. 2.2). For the ice sheet model PISM, the surface air
temperature and precipitation from ECHAM6 is taken as atmospheric
forcing. Then the surface melt is calculated based on the PDD scheme.
The ocean temperature and salinity from FESOM is taken as ocean
forcing. For the climate model AWI-CM, the updated albedo, orography
and freshwater change are used as new boundaries. The ice volume
change due to ablation, calving, and basal melting under grounded
ice or ice shelves, is considered as freshwater discharge into the ocean
via the hydrological model in ECHAM6. The change of bathymetry in
FESOM due to the migration of the grounding line or ice shelf change
is not technically applicable at this moment. Because FESOM has an
unstructured mesh, changing bathymetry would require a change of
the ocean mesh and that is not yet possible. Bilinear interpolation
is used to account for the mismatch of the resolution between the
atmosphere or ocean model and the ice sheet model.
The response times of the Earth system components to changes
in the forcing differ strongly. The atmosphere, the land and ocean
surface are fast components. The response timescale to a perturbed
forcing is within tens of years. For the deep ocean circulation, the
timescale is of the order of thousand years. The ice sheets require the
longest timescale for reaching equilibrium states, which can be tens of
thousands of years. As a result, the timescale of reaching equilibrium
state of the Earth system depends on the slowest climate components,
i.e. the ice sheet and the deep ocean.
The coupling between the climate model and the ice sheet model
can either be synchronous or asynchronous. In case of synchronous
coupling, both models run with the same time periods before data
exchange. This can be applied in transient simulations when the
boundary conditions require being updated timely. However, it is
computationally expensive especially for the climate model, which
can only be integrated for tens of model years per day. Alternatively,
asynchronous coupling can be used especially for equilibrium state
simulations. In this case, the climate model with fast components can
be integrated for a shorter time period while the slowly changing ice
sheets are integrated for a longer time period.
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In this thesis, we focus on simulating equilibrium Earth system
states. Therefore, we use asynchronous coupling, with 1-year climate
modelling versus 100-year ice sheet modelling.

Part II
THE SHOWCASE 1
— The standalone ice sheet modelling.

3
NORTHERN HEMISPHERE ICE SHEET EVOLUT ION
THROUGH THE LAST GLAC IAL CYCLE
3.1 introduction
Northern Hemisphere ice sheets are among the largest topographic
scales during the last glacial period. Numerical simulations are es-
sential for understanding the relation between ice sheets and the
other climate components. However, neither climate reconstructions
nor off-line paleo climate simulations provide the temporally and
spatially-varying boundary conditions required for simulations with
stand-alone ice sheet models. Climate reconstructions are too sparse to
provide a spatially detailed temperature distribution and usually do
not provide reliable, quantitative precipitation information. Climate
simulations rely on reconstructed ice sheet geometries as a boundary
condition and are usually only available as time slice experiments
for specific, well constrained periods, such as the LGM or the prein-
dustrial (PI). Based on these time slice experiments and combined
with glacial index method, the dynamics of Northern Hemisphere
ice sheets have been studied on different time periods, e.g. the Last
Deglaciation, the LGM or the whole last glacial cycle (Charbit et al.,
2007; Charbit et al., 2002; Greve et al., 1999; Marshall et al., 2000, 2002;
Rodgers et al., 2004; Tarasov and Peltier, 2004; Zweck and Huybrechts,
2005).
In this chapter, by using the glacial index method, we simulated
Northern Hemisphere ice sheet evolution through the last glacial
cycle with climate forcing from COSMOS. Comparisons between the
simulated results and the geological reconstructions are conducted
both spatially and temporally. By comparing with independent ice
sheet reconstructions, we first evaluated the model performances and
show to what extent the model can reproduce the realistic Northern
Hemisphere ice sheet evolution. Moreover, we deduce highly sensitive
regions and time periods that cannot be inferred from the first order
climate pattern. These cases may indicate the sensitive regions that
influenced by nonlinear feedback and unresolved processes.
3.2 experiment design
The spatial domain of ice sheet modelling covers the Northern Hemi-
sphere using a polar stereographic grid with a resolution of 20x20
km. For the climate forcing, we use the index method that described
in Sect. 2.2.1. The glacial index is derived from the North Greenland
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Ice Core Project (NGRIP) δ18O 50-year average record (Andersen et
al., 2004, 122.95 kyr BP - 0 kyr BP, Fig. 3.1a). The value of I is 1 for
LGM and 0 for Present day (PD) (ILGM=1, t=21 kyr BP; IPI=0, t=0 kyr
BP; Equ. 2.6), which represent full glacial conditions and interglacial
conditions respectively. The climate forcing at the LGM (TmLGM and
PmLGM) is from equilibrium simulations using GCM COSMOS, with
simulations conducted at Alfred Wegener Institute Helmholtz Center
for Polar and Marine Research (Zhang et al., 2013, COSMOS-AWI, Fig.
3.2a-b and 3.3a-b). External forcing and boundary conditions are set
according to the PMIP3 protocol (Sect. 2.2.3). For present-day climate,
the air temperature fields are from NCEP/NCAR Reanalysis long
term monthly mean datasets (1981-2010, Fig. 3.2c-d; Kalnay et al.,
1996). Precipitation fields are from GPCP long term monthly mean
datasets (1981-2010, Fig. 3.3c-d; Adler et al., 2003). Moreover, we also
ran simulation using the climate output of preindustrial (PI) run from
COSMOS as present-day climate. All the climate fields are bilinearly
interpolated onto the ice sheet model grids.
As is shown in Fig. 3.2e-f and 3.3e-f, the surface air temperature
at the LGM is colder than PD globally except for some areas in the
southern part of Eurasian continent. Due to higher elevation and
albedo, the surface temperature where ice sheets existed at the LGM
can be lower by up to -36 ◦C from PD both in winter and summer.
Less precipitation existed in the eastern part of North America and
Scandinavia in winter at the LGM than PD, while more precipitation
was in the northwestern part of North America and southwest of
England. In summer, less precipitation was in northern North America
and more precipitation in southern North America at the LGM than
PD.
The model run starts at 122.9 kyr BP during the Last Interglacial
(from 122.9 to 0 kyr BP). The initial conditions are set to present day.
The basal topography data we use is ETOPO1 (Amante and Eakins,
2009). The basal geothermal heat flux data is from Davies (2013). All
of the data are bilinearly interpolated onto the 20 km model grid. The
relative sea level time series for the land-sea mask is from Rohling et al.
(2014, Fig. 3.1b). We use the tuning parameter (β = 0.75 km−1, Equ.
2.10) to match the modelled ice sheet volume with the global sea level
curve at the LGM within those observation uncertainties (Austermann
et al., 2013; Lambeck et al., 2014; Whitehouse et al., 2012). By increasing
β, the amount of precipitation can be reduced considerably. Otherwise,
the modelled sea level equivalent at the LGM can be twice as large as
the far field sea level record.
3.3 results
We analyzed the simulated ice sheet evolution both spatially and
temporally. We compared the performance of the simulated ice sheets
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Figure 3.1: (a) The NGRIP ice core δ18O record (Andersen et al., 2004) and the
corresponding value of the glacial index. (b) The reconstructed
relative sea level change from Rohling et al. (2014, dark blue
line) with 1 σ error bars (light blue), Lambeck et al. (2014, black
line) and the modelled sea level equivalent (SLE) of the Northern
Hemisphere ice sheets (red) using COSMOS-AWI. The correlation
coefficient between SLE (PISM) and RSL (Rohling 2014) is 0.865.
(c) Separated sea level equivalent (SLE) of Greenland Ice Sheet
(green), Eurasian ice sheets (black), North American ice sheets
(blue) and Northern Hemisphere ice sheets (red) through the last
glacial cycle.
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Figure 3.2: Winter (DJF) and summer (JJA) surface air temperature for Last
Glacial Maximum (LGM, a-b) from COSMOS-AWI (Zhang et al.,
2013) and Present Day (PD, c-d) from NCEP Reanalysis data
(Kalnay et al., 1996), and the difference between LGM and PD
surface air temperature (LGM minus PD, e-f).
Figure 3.3: Same as Fig. 3.2, but for precipitation. The present day precipita-
tion is from GPCP precipitation products (Adler et al., 2003).
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with reconstructions of sea level and ice sheet extent. The results
forced with reanalysis data as present-day condition are similar as
the one with PI COSMOS output. Therefore we mainly focus on the
simulation forced with the reanalysis data in the following text.
3.3.1 The Temporal Evolution of Ice Sheet Volume
Figure 3.1b shows a comparison between simulated ice volume (in
units of eustatic Sea Level Equivalent (SLE), red line) and relative
sea level reconstructions (Lambeck et al., 2014; Rohling et al., 2014).
Generally, the modelled ice volume change resembles a sawtooth
curve with slow ice sheet buildup and fast retreat. The total ice volume
decreases slightly in response to higher temperature before 121 kyr
BP. After that, the ice volume increases with several fluctuations, for
instance, at 109 kyr BP, 91 kyr BP and 86 kyr BP. In response to the cold
signals in NGRIP during MIS 4 (80 - 60 kyr BP), the ice volume increases
significantly by up to 90 m SLE. These features agree well with the
reconstructed curve, but there are some differences. During MIS 4,
the modelled local sea level minimum happens around 7 kyr later
than the relative sea level curve. The starting times of the modelled
ice sheet retreat are later than the reconstruction, indicating that the
modelled ice sheet responses are less sensitive. One potential reason
could be that a cryo-hydrologic warming to the ice which can cause
nonlinear ice flow response is not currently captured by PISM (Colgan
et al., 2015). A mismatch of the age models of the NGRIP data and
the Rohling sea level curve can also cause this inconsistency. The
amplitude of the SLE variability is not as large as the reconstructed
time series, especially during the glacial inception. This is probably
because we use constant PDD parameters for calculating the surface
ablation, which might cause a partial mismatch between the simulated
results and the reconstructed sea level due to different insolation
contributions.
Between 60 kyr BP and 25 kyr BP, the simulated SLE fluctuated with
higher frequency in response to the high amplitude millennial scale
variability in the ice core, which are called DO events. The regions that
mainly contributed to the ice sheet variations were around the ice sheet
margins (not shown). The total ice sheet volume reached its maximum
(around 120 m SLE) at around 24 kyr BP, and remained near this value
until 15 kyr BP. If a sea level contribution of 10 m from Antarctica Ice
Sheets is included (Whitehouse et al., 2012), the maximum SLE value is
comparable with the far-field sea level records (134 m; Austermann et
al., 2013; Lambeck et al., 2014). Afterwards, it retreated rapidly to half
of its maximum value by 13.5 kyr BP. A slight increase in ice volume
happened at 11.7 kyr BP, corresponding with the Younger Dryas. The
total ice volume continued decreasing until 9 kyr BP, then became
stable with 6-7 m SLE remaining. The final timing of deglaciation is
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earlier than the geological constraints (Cuzzone et al., 2016; Lambeck
et al., 2014; Ullman et al., 2016). There are large uncertainties in the
reconstructed sea level during the Holocene (Rohling et al., 2014),
while the variability of the simulated ice volume is insignificant.
The individual sea level contributions in the Greenland, Eurasian
and North American (excluding Greenland) ice sheets varied between
different marine isotope stages (Fig. 3.1c). The Greenland Ice Sheet
(green) was the main contributor to sea level fall during MIS 5e, and af-
ter that remained relatively stable with 10 m SLE until the deglaciation
(around 14 kyr BP). North American ice sheets (blue) started to build
up from MIS 5d, while the Eurasian ice sheets (black) development
was restricted before MIS 4. The amplitude of ice sheet volume change
response to DO events for Eurasian ice sheets was smaller than North
American ice sheets. The maximum ice volume of Eurasian ice sheets
was during MIS 2 with 30 m, and around 80 m for North American ice
sheets. At 15 kyr BP, North American ice sheets were slightly larger
than at 20 kyr BP, while the Eurasian ice sheets were smaller than
before. The SLE increase during the Younger Dryas was more than 6 m,
mainly derived from the North American ice sheets in our simulation.
However, far-field sea level evidences show that sea-level rise slowed
down during the Younger Dryas (Bard et al., 2010), with extensive
end moraines found for the Eurasian ice sheets (Cuzzone et al., 2016).
The timing of final deglaciation for the Eurasian ice sheets shows
agreement with previous studies (9.1 kyr BP; Cuzzone et al., 2016),
while it is too early for the North American ice sheets (around 7 kyr
BP; Ullman et al., 2016).
3.3.2 Spatial Distribution of Ice Sheets
Snapshots of ice sheet thickness at different key periods are shown
in Fig. 3.4. Consistent with the SLE change (Fig. 3.1b), the extent of
the Greenland Ice Sheet shrank slightly during MIS 5e. As the climate
became colder, a thin ice sheet started to build up along the northeast
coast of North America, in the region of Baffin Island and the Labrador-
Quebec sector. It advanced westward into the Interior Plains during
MIS 5d, when the Cordilleran Ice Sheet and the Scandinavian Ice
Sheet also started to build up as low profile, thin ice sheets. During
MIS 5c, the ice sheets retreated again with ice remaining on Baffin
Island and Ellesmere Island. Compared to MIS 5d, the MIS 5b ice sheets
were much thicker in Baffin Island and the Labrador-Quebec sector.
According to Kleman et al. (2010), an ice divide close to the Labrador
coast in the Quebec sector existed during MIS 5b or 5d, and may
indicate the location of glacial inception for North American ice sheets
started around the northeast coast. The Cordilleran Ice Sheet also grew
notably during MIS 5b. Ice sheet retreat happened during MIS 5a, with
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Figure 3.4: Modelled ice thickness (m) evolution through the last glacial cycle
at different climate stages. The simulation is forced by the clima-
tology monthly mean surface air temperature and precipitation
from COSMOS-AWI.
ice remaining on the northeast coast of North America and ice caps in
the Barents-Kara area.
During MIS 4, the ice sheets extended far further south in both North
America and Eurasia. For North America, the ice sheets built up in
Labrador-Quebec, Keewatin, the Great Lakes and Cordilleran areas
separately, leaving the Hudson Bay Lowlands, the western part of
Hudson Bay and south of Keewatin almost ice free. Large ice sheets
grew at the southern margin of Laurentide ice sheet prior to the LGM
(Carlson et al., 2018; Wood et al., 2010), which our simulations are
able to reproduce. For Eurasia, the Barents-Kara Ice Sheet, the Scan-
dinavian Ice Sheet and the British-Irish Ice Sheet built up, while the
Scandinavian Ice Sheet and Barents-Kara Ice Sheet separated. During
MIS 3, the total ice volume increased gradually, accompanied with
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fluctuations due to the DO events. This is inconsistent with recent stud-
ies showing that the Laurentide Ice Sheet advanced rapidly towards
the LGM (Carlson et al., 2018; Dalton et al., 2016). During this period,
the Scandinavian Ice Sheet and Barents-Kara Ice Sheet merged, the
western Laurentide Ice Sheet and eastern Laurentide Ice Sheet merged,
and the Cordilleran Ice Sheet and the Laurentide Ice Sheet merged. At
around 21 kyr BP, the Northern Hemisphere ice sheets reached their
maximum extent.
The ice domes in the Keewatin and Labrador sectors were prob-
ably dynamically independent for most of the time before the LGM.
The Labrador dome expanded southward earlier than the Keewatin
sector at around MIS 4. For Eurasian ice sheets, geological evidence
indicates that the Barents-Kara Ice Sheet extended further east to the
Taimyr Peninsula prior to the LGM, and the Barents-Kara Ice Sheet be-
came smaller while the Scandinavian Ice Sheet became bigger during
each successive glaciation (Svendsen et al., 2004). In other words, the
Eurasian ice sheets advanced progressively further southwest from
MIS 4 to the LGM. In our simulation, the Barents-Kara Ice Sheet did
not build up prior to MIS 4 and there was no change in ice sheet
extent through time. This is likely because the large-scale North Amer-
ican ice sheet build-up changed the atmospheric stationary waves.
The modified atmospheric circulation favored the growth of south-
western Eurasian ice sheets (Liakka et al., 2012; Löfverström et al.,
2014; Roe and Lindzen, 2001). Since the index method cannot account
for differences in atmospheric circulation due to different ice sheet
configurations, it is unsurprising that there is this mismatch.
The ice sheet configuration during the LGM is relatively well known.
There were three major domes of Laurentide Ice Sheet: Labrador,
Keewatin and Foxe (Bryson et al., 1969; Dyke and Prest, 1987; Margold
et al., 2015; Prest, 1968), which can also be observed in our simulation.
The North American ice sheets extended southward to 40 ◦N with
ice sheet thickness up to 3000 m. The interior of Alaska was ice free
during the LGM. For Eurasia, the ice sheet covered the Barents-Kara
Sea, the Scandinavia and extended southwest to the British-Irish area.
Most of the Northern Hemisphere ice sheets started to retreat at
around 15 kyr BP, while the British-Irish Ice sheet retreated earlier at
16.5 kyr BP. By around 13 kyr BP, the total ice volume decreased to half
of its maximum volume (Fig. 3.1b), with ice covered regions persisting
on Hudson Bay and the Canadian Shield, the center of Cordilleran
region, most of Barents-Kara Sea and part of Scandinavia. By 9 kyr BP,
all the ice sheets completely retreated except the Greenland Ice Sheet,
which is slightly too early for the Laurentide Ice Sheet (Cuzzone et al.,
2016; Dyke, 2004; Lambeck et al., 2014; Ullman et al., 2016) .
For the simulated conditions at present day (0 kyr BP), the Green-
land ice sheet volume is around 2.4 × 1015 m3 (5.8 m SLE), with a
maximum thickness of 2694 m and an ice covered area of 1.9× 1012
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m2. The magnitude is comparable with the previous studies (e.g.,
Fettweis, 2007; Mote, 2003).
3.4 discussions
3.4.1 The Glacial Index Method
In the previous section, we compared the simulated ice sheets to
geological evidence. Consistent with previous studies that used the
glacial index method (e.g. Charbit et al., 2007; Marshall et al., 2002;
Tarasov and Peltier, 2004), we confirm that the method is capable
of capturing the first order pattern of the North Hemisphere ice
sheet evolution. Furthermore, more features (for example, the glacial
inception pattern and the ice sheet configuration at the LGM) are
captured with forcing from COSMOS-AWI than in previous studies
(e.g. Charbit et al., 2007; Marshall et al., 2002).
However, several aspects need to be considered carefully when
using this method. First of all, there is a circularity between the ice
sheet simulation and the GCM simulation. The GCM output used as
climate forcing is based on a reconstructed ice sheet configuration
with fixed ice sheet topography and surface albedo (Abe-Ouchi et al.,
2015). Due to higher elevation and higher albedo over the ice surface,
the surface temperature at the LGM is much lower over the prescribed
ice sheet regions than that of bare-land regions (Fig. 3.2). The strong
temperature gradient at the ice sheet margins restricted the southern
extent of the simulated ice sheets. More precipitation is simulated
in the southern margins of the ice sheets at the LGM than PD (Fig.
3.3). This precipitation bias resulted in more ice buildup around the
southern margins of the ice sheets.
As we mentioned before, the feedback between the ice sheet, atmo-
sphere and ocean cannot be inferred with this method. Recent studies
found that large ice sheets can significantly modify the stationary
waves or jet streams, and the atmospheric response can reorganize
the structure of the ice sheets (Liakka et al., 2012; Löfverström et al.,
2014, 2015; Ullman et al., 2014). Also, the final deglaciation of the
modelled ice sheets is too early compared to the geological evidence,
especially in North America (Cuzzone et al., 2016; Dyke, 2004; Hughes
et al., 2016; Rohling et al., 2014; Ullman et al., 2016). This indicates
that these regions might still be cold during that time, while the linear
interpolation based on the Greenland ice core record may not have
the signal. The fluctuations in the Greenland record may reflect local
climate changes that are on orbital and millennial time scales, which
may not be global in nature (Banderas et al., 2018; Seguinot et al.,
2016). Temperature and isotope signals imprinted in Greenland due
to regional and global climate conditions change may also be different
(Buizert et al., 2014; Pausata and Löfverström, 2015).
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To adequately capture the feedback between ice sheets and the
atmosphere, it is necessary to use GCMs bidirectionally coupled to
ice sheet models. An approach of coupling ice sheet models to EMICs
(Claussen et al., 2002) has been used (e.g., Bauer and Ganopolski,
2017; Charbit et al., 2005; Fyke et al., 2011; Ganopolski et al., 2010).
However, the spatial grids from EMICs are very coarse. Despite the
computational expensive for long-duration simulations, coupling to
a sophisticated GCM could be an effective way for solving orbital
time scale problems with higher resolution and more sophisticated
atmospheric dynmaics (Ziemen et al., 2019). Combined with Regional
Climate Models (RCMs), GCM simulations can be enhanced to solve
regional conditions over the ice sheet margins (Pollard, 2010). In this
case, atmospheric forcing that is taken from GCMs needs to be better
constrained.
3.4.2 PDD and Surface Energy Balance
The semi-empirical PDD method is applied for computing the surface
ablation. It uses only the surface temperature for computing melt. The
PDD scaling parameters are obtained with measurements from modern
glacier conditions, while different glaciers or paleo scenarios might
give different values. It may underestimate the influence of shortwave
radiation for the surface melt, which has been considered as a major
driver for glacial cycles (Bauer and Ganopolski, 2017; Berg et al., 2011;
Robinson and Goelzer, 2014; Ullman et al., 2015). In order to assess
the validity of the PDD method in our stand-alone simulations, we
compared the surface melt simulated by PISM’s PDD model to the melt
computed by energy balance model of COSMOS, which uses a much
more sophisticated energy balance scheme but at lower resolution
(T31) and with fixed ice sheet configuration (Fig. 3.5).
For consistency, we also compared the results with COSMOS PI and
LGM output as climate forcing. The results show good agreements
between PDD-based approach and energy balance based approach. At
the LGM, all the results show similar melt pattern around the margins
of the North American and Eurasian ice sheets. For the present day and
the Eemian, the snow melt extent in the North American and Asian
continents in COSMOS is broader. For the Greenland ice sheet, the
surface melt patterns still match well, especially in the southernmost
region. The simulation with reanalysis products show more melt
around Greenland, which is probably because the observational data
contain the warming signal of the previous century. Previous studies
argued that the Laurentide Ice Sheet would never deglaciate if the
PDD approach is used (Bauer and Ganopolski, 2017; Ullman et al.,
2015). This is why we tuned the precipitation to balance the extra
total mass gain. In our simulation, the deglaciation is driven by the
index method going towards the Present day state. For the current
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Figure 3.5: Comparison of surface melt between energy balance-based
scheme from COSMOS (a, d, g) and PDD-based scheme from
PISM (b, e, h or c, f, i) at the LGM, present day (PD) and Eemian
(Units: m/year). The right panel plots are from the reference
simulation (COSMOS-AWI) with reanalysis products at PD and
COSMOS GCM at the LGM as climate forcing. The middle panel
plots are with COSMOS GCM at preindustrial and the LGM.
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study, the PDD-based scheme may still be a suitable alternative to
computationally expensive surface energy balance models.
3.4.3 Potential for Further Investigation
A future step in investigating ice sheet sensitivity to climate forcing
would be the incorporation of more elaborated schemes than PDD (e.g.
Krebs-Kanzow et al., 2018a) where the surface energy balance is taken
more explicitly into account. Recent work has also highlighted the role
of ocean forcing in driving glacial ice sheet variability (Bassis et al.,
2017). In our study, we fixed the ocean forcing and did not sample this
potential source of climate-driven ice sheet change. Variability of the
ice-substrate interface could also be included in future work (Gowan
et al., 2019).
3.5 conclusions
We simulated the Northern Hemisphere ice sheets through the last
glacial cycle using the glacial index method based on the NGRIP ice
core. Consistent with previous studies, we show that this method is
capable of capturing the main features of the Northern Hemisphere
ice sheet evolution during the last glacial cycle but not all of them.
During glacial inception, the ice sheets first built up along the coast
of the Quebec-Labrador sector. The growth of the eastern Laurentide
Ice Sheet was earlier than the western Laurentide Ice Sheet during the
build-up stage (Kleman et al., 2010). For the LGM, the simulated ice
extent resembles the geological reconstruction quite well, with the ice
sheet extent extending southward to 40 ◦N, and maximum ice thick-
nesses up to 3000 m, an ice free Alaska region and a British-Irish Ice
sheet (Dyke, 2004; Hughes et al., 2016). The Northern Hemisphere ice
sheets contribute about 120 m SLE, with the North American ice sheets
contributing about 80 m, Eurasian ice sheets 30 m, and Greenland
ice sheet 10 m at the LGM. A multi-domed Laurentide Ice Sheet was
observed in our simulation, consistent with observations (Bryson et al.,
1969; Dyke and Prest, 1987; Prest, 1968).
Several concerns need to be considered carefully when using this
method. The circularity between the ice sheet simulation and the GCM
simulation can significantly influence the southern margins of the
simulated ice sheets. The feedbacks between the atmosphere and the
ice sheet cannot be inferred with this method. Even with these caveats,
the glacial index method is an efficient way for testing the sensitivity
of the ice sheets to climate forcing. For future studies, we plan to use
an alternative ablation scheme to PDD, surface energy balance, for
checking the influence of surface ablation.
4
EFFECTS OF MODEL UNCERTA INTY ON NOTHERN
HEMISPHERE ICE SHEET EVOLUT ION
4.1 introduction
Using output from General Circulation Model (GCM) intercomparison
projects, the sensitivity of ice sheets to the forcing has been investigated
in earlier studies (Charbit et al., 2007; Dolan et al., 2015; Fyke et al.,
2014; Pollard, 2000; Yan et al., 2014). Pollard (2000) found considerable
scatter of surface mass budgets for the Northern Hemisphere ice sheets
among the atmosphere-only models from the first generation of The
Paleoclimate Modelling Intercomparison Project (PMIP). Same case
is also shown in the simulated ice sheets (Charbit et al., 2007). The
simulated Greenland ice sheet during a warm climate has also been
found to be highly dependent on the climate forcing (Dolan et al.,
2015; Fyke et al., 2014; Yan et al., 2014).
PMIP3 is the third phase of the paleoevalution project PMIP to com-
pare different atmosphere-ocean coupled GCMs (Braconnot et al., 2012).
In our study, we used PMIP3 output to test the sensitivity of atmo-
spheric effects on ice sheet evolution during the last glacial cycle.
Based on the experiments from Chapter 3, we investigated the un-
certainties linked to the atmospheric forcing using different models.
For GCMs, although forced with the same boundary conditons, the
simulated climate is model dependent, and therefore the modelled
ice sheet evolution may also be different. The ice sheet configurations
used for the PMIP3 model simulations, as well as the other boundary
conditions are consistent among all the simulations.
4.2 experiment design
Climates modelled by different GCMs vary between each other and
contain model deficiencies. Using the same parameters from the initial
experiment from COSMOS-AWI, we run the same simulation using
the other PMIP3 ensemble members (Braconnot et al., 2012; Mein-
shausen et al., 2011). For present day conditions, we first use the
reanalysis products (as described in Chapter 3) to make sure all the
experiments have consistent present-day conditions. We name this
set of experiments "PMIP3-PDobs". Further discussion regarding the
choice of reanalysis products or GCM preindustrial (PI) output is given
in Sect. 4.4. In total there are nine PMIP3 models available online (Table
2.3) with monthly climatology data for surface air temperature and
precipitation as input. More details are archived in Sect. 2.2.3.
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4.3 results
Figure 4.1a shows the SLE time series from experiment PMIP3-PDobs.
Most models succeeded in reproducing the observed sea level fall (100
m to 150 m) at the LGM, except CNRM-CM5 and MRI-CGCM3 (16 m
and 49 m respectively). The total ice volume in GISS-E2-R is relatively
large during cold stages, and smaller during warm stages, compared
to the other models. The root-mean-square deviation (RMSD) relative
to the reference simulation for the SLE are calculated in Fig. 4.2 (black
circles). The models that are most different from our reference model
are CNRM-CM5 and MRI-CGCM3 (RMSD values are 48 m and 36 m
respectively). The other models are more consistent with each other,
with a RMSD less than 12 m.
The models exhibit large differences at the LGM, both in ice sheet
thickness and extent (Fig. 4.3). Consistent with the SLE time series,
the ice sheets from CNRM-CM5 are small in extent, with ice sheets
in the western coast of North America, Keewatin region, Labrador,
southern Greenland, and the Scandinavia Mountains. MRI-CGCM3
shows similar results with more ice covering Hudson Bay, Greenland
and Barents-Kara Sea. Compared with the results from COSMOS-AWI,
there is less ice in North America in GISS-E2-R. Instead, there is ice
build up in Siberia, where there is no evidence of an LGM Ice Sheet
(Niessen et al., 2013, Fig. 4.1, green line). For the other models, the
general patterns are similar to the COSMOS-AWI model, except for
CCSM4 and FGOALS-g2, which have ice sheet growth on the East
Siberian Sea, Laptev Sea and Chukchi Sea.
In order to investigate why the ice sheets have such a diverse range
of extents, when the only difference is the atmospheric forcing, we
compared the surface air temperature and precipitation. We found
that the ice sheet extent is strongly related to the summer surface air
temperature. Figure 4.4 shows the Probability Distribution Functions
of the surface air temperature and precipitation ice sheet margins and
Northern Hemisphere during different seasons. The ice sheet margins
are generally located where summer temperatures are confined to
between -5 and 5 ◦C. The spatial distribution also shows a similar
pattern (Fig. 4.5). The ice sheet extent pattern during the LGM resem-
bles the summer surface air temperature pattern, where the ice sheet
margin is similar to the -5 ◦C isothermal lines. For precipitation, no
clear relationship emerges.
To study the individual roles of temperature and precipitation,
we conducted two additional sets of experiments. One experiment
keeps the temperature the same as COSMOS-AWI, while using the
precipitation from the PMIP3 models (PMIP3-fixCOSMOSTemp). The
other experiment is the opposite (PMIP3-fixCOSMOSPrecip). When
forced with the same temperature, the simulated SLE evolution has
closer agreement between the simulations (Fig. 4.6a) with RMSD values
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Figure 4.1: Modelled sea level equivalent (SLE) of Northern Hemisphere
ice sheets change through the last glacial cycle using the output
of PMIP3 models. (a) Experiment PMIP3-PDobs, with climate
forcing of present day conditions from reanalysis products (1981-
2010) and the LGM conditions from PMIP3 GCM output. (b)
Experiment PMIP3-PIpmip3, with climate forcing of present day
conditions from PMIP3 preindustrial (PI) output and LGM condi-
tions from PMIP3 GCM output.
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Figure 4.2: Root-mean-square deviations of SLE when compared to the ref-
erence simulation (COSMOS-AWI) for different PMIP3 models.
Black circles are from experiment PMIP3-PDobs, blue triangles
are from experiment PMIP3-fixCOSMOSTemp, red triangles are
from experiment PMIP3-fixCOSMOSPrecip.
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Figure 4.3: Modelled ice thickness at the Last Glacial Maximum (LGM, 21
kyr BP) using the PMIP3 model output from experiment PMIP3-
PDobs.
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Figure 4.4: Probability Distribution Functions (PDF) of surface air tempera-
ture (upper two rows) and precipitation (lower two rows) over
the ice sheet margins (ISM) and Northern Hemisphere (NH) for
different seasons (MAM, JJA, SON, DJF) for different models. For
the colors, we refer to Fig. 4.1.
less than 11 m (Fig. 4.2, blue triangles). The ice sheet extent at the
LGM also shows more consistency between simulations (Fig. 4.7), but
with quite different ice sheet thickness distribution, which is mainly
caused by the differences in precipitation. The results from PMIP3-
fixCOSMOSPrecip are more similar as the experiments from PMIP3-
PDobs (Fig. 4.6b, 4.8). The failure of ice sheet build up at the LGM,
especially for CNRM-CM5 and MRI-CGCM3, are mainly a result
of a warm temperature bias. This contributes to a larger variability
compared with the PMIP3-PDobs simulations, with larger RMSD values
in 6 out of 9 models (Fig. 4.2, red triangles).
4.4 discussions : the atmospheric forcing from gcms
As is shown in Sect. 4.3, the summer surface air temperature seems
to be an important control on ice sheet extent. This is consistent with
previous studies showing that summer ablation is more important
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Figure 4.5: The surface air temperature at the Last Glacial Maximum (LGM)
in summer (JJA) for different models that participated in PMIP3
and the ice sheet margins at the LGM (black lines).
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Figure 4.6: Modelled sea level equivalent (SLE) of Northern Hemisphere
ice sheets change through the last glacial cycle using the PMIP3
model output. (a) PMIP3-fixCOSMOSTemp, with surface air tem-
perature from COSMOS-AWI, precipitation from PMIP3 models.
(b) PMIP3-fixCOSMOSPrecip, with precipitation from COSMOS-
AWI, surface air temperature from PMIP3 models.
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Figure 4.7: Modelled ice thickness at the Last Glacial Maximum (LGM, 21
kyr BP) from experiment PMIP3-fixCOSMOSTemp.
46 effects of model uncertainty on nothern hemisphere ice sheet evolution
Figure 4.8: Same as Fig. 4.7, except that experiment from PMIP3-
fixCOSMOSPrecip.
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Figure 4.9: Surface albedo in summer from different models participating in
PMIP3. The albedo is calculated as the ratio of surface upward
shortwave radiation and surface downward shortwave radiation.
(The shortwave upward radiation for FGOALS-g2 is not available
from the PMIP3 data output online.)
than snow accumulation in the winter for the evolution of the ice
sheets (e.g. Gallée et al., 1992). The differences in ablation among
GCMs can considerably influence the resultant surface mass balance.
The large variability in GCM directly translate into a large variability
in simulated ice sheets. We speculate that the differences in simulated
surface air temperature are the consequence of the different albedo
schemes employed by the GCMs. By calculating the ratio of upwelling
shortwave radiation and downwelling shortwave radiation at the
surface, we obtain significant differences between the models (Fig.
4.9).
In winter and colder areas, accumulation is a more prominent
process than ablation. From our simulations, a multi-domed pattern
at the LGM can be observed in almost all of the model results (Fig.
4.3). According to the present day precipitation pattern (Fig. 3.3c-d),
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Figure 4.10: The Precipitation (Precip) difference between Last Glacial Maxi-
mum (LGM) and Present Day (PD) in winter (DJF) for different
models that participated in PMIP3 (LGM minus PD).
precipitation is large along the coast of North America and Europe,
while the middle of the continents is relatively dry, especially in the
Keewatin region. So how did ice sheet domes form in these regions?
Investigating the temperature and precipitation patterns, we find that
in all the models, there was more precipitation in winter in Keewatin at
the LGM than present day (Fig. 4.10), which resulted in accumulation in
that region. Also, as is shown in experiment PMIP3-fixCOSMOSTemp,
the difference of precipitation pattern could strongly result in a change
of the ice sheet geometry.
In our PMIP3 experiments, we prescribed the present day climate by
using the reanalysis products from 1981-2010. The simulated ice sheets
varied significantly even though we only changed the LGM climate. In
order to make the model comparison more consistent, we replaced
the reanalysis products with the modelled PMIP3 preindustrial GCM
output and ran the experiments again (PMIP3-PIpmip3).
Comparing the sea level equivalent time series (Fig. 4.1b) with the
one from PMIP3-PDobs (Fig. 4.1a), we find that the curves show a
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similar pattern, but are more scattered. The differences in sea level
equivalent for Greenland at present day can be up to 6 or 7 meters
due to the different Preindustrial conditions in different models. The
simulated ice thickness pattern at the LGM in PMIP3-PIpmip3 is almost
the same as in PMIP3-PDobs (Fig. 4.11). The most distinct result is the
one that used MIROC-ESM forcing, with a difference of more than
600 m in the central area of Laurentide Ice Sheet (Fig. 4.12). Com-
paring the summer (JJA) surface air temperature difference between
the reanalysis products and the PMIP3-PI-GCM output, we find that
the MIROC-ESM PI temperatures exhibit a large warm bias over the
northern hemisphere continents (Fig. 4.13). This resulted in less ice
sheet buildup than in the PMIP3-PDobs experiment. For the other
models, the ice thickness difference is less than 600 m, with slightly
thicker ice in Eurasia and most of northern North America except for
Hudson Bay and Arctic Archipelago in the PMIP3-PIpmip3 experi-
ments (Fig. 4.12). Comparing the corresponding summer temperature
differences (Fig. 4.13), we find that the anomaly patterns also matched,
with a warmer climate leading to a smaller ice volume and a colder
climate resulting in a larger ice volume. For most of the PMIP3 models
(COSMOS-ASO, FGOALS-g2, GISS-E2-R, IPSL-CM5A-LR, MPI-ESM-P,
MRI-CGCM3), the GCM preindustrial conditions are generally colder
than the reanalysis products, resulting in a larger ice sheets. This is
probably because the reanalysis products are from a time period of
1981-2010, which contains the hottest years of the past century and
the climate is perturbed by increased greenhouse gases.
4.5 conclusions
We simulated Northern Hemisphere ice sheet evolution during the last
glacial cycle using the output from PMIP3 GCMs. There is considerable
scatter among the results, showing the sensitivity of glacial-interglacial
Northern Hemisphere ice sheets to atmospheric forcing. The ice sheet
extent is best explained by the summer surface air temperatures,
showing the dominant role of surface ablation process. Precipitation
related to ice sheet accumulation is a secondary control factor for
modifying the ice sheet geometry.
We highlight that the ice sheet response to forcing from differ-
ent climate models is strongly model dependent. Large scatter exists
among the state-of-the-art GCMs. Additional constraints on climate out-
put should be considered carefully for simulating glacial-interglacial
Northern Hemisphere ice sheets.
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Figure 4.11: Same as Fig. 4.7, except that experiment from PMIP3-PIpmip3.
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Figure 4.12: Simulated ice thickness differences at the LGM between experi-
ments from PMIP3-PDobs and PMIP3-PIpmip3, PIpmip3-PDobs.
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Figure 4.13: Summer (JJA) surface air temperature differences at present day
between reanalysis products (PDobs) and PMIP3 PI GCM output
(PIpmip3), PIpmip3-PDobs.
5
EFFECTS OF CL IMATE VAR IAB IL I TY ON ICE SHEET
MEAN STATE
5.1 introduction
Millennial-scale abrupt shifts between cold and warm states, called
Dansgaard–Oeschger (DO) events (Dansgaard et al., 1993), are observed
in Greenland ice core records through the last glacial cycle. The DO
events began with a rapid warming of 8 to 15 ◦C within a few decades,
followed by gradual cooling before a jump back to a cold state (Huber
et al., 2006). Spectral analysis shows a typical recurrence time of 1470
years (Schulz, 2002). However, whether DO events are periodic or noise
induced is still debated (Alley et al., 2001; Benzi et al., 1982; Ditlevsen
et al., 2007; Ganopolski and Rahmstorf, 2002). In Antarctic ice cores,
millennial scale oscillations with nearly opposite phase compared to
Greenland are found, showing that this phenomenon is global in scale
and might be related to the Atlantic ocean heat transport (Dima et al.,
2018; EPICA Community Members, 2006). Other proxy records from
different areas (e.g. North Atlantic Ocean sediments, European pollen
and Chinese loess) also contain these signals (Bond et al., 1993; Porter,
2001; Woillard and Mook, 1982). Despite large research efforts, no
consistent theory of the physical mechanism of the cause of DO events
is widely accepted (Ganopolski and Rahmstorf, 2001; Petersen et al.,
2013; Zhang et al., 2014b).
Global and regional change in surface temperature variability on
decadal to millennial timescales (here called "climate noise") declined
when the Earth system transitioned from a glacial to an interglacial
condition (Rehfeld et al., 2018; Shao and Ditlevsen, 2016). The North-
ern Hemisphere ice sheets were restricted to Greenland during in-
terglacials, and advanced further south to cover large portions of
North America and northern Europe during glacials. Larger climatic
variability (DO events) happened when ice sheets were intermediate
in size, indicating that DO cycles are likely more closely linked to
ice sheet evolution than to other potential drivers within the Earth
system (Rahmstorf, 1995). Various studies applied numerical climate
models to uncover the mechanism behind DO events, in terms of fresh-
water perturbations or other potential drivers (Bond and Lotti, 1995;
Broecker, 1994; Clark et al., 2001; Ganopolski and Rahmstorf, 2001;
Rahmstorf, 1995; Zhang et al., 2014a; Zhang et al., 2014b). What is
common to all these theories is that climate mean state determines cli-
mate variability. In the majority of these studies, the simulated climate
states (here called "climate mean state") are prescribed with predefined
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insolation, greenhouse gases and ice sheet configuration. Under this
premise, the thermohaline circulation exhibits several modes, which
could be linked to millennial-scale climate variability. With massive
discharge of freshwater from ice sheets, the Atlantic Meridional Over-
turning Circulation (AMOC) is weakened and leads to a reduction
of heat transport to the Northern Hemisphere, constituting a cold
state (stadial). With a reduction of freshwater discharge, the AMOC is
strengthened, constituting a warm state (interstadial).
However, how the climate variability regulates the mean state has
not been fully investigated (as is shown in Fig. 1 in Timmermann
and Lohmann, 2000). Cessi (1994) pointed out that the magnitude of
stochastic noise is capable of modifying the equilibrium state of the
ocean circulation in a Stommel two-box model (Stommel, 1961). Tim-
mermann and Lohmann (2000) confirmed noise-induced transitions
could be produced in a simplified ocean circulation model. Marshall
et al. (2000) and Charbit et al. (2002) found that large century- to
millennial-scale climate variability strongly impacts the evolution of
simulated ice sheets. In a recent study, Mikkelsen et al. (2018) showed
that the incorporation of interannual temperature fluctuations results
in a smaller equilibrium Greenland ice sheet volume. These studies
suggest that climate variability could in turn drive mean state changes.
In this chapter, we first investigate the influence of DO-like climate
fluctuations on the Northern Hemisphere ice sheet evolution during
glacial-interglacial cycles. We show how the ice sheet mean state
is regulated by the fluctuations. Secondly, we conducted sensitivity
experiments to see how the amplitude of climate noise affects the
simulated ice sheets. Finally, a physical interpretation of our results is
presented.
5.2 experiment design
Abrupt temperature shifts imprinted in Greenland ice cores between
cold (stadials) and warm (interstadials) states range from 8 to 15
◦C in amplitude(Huber et al., 2006). The two distinct climate states
are likely related to the Atlantic meridional overturning circulation,
where interstadial (stadial) climate with strong (weak) overturning
circulation is close to the preindustrial (the Last Glacial Maximum)
condition (Ganopolski and Rahmstorf, 2001; Zhang et al., 2014a). From
this perspective, the glacial index method (Sect. 2.2.1) is suitable for
investigating the influence of these climate fluctuations on ice sheet
evolution, since it synthesizes the necessary boundary conditions. Note
that millennial-scale climate fluctuations cannot be fully represented
with this method since orbital-scale signals may be misrepresented.
However, matching the simulated ice sheets to the geological con-
straints under different time or spatial scales is not the main focus of
this study.
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Similar as the previous chapters, the simulations are driven by a
glacial index I combined with monthly near-surface air temperature
and precipitation fields at two time slices, the PI warm state (I = 0) and
the LGM cold state (I = 1, Fig. 5.1a). The PI and the LGM climate states
are taken from equilibrium simulations using the General Circulation
Model COSMOS (Fig. 5.2, 5.3; Stepanek and Lohmann, 2012; Zhang
et al., 2013). The isotope records from the Greenland ice cores are
often used as a glacial index, but they only date back to the Last
Interglacial (127,000 yr BP) due to the relatively high accumulation
rate over Greenland. To extend our simulation, we use an 800,000-
year synthetic record of Greenland climate variability from Barker
et al. (2011), which is based on the Antarctica ice core record and a
thermal bipolar seesaw model (Fig. 5.1a, black line). The Greenland
synthetic record exhibits a larger variability within the last two glacial
cycles than in the earlier cycles. This is likely because the signals are
attenuated in the older and thinner ice layers. The model setup is the
same as in the previous chapters (Chapt. 3, 4), except that the tunning
factor β is 0.6 km−1.
5.3 results
We conducted two experiments. One simulation was forced by the
Greenland 800,000-year synthetic record which contains high fre-
quency DO signals (GL_hf, Fig. 5.1a, black). In the other simulation,
the DO signals and other high frequency variability were eliminated
by applying a 5000-year running mean filter (GL_lf, Fig. 5.1a, red).
The results show that the ice sheets grow larger when the DO signals
are absent, while the mean forcing states are the same (Fig. 5.1b).
The difference of the ice sheet volume between the two experiments,
expressed as the equivalent contribution to eustatic sea level change
(SLE), can be up to 60 m. The simulated SLE curves are compared
to a reconstructed relative sea level record Rohling et al., 2014. The
root-mean-square deviation (RMSD) between the model and the re-
construction is 40.3 m for GL_hf, and 52.0 m for GL_lf. During the
last two glacial cycles, the consistency between the GL_hf SLE and the
reconstruction increased significantly, with RMSD value of 21.7 m (42.0
m for GL_lf). A coherence test shows strong association between the
simulated SLE and the climate forcing time series within the millennial
timescale (Fig. 5.4). Note that the DO signals are stronger during the
last two glacial cycles than for older times. We propose that the DO-
like fluctuations significantly inhibit the ice sheet buildup processes.
The relationship between the SLE difference of the two simulations
and the amplitude of the climate variability (standard deviation of
the index) is shown in Figure 5.1c. The simulated ice sheet volume
is reduced in experiment GL_hf, which has large climate variabil-
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Figure 5.1: (a) The index used to determine the forcing of the simulated
ice sheets. The time series is a Greenland synthetic δ18O record
derived from an Antarctic temperature record (Barker et al., 2011,
black line). From 0 to 5000 year BP, the index is derived from
the GISP2 Greenland ice core. The red line is the same record
with 5000-year smoothing. (b) The simulated ice sheet sea level
equivalent (SLE) and the reconstructed sea level record from
Mediterranean (Rohling et al., 2014, blue line). The black line
represents the simulation forced by the original δ18O record with
high variability (GL_hf), while the red line represents the simula-
tion forced by the 5000-year smoothed record with low variability
(GL_lf). (c) The scatter distribution between the simulated SLE
difference (GL_hf-GL_lf) and the standard deviation from the in-
dex series. Different colors and numbers indicate different glacial
cycles (1: the last glacial cycle, 2: the penultimate glacial cycle,
and so on). (d) The simulated ice sheet thickness at 158000 yr BP,
from experiments GL_hf, GL_lf and the difference between them
(GL_hf - GL_lf). (NA: North American ice sheets. EA: Eurasian
ice sheets. HB: Hudson Bay.)
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Figure 5.2: Winter (DJF) and summer (JJA) surface air temperature for the
Last Glacial Maximum (LGM, a-b) and preindustrial (PI, c-d)
from COSMOS output, and the difference between the LGM and
PI (LGM minus PI, e-f).
Figure 5.3: Same as Fig. 5.2, but for precipitation.
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Figure 5.4: Coherence test between the glacial index forcing and the simu-
lated sea level equivalent in Fig. 5.1a-b for experiment GL_hf and
GL_lf.
ity. The larger the variability, the larger the maximum SLE difference
(|GL_hf-GL_lf|) becomes.
The spatial distribution of the ice sheets also differs between the
two experiments. Figure 5.1d shows the simulated ice sheet thickness
pattern at 158,000 yr BP, when the SLE difference (|GL_hf-GL_lf|) is
∼40 m (Fig. 5.1b). The North American ice sheets and Eurasian ice
sheets extend much further south to around 40 ◦N with lower climate
variability (GL_lf). In experiment GL_hf, the North American ice sheets
only reach the southern margin of the Hudson Bay. The difference
in ice sheet thickness can be more than 3000 meters in southern
North American ice sheets (Fig. 5.1d). Our results exhibit two distinct
simulated ice sheet mean states during the ice sheet buildup stage. Ice
sheets reach maximal full glacial conditions much earlier when the
DO signals are absent.
To assess the influence of climate variability on the mean state of
the ice sheets, we carried out sensitivity experiments. The isotopic
record used for GL_hf and GL_lf is replaced by a cosine-based index.
It ranges from 0 to 1 with a period of 120,000 years (Fig. 5.5). For
different sensitivity experiments, white noise with different standard
deviation σ (from 0 to 0.4 with 0.05 interval) was added onto the index.
The simulations run for 120,000 years. The other parameters of the
model setup are the same as before.
The results show hysteresis in all the simulated ice sheets. The
glacial maximum occurs around year 70,000, instead of year 60,000
when temperature forcing is the lowest (Fig. 5.5i). The ice sheet retreat
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Figure 5.5: (a-h) The forcing index based on a cosine time series combined
with different amplitude of white noise from year 0 to 120,000. (a)
0.05 σ standard deviation. (b) 0.1 σ. (c) 0.15 σ. (d) 0.2 σ. (e) 0.25 σ.
(f) 0.3 σ. (g) 0.35 σ. (h) 0.4 σ. (i) The corresponding simulated ice
sheet sea level equivalent (SLE) from year 0 to 120,000. Note that
the y-axes are reversed.
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period (from year 70,000 to year 120,000) is shorter than the buildup
periods (from year 0 to year 70,000). All simulations end with similar
SLE (about 8 meters) at 120,000 year. With different σ values, the
simulated maximum SLE differs. The index with larger variability
results in a smaller SLE. The simulated ice sheet with 0.4 σ is half the
size of the one with 0 σ (black line). From the sensitivity experiments,
we confirm that the simulated ice sheet mean state is influenced by the
amplitude of climate noise. Larger amplitude variability slows down
the ice sheet buildup process and results in smaller ice sheets at the
glacial maximum.
5.4 discussions : the physical interpretation
Our results show that the simulated ice sheets tend to be smaller
when influenced by climate noise. One possible reason could be the
nonlinear response of Surface Mass Balance (SMB) to temperature. Such
non-linearity could cause an asymmetry of the change in surface mass
balance in response to positive and negative temperature anomalies.
We demonstrate this in a theoretical way as follows.
We assume the annual temperature cycle in one location follows a
cosine function (Reeh, 1989),
T(t) = Tmean + (Tmean − TJuly) · cos(2πt/A) + Tnoise(t), (5.1)
where Tmean and TJuly are the annual mean (-10 ◦C) and July mean
(0 ◦C) surface air temperatures respectively. The time t is in days
and A is one year (365 days). White noise (Tnoise) with a standard
deviation of 3 ◦C is added to account for synoptic variations (Krebs-
Kanzow et al., 2018b, Fig. 5.6b, red). The potential surface melt rate
over the year (MA) can be computed with the semi-empirical PDD
method (Reeh, 1989). The related degree-day factor value fPDD is a
freely tuned parameter to match the observed surface energy balance
under different situations. Assuming a constant precipitation (P) of
0.002 m w.e./day and for snow
Psnow(t) =
{
P if T(t) < 0
0 otherwise
,
the surface mass balance over one year (SMBA) can be estimated with
a refreezing rate ( frefreeze = 0.6) as follows:
PDD =
∫ A
0
dt
∫ ∞
0
dT · T(t), (5.2)
MA = fPDD · PDD, (5.3)
PsnowA =
∫ A
0
Psnow(t) · dt, (5.4)
SMBA = PsnowA − MA · (1− frefreeze) (5.5)
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Temperature changes are represented by shifting the annual cycle
temperature curve up and down. The corresponding annual surface
mass balance (SMBA, noted with SMB) can also be calculated, as is
shown in Fig. 5.6a (black line, P = 0.002 m/day, fPDD=0.003 m◦C−1
day−1). We find a nonlinear relationship between the annual surface
mass balance and the annual mean temperature. To be more specific,
SMB is a concave downward function of T, i.e. ∂
2(SMB)
∂T2 < 0. The
larger the increase of temperature, the larger the loss of surface mass
balance. We also varied the P and fPDD values to test the sensitivity
of the calculated surface mass balance (Fig. 5.6a). When we vary fPDD
from 0.003 m◦C−1day−1 for snow to 0.009 m◦C−1day−1 for ice (Ritz,
1997), the resultant SMB ranges from -4.38 to -13.14 m w.e./year with
Tmean=10 ◦C. However, the SMB has a linear response from 0 to ∼1 m
w.e./year when precipitation increases from 0 to 1 m/year.
Around the ice sheet margins of the non-marine terminating North-
ern Hemisphere ice sheets, the annual surface mass balance is negative
at lower altitudes and positive at higher altitudes. Now we focus on the
black line in Fig. 5.6a and assume that a point is located around the ice
sheet margin with annual mean temperature of -6 ◦C and surface mass
balance of 0 m w.e./year (intersection of dotted lines). The change
of surface mass balance (|ΔSMB|) responding to positive or negative
temperature anomalies (|ΔT|) are shown in Fig. 5.6c. Focusing on the
red line (blue line), when the positive (negative) temperature anomaly
increase, the surface mass balance decreases (increases) and the rate of
change increases (decreases). As a result, the change of surface mass
balance due to a warm anomaly can not be balanced by an identical
cold anomaly (d|ΔSMB| = 0, black line). In our case, a temperature
variation of ±5 ◦C can cause a potential reduction of 0.4 m w.e./year
of surface mass balance. In summary, for a melt-dominated process,
the increase of surface mass budget responding to negative tempera-
ture anomaly cannot compensate the decrease of surface mass budget
responding to positive temperature anomaly. Thus, climate noise leads
to a decrease of mean surface mass balance.
In reality, the surface mass budget is not only influenced by tem-
perature but also precipitation change. The exponential relationship
between water vapor saturation pressure and temperature can result
in precipitation increase by 5-7% per degree increase in temperature
(Huybrechts, 2002). As is shown in Fig. 5.3e-f, more precipitation
is simulated in most of the Northern Hemisphere at PI than at the
LGM. Such an adjustment could increase snow accumulation in winter
which competes with the higher melt in the summer. This effect could
be significant especially for accumulation-dominated areas, where SMB
becomes a concave upward function of T, i.e. ∂
2(SMB)
∂T2 > 0. In this case,
climate noise would lead to an increase of mean surface mass balance.
For example, in some regions in Antarctica, surface mass balance
is increasing due to increasing precipitation with present warming
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Figure 5.6: (a) The relation between the annual mean surface air tempera-
ture (T, ◦C) and the calculated surface mass balance (SMB, m
w.e./year). The reddish (solid) lines represent varying degree-day
factor ( fPDD, 0.003 - 0.009 m/(◦C day)), the bluish (dashed) lines
represent varying precipitation (P, 0.0 - 0.003 m/day). (b) The
surface air temperature (T) over one year, from Eq. 5.1. White
noise with a standard deviation of 3 ◦C is added on to the curve
to account for the synoptic variations. The red line is with an
annual mean temperature of -10 ◦C. The pink lines are shifted
by ±10 ◦C from the red line. (c) The relation between the annual
mean temperature anomalies |ΔT| and the change of the resultant
surface mass balance |ΔSMB|, based on the intersection of dashed
lines in (a). The red line is with the warm anomaly, the blue line
is with the cold anomaly, the black is the difference between the
red line and the blue line.
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(Frieler et al., 2015). However, we propose that once the warming
passes a tipping point, the melt process will be dominant and result
to considerable surface mass loss.
The total ice sheet mass balance through time is much more complex
due to calving and basal melting under grounded ice and ice shelves.
However, we argue that surface mass balance is the main process
accounting for ice gain, while the other processes account for ice loss
and are mainly dependent on the ice sheet geometry (Cuffey and
Paterson, 2010). In the sensitivity experiments (Fig. 5.5), the maximum
ice sheet volume decreases when large temperature fluctuations are
added. The larger the amplitude of the variability, the larger the
decrease is. Another notable result from that is the hysteresis of the
simulated ice sheet evolution, where the buildup processes are much
slower than the retreat processes. One possible explanation is delayed
isostatic rebound, in which the fast retreat is governed mainly by
rapid ablation due to the lowered surface elevation (Abe-Ouchi et al.,
2013). We propose that the non-linear relationship between surface
mass balance and temperature could be another explanation. Due to
that, the response time of the ice sheet buildup and retreat processes
differ substantially (Ruddiman, 2001). Finally, although the maximum
states are a function of the magnitude of the variability, all simulations
end with similar SLE, showing the importance of climate mean state
to interglacial states.
We also compared the simulated mean surface mass balance over
the ice sheet domain for experiments GL_hf and GL_lf (Fig. 5.7b).
We focus on the last two glacial cycles when the DO signals are more
pronounced (Fig. 5.7a). For GL_lf, the surface mass balance is relatively
constant (around 0.025 m/year) during the ice sheet buildup stages
(e.g. 120,000 - 20,000 yr BP and 240,000 - 140,000 yr BP), while negative
surface mass balance occurs mainly during glacial terminations. For
GL_hf, the surface mass balance shows a strong asymmetric response
to DO fluctuations. The positive SMB is no more than 0.064 m/year in
response to DO fluctuations, while negative SMB can be as low as -0.205
m/year. The relationship between the δ18O index and SMB is shown
in Fig. 5.7c-d. Similar to Fig. 5.6a, the simulated SMB has a nonlinear
response when climate forcing shifts between cold and warm states.
The relation between the difference of δ18O (|Δδ18O|) and the resultant
surface mass balance (|ΔSMB|) for the two experiments (GL_hf-GL_lf,
Fig. 5.7e) shows similar features as in Fig. 5.6c, where the positive
ΔSMB response to negative temperature anomalies has an upper limit
(blue) while the negative ΔSMB is more scattered (red). This can
lead to a significant reduction of the mean surface mass balance than
without the variability.
Mikkelsen et al. (2018) demonstrated that interannual temperature
fluctuations cause a smaller steady-state ice sheet volume of 1 m SLE
using a minimal ice sheet model and from a theoretical derivation.
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Figure 5.7: (a) The Greenland synthetic δ18O time series. Same as Fig. 5.1, but
from 250,000 to 0 yr BP. The red line is the time series with 5000-
year smoothing. (b) The simulated mean surface mass balance
(SMB) over the ice sheet domain from experiment GL_hf (black)
and GL_lf (red). (c-d) The scatter plot between the simulated SMB
and δ18O during 120,000 - 20,000 yr BP (c) and 240,000 - 140,000
yr BP (d). (e) Scatter plot between |Δδ18O| and the resultant
|ΔSMB|. The differences, Δ, for δ18O and SMB are between
experiment GL_hf and GL_lf (GL_hf-GL_lf).
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In our study, we show that it is also valid for transient ice sheets
under millennial-scale abrupt climate fluctuations. The maximum
deviation of simulated ice sheet volume response to DO fluctuations
can be up to 60 m SLE. More generally, the mean state of ice sheets
is influenced by the amplitude of climate noise. Forced with high
amplitude climate fluctuations, the ice sheet volume can be reduced
significantly compared to the case without climate noise (Fig. 5.5).
This phenomenon is attributed to the non-linearity of surface mass
balance to temperature. The surface mass budgets are calculated with
the PDD method. Since it is a semi-empirical method and can be tuned
to match the observations, we hypothesize that using a surface energy
balance model would lead to similar results.
Siddall et al. (2008) synthesized various reconstructed sea level
records and found millennial-scale sea level fluctuations of 20 to 30
m magnitude during Marine Isotope Stage (MIS) 3 (60 - 27 kyr BP).
Sea level fluctuated between 40 m and 80 m during MIS 4 (70 - 60 kyr
BP) and MIS 3 (Chappell, 2002; Lambeck and Chappell, 2001), which
is in line with the GL_hf simulation (Fig. 5.1b, black line). Comparing
our results to the reconstructed sea level record from Rohling et al.
(2014, blue line), we found better match when the DO fluctuations are
considered (Fig. 5.1b). The terrestrial ice sheet reconstructions before
the LGM are not well constrained, especially for North American ice
sheets, due to erosion during the most recent glaciation (Dalton et
al., 2016; Kleman et al., 2010; Svendsen et al., 2004). A synthesis of
geological records in the Hudson Bay Lowlands suggests that the
Laurentide Ice Sheet was significantly reduced during MIS 3 and grew
rapidly towards the LGM (Dalton et al., 2019). Terrestrial chronologies
from southern Greenland during early to late Holocene show that the
Greenland ice sheet margins are sensitive to not only long-term (larger
than 1000 years) but also short-term (less than 100 years) climate
fluctuations (Reusche et al., 2018). Based on this evidence, we propose
that the Northern Hemisphere ice sheets possibly underwent larger
variability in response to the millennial-scale abrupt climate shifts
than previously assumed (Stokes et al., 2012).
This study presents a novel perspective on the interplay between ice
sheet evolution and climate noise. During glacial inception, smaller
climate variability created conditions favorable for ice sheet buildup.
As ice sheets grew, larger climate variability arose and prevented
the ice sheets from further growth. This forms a negative feedback
between the climate variability and ice sheet evolution, leading the
Earth system towards an intermediate state. The simulated ice sheets
without climate variability reached full glacial conditions much earlier
than when there was significant climate variability (Fig. 5.1b), which
can be more than 40,000 years. During MIS 4, the boreal summer
insolation decreased to as low as the LGM, while CO2 value was
relatively high (∼205 ppm) and the ice sheets were at an intermediate
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size (Ahn and Brook, 2008; Lisiecki and Raymo, 2005). Van Meerbeeck
et al. (2009) found a warmer equilibrium climate at MIS 3 than at the
LGM, and showed that the climate sensitivity to insolation forcing is
higher than greenhouse gas forcing. Schaefer et al. (2015) showed
evidence that the Southern Hemisphere went from an interglacial
condition to a full glacial condition at ∼ 65,100 yr BP within a 15,000
year interval. They proposed that Northern Hemisphere ice sheets
require half a glacial cycle to reach full glacial conditions. In our
simulation (GL_hf), Northern Hemisphere ice sheets further build up
with lower insolation during MIS 4, and reach an intermediate state
with 80 m SLE. However, without the DO oscillations (GL_lf), ice sheets
reach a full glacial state at 64 kyr BP, and maintain their shape through
MIS 3. In other words, the climate variations favored maintaining an
intermediate ice sheet configuration and corresponding climate. We
propose that the large variability slowed down the ice sheet buildup
process, and prevented the Earth system from entering a full glacial
state from MIS 4 to MIS 3.
In our study, we emphasize the important role that DO fluctuations
played on Northern Hemisphere ice sheet evolution. Similar to Cessi
(1994) and Timmermann and Lohmann (2000), we show that the
ice sheet mean state is regulated by DO-like fluctuations, and are
affected by the climatic noise level. Although the glacial index that
we used may not accurately represent the millennial-scale climate
variability, the nonlinear dependence of the surface mass balance on
temperature is considered to be a robust phenomenon. The nonlinear
interactions between the ice sheet and atmosphere or ocean are not
considered within this method (Abe-Ouchi et al., 2007; Liakka et al.,
2012; Löfverström et al., 2015), and may affect the influence of the
climate noise level on ice sheet development. A more complex coupled
model is needed to account for the interplay between the ice sheet,
the ocean and the atmosphere or other climate components, and to
quantify the effect of climate noise on the climate (Rehfeld et al., 2018).
5.5 conclusions
Our study shows that climate noise can significantly slow ice sheet
development, and influence the ice sheet mean state. The larger the
amplitude of the variability, the smaller the resultant ice sheets. We
interpret that the nonlinear dependence of the surface mass balance on
the temperature is the main reason for this phenomenon. In addition,
this nonlinearity could also result in a hysteresis of the ice sheet
evolution, whereby the buildup process is much slower than the
retreat process. We propose that the DO events may significantly inhibit
the development of Northern Hemisphere ice sheets, and prevented
the Earth system from reaching a full glacial state from MIS 4 to
MIS 3. This gives us a new perspective on understanding the role of
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climate variations played within the Earth system, and shows that
the Northern Hemisphere ice sheets are sensitive to millennial-scale
abrupt climate shifts.

Part III
THE SHOWCASE 2
— The coupled climate-ice sheet modelling.

6
EFFECTS OF ORB ITAL CHANGE ON NORTHERN
HEMISPHERE ICE SHEETS DUR ING MIS 1 3
6.1 introduction
The benthic δ18O records from deep-sea sediments indicate that the
variability of ice sheet volume is much smaller before ∼400 kyr BP
than after (Lisiecki and Raymo, 2005, Fig. 6.1). The temperature re-
construction from the Antarctic ice core deuterium record also shows
the same feature (EPICA Community Members, 2006; Jouzel et al.,
2007), as well as the greenhouse gas change (Siegenthaler et al., 2005).
Overall, the interglacials were much cooler before 420 kyr BP than
those after. The reason for this transition is still unknown.
Marine Isotope Stage (MIS) 13 (∼ 524 to 474 kyr BP) is one of
the interglacials which were relatively cooler than present day and
probably had larger ice sheets. It is a long-lasting interglacial that has
been split into three sub-stages, MIS 13.1, MIS 13.2 and MIS 13.3. MIS
13.1 is also divided into three sub-stages (13.11, 13.12, 13.13, Fig. 6.2).
Correspondingly, the greenhouse gas values were relatively low, with
CO2 around 240 ppm. Although MIS 13 was less warm, the East Asian
summer monsoon was found to be exceptionally strong (Yin and Guo,
2008).
Several modelling studies have been conducted to uncover the
background climate during MIS 13. Besides the perihelion during
Northern Hemisphere summer, a remnant Eurasian ice sheet is found
can reinforce the East Asian summer monsoon through an atmospheric
wave train (Muri et al., 2013; Yin et al., 2008). Using the Earth system
Model of Intermediate Complexity (EMIC) LOVECLIM, Yin et al. (2009)
further investigated the individual and combined effects of ice sheets
and precession on MIS 13 climate with sensitivity experiments. They
tested different sizes of ice sheets ranging from PI to the LGM, and
different orbital forcing with two opposite precession configurations.
They found that the strength of East Asian summer monsoon depends
on ice sheet size under different astronomical configurations.
However, in all these studies, the ice sheets are prescribed. The
ice sheet sizes and their locations are assumed based on the benthic
δ18O and the ice sheet configuration at the LGM (Yin et al., 2009). In
our study, for the first time, we use a more sophisticated general
circulation model (AWI-CM) with interactive Northern Hemisphere ice
sheets (PISM). From an equilibrium perspective, we test the influence
of difference orbital forcing on the Northern Hemisphere ice sheet
configuration and the climate state. Firstly, we evaluate the perfor-
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Figure 6.1: The δD Dome C record (EPICA Community Members, 2006;
Jouzel et al., 2007) and the LR04 benthic δ18O stack (Lisiecki and
Raymo, 2005). The figure is from Jouzel et al. (2007).
mance of the coupled climate-ice sheet model AWI-CM-PISM under
the preindustrial (PI) scenario. The simulated state with coupled PISM
is compared to the simulation with fixed ice sheet configuration. Sec-
ondly, we investigate the MIS 13 climate under different astronomical
configurations and the effects on the Northern Hemisphere ice sheet
evolution. The feedback between the climate and ice sheets are then
discussed.
6.2 experiment design
As described in the model description (Sect. 2.3.2), the asynchronous
coupling with 1x100 between AWI-CM and PISM is used in order to
reach an equilibrium state. One experiment under PI scenario (PI0-
ka) is first conducted as the reference simulation. Then we focus on
the MIS 13 climate, for which three time slices (495, 506, 517 kyr BP)
with different astronomical parameters are selected (Table 6.1). The
boreal summer insolation at 65 ◦N reached its minima at 495 kyr
BP and 517 kyr BP, with boreal summer at aphelion. However, the
obliquity was the highest at 495 kyr BP and the lowest at 517 kyr
BP. The boreal summer insolation at 65 ◦N reached maximum at
506 kyr BP at perihelion, and the obliquity was at an intermediate
value. The greenhouse gas values are kept the same for the sensitivity
analysis of the astronomical forcing of the MIS 13 climate (with a CO2
concentration of 240 ppm, Loulergue et al., 2008; Siegenthaler et al.,
2005; Spahni et al., 2005).
For the preindustrial (PI) scenario, the model is initialized from
an equilibrium PI simulation without ice sheet dynamics (PInoIce,
AWI-CM alone simulation, integrated for 2961 years). Afterwards, the
climate model is integrated with ice sheet dynamics (PI0-ka) for 350
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Figure 6.2: The boreal summer insolation at 65 ◦N (red). The orbital parame-
ters from Berger (1978): Obliquity (yellow), Eccentricity (brown)
and Precession parameter (green, from spring equinox, param
= e sin(ω + π)). Benthic δ18O from Lisiecki and Raymo (2005,
black). δD from Antarctic Dome C (Jouzel et al., 2007, blue). CO2
record from Hönisch et al. (2009, purple). The dots indicate the
respective values for preindustrial (PI).
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Table 6.1: Orbital parameters and greenhouse gases concentrations used in
the experiments.
Exp. Obliquity Eccentricity Perihelion CH4 CO2 N2O Dyn.
Name (◦) (lon, ◦) (ppb) (ppm) (ppb) Ice
PInoIce 23.446 0.016724 102.157 760 280 270 No
506noIce 23.376 0.034046 274.100 510 240 280 No
PI0-ka 23.446 0.016724 102.157 760 280 270 Yes
495-ka 23.907 0.038638 97.617 510 240 280 Yes
506-ka 23.376 0.034046 274.100 510 240 280 Yes
517-ka 22.543 0.025640 91.309 510 240 280 Yes
years (ice sheet model for 35000 years) until the ice sheets reach a
quasi-equilibrium state .
For the sensitivity experiments during MIS 13, we initialized the
experiment 506noIce without coupled ice sheet and ran it for 745
model years (Table 6.1), so that the atmosphere component reached
a quasi-equilibrium state. Then we activated the coupled ice sheets
and ran the three time slice experiments with different orbital configu-
rations. The orbital configuration was kept the same for experiment
506-ka for 350 climate model years (35000 years for ice sheets) until
the ice sheet reached a stable state. The orbital configurations at the
other two time slices were set to different values respectively, and ran
for 550 climate model years.
6.3 the reference pi climate with interactive ice sheets
The global mean surface air temperature for experiment PI0-ka with
interactive ice sheets is 12.80 ◦C, which is 0.16 ◦C cooler than that
without interactive ice sheets (PInoIce, 12.96 ◦C). The main contribut-
ing areas for this cooling are in the Southern Ocean. These regions are
colder than those in PInoIce both in summer and winter (Fig. 6.3). Cor-
respondingly, more sea ice is simulated in the Southern Hemisphere,
especially around West Antarctica (Fig. 6.4).
The surface air temperature anomaly for PI0-ka compared to PInoIce
in the North Atlantic displays a dipole pattern, with negative anomaly
north of 50 ◦N and positive anomaly south of 50 ◦N. This indicates that
the AMOC is weaker, causing a reduction of the northward head trans-
port over the northern North Atlantic. A cold anomaly is also obtained
in northern Canada, e.g. Hudson Bay and the Arctic Archipelago. In
the northern part of the Eurasian continent, the seasonal cycle becomes
weaker in experiment PI0-ka than in PInoIce, where the summer is
colder while the winter is warmer (Fig. 6.3). The change in precipi-
tation between these two experiments is not significant, except that
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Table 6.2: Globally averaged surface air temperature (SAT) and the simulated
Northeren Hemisphere (NH) ice sheet volume in the experiments.
Exp. Glob. Mean SAT Ice Sheet Volume (NH)
Name (◦) Sea Level Equivalent (m)
PInoIce 12.96 -
506noIce 11.92 -
PI0-ka 12.80 ∼11
495-ka 11.88 ∼25
506-ka 11.90 ∼10
517-ka 11.60 ∼27.5
Figure 6.3: The simulated annual mean (Annual), summer (JJA), winter (DJF)
surface air temperature (SAT) pattern for experiment PI0-ka, and
the difference between PI0-ka and PInoIce. The hatched area did
not pass the 0.05 significant level.
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Figure 6.4: The simulated sea ice concentration for experiment PI0-ka in
September and March, and the difference between PI0-ka and
PInoIce. The hatched area did not pass the 0.05 significant level.
slightly more precipitation is simulated over Europe and the northern
Indian Ocean in PI0-ka (not shown).
The simulated Northern Hemisphere ice sheet volume in experi-
ment PI0-ka is ∼11 m SLE. Comparing to the present day ice sheet
configuration (Fig. 6.5, PInoIce, ∼7 m SLE), the simulated Greenland
ice sheet is more extended, but flatter. This is consistent with the
simulated surface air temperature pattern, where there are negative
anomalies over Greenland Ice Sheet margins and positive anomalies
over the central area. In addition, Cordilleran Ice Sheet is built up
over Coast Mountains. Small ice caps are also simulated in the Arctic
Archipelago.
6.4 the mis 13 climate without interactive ice sheets
Several studies have been conducted to examine the MIS 13 climate
using climate models with different complexity and prescribed ice
sheet configuration (Muri et al., 2012, 2013; Yin et al., 2009; Yin et al.,
2008). In this section, we evaluate the performance of AWI-CM climate
model during MIS 13 (at 506 kyr BP) and compare the results with
previous literature. We compare the simulated results from experiment
506noIce for MIS 13.13 climate to the PI scenario from experiment
PInoIce.
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Figure 6.5: The simulated ice thickness for experiment PI0-ka and PInoIce.
The insolation change at 506 kyr BP with respect to PI is shown in
Figure 6.6. The global mean surface air temperature for experiment
506noIce is 11.92 ◦C, around 1.04 ◦C colder than preindustrial condi-
tion (PInoIce). This is probably due to the lower greenhouse gas value
(240 ppm CO2). Larger seasonality is shown in the simulated pattern.
The summer temperature in the Northern Hemisphere mid-latitudes
is 6-8 ◦C warmer than PI, while the winter temperature is colder than
PI almost over the whole globe (Fig. 6.7). This phenomenon can be
interpreted by the change of the orbital forcing. Although the obliquity
values at 506 ky BP and PI are similar, the precessional angles are at
opposite phases. The Northern Hemisphere summer at 506 kyr BP
was at perihelion, while winter was at aphelion. This could strengthen
the insolation of Northern Hemisphere in summer and weaken the
insolation in winter, resulting in larger seasonality. As a result, the
land-ocean thermal contrast over the Northern Hemisphere continents
is strengthened, which can cause stronger summer monsoons and a
shift of Intertropical Convergence Zone. As shown in Fig. 6.8, more
precipitation is simulated over China, India and North Africa in sum-
mer, indicating stronger East Asian, Indian and North African summer
monsoons. This is consistent with previous modelling results with
EMICs or GCMs (Muri et al., 2012, 2013; Yin et al., 2009; Yin et al., 2008),
and also matches geological evidence (e.g. Yin and Guo, 2008).
In response to the colder Southern Hemisphere, the simulated sea
ice especially around eastern Antarctica is much more northward ex-
tended (Fig. 6.9). The sea ice concentration around western Antarctica
increases in March, while it slightly decreases in September, which
might be related to the change of Antarctic Circumpolar Current. In
the Arctic, the sea ice concentration increases especially over Green-
land Sea and Bering Sea in March. However, there is no significant
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Figure 6.6: The insolation at PI and the difference between 506 kyr BP and
PI.
Figure 6.7: Similar as Fig. 6.3, but for experiment 506noIce, and the difference
between 506noIce and PInoIce.
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Figure 6.8: The simulated annual mean (Annual), summer (JJA), winter (DJF)
precipitation (Precip) pattern for experiment 506noIce, and the
difference between 506noIce and PInoIce. The hatched area did
not pass the 0.05 significant level.
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Figure 6.9: Similar as Fig. 6.4, but for experiment 506noIce, and the difference
between 506noIce and PInoIce.
change in September. The simulated sea ice concentration patterns are
also similar to those simulated by HadCM3 (Muri et al., 2013).
6.5 mis 13 climate with interactive ice sheets
6.5.1 The 495 ka Climate
The boreal summer insolation at 65 ◦N at 495 kyr BP is similar to
PI, but with a slightly higher obliquity and larger eccentricity (Fig.
6.2), as well as lower greenhouse gases values. The simulated surface
air temperature at 495 kyr BP (11.88 ◦C) is globally colder than at
PI, especially during summer (Fig. 6.10). This is probably due to the
lower greenhouse gases values. There is no significant change in
precipitation except the tropical regions (not shown). The simulated
sea ice concentration increases in September especially in Southern
Hemisphere, while in March there is no significant change except an
increase in the Greenland Sea (Fig. 6.11). The simulated Northern
Hemisphere ice sheets volume is ∼25 m SLE, with more ice simulated
in Ellesmere Island, Svalbard, Severny Island, Tibet, as well as a much
thicker and more extended Cordilleran Ice Sheet (Fig. 6.12b).
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Figure 6.10: Similar as Fig. 6.3 for surface air temperature (SAT), but for
experiment 495-ka, and the difference between 495-ka and PI0-
ka.
Figure 6.11: Similar as Fig. 6.4 for sea ice concentration, but for experiment
495-ka, and the difference between 495-ka and PI0-ka.
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Figure 6.12: The simulated ice thickness for experiment (a) PI0-ka, (b) 495-ka,
(c) 506-ka, (d) 517-ka.
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Figure 6.13: Similar as Fig. 6.3 for surface air temperature (SAT), but for
experiment 506-ka, and the difference between 506-ka and PI0-
ka.
6.5.2 The 506 ka Climate
The distribution of the surface air temperature (Fig. 6.13), precip-
itation and sea ice concentration (Fig. 6.14) for experiment 506-ka
with interactive ice sheets is similar as the one without interactive ice
sheets (experiment 506noIce, Fig. 6.7, 6.8, 6.9). The global mean sur-
face air temperature is 0.02 ◦C colder than 506noIce. The seasonality
is much larger than that at PI especially over Northern Hemisphere
mid-latitude continents. Since the ice sheets are mainly influenced by
the summer temperature, the simulated ice sheet volume is ∼10 m
SLE. It is less than the PI configuration, where smaller Cordilleran Ice
Sheet is simulated (Fig. 6.12c).
6.5.3 The 517 ka Climate
The obliquity at 517 kyr BP is the lowest during MIS 13, and the boreal
summer is at aphelion. The global mean surface air temperature is
the lowest among all the experiments. The temperature differences be-
tween 517-ka and PI can be low to -8 ◦C in winter for both hemispheres
(Fig. 6.15). The Arctic sea ice concentration increases significantly in
the Arctic ocean in September, and in the North Atlantic in March
(Fig. 6.16). For Antarctic sea ice, the sea ice concentration increases in
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Figure 6.14: Similar as Fig. 6.4 for sea ice concentration, but for experiment
506-ka, and the difference between 506-ka and PI0-ka.
eastern Antarctica in September, and increases all around the Antarctic
continent in March than at PI. More ice sheets are simulated in Arctic
islands, Tibet and Coast Mountains in experiment 517-ka in response
to a colder climate than PI (Fig. 6.12d). There is no significant change
in precipitation except in the tropical regions (not shown).
6.6 discussions
6.6.1 The Effect of Precession
Figure 6.17 (upper panel) illustrates the insolation difference between
506 kyr BP (∼MIS 13.13) and 495 kyr BP (∼MIS 13.12). The obliquity
at 506 kyr BP is close to that at 495 kyr BP, but the precessional
angles at these two time slices are at opposite phases. As discussed
before, boreal summer at 506 kyr BP is at perihelion. This results in a
significant increase in Northern Hemisphere summer insolation, and
reduction in Southern Hemisphere summer insolation. The surface
air temperature at 506 kyr BP increases up to 8 ◦C over mid-latitude
continents in summer, while it decreases especially in Antarctica and
Northern Hemisphere lower latitudes in winter (Fig. 6.18, left panel).
Correspondingly, less (more) sea ice forms in summer (winter) than
at 495 kyr BP (Fig. 6.19, left panel). Since Northern Hemisphere ice
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Figure 6.15: Similar as Fig. 6.3 for surface air temperature (SAT), but for
experiment 517-ka, and the difference between 517-ka and PI0-
ka.
Figure 6.16: Similar as Fig. 6.4 for sea ice concentration, but for experiment
517-ka, and the difference between 517-ka and PI0-ka.
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Figure 6.17: Insolation difference between 506 and 495 kyr BP (506-ka - 495-
ka), and 517 and 495 kyr BP (517-ka - 495-ka).
sheets are mainly influenced by summer temperature, the ice sheet
volume tends to decrease (Fig. 6.12c).
6.6.2 The Effect of Obliquity
The boreal summer for 517 kyr BP (∼MIS 13.2)and 495 kyr BP (∼MIS
13.12) are both at aphelion, while the obliquity angles are at the lowest
and the highest respectively. The lower obliquity causes less insolation
received at high latitude in summer, and more insolation received at
low latitude from April to October (Fig. 6.17, lower panel). As a result,
lower surface air temperature is simulated at polar regions almost all
the year round (Fig. 6.18, right panel), as well as a higher simulated
sea ice concentration (except western Antarctica in September, Fig.
6.19). This causes a substantial increase of Northern Hemisphere ice
sheets (Fig. 6.12d) in polar regions.
6.6.3 The MIS 13 Ice Sheets
Yin et al. (2009) assume that there is a linear relationship between the
benthic δ18O and the total ice volume on the Earth (see equation 6.2).
With this assumption, the excess ice volume (ΔV, referenced to present
Greenland and Antarctic Ice Sheets) during MIS 13.1 varies from 17 m
to 45 m SLE based on different benthic δ18O reconstruction (Lisiecki
and Raymo, 2005; Shackleton, 2000). In their study, they assume that
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Figure 6.18: The surface air temperature (SAT) differences between experi-
ment 506-ka and 495-ka (506-ka - 495-ka, left panel), and between
experiment 517-ka and 495-ka (517-ka - 495-ka, right panel).
Figure 6.19: Similar as Fig. 6.18, but for sea ice concentration.
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the excess ice is located in North America and Eurasia as reconstructed
since the LGM. In our equilibrium simulations, the excess ice sheet
volume (ΔV, see equation 6.1) for 495-ka is ∼14 m SLE with respect
to PI0-ka. The Cordilleran Ice Sheet increases significantly, as well as
Tibet, which is probably due to the higher bedrock elevation. Besides,
small ice sheets are also built up on the Arctic islands (Fig. 6.12b),
probably in response to lower values of greenhouse gases.
ΔV(t) = V(t)−V(PI) (6.1)
=
V(LGM)−V(PI)
δ18O(LGM)− δ18O(PI) · [δ
18O(t)− δ18O(PI)] (6.2)
The benthic δ18O reaches a minimum during MIS 13.2 with 4.25
per mil in Lisiecki and Raymo (2005), possibly with up to ∼70 m SLE
excess ice sheets. In our simulation, around 16.5 m SLE excess ice is
simulated at 517 kyr BP in response to a lower obliquity. The ice sheets
grow mainly over Coast Mountains, Tibet and islands in polar regions.
However, less equilibrium ice volume than PI is simulated during MIS
13.13 (506-ka).
Ice sheets, as a slow climate component, require tens of thousand
years to adapt to external changes. In reality, the Earth system was
forced by transient orbital change. It is unlikely that the ice sheets
reached equilibrium states, and probably still had memory from earlier
periods. This could be one of the reason for the mismatch between
the deduction from benthic δ18O data and the model simulations.
More importantly, multi-stability is found in simulated ice sheets
when orbital forcing varies from cold to warm phase or in reverse,
especially with lower CO2 values (Calov and Ganopolski, 2005). In
our simulations, we only initiated from an interglacial state due to the
limitations of computing resources. However, initiating from a glacial
state might result to different ice sheet equilibrium configurations.
Lastly, the linkage between the benthic δ18O and ice volume might be
nonlinear, where deep ocean temperature also plays a role (Mix and
Ruddiman, 1984). This might lead to a different estimation of the MIS
13 ice sheet volume.
However, with our equilibrium simulations, we gain insights into
what the effects of different orbital configurations on climate change
and the ice sheet evolution are. We deduce the possible regions which
are favorable for ice sheet buildup during a glacial inception.
6.7 conclusions
In this chapter, we investigated climate conditions with three typical
orbital configurations during MIS 13 using a coupled ice sheet-climate
model (at 495 kyr BP, 506 kyr BP and 517 kyr BP). The boreal summer
insolation at 65◦N at 495 kyr BP is similar to PI condition, but with
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lower greenhouse gas values. This causes more ice sheet buildup over
polar islands and high elevation mountains. The boreal summer at
506 kyr BP was at perihelion, while for the other two time slices it
was at aphelion. The obliquity at 517 kyr BP was the lowest, while
was the highest at 495 kyr BP. When boreal summer is at perihelion,
the seasonal cycle is enlarged. This leads to a much warmer Northern
Hemisphere summer and smaller equilibrium ice sheets. Lower obliq-
uity causes cooling over the polar regions, and is likely favorable for
ice sheet buildup around the polar areas and mountains with higher
elevations.
In this study, the Cordilleran Ice Sheet develops as the same pace as
the summer insolation change at 65 ◦N during MIS 13. The Cordilleran
Ice Sheet is likely more sensitive and has faster response to insolation
change than the Laurentide Ice Sheet, Greenland Ice Sheet or Eurasian
ice sheets. It indicates that the developing processes of different North-
ern Hemisphere ice sheets may be different within the Earth system,
in terms of interactions with the atmosphere and the ocean under
orbital timescales.
The multi-stability of the ice sheets under the same climate forcing
should also be considered. Here we only initiate the coupled model
from an interglacial state, due to the limitation of the computational
resources. However, initiating the model from a glacial state should
be conducted in the future. In addition, transient simulations can also
be applied for simulating the long duration MIS 13 climate.

7
SUMMARY AND OUTLOOK
In this thesis, Northern Hemisphere ice sheet evolution during the
late Pleistocene is investigated under different background climate
conditions, by using a standalone ice sheet model or a coupled ice
sheet-climate model. The influence from the atmosphere is the main
focus, since Northern Hemisphere ice sheets are primarily land-based.
The main conclusions in response to the specific questions in Chapter 1
are as follows:
1. Was the Northern Hemisphere ice sheet evolution solely con-
sistent with a linear combination of a glacial and interglacial
climate state during the last glacial cycle?
Northern Hemisphere ice sheet evolution during the last glacial
cycle is simulated with a first-order approximation of climate
forcing (i.e. glacial index method with two extreme climates).
Similar to previous studies, the simulated ice sheets match with
the general distribution of the geological reconstructions. How-
ever, the nonlinear processes cannot be ignored. They likely
account for the mismatches between modelling and reconstruc-
tions.
2. How are the effects of upper boundary conditions on North-
ern Hemisphere ice sheet modelling?
Atmospheric forcing for the ice sheets is found to be important
for ice sheet modelling. Forcing uncertainties have large impact
on the simulated ice sheets. Therefore, additional constraints on
climate output especially the summer surface air temperature are
essential for simulating glacial-interglacial Northern Hemisphere
ice sheets.
3. How are the effects of climate variability on Northern Hemi-
sphere ice sheet mean state?
In terms of higher frequency climate variability, larger amplitude
noise can lead to reduced simulated growth of Northern Hemi-
sphere ice sheets. The nonlinear response of the surface mass
balance to temperature are likely the cause for this phenomenon.
It results in asymmetric in ice sheet buildup and retreat pro-
cesses. From this perspective, we propose that DO events may
help maintain an intermediate ice sheet state during MIS 4 and 3.
4. How are the effects of orbital change on Northern Hemisphere
ice sheet evolution during Marine Isotope Stage 13?
91
92 summary and outlook
The climate of a cold interglacial, MIS 13, is investigated using a
coupled ice sheet-climate model with different orbital configura-
tions. The most sensitive areas for ice sheet buildup in response
to lower greenhouse gas values are over polar islands and high
elevation mountains, e.g. the Cordilleran Ice sheet. Boreal sum-
mer at perihelion results in a significant warming during MIS
13 compared to PI especially over Northern Hemisphere mid-
and high-latitude continents. This results in a reduction of the
simulated ice sheets. Lower obliquity induces cooling over the
polar regions, and is therefore favorable for ice sheet growth
within these areas.
outlook
For the ice sheet sensitivity to climate forcing, an alternative ablation
scheme to PDD, surface energy balance, could be used for further
investigation. Recent work has highlighted the role of ocean forcing
in driving glacial ice sheet variability, especially for marine-based
ice sheets, for example the Barents-Kara Ice Sheet. However, in our
standalone ice sheet simulation, we fixed the ocean forcing and did
not incorporate this potential source of climate-driven ice sheet change.
Further studies related to the ocean forcing should be included in the
future. In addition, better constraints on the ice-substrate interface
could be included in the ice sheet modelling.
Using a coupled climate-ice sheet model, we simulated the equilib-
rium climate state of MIS 13 with different orbital configurations. The
simulated ice sheet volume is smaller than that deduced from the ben-
thic δ18O records. One possible explanation could be the multi-stability
of the ice sheets under the same background condition. In this thesis,
we only initiate the coupled model from an interglacial state, due to
the limitation of the computational resources. In the future, initiating
the model from a glacial state should be conducted for testing the
multi-stability. Besides, transient simulations can also be applied for
simulating the long duration MIS 13 climate.
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