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Abstract
A Maxwell solver derived from finite element method with O(N) computing cost is developed to improve the numerical
dispersion properties in relativistic particle-in-cell (PIC) simulations. The correction of the dispersion relation of the
electromagnetic wave is achieved using the neighboring cells via an iteration scheme without decomposing into Fourier
modes. The local nature of the communication is ideally suited to massively parallel computer architectures. This
Maxwell solver constrains the Numerical Cherenkov instability (NCI) for the ultra-relativistic drifting pair plasma in x
direction to large wave vectors for two dimensional grid. The growth rate of NCI is suppressed by using the low pass
filtering.
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1. Introduction
Particle-in-cell (PIC) method[2] is widely used for the
simulations of plasma dynamics ranging from Laser Plasma
Accelerators (LPAs) to collisionless astrophysical problems.
The traditional Yee scheme[15] introduces a resonance be-
tween the beam and electromagnetic (EM) wave, which
results in numerical Cherenkov instability (NCI) [5]. The
resonance is a numerical artifact, which is due to two
fundamental properties in the numerical schemes: (1) In
the Maxwell solver, the dispersion relation of the vacuum
electromagnetic waves deviates from the physical one, i.e.
ω = ck (we call ω = ck luminous, ω > ck superluminous,
ω < ck subluminous). (2) The dispersion of the drifting
plasma has contribution of aliases[9]. For example, in Yee
solver the dispersion is superluminous along any axis but
luminous along diagonals and the main beam will intersect
at some direction between these two directions for low k.
This numerical artifact has significant impact on the qual-
ity and physical interpretation of relativistic PIC simula-
tions. The numerical instabilities near k = 0, once gen-
erated, are difficult to be differentiated from the physics
modes, which are also near k = 0. A numerical scheme
without numerical resonance near k = 0 or suppressing the
NCI growth rate resolves the numerical artifact. Several
approaches have been proposed to improve the numerical
dispersion properties[3, 6–8, 10, 13, 14, 16], including the
optimal choice of time step and spectral solvers.
One approach to minimize the NCI growth rate is achieved
by optimal choice of time step, which was found for both
energy conserving and momentum conserving scheme by
using the analytical formula for the asymptotic growth
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rate[14]. The asymptotic NCI growth rate is useful for
optimizing the numerical dispersion properties of different
interpolation schemes and Maxwell solvers.
Another approach to improve the numerical dispersion
is to use the spatial Fourier transform based methods, such
as Pseudo-Spectral Time Domain (PSTD) algorithms[6–
8]. Those methods can constrain numerical resonance be-
tween EM mode and beams to large wave vectors, i.e. no
resonance near k = 0. The numerical instabilities can then
be suppressed by applying low-pass filtering[13]. The non-
local nature of communication cost and the O(N logN)
computational cost of the spatial Fourier transform algo-
rithms make those methods challenging to scale on mas-
sively parallel computers. In the generalized PSTD algorithm[6],
the components of the wavevectors can be replaced by the
Fourier transforms of finite difference approximations to
spatial derivatives on a grid, which reduces the communi-
cation cost to local and computational cost to O(N). The
mixed FD-FFT solver use 1D FFT only[16] or high or-
der FDTD in one direction only[10]. However, the mixed
solver nature in different directions requires correction due
to the loss of charge conservation.
In this paper, we aim to develop an alternative nu-
merical scheme on multi-dimensional grid with superlu-
minous numerical dispersion in a large range of k includ-
ing k = 0, and with O(N) computing cost and only lo-
cal communication. The discretized set of Maxwell equa-
tions without lumping, i.e. keeping the averaging oper-
ators, from Eastwood 1991[4] is found to satisfy all our
requirements and has been implemented in this work us-
ing the EPOCH code[1]. If the charge conserving current
deposition is used, the set of equations also conserve the
Gauss’s law for electric field, there is no need for diver-
gence cleaning of electric field or correction of the current.
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The divergence-free nature of the magnetic field is also
preserved. In principle, the numerical scheme we develop
here can be implemented in any Yee-grid based PIC code
and generalized to complex geometries. Our numerical
scheme modifies Ampere’s equations, instead of modifying
the Faraday equation in the finite-difference time-domain
(FDTD) method[3].
This paper is organized as follows. The algorithm for
solving Maxwell equations and the dispersion properties
of the numerical electromagnetic waves in vacuum are de-
scribed in Sec 2. The NCI growth rate for drifting pair
plasma is discussed in Sec 3, following the analytical tech-
nique in Xu 2013[14]. The numerical experiments are car-
ried out to confirm the two dimensional EM dispersion
relation and the NCI growth rate in Sec 4.
2. Maxwell Solver
In Eastwood [4], the coupled relativistic Vlasov-Maxwell
set of equations are derived using finite elements in both
space and time. Their finite element derivations are suit-
able for complex geometries. In this paper, we solve the
Vlasov-Maxwell equation on uniform rectangular grid by
using Faraday and Ampere’s equations from Eastwood,
without modifying other modules from the usual finite dif-
ference PIC, i.e., force interpolation, current deposition
and particle pusher. The discretized Faraday equations
from Eastwood 1991 can be generalized to 3D
1
c
DtBx = −
[
DyEz −DzEy
]
(1)
1
c
DtBy = −
[
DzEx −DxEz
]
(2)
1
c
DtBz = −
[
DxEy −DyEx
]
(3)
and the Ampere’s equations are
1
c
Dt(αyzEx) =
[
Dy(αtzBz)−Dz(αtyBy)
]− 4pi
c
jx (4)
1
c
Dt(αzxEy) =
[
Dz(αtxBx)−Dx(αtzBz)
]− 4pi
c
jy (5)
1
c
Dt(αxyEz) =
[
Dx(αtyBy)−Dy(αtxBx)
]− 4pi
c
jz (6)
and the Gauss’s law for electric field and magnetic field
Dx(αyzEx) +Dy(αzxEy) +Dz(αxyEz) = 4piρ (7)
DxBx +DyBy +DzBz = 0 (8)
where difference operators Dx, Dy, Dz, Dt and averaging
operators αx, αy, αz, αt respectively act on the spatial
indices k, l, m and time step index n:
Dxfk,l,m,n =
fk+1/2,l,m,n − fk−1/2,l,m,n
∆x
(9)
αxfk,l,m,n =
fk+1,l,m,n + 4fk,l,m,n + fk−1,l,m,n
6
(10)
and similarly for Dy and αy on index l, and for Dz and
αz on index m, and for Dt and αt on the index n. The
product of two averaging operators αy and αz is abbre-
viated as αyz, similarly for averaging operators in other
directions. All the indices can be integers or half integers,
depending on the staggered directions of the grid and time
step. As derived from finite element method[4], the aver-
aging stencil is ( 16 ,
2
3 ,
1
6 ) for spatial grid in all three spatial
dimensions and also for time step. The variables for elec-
tric field
−→
E , magnetic field
−→
B and current density −→ are
defined either at grid point or has a half-grid offset, on
integer or half-integer time step, as same as in the Yee
scheme. The whole set of discrete variables is
Ek+1/2,l,m,nx , E
k,l+1/2,m,n
y , E
k,l,m+1/2,n
z ,
Bk,l+1/2,m+1/2,n+1/2x , B
k+1/2,l,m+1/2,n+1/2
y ,
Bk+1/2,l+1/2,m,n+1/2z ,
jk+1/2,l,m,nx , j
k,l+1/2,m,n
y , j
k,l,m+1/2,n
z
ρk,l,m,n+1/2
where k, l,m, n are integers. By lumping the averaging op-
erators, αx, αy, αz, αt → 1 in Eqs(1) to Eq(6), we recover
the discretized equations for Yee solver. In the numerical
scheme we use in this work, we keep those averaging op-
erators instead of lumping them in order to achieve the
desired numerical dispersion properties.
By performing Fourier transform on Eqs(1) to (6), as-
suming that all the variables have ei(kxx+kyy+kzz−ωt) form,
the difference and averaging operators can be written in
terms of frequency ω or wave vector
−→
k
αx =
2 + cos kx∆x
3
= 1− 2
3
sin2
kx∆x
2
(11)
Dx = i
sin(kx∆x/2)
∆x/2
(12)
Dt = −i sin(ω∆t/2)
∆t/2
(13)
and similarly for αt, αy, αz, Dy, Dz, where ∆x is the grid
size in x direction, ∆t is the time step. The Eqs(1) to (6)
in Fourier space can be written as
[
−→
k ]×−→E = [ω]
c
−→
B (14)
[
−→
k ]× (AB−→B ) = − [ω]
c
AE
−→
E − 4pii
c
−→ (15)
where
[k]i =
sin(ki∆xi/2)
∆xi/2
, i = 1, 2, 3 (16)
[ω] =
sin(ω∆t/2)
∆t/2
, (17)
2
AB =
αtx 0 00 αty 0
0 0 αtz
 , and (18)
AE =
αyz 0 00 αzx 0
0 0 αxy
 (19)
By multiplying [ω] on Eq(15) and using Eq(14) to elimi-
nate
−→
B , we get
[ω]2AE
−→
E + c2[
−→
k ]×AB([−→k ]×−→E ) = −4pii[ω]−→ (20)
We define the vacuum part of dielectric tensor by ←→ (vac) ·−→
E = [ω]2AE
−→
E + c2[
−→
k ] ×AB([−→k ] × −→E ), then the matrix
elements of ←→ (vac) can be written down
(vac)xx = αyz[ω]
2 − αtyc2[k]2z − αtzc2[k]2y (21)
(vac)yy = αzx[ω]
2 − αtzc2[k]2x − αtxc2[k]2z (22)
(vac)zz = αxy[ω]
2 − αtxc2[k]2y − αtyc2[k]2x (23)
(vac)xy = 
(vac)
yx = αtzc
2[k]x[k]y (24)
(vac)yz = 
(vac)
zy = αtxc
2[k]y[k]z (25)
(vac)zx = 
(vac)
xz = αtyc
2[k]z[k]x (26)
By lumping the averaging operators, i.e. letting AE → 1
and AB → 1 in Eq(20), the vacuum dielectric tensor for
Yee solver is recovered.
It is derived in Appendix Appendix A that Eq(7) is
conserved automatically if it is fulfilled at the initial con-
dition and a charge conserving current deposition scheme
is used. And Eq(8) is conserved if it is fulfilled at the initial
condition.
2.1. Dispersion relation for EM waves in vacuum
In vacuum we have zero current
−→
j = 0, the dispersion
relation of EM waves can be obtained by calculating the
determinant of the dielectric tensor ←→ (vac)
det←→ (vac) = (αxyzt)2[ω]2
(
α−1t
[ω]2
c2
− α−1x [k]2x + α−1y [k]2y + α−1z [k]2z
)2 (27)
The ω = 0 mode represents the background field while the
other root of ω represents the EM mode. Thus we obtain
the vacuum EM wave dispersion relation
α−1t
[ω]2
c2
= α−1x [k]
2
x + α
−1
y [k]
2
y + α
−1
z [k]
2
z (28)
We define the function G(θ) to be
G(θ) =
sin2 θ
1− 23 sin2 θ
(29)
Then Eq(28) becomes
G(ω∆t2 )
c2∆t2
=
G(kx∆x2 )
∆x2
+
G(
ky∆y
2 )
∆y2
+
G(kz∆z2 )
∆z2
(30)
For numerical stability, the frequency ω must be real which,
by Eq(30) implies the same time step constraint as Yee
solver
c∆t3D ≤ c∆t3D,CFL = (1/∆x2 + 1/∆y2 + 1/∆z2)−1/2
(31)
The detail derivation of Eq(31) is in Appendix Appendix B.
For k → 0, we expand the phase speed ω/k to second order
in k
ω/k = c
[
1 +
1
24
(
k4x∆x
2 + k4y∆y
2 + k4z∆z
2
k2
− k2c2∆t2)
+O(k4)
]
(32)
From Eq(32) we derive in Appendix Appendix B that
the EM mode for sufficiently small k always has phase
speed larger than or equal to c, i.e. the speed of light,
so the resonance between EM mode and unaliased plasma
beam with any physical speed v < c cannot be located
near k = 0.
For a two-dimensional grid, we can write down the dis-
persion relation of the EM mode, the CFL limit of time
step and the expansion of phase speed in the similar way
ω/k = c
[
1 +
1
24
(
k4x∆x
2 + k4y∆y
2
k2
− k2c2∆t2)
+O(k4)
]
(33)
G(ω∆t2 )
c2∆t2
=
G(kx∆x2 )
∆x2
+
G(
ky∆y
2 )
∆y2
(34)
c∆t2D ≤ c∆t2D,CFL = (1/∆x2 + 1/∆y2)−1/2 (35)
For the the ∆x = ∆y case, we plot the phase velocity in k
space for different values of time step in Fig. 1.
In the 2D or 3D case for ∆t = ∆tCFL, the phase speed
is constant and equals to c along the diagonal of the first
Brillouin zone, i.e. |kx|∆x = |ky|∆y = |kz|∆z in 3D case
and |kx|∆x = |ky|∆y in 2D case. For ∆t 6= ∆tCFL or off-
diagonal direction, the second order term in Eq(32) and
(33) is always larger than zero, thus ω/k is larger than c
for sufficiently small k.
2.2. Numerical iteration scheme
2.2.1. Equations for three dimensional case
Updating
−→
B is fully explicit by using Eqs(1) to (3).
However, Eqs(4) to (6) contain the time averaging operator
on the L.H.S., which require the field at a previous step
and a future step. This requirement can be eliminated by
substituting Eq(1) to (3) into the averaging operators. For
3
Figure 1: Numerical properties for the phase velocities of our solver. Subfigures (a) to (c) are two dimensional contours of phase speed
normalized by speed of light in the numerical dispersion given by Eq(34), for the ∆x = ∆y case, and for different time steps ∆t. We only
plot the region where kx > 0 and ky > 0 because the dispersion relation is symmetric under the transform kx → −kx or ky → −ky . For
∆t = ∆tCFL case, the phase velocity is always c along the diagonal. Subfigures (d) to (f) are the numerical phase velocities along the kx axis
and along the diagonal. The numerical dispersion relation are tested by taking the Fourier transform of Ez in the simulations against the
dispersion relation in Eq(34).
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example, the time averaging of Bz can be written as
αtB
n+1/2
z =
B
n−1/2
z + 4B
n+1/2
z +B
n+3/2
z
6
=
B
n+1/2
z −∆t(DtBz)n
6
+
2
3
Bn+1/2z
+
B
n+1/2
z + ∆t(DtBz)
n+1
6
= Bn+1/2z +
∆t
6
(DtBz)
n+1 − ∆t
6
(DtBz)
n
= Bn+1/2z +
c∆t
6
(−DxEy +DyEx)n+1
− c∆t
6
(−DxEy +DyEx)n (36)
where we used Eq(3) in the derivation. Similarly we can
write down the time averaging of By as
αtB
n+1/2
y = B
n+1/2
y +
c∆t
6
(−DzEx +DxEz)n+1
− c∆t
6
(−DzEx +DxEz)n (37)
Substituting Eq(36) and (37) into the time averaging terms
in Eq(4), we obtain
αyz
En+1x − Enx
c∆t
=Dyαz[B
n+1/2
z +
c∆t
6
(−DxEy +DyEx)n+1
− c∆t
6
(−DxEy +DyEx)n]
−Dzαy[Bn+1/2y +
c∆t
6
(−DzEx +DxEz)n+1
− c∆t
6
(−DzEx +DxEz)n]
− 4pi
c
jn+1/2x (38)
where n is the index for nth time step. If we define the
auxiliary variable E′x such that
DtE
′
x = Dt[αyzEx
− c
2∆t2
6
Dyαz(−DxEy +DyEx)
+
c2∆t2
6
Dzαy(−DzEx +DxEz)]
= Dt[(αyz − c
2∆t2
6
D2yαz −
c2∆t2
6
D2zαy)Ex
+
c2∆t2
6
DxDyαzEy +
c2∆t2
6
DxDzαyEz]
(39)
then we can simplify Eq(38) to be
1
c
DtE
′
x = Dy(αzBz)−Dz(αyBy)−
4pi
c
jx (40)
The equations for the auxiliary variables are similar in y
and z directions
1
c
DtE
′
y = Dz(αxBx)−Dx(αzBz)−
4pi
c
jy (41)
1
c
DtE
′
z = Dx(αyBy)−Dy(αxBx)−
4pi
c
jz (42)
And the change of electric field vector from nth step to
(n+ 1)th step ∆
−→
E = (∆Ex,∆Ey,∆Ez) and the change of
the auxiliary vector ∆
−→
E ′ = (∆E′x,∆E
′
y,∆E
′
z) satisfy the
linear transform
(1−←→A ) ·∆−→E = ∆−→E ′ (43)
The matrix elements of A can then be written down
Axx =
c2∆t2
∆y2 − 1
6
D¯yy +
c2∆t2
∆z2 − 1
6
D¯zz
+
c2∆t2
∆y2 +
c2∆t2
∆z2 − 1
36
D¯yyzz (44)
Ayy =
c2∆t2
∆z2 − 1
6
D¯zz +
c2∆t2
∆x2 − 1
6
D¯xx
+
c2∆t2
∆z2 +
c2∆t2
∆x2 − 1
36
D¯zzxx (45)
Azz =
c2∆t2
∆x2 − 1
6
D¯xx +
c2∆t2
∆y2 − 1
6
D¯yy
+
c2∆t2
∆x2 +
c2∆t2
∆y2 − 1
36
D¯xxyy (46)
Ayz = Azy = − c
2∆t2
6∆y∆z
D¯yz(1 +
D¯xx
6
) (47)
Azx = Axz = − c
2∆t2
6∆z∆x
D¯zx(1 +
D¯yy
6
) (48)
Axy = Ayx = − c
2∆t2
6∆x∆y
D¯xy(1 +
D¯zz
6
) (49)
where we define the dimensionless operator D¯x to be the
value difference between the right cell and left cell in x
direction
D¯xf = ∆xDxf = fi+1/2 − fi−1/2 (50)
and similarly for y and z directions. D¯ with multiple in-
dexes represents the abbreviation of multiplication, e.g.
D¯xx = D¯xD¯x and D¯xxyy = D¯xD¯xD¯yD¯y.
To update the electric field, we first compute the change
of auxiliary field explicitly by using Eqs(40) to (42). Then
the change of the electric field can be obtained by solv-
ing Eq(43) and the electric field is updated simply by
the increment
−→
E n+1 =
−→
E n + ∆
−→
E . To solve for ∆
−→
E by
Eq(43), we propose to use the iteration method listed in
Alg 1. We prove in Appendix Appendix C that the infin-
ity norm of matrix
←→
A is always less unity in 1D and 2D
5
Algorithm 1 Algorithm for iteration to solve Eq(43)
∆
−→
E (0) = ∆
−→
E ′
m = 0
while m < mmax
∆
−→
E (m+1) = ∆
−→
E ′ +
←→
A ·∆−→E (m)
m = m+ 1
Let ∆
−→
E = ∆
−→
E (mmax)
case. For 3D case, the infinity norm of A is less than unity
if ∆t ≤ min(∆x,∆y,∆z)√
2c
. In the 3D and ∆x = ∆y = ∆z
case the infinity norm of matrix A is always less than 1
because ∆t ≤ ∆x√
3c
. Thus the iteration in Alg 1 always
converges to the exact solution. Further more the infinity
norm or eigenvalues of matrix
←→
A does not depend on the
number of cells on the mesh, which implies that the speed
of convergence is not dependent on the size of the problem.
For several reasons, we propose to use a predetermined
number for the number of iterations instead of determine
|∆−→E (m+1) − ∆−→E (m)| < ε during the iterations, (1) cal-
culating the norm |∆−→E (m+1) − ∆−→E (m)| and determine
|∆−→E (m+1) −∆−→E (m)| < ε requires a global reduction and
broadcasting among processors (2) keeping fixed number
of iterations can keep the consistency of the error of dis-
persion relation throughout all time steps (3) fixed number
of iterations is sufficient for reducing the error, e.g. Fig.
2(a) shows that for ∆x = ∆y and ∆t = ∆tCFL case, 20
iterations are sufficient to keep the low error for numerical
dispersion relation, especially for the modes near k = 0.
The precondition for the matrix
←→
A or relaxation method
can be used to accelerate the convergence and will be sub-
jects of future reports.
The computational cost of the solver is O(N) where N
is the number of cells. For each iteration, the new quantity
∆
−→
E (m+1) (subscript in parentheses for iteration step, not
time step or spatial grid) only depends on the old quantity
∆
−→
E (m) at the nearest neighbor and next nearest neighbor
cells, so that in the domain decomposed mesh, the commu-
nication is local, i.e. communication only needed to get the
quantities at the adjacent cells. Our Maxwell solver needs
slightly more memory than Yee solver due to the auxil-
iary field variables. Comparing to the global FFT-based
solvers, where the computing cost is O(N logN) and the
requirement for communication is non-local, our algorithm
is less computational expensive and more scalable. In Fig.
2(b), we show the weak-scaling performance of our solver
by testing without particles, for 100 time steps. Each pro-
cessor resolves a 256×256 grid, regardless of what number
of processors Nproc is used. The runtime only increases
from 14.32 seconds for Nproc = 64 to 15.75 seconds for
Nproc = 14641, which implies that the slowdown of the
speed is only 9% and the scaling of the solver is close to
O(N).
2.2.2. Equations for two dimensional case
The Maxwell equations on two dimensional grid in x−y
plane can be written down by setting Dz → 0 and αz → 1
in Eqs(1) to (3) and (40) to (42). We obtain
1
c
DtBx = −DyEz (51)
1
c
DtBy = DxEz (52)
1
c
DtBz = −DxEy +DyEx (53)
1
c
DtE
′
x = DyBz −
4pi
c
jx (54)
1
c
DtE
′
y = −DxBz −
4pi
c
jy (55)
1
c
DtE
′
z = Dx(αyBy)−Dy(αxBx)−
4pi
c
jz (56)
The matrix elements of
←→
A on two dimensional grid in x−y
plane can be written down by setting D¯z → 0 in Eqs(44)
to (49). We obtain
Axx =
c2∆t2
∆y2 − 1
6
D¯yy (57)
Ayy =
c2∆t2
∆x2 − 1
6
D¯xx (58)
Axy = Ayx = − c
2∆t2
6∆x∆y
D¯xy (59)
Azz =
c2∆t2
∆x2 − 1
6
D¯xx +
c2∆t2
∆y2 − 1
6
D¯yy
+
c2∆t2
∆y2 +
c2∆t2
∆x2 − 1
36
D¯xxyy (60)
Ayz = Azx = Azy = Axz = 0 (61)
Using Alg 1, Ex and Ey need to be solved simultaneously
because Axy 6= 0, but Ez can be solved independent of Ex
and Ey.
2.2.3. Equations for one dimensional case
The Maxwell equations on one dimensional grid in x
direction can be written down by setting Dy → 0 and
αy → 1 in Eqs(51) to (56). We obtain
1
c
DtBx = 0 (62)
1
c
DtBy = DxEz (63)
1
c
DtBz = −DxEy (64)
1
c
DtE
′
x = −
4pi
c
jx (65)
1
c
DtE
′
y = −DxBz −
4pi
c
jy (66)
1
c
DtE
′
z = DxBy −
4pi
c
jz (67)
6
Figure 2: The visualization for the accuracy and scaling performance of iterations in Alg (1). (a) The logarithm of relative error for numerical
dispersion relation given by Eq(D.15) after m = 20 iterations, for ∆x = ∆y and ∆t = ∆tCFL. Zero error means the numerical dispersion
relation after iterations is given by Eq(34). The largest error is 2 × 10−4 for the edge of the Brillouin zone, i.e. |kx∆x| = |ky∆y| = pi. The
error is smaller than 10−16 (the precision for double-precision floating-point) for the modes near k = 0 inside area closed by the white dashed
curve. (b) The results for weak scaling of the field solver, plotted is the curve for speed(= number of processors
runtime in seconds
) for 100 time steps vs. the
number of processors Nproc. Each processor resolves a 256× 256 grid.
The matrix elements of
←→
A on one dimensional grid in
x direction can be written down by setting D¯y → 0 in
Eqs(57) to (61). We obtain
Ayy = Azz =
c2∆t2
∆x2 − 1
6
D¯xx (68)
Axx = Ayz = Azy = Axy
= Ayx = Axz = Azx = 0 (69)
Using Alg 1, Ey and Ez can be solved independently and
there is no need to solve for Ex because Ex = E′x.
3. NCI growth rate
For a cold plasma drifting with ultra-relativistic veloc-
ity vx → c, we derive in Appendix Appendix E the NCI
growth rate following Xu 2013[14]. In two dimensional grid
in x− y plane, the asymptotic expression for NCI growth
rate is
Γ(
−→
k ) =
√
3
2
∣∣∣∣ω2pc2[k]ykySJx(αxξ0SBz − ξ2c[k]xSEy )ξ20αxαy(2ξ1 − ξ3ξ−12 ξ0)
∣∣∣∣1/3
(70)
where ωp =
√
4piq2ne
γme
is the relativistic electron plasma
frequency. The notation S with subscript is for the inter-
polation functions for the corresponding component of
−→
E ,−→
B and
−→
J . The averaging operators in Fourier space is
given in Eq(11) and [k]i in Eq(16). The ξ0, ξ1, ξ2, ξ3 are
defined in Eqs(E.18) to (E.21). The growth rate is only
nonzero for the condition that (ω′, k′x, k′y) sits near the EM
modes and beam modes
α−1t
[ω]2
c2
= α−1x [kx]
2 + α−1y [ky]
2 (71)
ω′ = ck′x (72)
For our momentum conserving scheme we have
SJx = sl,xsl,y(−1)νx (73)
SBz = cos(
ω′∆t
2
)sl,xsl,y(−1)νx (74)
SEy = sl,xsl,y (75)
where
sl,i = (
sin(ki∆i/2)
ki∆i/2
)l+1, l = 0, 1, 2, . . . (76)
Thus
Γ(~k) =
√
3
2
∣∣∣∣ωpsl,xsl,y∣∣∣∣2/3∣∣∣∣c2[k]yky[αxξ0 cos(k
′
xc∆t
2 )(−1)νx − ξ2c[k]x]
ξ20αxαy(2ξ1 − ξ3ξ−12 ξ0)
∣∣∣∣1/3
(77)
4. Numerical verifications
We implement our Maxwell solver in the PIC code
EPOCH 2D[1], where we use the default Boris particle
push and the options for particle shapes in the code. We
use m = 20 iterations for solving Eq(43).
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4.1. 2D dispersion relation for electromagnetic wave
To initialize the simulation, we only put a point source
in one cell of the two dimensional domain, so that the spa-
tial Fourier transform of field in the initial frame is nonzero
for all wavevectors. In the simulations, we use ∆x = ∆y,
and number of cells Nx ×Ny = 128× 128. The time step
is ∆t = 0.1∆tCFL, 0.5∆tCFL, 0.7∆tCFL, 1.0∆tCFL. And
the simulation is run for tmax = 256∆xc . No particles
are loaded in this test. In the post-processing, the dis-
crete Fourier transform is performed for electric field in
both space and time to test the numerical dispersion rela-
tion. To make the data periodic in time before the discrete
Fourier transform, we apply the Hann window function
w(t) = sin2(
pit
tmax
) (78)
The numerical value of the frequency for each (kx, ky) is
calculated to be the weighted value of ω in the discrete
Fourier transform, i.e,
ωnumerical =
∑
ω ω|E˜z(ω, kx,ky)|2∑
ω |E˜z(ω, kx,ky)|2
(79)
where E˜z(ω, kx,ky) is the discrete Fourier transform of
Ez(t, x, y), ω is the discretized frequency in the discrete
Fourier transform, and (kx, ky) is the discretized wavevec-
tor. Since Ez(t, x, y) is always real-valued, the transform
in t → ω satisfies E˜z(ω) = E˜∗z (−ω), thus it is sufficient
to calculate the ω ≥ 0 components. The results for phase
velocities in the numerical tests are plotted in Fig. 1 (d)
to (f) against the phase velocities calculated from Eq(34).
The results of numerical experiments are consistent with
Eq(34) for ∆t = 0.5∆tCFL, 0.7∆tCFL, 1.0∆tCFL, which sug-
gests that the number of iterations is sufficient. The EM
wave at high
−→
k becomes more superluminal, i.e. larger
vph, for smaller time steps.
4.2. Location of NCI in
−→
k space and growth rate
We carry out numerical tests to verify the location of
NCI in
−→
k space and compare the growth rate in the test
runs with the analytical expression in Eq(77). In our test
runs, a pair plasma is initialize with a drifting speed β in
x direction. And the Lorentz factor is γ = 1√
1−β2 . The
numerical parameters of the test runs are listed in Table 1.
We use the method in [17] to load the particles with rel-
ativistic shifted-Maxwellian distribution, which takes care
of the spatial part of the transformation d3x→ d3x′, and
the acceptance efficiencies are 50% for generic cases and
100% for symmetric distributions. We use momentum con-
serving scheme for field interpolation and current deposi-
tion in our simulations.
The locations of NCI resonance modes in
−→
k space are
computed by solving Eq(71) and (72) for the main beam
νx = 0 and first order aliasing beam νx = ±1, as shown
in Fig. 3 (a), where νx is the index for aliasing beam
as in Eq(E.7). The smallest value of |kx| in the NCI
modes is plotted in Fig. 3(e), showing that if ∆t < ∆tCFL√
2
only νx = ±1 resonance exists, if ∆tCFL√2 < ∆t < ∆tCFL
both νx = 0 and νx = ±1 resonance exist. However, the
simulation shows that the dominant NCI mode is from
the νx = ±1 resonance which indicates that an effective
method to suppress such resonance is desired. The loca-
tion of NCI modes is bounded by 2.06∆x < |kx| < pi∆x for all
the valid time step ∆t ≤ ∆tCFL. The NCI modes in the
numerical experiments are visualized in Fig. 3 (b)-(d) by
plotting the spatial Fourier transform of the out-of-plane
magnetic field. The locations of NCI in
−→
k space are con-
sistent between the theory and the numerical experiments
as shown in Fig. 3 (f)-(h). The growth rate in Eq(77) is
essentially zero on kx axis, which is also seen in Fig. 3 (b)-
(d). There is no higher order aliasing |νx| ≥ 2, as solved
by using Eq(71) and (72).
In the test runs for drifting pair plasma, the fastest
growing NCI mode will dominate in the growth of the total
field energy, thus the growth rate for the amplitude of the
fastest growing NCI mode is half of the growth rate for the
total field energy for WKB approximation. The growth
rate of the fastest growing NCI mode can be calculated
by maximizing Eq(77) over kx or ky. We calculate the
growth rate of the fastest growing NCI mode, i.e. the
most unstable NCI mode, as shown in the curves in Fig.
3(i). In the same figure, we also show the growth rate
calculated from the numerical experiments by calculating
half of the growth rate of total field energy. Using high
order B-spline particle shape significantly reduces the NCI
growth rate, although more computational cost is required.
The trend of the NCI growth rate are consistent between
the analytical expression and the numerical results.
For the ∆t = 0.5∆tCFL case, we use the low pass fil-
tering with our solver and make the comparison with Yee
solver, as shown in Fig. 4. The growth rate of NCI is
significantly suppressed as shown in Fig. 4(a) and (c).
5. Conclusions and discussions
We demonstrate that the Maxwell solver from Eastwood[4]
has several good numerical properties that allow for the
efficient mitigation of NCI. The dispersion relation is al-
ways superluminal in a large range of k including k = 0,
thus the NCI resonance are separated from the physical
modes in k space. There is only high k NCI mode, i.e.
2.06
∆x < |kx| < pi∆x for νx = 0 and νx = ±1 NCI. Those
high k modes can be suppressed by applying a low-pass
filter on the current during the simulation. An alternative
approach to deal with the high k mode is to post-process
the fields and currents with a low-pass filter after the sim-
ulation. Although our algorithm requires solving linear
equations using an iteration method, it is local, of O(N)
computational cost and scalable for multi-dimensional sim-
ulation applications, which has advantage over the meth-
ods based on spatial Fourier transform. This solver also
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Figure 3: Theoretical and numerical tests for the properties of NCI using our Maxwell solver. Subfigure (a) shows the location of NCI by
solving Eq(71) and (72) for the main beam νx = 0 and first order aliasing beam νx = ±1, there is no higher order aliasing |νx| ≥ 2 as solved
by using Eq(71) and (72). Subfigures (b) to (d) shows the color-coded spatial Fourier transform of out-of-plane component of the magnetic
field Bz in the simulation on log scale, the unit is arbitrary but same among subfigures (b) to (d). It can be seen that the NCI grows to
a higher level when the time step is increased and the aliased beam resonance dominates the main mean resonance. Subfigures (f) to (h)
are same as (b) to (d) but overlaid with the theoretical curve for (kx, ky) in subfigure (a) by mega curve. Subfigure (e) shows the minimum
value of |kx| in the NCI modes vs. time step, for νx = 0,±1. Subfigure (i) shows the maximum NCI growth rate calculated from EPOCH
simulations vs. the analytical formula Eq(77) for different order of particle shape functions and different time step ∆t. The scattered points
are the half of the growth rate of electromagnetic energy, while the curves are the growth rate of the amplitude of the most unstable mode
calculated from analytical formula Eq(77).
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Table 1: Parameters for test problem of a drifting pair plasma. The definition of electron skin depth is de = cωp = c/
√
4piq2ne
γme
.
domain size Lx = 16de, Ly = 8de
boundary condition periodic, both in x and y
number of cells Nx = 256, Ny = 128
pseudo-particles per cell NPPC = 512 (256 for each species)
drift Lorentz factor γ = 1000
temperature kBTe = kBTi = 0.01mec2
time step ∆t/∆tCFL = 0.1, 0.2, . . . 1.0
particle shape 1th, 2nd, 4th order B-spline
Figure 4: Results for numerical tests using low pass filtering and comparison to Yee solver, at ωpt = 50. (a) Color-coded spatial Fourier
transform of out-of-plane component of magnetic field Bz in the simulation on log scale in the run with low pass filtering and ∆t = 0.5∆tCFL,
the unit and color scale is as same as Fig. 3(b). It can be seen that the NCI is significantly suppressed. (b) Same as (a) but with Yee solver
and no low pass filtering. (c) The growth curve for total electromagnetic energy EEM (normalized by initial total particle energy E0). The
growth rate of EEM is 0.71ωp for Yee solver, 0.41ωp for the solver in this paper without filtering, and 0.12ωp for the solver in this paper with
low pass filtering.
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possess conservation properties such that no correction
scheme is needed. The examples in this paper are us-
ing 2D grid, but our implementation and discussions on
the numerical properties can be generalized to 3D grid.
The averaging stencil we used in this work is ( 16 ,
2
3 ,
1
6 ).
Another stencil can be potentially found to further im-
prove the numerical properties. The rate of convergence
may also be improved by using more optimized iteration
scheme. These further improvements and generalizations
will be subjects of future reports.
The Maxwell solver we developed was derived from
finite element method in Eastwood 1991[4]. The parti-
cle pusher we use is the Boris push, which conserves the
phase space volume for particles. If we derive the particle
pusher using the finite element method in Eastwood 1991,
then the particle pusher should be implicit. By the com-
bination of that implicit particle pusher and the Maxwell
solver we used in this work, the numerical solution of all
the particle and field variables should strictly satisfy the
minimal action principle and has better conservation prop-
erties than traditional PIC methods. As we learned from
Eastwood 1991, the numerical conservation laws can be
well defined and without error terms in the finite element
method. With finite element methods, we can potentially
construct numerical schemes which is structure preserving
for both particles and fields in the relativistic case, as an
alternative approach to the method derived from Hamil-
tonian for the non-relativistic case[12]. Further more, the
finite element PIC is suitable for complex geometries.
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Appendix A. Conservation of the divergence of the
fields
Starting from the L.H.S of Eq(8) and apply Dt on it,
and using Eqs(1) to (3), we obtain
1
c
Dt(DxBx +DyBy +DzBz)
=
1
c
[
Dx(DtBx) +Dy(DtBy) +Dz(DtBz)
]
=Dx(−DyEz +DzEy)
+Dy(−DzEx +DxEz)
+Dz(−DxEy +DyEx)
=(DzDy −DyDz)Ex + (DxDz −DzDx)Ey
+ (DyDx −DxDy)Ez
=0 (A.1)
Thus Eq(8) is conserved during the evolution as long as it
is conserved initially.
The time evolution of the difference between the L.H.S
of Eq(7) can be calculated by using Eqs(4) to (6) and
the continuity equation for charge conserving deposition
scheme
Dtρ+Dxjx +Dyjy +Dzjz = 0 (A.2)
We obtain
1
c
[
Dt
(
Dx(αyzEx) +Dy(αzxEy) +Dz(αxyEz)
)]
=
1
c
[
Dx
(
Dt(αyzEx)
)
+Dy
(
Dt(αzxEy)
)
+Dz
(
Dt(αxyEz)
)]
=Dx
(
Dy(αtzBz)−Dz(αtyBy)− 4pi
c
jx
)
+Dy
(
Dz(αtxBx)−Dx(αtzBz)− 4pi
c
jy
)
+Dz
(
Dx(αtyBy)−Dy(αtxBx)− 4pi
c
jz
)
=(DyDz −DzDy)(αtxBx) + (DzDx −DxDz)(αtyBy)
+ (DxDy −DyDx)(αtzBx)
− 4pi
c
(Dxjx +Dyjz +Dzjz)
=
4pi
c
Dtρ (A.3)
where the last step requires the use of a charge-conserving
current deposition scheme. Thus Eq(7) is conserved dur-
ing the evolution as long as it is conserved initially and the
charge conserving deposition scheme is used. If one does
not use a charge-conserving current deposition scheme,
then the correction for the the Gauss’s law for electric field
is needed, otherwise the finite grid instability can grow due
to the loss of charge conservation[11].
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Appendix B. Derivation for the limit of time step
and the superluminal property of dis-
persion relation
For real value of ω, the function G(ω∆t2 ) satisfies 0 ≤
G(ω∆t2 ) ≤ 3. From Eq(30) we need for real ω that
c2∆t2
[
G(kx∆x2 )
∆x2
+
G(
ky∆y
2 )
∆y2
+
G(kz∆z2 )
∆z2
]
≤ 3 (B.1)
So
c∆t ≤
√√√√ 3
G( kx∆x2 )
∆x2 +
G(
ky∆y
2 )
∆y2 +
G( kz∆z2 )
∆z2
(B.2)
And ∆t needs to be less or equal to the minimum value on
the R.H.S, which is reached when G(ky∆x2 ) = G(
ky∆x
2 ) =
G(
ky∆x
2 ) = 3, thus we get Eq(31)
c∆t ≤ c∆t3D,CFL = (1/∆x2 +1/∆y2 +1/∆z2)−1/2 (B.3)
The 2D case can be derived in the same way.
From (32) we have
ω/k = c
[
1 +
c2∆t2
24k2
(
k4x∆x
2 + k4y∆y
2 + kz∆z
2
c2∆t2
− k4)
+O(k4) (B.4)
Using Eq(31) we have
k4x∆x
2 + k4y∆y
2 + kz∆z
2
c2∆t2
− k4
≥(k4x∆x2 + k4y∆y2 + kz∆z2)
× (1/∆x2 + 1/∆y2 + 1/∆z2)
− (k2x + k2y + k2z)2 (B.5)
Using Cauchy inequality (a21 + a22 + a23)(b21 + b22 + b23) ≥
(a1b1 + a2b2 + a3b3)
2 and letting a1 = k2x∆x, a2 = k2y∆y,
a3 = k
2
z∆z, b1 =
1
∆x , b2 =
1
∆y , b3 =
1
∆z , then the R.H.S
of Eq(B.5) is greater than or equal to zero, thus we have
ω/k ≥ c. For the L.H.S. of Eq(B.5) to be equal to zero, we
need c∆t = 1
(1/∆x2+1/∆y2+1/∆z2)1/2
and a1b1 =
a2
b2
= a3b3 , i.e.
|kx|∆x| = |ky|∆y = |kz|∆z. The 2D case can be derived
in the same way.
Appendix C. Derivation of the inequality for infi-
nite norm of matrix
←→
A
The infinite norm of matrix
←→
A is simply the maxi-
mum absolute row sum of the matrix. The absolute x row
sum is
∑
j=x,y,z |Axj | = |Axx| + |Axy| + |Axz|. The oper-
ators D¯x, D¯y, etc are diagonalized in Fourier space, thus
it is convenient to analyze the properties of matrix
←→
A in
Fourier space. In Fourier space D¯x = 2i sin(kx∆x/2) sat-
isfies |D¯x| ≤ 2. Similarly, |D¯y| ≤ 2 and |D¯z| ≤ 2. And
D¯xx = −4 sin2(kx∆x/2) satisfy −4 ≤ D¯xx ≤ 0. Similarly,
−4 ≤ D¯yy ≤ 0 and −4 ≤ D¯zz ≤ 0. Thus
Axx =
1− c2∆t2∆y2
6
D¯yy +
1− c2∆t2∆z2
6
D¯zz
+
1− c2∆t2∆y2 − c
2∆t2
∆z2
36
D¯yyzz
=
1− c2∆t2∆y2 − c
2∆t2
∆z2
36
(
D¯yy +
6(1− c2∆t2∆z2 )
1− c2∆t2∆y2 − c
2∆t2
∆z2
)
×
(
D¯zz +
6(1− c2∆t2∆y2 )
1− c2∆t2∆y2 − c
2∆t2
∆z2
)
−
(1− c2∆t2∆y2 )(1− c
2∆t2
∆y2 )
1− c2∆t2∆y2 − c
2∆t2
∆z2
(C.1)
We use Eq(31), which makes 1 − c2∆t2∆y2 > 0, 1 − c
2∆t2
∆z2 >
0, 1 − c2∆t2∆y2 − c
2∆t2
∆z2 > 0 and
1− c2∆t2
∆y2
1− c2∆t2
∆y2
− c2∆t2
∆z2
> 1. The
maximum of Axx is 0 when D¯yy = D¯zz = 0, thus |Axx| =
−Axx. Using
∣∣∣∣D¯zx∣∣∣∣ ≤ 4, ∣∣∣∣D¯xy∣∣∣∣ ≤ 4 we have
|Axy| = c
2∆t2
6∆z∆x
∣∣∣∣D¯zx∣∣∣∣∣∣∣∣1 + D¯yy6
∣∣∣∣
≤ 2c
2∆t2
3∆z∆x
(1 +
D¯yy
6
) (C.2)
|Axz| = c
2∆t2
6∆x∆y
∣∣∣∣D¯xy∣∣∣∣∣∣∣∣1 + D¯zz6
∣∣∣∣
≤ 2c
2∆t2
3∆x∆y
(1 +
D¯zz
6
) (C.3)
Thus for the absolute x row sum
∑
j=x,y,z
|Axj | ≤ −
1− c2∆t2∆y2
6
D¯yy −
1− c2∆t2∆z2
6
D¯zz
−
1− c2∆t2∆y2 − c
2∆t2
∆z2
36
D¯yyzz
+
2c2∆t2
3∆z∆x
(1 +
D¯yy
6
)
+
2c2∆t2
3∆x∆y
(1 +
D¯zz
6
) (C.4)
The R.H.S. of Eq(C.4) is monotonic in D¯yy and D¯zz as
derived in Appendix Appendix C.1, and reaches maximum
when D¯yy = D¯zz = −2 , thus∑
j=x,y,z
|Axj | ≤ 8
9
− 2
9
c2∆t2
∆y2
− 2
9
c2∆t2
∆z2
+
2c2∆t2
9∆z∆x
+
2c2∆t2
9∆x∆y
≤ 8
9
− 1
9
c2∆t2
∆y2
− 1
9
c2∆t2
∆z2
+
2c2∆t2
9∆x2
<
8
9
+
2c2∆t2
9∆x2
(C.5)
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When ∆t ≤ ∆x√
2c
we have
∑
j=x,y,z |Axj | < 1. Similarly,
we have
∑
j=x,y,z |Ayj | < 1 if ∆t ≤ ∆y√2c and we have∑
j=x,y,z |Azj | < 1 if ∆t ≤ ∆z√2c . Thus the infinite norm
of matrix A is less than 1 if ∆t ≤ min(∆x,∆y,∆z)√
2c
. In the
∆x = ∆y = ∆z case the infinite norm of matrix A is
always less than 1 because ∆t ≤ ∆x√
3c
.
For 2D case, from Eqs(57) to (61) we have∑
j=x,y
|Axj | ≤ 2
3
(1− c
2∆t2
∆y2
) +
2c2∆t2
3∆x∆y
≤ 2
3
(1− c
2∆t2
∆y2
) +
c2∆t2
3∆x2
+
c2∆t2
3∆y2
<
2
3
+
c2∆t2
3∆x2
< 1 (C.6)
Similarly we can prove
∑
j=x,y |Ayj | < 1. And
|Azz| ≤ 8
9
− 2
9
c2∆t2
∆x2
− 2
9
c2∆t2
∆y2
< 1 (C.7)
For 1D case we have
|Ayy| = |Azz| ≤ 2
3
(1− c
2∆t2
∆y2
) < 1 (C.8)
To calculate the speed of convergence of the iteration,
we need to compute the eigenvalues of matrix
←→
A . We
derive in Appendix Appendix D how the error of the dis-
persion relation depends on the number of iterations. For
symmetric matrix
←→
A , the absolute value of eigenvalue |λ|
is always smaller or equal to the infinity norm, thus |λ| < 1
and (1−←→A ) is invertible if the infinity norm is less than
1.
Appendix C.1. Derivation of the inequality for the infinite
norm of
←→
A in 3D
The R.H.S of Eq(C.4) can be written as
f = ay1dy + az1dz − ayzdydz + ay2(1− dy) + az2(1− dz)
(C.9)
where the constants ay1, az1, axy, ay2, az2 are
ay1 = 1− c
2∆t2
∆y2
, az1 = 1− c
2∆t2
∆z2
ayz = 1− c
2∆t2
∆y2
− c
2∆t2
∆z2
ay2 =
2c2∆t2
3∆z∆x
, dz2 =
2c2∆t2
3∆x∆y
(C.10)
and the variables dy = −D¯yy/6 and dz = −D¯zz/6 satisfy
0 ≤ dy ≤ 23 and 0 ≤ dz ≤ 23 . By take the derivative of f
w.r.t dy and dz we can check the monotonicity, e.g.
∂f
∂dy
= ay1 − αyzdz − αy2
= 1− c
2∆t2
∆y2
− (1− c2∆t2
∆y2
− c
2∆t2
∆z2
)
dz − 2c
2∆t2
3∆z∆x
(C.11)
Since
(
1 − c2∆t2∆y2 − c
2∆t2
∆z2
)
> 0, ∂f∂dy reaches minimum at
dz =
2
3
∂f
∂dy
∣∣
dz=
2
3
= 1− c
2∆t2
∆y2
− 2
3
(
1− c
2∆t2
∆y2
− c
2∆t2
∆z2
)− 2c2∆t2
3∆z∆x
=
1
3
− c
2∆t2
3∆y2
+
2c2∆t2
3∆z2
− 2c
2∆t2
3∆z∆x
≥ 1
3
− c
2∆t2
3∆y2
+
2c2∆t2
3∆z2
− c
2∆t2
3∆z2
− c
2∆t2
3∆x2
=
1
3
(
1− c
2∆t2
∆x2
− c
2∆t2
∆y2
− c
2∆t2
∆z2
)
+
2c2∆t2
3∆z2
> 0 (C.12)
Thus f increases as dy increases. Similarly f increases as
dz increases.
Appendix D. Speed of convergence and error term
for iteration
We constrain the derivation to the case where the in-
finity norm of matrix
←→
A is less than 1, which is always
true in 1D or 2D. Using finite number of iterations for Alg
1, we have the error term, which is the difference between
the increment electric field we get after m iterations and
after infinite number of iterations
∆
−→
E (m) −∆−→E (∞) = ∆−→E ′ +←→A ·∆−→E (m−1) −∆−→E (∞)
=
←→
A · (∆−→E (m−1) −∆−→E (∞)) (D.1)
where we used in the last step
(1−←→A ) ·∆−→E (∞) = ∆−→E ′ (D.2)
which is true for the exact solution ∆
−→
E (∞) in Eq(43).
Thus by mathematical induction from Eq(D.1) we have
∆
−→
E (m) −∆−→E (∞) =←→A m · (∆−→E (0) −∆−→E (∞))
=
←→
A m · (∆−→E ′ −∆−→E (∞)) (D.3)
where we used ∆
−→
E (0) = ∆
−→
E ′ in the last step. Multiply
Eq(D.3) on the left by (1−←→A ) and use Eq(D.2), we obtain
(1−←→A ) ·∆−→E (m)−∆−→E ′ = (1−←→A ) ·←→A m∆−→E ′−←→A m∆−→E ′
(D.4)
Thus
∆
−→
E (m) = (1−←→A )−1 · (1−←→A m+1) ·∆−→E ′ (D.5)
Because the eigenvalue of matrix
←→
A has |λ| < 1, Eq(D.5)
always converge to (1−←→A )−1 ·∆−→E ′ with m→∞. Since
Eq(D.5) holds for each time step, we have
−→
E (m) = (1−←→A )−1 · (1−←→A m+1) · −→E ′ (D.6)
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From the Fourier transform of Eqs(40) to (42), we obtain
−→
E ′ = −c [
−→
k ]× (ABS−→B )
[ω(m)]
(D.7)
where
ABS =
αx 0 00 αy 0
0 0 αz
 (D.8)
is the spatial averaging operator and ω(m) is the frequency
of electromagnetic wave with m iterations. In Eqs(1) to 3,
we use
−→
E (m) as an approximation for
−→
E (∞) to update
−→
B ,
thus
[
−→
k ]×−→E (m) = 1
c
[ω(m)]
−→
B (D.9)
From Eqs(D.6) and (D.7) and (D.9) we can eliminate
−→
B
and
−→
E ′ and get the equation for
−→
E (m)
[ω(m)]
2(1−←→A )−1·(1−←→A m+1)·−→E (m)+c2[
−→
k ]×(ABS [−→k ]×−→E (m))
(D.10)
For m→∞
[ω(∞)]2(1−←→A )−1 · −→E (∞) + c2[
−→
k ]× (ABS [−→k ]×−→E (∞))
(D.11)
If
−→
E (m) is a eigenvector of
←→
A with eigenvalue λ, then from
Eq(D.6) we know that both
−→
E (∞) and
−→
E (0) are eigenvec-
tors of
←→
A with eigenvalue λ. By comparing Eq(D.10) and
Eq(D.11) we obtain
[ω(m)]
2(1− λm+1) = [ω(∞)]2 (D.12)
where ω(∞) is the frequency of electromagnetic wave with
infinite number of iterations, which is given by Eq(28). We
can rewrite Eq(D.12) as∣∣∣∣ [ω(∞)]2[ω(m)]2 − 1
∣∣∣∣ = ∣∣∣∣λ∣∣∣∣m+1 (D.13)
With sufficient number of iterations, ω(m) is close to ω(∞),
thus ∣∣∣∣ [ω(m)]2[ω(∞)]2 − 1
∣∣∣∣ = ∣∣∣∣ [ω(m)]2 − [ω(∞)]2[ω(∞)]2
∣∣∣∣
≈
∣∣∣∣ [ω(∞)]2 − [ω(m)]2[ω(m)]2
∣∣∣∣
=
∣∣∣∣λ∣∣∣∣m+1 (D.14)
For each set of (kx, ky, kz),
←→
A has three eigenvalues λ1, λ2, λ3.
And λ1, λ2, λ3 are functions of (kx, ky, kz). Let λ3 be the
eigenvalue with the largest absolute value among λ1, λ2, λ3,
i.e. |λ1| ≤ |λ2| ≤ |λ3|, then with sufficient number of it-
erations the dominant error term for dispersion relation
is ∣∣∣∣ [ω(m)]2[ω(∞)]2 − 1
∣∣∣∣ ≈ ∣∣∣∣λ3∣∣∣∣m+1 (D.15)
Appendix E. Asymptotic NCI growth rate
Following the derivation in Xu 2013[14], we derive the
asymptotic expression for NCI growth rate in 2D. We use
the relativistic electron plasma frequency ωp =
√
4piq2ne
γme
instead of the expression ωp =
√
4piq2ne
me
. The definition of
ωp with γ has physical meaning of the oscillation frequency
in cold drifting plasma. Eq(10) in Xu 2013 and Eq(20) in
this paper are the same for the R.H.S, but on the L.H.S
of Eq(20) in this paper, the vacuum dielectric tensor are
different from Xu 2013 and is written down in Eqs(21) to
(26). In this paper we have [
−→
k ]E = [
−→
k ]B = [
−→
k ] written
down in Eq(16). The dielectric tensor for the current part
of drifting plasma is same as that in Xu 2013. We ignore
high order terms in 1/γ, in v0 → c limit
(J)xx = ω
2
p
∑
µ,~ν
(−1)µSJxSBz [k]yk
′
yc
2
(ω′ − ck′x)2
(E.1)
(J)xy = ω
2
p
∑
µ,~ν
(−1)µ k
′
ySJx(SEy [ω]− SBz [k]xc)c
(ω′ − ck′x)2
(E.2)
(J)yx = ω
2
p
∑
µ,~ν
(−1)µSJySBz [k]yc
ω′ − ck′x
(E.3)
(J)yy = ω
2
p
∑
µ,~ν
(−1)µSJy (SEy [ω]− SBz [k]xc)
ω′ − ck′x
(E.4)
(J)zz = ω
2
p
∑
µ,~ν
(−1)µSJz (SEz [ω]− SBy [k]xc)
ω′ − ck′x
(E.5)
where
ω′ = ω + µ
2pi
∆t
µ = 0,±1,±2, . . . (E.6)
k′x = kx + νx
2pi
∆x
νx = 0,±1,±2, . . . (E.7)
k′y = ky + νy
2pi
∆y
νy = 0,±1,±2, . . . (E.8)
are the aliased frequency and wavevector, the interpolation
functions have dummy variables with aliasing wavevector.
We expand ω′ around the beam resonance ω′ = k′x and
write ω′ = k′x + δω′, where δω′ is a small term. Denoting
Qij as the numerator 
(J)
ij we can write ij = 
(vac)
ij + 
(J)
ij
as
xx = αy[ω]
2 − αtc2[k]2y −
Qxx
δω′2
(E.9)
xy = αtc
2[k]x[k]y − Qxy
δω′2
(E.10)
yx = αtc
2[k]x[k]y − Qyx
δω′
(E.11)
yy = αx[ω]
2 − αtc2[kx]2 − Qyy
δω′
(E.12)
Using det() = 0 and only keeping x and y terms, we can
obtain
A1δω
′2 +B1δω′ + C1 = 0 (E.13)
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where
A1 = αxαy[ω]
4 − αt[ω]2c2(αy[k]2x + αx[k]2y)
= [ω]2(αxαy[ω]
2 − αtαyc2[k]2x − αtαxc2[k]2y) (E.14)
B1 = αtc
2[k]x[k]yQyx − (αy[ω]2 − αtc2[k]2y)Qyy (E.15)
C1 = −(αx[ω]2 − αtc2[k]2x)Qxx + αtc2[k]x[k]yQxy (E.16)
Now we use the condition that (ω′, k′x) sits near the EM
modes
α−1t
[ω]2
c2
= α−1x [kx]
2 + α−1y [ky]
2 (E.17)
and expand the finite difference operator [ω] = ξ0 + δω′ξ1
, and αt = ξ2 + δω′ξ3 where
ξ0 =
sin(k˜c∆t/2)
∆t/2
(E.18)
ξ1 = cos(k˜∆t/2) (E.19)
ξ2 =
2 + cos(k˜c∆t)
3
(E.20)
ξ3 = −∆t sin(k˜c∆t)
3
(E.21)
k˜ = kx + νx
2pi
∆x
− µ 2pi
c∆t
(E.22)
and then we further expand [ω] to first order in A1, since
this term is sensitive near the EMmode, while only keeping
the zeroth order of [ω] in B1 and C1
A1 = ξ
2
0(2αxαyξ0ξ1 − ξ3αy[k]2x − ξ3αx[k]2y)δω′
= ξ20(2αxαyξ0ξ1 − ξ3αxαyα−1t [ω]2)δω′
≈ ξ20(2αxαyξ0ξ1 − ξ3αxαyξ−12 ξ20)δω′ (E.23)
B1 = ξ2c
2[k]x[k]yQyx − (αyξ20 − ξ2c2[k]2y)Qyy (E.24)
C1 = −(αxξ20 − ξ2c2[k]2x)Qxx + ξ2c2[k]x[k]yQxy (E.25)
We then obtain a cubic equation, we can drop the small
B1 term
ξ20(2αxαyξ0ξ1 − ξ3αxαyξ−12 ξ20)δω′3
− (αxξ20 − ξ2c2[k]2x)Qxx + ξ2c2[k]x[k]yQxy (E.26)
So the growth rate
Γ(~k) =
√
3
2
∣∣∣∣ (αxξ20 − ξ2c2[k]2x)Qxx − ξ2c2[k]x[k]yQxyξ20(2αxαyξ0ξ1 − ξ3αxαyξ−12 ξ20)
∣∣∣∣1/3
=
√
3
2
∣∣∣∣ (αxξ20 − ξ2c2[k]2x)Qxx − ξ2c2[k]x[k]yQxyξ30αxαy(2ξ1 − ξ3ξ−12 ξ0)
∣∣∣∣1/3
=
√
3
2
∣∣∣∣ω2pc2[k]ykySJx(αxξ0SBz − ξ2c[k]xSEy )ξ20αxαy(2ξ1 − ξ3ξ−12 ξ0)
∣∣∣∣1/3
(E.27)
15
References
[1] T D Arber, K Bennett, C S Brady, A Lawrence-Douglas, M G
Ramsay, N J Sircombe, P Gillies, R G Evans, H Schmitz, A R
Bell, and C P Ridgers. Contemporary particle-in-cell approach
to laser-plasma modelling. Plasma Physics and Controlled Fu-
sion, 57(11):113001, sep 2015. doi: 10.1088/0741-3335/57/11/
113001.
[2] C.K. Birdsall. Particle-in-cell charged-particle simulations, plus
monte carlo collisions with neutral atoms, PIC-MCC. IEEE
Transactions on Plasma Science, 19(2):65–85, apr 1991. doi:
10.1109/27.106800.
[3] Alexander Blinne, David Schinkel, Stephan Kuschel, Nina Elk-
ina, Sergey G. Rykovanov, and Matt Zepf. A systematic
approach to numerical dispersion in maxwell solvers. Com-
puter Physics Communications, 224:273–281, mar 2018. doi:
10.1016/j.cpc.2017.10.010.
[4] James W. Eastwood. The virtual particle electromagnetic
particle-mesh method. Computer Physics Communications, 64
(2):252–266, may 1991. doi: 10.1016/0010-4655(91)90036-k.
[5] Brendan B Godfrey. Numerical cherenkov instabilities in elec-
tromagnetic particle codes. Journal of Computational Physics,
15(4):504–521, aug 1974. doi: 10.1016/0021-9991(74)90076-x.
[6] Brendan B. Godfrey and Jean-Luc Vay. Improved numerical
cherenkov instability suppression in the generalized PSTD PIC
algorithm. Computer Physics Communications, 196:221–225,
nov 2015. doi: 10.1016/j.cpc.2015.06.008.
[7] Brendan B. Godfrey, Jean-Luc Vay, and Irving Haber. Nu-
merical stability analysis of the pseudo-spectral analytical time-
domain PIC algorithm. Journal of Computational Physics, 258:
689–704, feb 2014. doi: 10.1016/j.jcp.2013.10.053.
[8] Brendan B. Godfrey, Jean-Luc Vay, and Irving Haber. Nu-
merical stability improvements for the pseudospectral EM PIC
algorithm. IEEE Transactions on Plasma Science, 42(5):1339–
1344, may 2014. doi: 10.1109/tps.2014.2310654.
[9] C.-K. Huang, Y. Zeng, Y. Wang, M.D. Meyers, S. Yi, and B.J.
Albright. Finite grid instability and spectral fidelity of the elec-
trostatic particle-in-cell algorithm. Computer Physics Commu-
nications, 207:123–135, oct 2016. doi: 10.1016/j.cpc.2016.05.
021.
[10] Fei Li, Peicheng Yu, Xinlu Xu, Frederico Fiuza, Viktor K. De-
cyk, Thamine Dalichaouch, Asher Davidson, Adam Tableman,
Weiming An, Frank S. Tsung, Ricardo A. Fonseca, Wei Lu,
and Warren B. Mori. Controlling the numerical cerenkov in-
stability in PIC simulations using a customized finite differ-
ence maxwell solver and a local FFT based current correction.
Computer Physics Communications, 214:6–17, may 2017. doi:
10.1016/j.cpc.2017.01.001.
[11] M.D. Meyers, C.-K. Huang, Y. Zeng, S.A. Yi, and B.J. Albright.
On the numerical dispersion of electromagnetic particle-in-cell
code: Finite grid instability. Journal of Computational Physics,
297:565–583, sep 2015. doi: 10.1016/j.jcp.2015.05.037.
[12] Hong Qin, Jian Liu, Jianyuan Xiao, Ruili Zhang, Yang He,
Yulei Wang, Yajuan Sun, Joshua W. Burby, Leland Ellison,
and Yao Zhou. Canonical symplectic particle-in-cell method for
long-term large-scale simulations of the vlasov–maxwell equa-
tions. Nuclear Fusion, 56(1):014001, dec 2015. doi: 10.1088/
0029-5515/56/1/014001.
[13] J.-L. Vay, C.G.R. Geddes, E. Cormier-Michel, and D.P. Grote.
Numerical methods for instability mitigation in the modeling of
laser wakefield accelerators in a lorentz-boosted frame. Journal
of Computational Physics, 230(15):5908–5929, jul 2011. doi:
10.1016/j.jcp.2011.04.003.
[14] Xinlu Xu, Peicheng Yu, Samual F. Martins, Frank S. Tsung,
Viktor K. Decyk, Jorge Vieira, Ricardo A. Fonseca, Wei Lu,
Luis O. Silva, and Warren B. Mori. Numerical instability due
to relativistic plasma drift in EM-PIC simulations. Computer
Physics Communications, 184(11):2503–2514, nov 2013. doi:
10.1016/j.cpc.2013.07.003.
[15] Kane Yee. Numerical solution of initial boundary value prob-
lems involving maxwell’s equations in isotropic media. IEEE
Transactions on Antennas and Propagation, 14(3):302–307,
may 1966. doi: 10.1109/tap.1966.1138693.
[16] Peicheng Yu, Xinlu Xu, Adam Tableman, Viktor K. Decyk,
Frank S. Tsung, Frederico Fiuza, Asher Davidson, Jorge Vieira,
Ricardo A. Fonseca, Wei Lu, Luis O. Silva, and Warren B. Mori.
Mitigation of numerical cerenkov radiation and instability using
a hybrid finite difference-FFT maxwell solver and a local charge
conserving current deposit. Computer Physics Communica-
tions, 197:144–152, dec 2015. doi: 10.1016/j.cpc.2015.08.026.
[17] Seiji Zenitani. Loading relativistic maxwell distributions in par-
ticle simulations. Physics of Plasmas, 22(4):042116, apr 2015.
doi: 10.1063/1.4919383.
16
