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ABSTRACT
Context. Recently published work has made high-precision fundamental parameters available for the binary system TZ Fornacis,
making it an ideal target for the calibration of stellar models.
Aims. Relying on these observations, we attempt to constrain the initial helium abundance, the age and the efficiency of the convective
core overshooting. Our main aim is in pointing out the biases in the results due to not accounting for some sources of uncertainty.
Methods. We adopt the SCEPtER pipeline, a maximum likelihood technique based on fine grids of stellar models computed for
various values of metallicity, initial helium abundance and overshooting efficiency by means of two independent stellar evolutionary
codes, namely FRANEC and MESA.
Results. Beside the degeneracy between the estimated age and overshooting efficiency, we found the existence of multiple independent
groups of solutions. The best one suggests a system of age 1.10 ± 0.07 Gyr composed of a primary star in the central helium burning
stage and a secondary in the sub-giant branch (SGB). The resulting initial helium abundance is consistent with a helium-to-metal
enrichment ratio of ∆Y/∆Z = 1; the core overshooting parameter is β = 0.15± 0.01 for FRANEC and fov = 0.013± 0.001 for MESA.
The second class of solutions, characterised by a worse goodness-of-fit, still suggest a primary star in the central helium-burning stage
but a secondary in the overall contraction phase, at the end of the main sequence (MS). In this case, the FRANEC grid provides an age
of 1.16+0.03−0.02 Gyr and a core overshooting parameter β = 0.25
+0.005
−0.01 , while the MESA grid gives 1.23±0.03 Gyr and fov = 0.025±0.003.
We analyse the impact on the results of a larger, but typical, mass uncertainty and of neglecting the uncertainty in the initial helium
content of the system. We show that very precise mass determinations with uncertainty of a few thousandths of solar mass are required
to obtain reliable determinations of stellar parameters, as mass errors larger than approximately 1% lead to estimates that are not only
less precise but also biased. Moreover, we show that a fit obtained with a grid of models computed at a fixed ∆Y/∆Z – thus neglecting
the current uncertainty in the initial helium content of the system – can provide severely biased age and overshooting estimates. The
possibility of independent overshooting efficiencies for the two stars of the system is also explored.
Conclusions. The present analysis confirms that to constrain the core overshooting parameter by means of binary systems is a very
difficult task that requires an observational precision still rarely achieved and a robust statistical treatment of the error sources.
Key words. Binaries: eclipsing – stars: fundamental parameters – methods: statistical – stars: evolution – stars: interiors
1. Introduction
Stellar models play a central role in many astronomical research
fields as they are routinely used to infer important physical quan-
tities. In spite of their significant improvement over the last
decades, stellar models are still affected by non-negligible uncer-
tainties. One of the major and long standing weaknesses is the
lack of a rigorous treatment of convective transport (see Vial-
let et al. 2015, for a comprehensive introduction). As a conse-
quence, both the extension of convective regions and the tem-
perature profile inside them is not yet a robust prediction of the
current generation of stellar models. Within such a scenario, to
compute the dimension of the convective core, one usually deter-
mines the classical Schwarzschild border and then allows for an
overshooting region whose extension is a function of a free pa-
rameter. It is thus clear that the convective core mass (hereafter
we refer to the fully mixed central region as the convective core),
Send offprint requests to: G. Valle, valle@df.unipi.it
which has a profound impact on many evolutionary features, can
not be firmly predicted. On the other hand, the overshooting ex-
tension can be empirically calibrated.
In this regard, the importance of double-lined eclipsing bi-
nary systems for stellar evolution models is well recognised in
the literature (see, among many, Andersen 1991; Torres et al.
2010). However, even after the great improvement in observa-
tions, which nowadays routinely reach precisions in stellar mass
and radius determinations of a few percent, the error in the es-
timated age of the system is seldom lower than 10-15%, mainly
owing to poorly constrained parameters such as the initial helium
abundance and the efficiency of the convective core overshoot-
ing in the main-sequence (MS) phase (Valle et al. 2015a). Recent
studies, focused on the calibration of the overshooting extension
in binary systems (Claret 2007; Stancliffe et al. 2015), show that
a large uncertainty is still present. Moreover, in a recent theoret-
ical investigation, we showed that the overshooting calibration
based on eclipsing binaries with both members in the MS phase,
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with error in mass determination at the percent level, are affected
by statistical errors and systematic biases large enough to ham-
per a statistically meaningful conclusion, thus suggesting great
caution must be taken (Valle et al. 2016b). It is apparent that only
very precise observations of binary systems could, in principle,
significantly improve model calibration.
A favourable opportunity was recently provided by Gallenne
et al. (2016), who made available estimates of the stellar masses
in the double-line eclipsing binary system TZ Fornacis with the
unprecedented precision of 0.001 M. Gallenne et al. (2016)
adopted their determination to estimate the age of the system
for two assumed values of the initial metallicity.
A binary system such as this, where the secondary star is still
in the sub-giant branch (SGB) or earlier while the primary is al-
ready in a more advanced stage, offers the opportunity to con-
strain some other parameters besides the age, such as the initial
helium abundance and the convective core overshooting exten-
sion, much more efficiently than in binary systems where both
components are in MS. On the theoretical side, a twofold heavy
computational effort is necessary to provide, firstly, a large and
fine grid of stellar models spanning a range of plausible values
of the parameters to be constrained and, secondly, a robust sta-
tistical procedure for evaluating the statistical error affecting the
inferred parameters.
For our purposes, the main interest of this system is that it
provides a case study for analysing the difficulty in obtaining a
sensible calibration of unconstrained stellar parameters, even in
the presence of very precise observational data. In this respect,
we aim to show how the different uncertainty sources in stellar
models propagate into the final calibration and how multiple de-
tached solutions can exist in the hyperspace of the explored stel-
lar parameters. We are also interested in analysing the biases in
the overshooting calibration that can be induced by the adoption
of a grid of stellar models that arbitrarily neglects the variability
of some model parameters, such as the initial helium abundance.
Moreover, the TZ Fornacis data can be exploited to test stellar
evolution models. In particular, due to the negligible uncertainty
on mass determination, it is realistic to test several assumptions
adopted in the binary system modelling. In this work we assume,
as is usual, that the two stars in the detached system can be mod-
elled as two independent objects, therefore neglecting the tidal
interaction between them. This hypothesis, in addition to the fact
that the two stars have almost equal mass (mass ratio 1.05), al-
lows us to suppose that the stars share a common overshooting
efficiency. An impossibility to obtain a fit in this scenario will
point out some difficulty in the adopted stellar models and/or in
the stated assumptions.
In the following discussion we do not analyse the impact of
the current uncertainty affecting the input physics required to
compute stellar models (i.e. EOS, radiative and conductive opac-
ities, nuclear reaction cross sections, etc.) on overshooting cali-
bration. In fact we kept fixed the input physics to their reference
values. Therefore, the reported uncertainties in the calibrated pa-
rameters (age, initial helium abundance and overshooting effi-
ciency) come only from the propagation of the observational er-
rors in the observables used to constrain the fitting procedure (M,
R, Teff , [Fe/H]).
The structure of the paper is as follows. In Sect. 2, we discuss
the method and the grids used in the estimation process. The best
fit for the system is presented in Sect. 3. The effect of varying the
observational errors is explored in Sect. 4. The impact of chang-
ing the prior constraints in the maximum likelihood procedure
is discussed in Sect. 5. The results of the analysis are compared
with the literature in Sect. 6. Some concluding remarks can be
found in Sect. 7.
2. Methods
The estimation process is based on a modified SCEPtER
pipeline1, a well as a tested grid-based maximum likelihood
technique, which has been adopted in the past for single stars
(Valle et al. 2014, 2015c,b) and binary systems (Valle et al.
2015a). Briefly, the procedure computes a likelihood value for
all the grid points and it provides estimates of the parameters of
interest (age, initial helium abundance, initial metallicity, core
overshooting parameter and extension of the convective core) by
averaging the values of all the models with likelihood greater
than 95% of the maximum value.
We assume S1 and S2 to be two stars in a detached binary
system. The observed quantities adopted as observational con-
straints are qS1,2 ≡ {Teff,S1,2 , [Fe/H]S1,2 ,MS1,2 ,RS1,2 }. Let σ1,2 ={σ(Teff,S1,2 ), σ([Fe/H]S1,2 ), σ(MS1,2 ), σ(RS1,2 )} be the uncertainty
in the observed quantities. For each point j on the estimation
grid of stellar models, we define q j ≡ {Teff, j, [Fe/H] j,M j,R j}.
Let L1,2 j be the single-star likelihood functions defined as
L1,2 j =
 4∏
i=1
1√
2piσ1,2i
 × exp
−χ21,22
 , (1)
where
χ21,2 =
4∑
i=1
qS1,2i − q jiσi

2
. (2)
Then, the joint likelihood L˜ of the system is computed as the
product of the single star likelihood functions. In the computa-
tion of the likelihood functions, we consider only the grid points
within 3σ of all the variables from the observational constraints.
The pipeline provides the estimates both for the individual com-
ponents and for the whole system. In the former case, the fits
for the two stars are obtained independently, while in the latter
case the algorithm imposes that the two members must have a
common age (with a tolerance of 1 Myr), identical initial helium
abundance and initial metallicity and a common overshooting
efficiency parameter. We discuss this last assumption in more
detail in Sect. 5.2.
The estimation process relies on stellar models spanning
a wide range of evolutionary phases with very different time
scales; therefore the time step between consecutive points is far
from uniform. As a consequence, grid based estimates can be bi-
ased towards more densely represented phases. To obtain a sen-
sible estimate of the density function of the age of the system
and of the best overshooting parameter consistent with the data,
we adopt a weighted approach (see e.g. Jørgensen & Lindegren
2005; Valle et al. 2015c). Each point in the grid is weighted with
the evolutionary time step around it and this weight is inserted as
a multiplicative factor in Eq. (1). Such a procedure intrinsically
favours lower helium abundance and higher metallicity models,
because their evolution is slower. A different weighting scheme
was also tried, allowing for a normalization at track level so that
the highest weight for each track is equal to one, with negligible
differences in the results.
1 Publicly available on CRAN: http://CRAN.R-project.org/
package=SCEPtER, http://CRAN.R-project.org/package=
SCEPtERbinary
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Table 1. Observational constraints for the TZ Fornacis binary system
from Gallenne et al. (2016), but with stellar radii from Andersen (1991).
primary secondary
M (M) 2.057 ± 0.001 1.958 ± 0.001
R (R) 8.32 ± 0.12 3.96 ± 0.09
Teff (K) 4930 ± 30 6650 ± 200
[Fe/H] 0.02 ± 0.05 −0.05 ± 0.1
As observational constraints, we use the masses, radii, metal-
licities [Fe/H] and effective temperatures of both stars. The
adopted values and their uncertainties, reported in Table 1, are
taken from Gallenne et al. (2016) except for the radii, for which
we adopt the more precise photometric estimate from Ander-
sen (1991). Apart from the high accuracy in mass determina-
tion, Gallenne et al. (2016) also provides a precise estimate of
the effective temperature of the primary star, with a nominal un-
certainty of 30 K. This is the value we adopted in our analysis.
However, in order to take into account possible systematic uncer-
tainties on the effective temperature scale determination, we also
performed a more conservative analysis assuming an uncertainty
of 100 K, showing only minor differences.
The error on the estimated parameters is obtained by means
of Monte Carlo simulations. We generate N = 10 000 artificial
binary systems, sampling from a multivariate Gaussian distribu-
tion with mean µ = {qS 1 , qS 2 } and covariance matrix Σ. Since the
observationally inferred values of a given physical quantity for
the two binary components are correlated, it would be unsafe
to adopt a diagonal covariance matrix. Off-diagonal elements
computed adopting sensible correlation coefficients should be in-
cluded in Σ whenever a realistic noise needs to be simulated. We
assume a correlation of 0.95 between the primary and secondary
effective temperatures, and 0.95 between the metallicities of the
two stars. Regarding mass correlation, the high precision of the
estimate makes this parameter of no importance, but we set it at
0.8, a typical value for this class of stars (Valle et al. 2015a). The
correlation between the radii is set at −0.9. Since the correlation
between the observed radii was not provided in the analysis by
Andersen (1991), we derived it by error propagation assuming
normality, as in Valle et al. (2015a).
For each of these N systems we repeat the parameter esti-
mates. The errors on the parameters constrained by the fit (i.e.
age, initial helium abundance, metallicity and overshooting) are
assessed by their multivariate posterior densities as detailed be-
low. As such, the obtained error accounts only for the propaga-
tion of the uncertainty in the observational constraints and ne-
glects the systematic due to the stellar models. All the obtained
solutions are validated by means of a χ2 test to assess their agree-
ment with the observational data.
2.1. Stellar model grids
The grids of models were computed for the masses of the two
stars, that is, M1 = 2.057 M and M2 = 1.958 M from the
zero-age MS up to the red-giant branch (RGB) ascension for the
less massive star and to the central helium depletion for the more
massive component. The error on masses was neglected since a
shift of 0.001 M has negligible effect on the parameters of in-
terest, but see Sect. 4.2 for a discussion of the effects of mass
error of approximately 0.01 M or larger. The initial metallicity
[Fe/H] was varied from −0.1 dex to 0.1 dex, with a step of 0.025
dex. The solar heavy-element mixture by Asplund et al. (2009)
was adopted. Several initial helium abundances were considered
at fixed metallicity by adopting the commonly used linear rela-
tion Y = Yp + ∆Y∆Z Z with the primordial abundance Yp = 0.2485
from WMAP (Peimbert et al. 2007a,b) and with a helium-to-
metal enrichment ratio ∆Y/∆Z from 1 to 3 with a step of 0.5
(Gennaro et al. 2010).
To check the robustness of the results and their dependence
on the adopted stellar evolutionary code, we computed two grids
of models by means of independent codes, namely FRANEC
(Degl’Innocenti et al. 2008; Tognelli et al. 2011) and MESA
(Paxton et al. 2013, release 7184).
The FRANEC code was used in the same configuration as
was adopted to compute the Pisa Stellar Evolution Data Base2
for low-mass stars (Dell’Omodarme et al. 2012). The models
were computed by assuming the solar-scaled mixing-length pa-
rameter αml = 1.74. The calibration is performed repeating the
Sun evolution by changing Z, Y and αml. The iteration stops
when, at the Sun age, the computed radius, luminosity, effective
temperature, and photospheric [Fe/H] match the observed values
with relative tolerance 10−4. The extension of the extra-mixing
region beyond the Schwarzschild border was parametrized in
terms of the pressure scale height Hp: lov = βHp, with β in the
range [0.00; 0.30] with a step of 0.01. The code adopts an instan-
taneous mixing in the overshooting treatment. Semiconvection
during the central He-burning phase (Castellani et al. 1971) was
treated according to the algorithm described in Castellani et al.
(1985), resulting in no additional free parameters to be tuned.
Breathing pulses were suppressed (Castellani et al. 1985; Cas-
sisi et al. 2001) as suggested by Caputo et al. (1989). Atmo-
spheric models by Brott & Hauschildt (2005), computed using
the PHOENIX code (Hauschildt et al. 1999, 2003), available in
the range 3000 K ≤ Teff ≤ 10000 K, 0.0 ≤ log g (cm s−2) ≤
5.0, and −4.0 ≤ [M/H] ≤ 0.5 where adopted. In the range
10000 K ≤ Teff ≤ 50000 K, 0.0 ≤ log g (cm s−2) ≤ 5.0, and
−2.5 ≤ [M/H] ≤ 0.5, where models from Brott & Hauschildt
(2005) are unavailable, models by Castelli & Kurucz (2003) are
used. Further details on the stellar models are fully described in
Valle et al. (2015c,a) and references therein.
The MESA computations assumed the same set of opacities
and initial chemical compositions as in FRANEC ones. Outer
boundary conditions are slightly different as MESA adopts the
atmospheric models from (Hauschildt et al. 1999), supplemented
with models by Castelli & Kurucz (2003) where the former are
unavailable. The difference in the atmospheric models causes a
small shift in the theoretical tracks, MESA models being ap-
proximately 20 K cooler than FRANEC ones in the RGB phase.
In MESA, we obtained a value of the solar calibrated mixing-
length αml = 1.78, in agreement with that reported by Stancliffe
et al. (2016). The code uses a different scheme for the convective
core overshooting, relying on a diffusive approach with exponen-
tial decay of the overshooting diffusion coefficient. In particular,
MESA sets the overshoot mixing diffusion coefficient DOV by:
DOV = Dconv exp
(
− 2 z
fov Hp
)
, (3)
where Dconv is the diffusion coefficient from mixing-length the-
ory at a location near the Schwarzschild boundary, z is the dis-
tance in the radiative layer from that location and fov is a free
parameter. The overshooting parameter adopted in the diffusive
scheme in MESA and the instantaneous one in FRANEC ap-
proximately follow the relation fov ≈ β/10 (Noels et al. 2010).
The different treatment of the overshooting adopted by FRANEC
and MESA could shed light on possible systematic differences in
2 http://astro.df.unipi.it/stellar-models/
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the evaluation of the evolutionary time scale and on the convec-
tive core mass. We computed a grid that spans an overshooting
efficiency in MS in the range fov ∈ [0.00; 0.04] with a step of
0.001. Contrarily to FRANEC code, MESA also adopts a core
overshooting scheme during the central helium burning phase.
Since our aim is to calibrate the overshooting extension during
the MS phase, we computed the models of the MESA grid by
keeping the overshooting parameter fixed to fov = 0.014 dur-
ing the central helium-burning phase. Although the effects of
such a choice are expected to be very minor (see the discus-
sion in Sect. 3), we also built a grid with a crude assumption
of no overshooting in the central helium burning phase for a
further consistency check. For all the input and configurations
not explicitly mentioned above, we adopted the default choices
in standard MESA release. An analysis of the differences that
can be expected for assuming different codes and input in stellar
evolution computation for stars of 1 and 3 M can be found in
Stancliffe et al. (2016).
The estimates of the stellar masses provided by Gallenne
et al. (2016) are so precise (0.001 M) that their contribution
to the statistical error in the stellar age, initial helium abundance
and overshooting parameter can be safely neglected. However,
much larger errors (& 0.01 M) are still quite common in mod-
ern binary system observations. It is thus worth discussing the
effect of mass errors of this order of magnitude on the parameter
calibration. To this aim, we computed an additional grid of stel-
lar models with the FRANEC code for 18 values of the mass in
the range [1.88; 2.15] M, and the same chemical compositions
(initial metallicity and helium abundance) and core overshooting
parameters previously specified. This multi-mass grid of models
was then adopted to recover the stellar parameters by means of
the SCEPtER pipeline as described in Sect. 2 but assuming larger
uncertainties in the stellar masses. This exercise was performed
twice. A first simulation adopted the uncertainties on the masses
(1.5% for the secondary and 3% for the primary) from Ander-
sen (1991), that is, the most precise values before the analysis
by Gallenne et al. (2016). In a second simulation, a mass uncer-
tainty of 1% for both stars was adopted, a typical value that is
nowadays routinely reached.
A total of approximately 64 000 stellar tracks were computed
for this work.
3. Parameters best estimates
In this section we try to calibrate the age, core overshooting ef-
ficiency and initial helium abundance, taking the observational
errors at face value. The effect of changing their extent is dis-
cussed in Sect. 4.
Although the two evolutionary codes used to compute stel-
lar models are independent, the results obtained by means of
FRANEC and MESA grids are similar. Interestingly, both grids
of stellar models provided multiple solutions in spite of the very
precise mass estimates of the two stars. This result is partially
due to the peculiar position of the secondary star, which can be
fitted either in the MS overall contraction phase or in the SGB,
as detailed below. Overall, it demonstrates, in practice, the high
degree of precision in the observations that is needed to unam-
biguously constrain the free parameters governing stellar evolu-
tion.
Figure 1 shows the two-dimensional density of probability
of the estimated core overshooting efficiency and system age.
As can easily be seen, in addition to the well-known degener-
acy between age and overshooting, both FRANEC and MESA
grids provide two detached islands of solutions. It is worth not-
ing that the colour-scale in the two panels is different. In fact, all
the densities are normalised to one; since different grids provide
different relative height of the peak in the overshooting vs. age
plane, the overall maximum is obviously different from one grid
to another. Therefore, a comparison of the relative height is only
meaningful within the individual panels and not between them.
The most probable class of solutions with the highest peak
in the probability density at β ≈ 0.13 – 0.15 for FRANEC (solu-
tions F-I and F-II in Fig. 1) and fov ≈ 0.013 for MESA (solution
M-I) suggests a primary star in the central helium-burning phase
and a secondary in the SGB phase. As expected, the inferred
age and overshooting parameter values are highly correlated as
the larger the overshooting, the larger the convective core, and
hence the longer the central hydrogen-burning phase. The elon-
gated shape of the first island of the probability density and its
steep inclination suggest that a small variation of the convec-
tive core overshooting has a significant impact on the inferred
age. The comparison of the top-right end of this island of so-
lutions between the two panels of Fig. 1 shows a minor differ-
ence, as the FRANEC grid provides a detached solution around
β ≈ 0.17 and age 1.16 Gyr (F-II), whereas solutions based on
a MESA grid do not show any gap. Tab. 2 and 3 list the results
provided by FRANEC and MESA grid respectively, for the es-
timates of the binary system initial helium abundance, metallic-
ity, age, core overshooting parameter and mass of the convec-
tive core of the secondary star when present. According to the
multiple-solutions shown in Fig. 1, the tables separately report
the results corresponding to the individual islands. The tables
show the median values (i.e. q50) of the above mentioned quan-
tities for the models selected by the maximum likelihood pro-
cedure described in Sect. 2 and separated according to solution
islands. The 16th (q16) and 84th (q84) quantiles are reported as
representative of the ±1σ errors. The fitting values of temper-
atures and radii for the two stars are also shown. Finally, the
tables report the goodness-of-fit χ2 of the obtained solutions and
their p values from the χ22 distribution. As usual, models with a
goodness-of-fit p value lower than 0.05 are considered as pro-
viding a poor agreement with observational constraints.
In detail, FRANEC grid solutions F-I and F-II have been
computed by splitting the results at age 1.15 Gyr for β < 0.20,
while the MESA grid solution M-I has been obtained for fov <
0.02. The two FRANEC solutions differ slightly in terms of
metallicity; F-I provides Z = 0.013 and F-II Z = 0.015. Tab. 2
also shows the solution F-I,II for which the split in the two re-
gions is neglected as the mentioned gap, rather than being gen-
uine, could be an artefact induced by the Monte Carlo procedure
and/or by the metallicity resolution of the grid of models. Al-
though consistent within the errors, the FRANEC FI,II solution
suggests both a lower initial helium abundance (Y = 0.262) and a
lower metallicity (Z = 0.013) than the MESA M-I (Y = 0.270, Z
= 0.014). However, both grids provide results consistent with a
helium-to-metal enrichment ratio of ∆Y/∆Z = 1. The age of the
system inferred by the two grids turned out to be nearly identical:
1.11+0.05−0.03 Gyr for F-I,II and 1.10 ± 0.07 for M-I.
In spite of the different numerical treatment of convective
core overshooting in FRANEC and MESA codes, TZ Fornacis
binary seems able to severely constrain the overshooting effi-
ciency in both cases. The FRANEC β parameter is in the range
0.14-0.16 with a best value of 0.155, while the MESA fov is in
the range 0.012-0.014 with median value 0.013. Such a result is
in agreement with the qualitative relation fov ≈ β/10 between
the parameters adopted in a diffusive (as in MESA) and in an in-
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Fig. 1. Left: joint two-dimensional density of probability for the estimated overshooting parameter β and the age of the binary system. The estimates
were obtained by relying on FRANEC stellar models. The solid black line corresponds to points for which the density is half of the maximum
value. Right: same as in the left panel, but for estimates from the MESA grid.
Table 2. Multiple solutions for the TZ Fornacis binary system from the FRANEC grid of stellar models.
F-I F-II F-I,II F-III
q16 q50 q84 q16 q50 q84 q16 q50 q84 q16 q50 q84
Y 0.261 0.262 0.263 0.263 0.264 0.264 0.261 0.262 0.263 0.262 0.263 0.264
Z 0.012 0.013 0.014 0.015 0.015 0.016 0.013 0.013 0.015 0.014 0.015 0.016
β 0.140 0.151 0.160 0.160 0.170 0.170 0.141 0.155 0.163 0.240 0.250 0.255
age (Gyr) 1.07 1.10 1.13 1.16 1.16 1.17 1.08 1.11 1.16 1.14 1.16 1.19
Mcc (M) - - - - - - - - - 0.169 0.171 0.174
Fit parameters
Teff,1 (K) 4952 4917 4947 4914
Teff,2 (K) 6896∗ 6788 6875∗ 6701
R1 (R) 8.39 8.43 8.39 8.61∗
R2 (R) 4.03 4.04 4.03 3.71∗∗
χ2 2.93 3.65 2.54 14.38
p 0.23 0.16 0.28 0.001
Notes. F-I, F-II, F-I,II and F-III identify the different islands of solutions (see text). q50 represents the median of the considered stellar quantities
in the different solution islands, while q16 and q84 corresponds to the 16th and 84th quantiles. For some solutions, the distributions are skewed and
q16 or q84 coincide with the median q50. One asterisk marks the quantities, which differ by more than 1σ from the corresponding observational
constraints; two asterisks indicate a difference larger than 2σ. For each solution, the goodness-of-fit χ2 and the test p value are reported.
stantaneous (as in FRANEC) treatment of overshooting (Noels
et al. 2010).
The goodness of the proposed fits can be judged relying on
the χ2 as in Eq. (2) summing over the two stars. Since there are
six observational constraints (the masses are fixed to the observa-
tional value) and four free parameters (age, overshooting param-
eter, initial Z and Y) in the fit algorithm, the computed statistics
has two degrees of freedom. In Tab. 2 and 3, for both M-I and
F-I,II p ≈ 0.3 and therefore one cannot reject the hypothesis that
the solutions provide a good fit of the data.
The FRANEC and MESA tracks in the plane effective tem-
perature vs. radius for the solutions F-I,II and M-I are displayed
in the left panels of Fig. 2. The two evolutionary codes pro-
vide very consistent solutions by finding the secondary star in
the SGB and the primary in the central helium-burning stage.
As anticipated at the beginning of this section, Fig. 1 shows
that the island of solutions described above is not unique and
that there is another detached solution located at higher values
of the overshooting parameter for both grids. However, the de-
tailed morphology of such a second island of solutions differs
in the two cases, since the FRANEC-based grid shows a single
sharp peak while the MESA-based grid presents multiple and
smoother peaks. For this reason, we analysed the MESA results
by splitting the island into two sub-regions based on the value
of the overshooting parameter fov = 0.025. As in the case of
the first island of solutions, the results based on the FRANEC
grid are reported in Tab. 2 (case F-III) and those based on the
MESA grid in Tab. 3 (cases M-II and M-III). Both codes sug-
gest a slightly higher initial metallicity and an older age than
in the first island of solutions. Concerning the metallicity, the
agreement is perfect as F-III provides Z = 0.015 and M-II and
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Table 3. Multiple solutions for the TZ Fornacis binary system from the MESA grid of stellar models. Symbols have the same meaning as in
Table 2.
M-I M-II M-III
q16 q50 q84 q16 q50 q84 q16 q50 q84
Y 0.264 0.270 0.277 0.263 0.264 0.264 0.263 0.264 0.265
Z 0.013 0.014 0.016 0.014 0.015 0.016 0.014 0.016 0.016
fov 0.012 0.013 0.014 0.023 0.023 0.024 0.027 0.027 0.028
age (Gyr) 1.03 1.10 1.17 1.20 1.23 1.26 1.20 1.23 1.26
Mcc (M) - - - 0.143 0.144 0.146 0.164 0.166 0.167
Fit parameters
Teff,1 (K) 4938 4915 4904
Teff,2 (K) 6824 6612 6708
R1 (R) 8.24 8.52∗ 8.61∗∗
R2 (R) 4.02 3.79∗ 3.69∗∗
χ2 2.44 7.93 18.11
p 0.30 0.02 < 0.001
M-III Z = 0.015 and Z = 0.016, respectively. This is not the case
for the age, as FRANEC F-III gives 1.16+0.03−0.02 Gyr while MESA
gives 1.23 ± 0.03 Gyr for both M-II and M-III. The convective
core overshooting efficiency is well constrained in both cases.
The FRANEC β parameter is in the range 0.24-0.255 with me-
dian value 0.25, while the MESA fov is in the range 0.023-0.024
with median 0.023 for M-II and 0.027-0.028 with median 0.027
for M-III. As in the first island of solutions, such results approx-
imately follow the relation fov ≈ β/10. Concerning the evolu-
tionary stage, this second class of solutions corresponds for both
codes to a primary star in the central helium-burning phase, as
in the first solution, but a secondary star in an earlier stage, that
is, the overall contraction phase rather than in the SGB (see right
panels in Fig. 2). In this case, both grids of models fail to match
the radii of the two stars and the solutions provide unsatisfactory
fits, with high χ2. Even for the best of them (M-II), the p value
of the χ2 test is below the traditional acceptance level of 0.05,
therefore leading us to reject the hypothesis that the recovered
values provide a good fit to the data.
As a final check, we performed an additional reconstruction
relying on a MESA grid of stellar models computed by com-
pletely neglecting core overshooting in the central helium burn-
ing phase. The change is negligible and the only detectable vari-
ation is a decrease of 0.01 Gyr in the system age, well below
the statistical error. The results are essentially independent of
the details of the treatment of convective transport during central
helium-burning because the primary star is still in an early stage
in this phase.
In summary, the maximum-likelihood procedure provides
multiple solutions. According to a goodness-of-fit statistics, the
best solution corresponds to a primary star in the central helium-
burning phase and a secondary star in the SGB, regardless of the
grid of adopted stellar models, namely F-I,II for FRANEC and
M-I for MESA.
It is interesting to note that the same difficulty in uniquely
identifying a set of best fitting parameters has recently been de-
scribed by Kirkby-Kent et al. (2016) for the AI Phoenicis, a bi-
nary system composed of two stars of approximately 1.2 M.
Relying on very high observational mass and radius accuracies
(0.4% and 0.7%, respectively), the evolutionary stage of the pri-
mary was firmly identified (the beginning of the RGB), while
that of the secondary could not be unambiguously fixed. In fact,
it was impossible to firmly place this star in the SGB or in the
overall contraction phase, even if the space of the parameters
adopted in the fit was much smaller than that used in the present
analysis. In fact, the best fit models was established based on
models at variable mixing-length values but fixed initial helium
abundance and vice-versa. In all the cases the overshooting effi-
ciency was keep fixed.
In the following section, we explore the effect of varying the
observational errors on the inferred overshooting parameter and
initial helium abundance. The impact of changing the prior con-
straints in the maximum likelihood procedure, such as keeping
the ∆Y/∆Z ratio fixed and allowing different overshooting pa-
rameters, is discussed in Sect. 5.
4. Effect of observational uncertainties on
parameter calibration
The previous analysis shows that even in a favourable case, such
as TZ Fornacis, the observational errors affecting the physical
quantities used to constrain the maximum-likelihood procedure
can hamper a definitive conclusion in regards to the age of the
system and the core overshooting efficiency. It is therefore inter-
esting to quantify the sensitivity of the recovered results on the
observational errors. To do that, we performed further numerical
experiments by repeating the maximum-likelihood procedure on
the same data as in the previous cases, but this time this was done
by artificially varying the observational precision.
4.1. Effective temperatures and radii
As a preliminary experiment, we halved the uncertainty of the
effective temperature of the secondary star (the effective tem-
perature of the primary is already well constrained, see Tab. 1)
and of the radii determinations. In particular, the relative error in
the radii by Andersen (1991) is of approximately 1.5% for the
primary star and 2.3% for the secondary, while recent determi-
nations for other binary systems often provide relative accuracy
better than 1%.
Figure 3 shows the density of probability in the overshooting
efficiency vs. age plane obtained from the FRANEC grid under
the assumptions stated above. A comparison of the left panel
of the figure with Fig. 1 shows that the refinement in the sec-
ondary star temperature uncertainty plays a minor role. The low
overshooting solution, identified by neglecting the fine structure
for β < 0.19 as in Sect. 3, corresponds to Z = 0.014 ± 0.001,
Y = 0.262+0.003−0.001, β = 0.160
+0.002
−0.015 and age = 1.13
+0.03
−0.05 Gyr. The χ
2
of the solution is 3.60, with a p-value of 0.16. On the contrary,
the increased precision in the radii produces a drastic change
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Fig. 2. Top row: Comparison between the observational values of effective temperature and radius of the two stars (grey circle) and the evolutionary
track for the best solutions found in the analysis of the FRANEC models. The blue diamonds mark the best fit theoretical positions for primary
and secondary stars. The error bars correspond to 1 σ errors. Initial metallicity and helium abundance, overshooting efficiency β, and age of the
system for the four solutions are displayed in the panels. Left panel shows the solution F-I,II, while right panel shows solution F-III (see Tab. 2).
Bottom row: as in the top row, but for tracks computed by MESA code. Left panel shows the solution M-I, while right panel shows solution M-II
(see Tab. 3).
(right panel in Fig. 3), since the solution at β ≈ 0.25 vanishes,
and the probability density shows two peaks around β = 0.15 at Z
= 0.013 and 0.16 at Z = 0.014. Both the two single solutions and
the overall one, computed by neglecting the fine structure, pro-
vide satisfactory fits of the data, the lowest p-value being 0.11
for the β = 0.15 case.
In summary, even whilst artificially increasing the data preci-
sion, the maximum likelihood algorithm based on a grid of mod-
els computed by allowing the initial helium content and over-
shooting efficiency to vary in reasonable uncertainty ranges is
able to find a satisfying solution. However, owing to the con-
tinuous refinement of observational instruments and techniques,
it can be expected that, in the near future, the same fitting pro-
cedure could result in no acceptable fit of the stellar data for a
given system. Such a result would allow us to test the general
assumptions and limitations of the 1D stellar models.
Another point to discuss is the very high accuracy in the Teff
of the primary star in the Gallenne et al. (2016) data. Given the
difficulty to precisely evaluate the systematic uncertainty, we re-
peated the analysis adopting a much more conservative error of
100 K for the primary star effective temperature. The results
of the analysis are very similar to those of the reference sce-
nario described in Sect. 3, with a slightly larger uncertainty.
For the best fit solution: β = 0.15+0.01−0.02, Y = 0.262 ± 0.002,
Z = 0.013 ± 0.002 and age = 1.09+0.07−0.06 Gyr. The goodness of fit
test for this solution is satisfactory (χ2 = 2.59, p value = 0.27).
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Fig. 3. Left: as in left panel of Fig. 1, but assuming an error of 100 K on the secondary effective temperature. Right: as in the left panel of Fig. 1,
but halving the errors on the radii. The two panels were obtained by relying on the FRANEC grid of stellar models.
A similar behaviour occurs for the second and unsatisfactory so-
lution: β = 0.250+0.005−0.010, Y = 0.263
+0.001
−0.000, Z = 0.015 ± 0.001 and
age = 1.17± 0.02 Gyr (χ2 = 14.06, p value = 0.001). The agree-
ment of the results is not particularly surprising because, as can
be seen in Table 2, the constraint on the effective temperature of
the primary star is always satisfied without problems; therefore,
relaxing this constraint does not force a significant change in the
best fit solutions.
4.2. Masses
It is well recognised in the literature that only very precise deter-
mination of stellar masses and radii can severely test stellar mod-
els (see e.g. Torres et al. 2010). In particular, when attempting a
calibration of a free parameter, as in the case of overshooting or
mixing-length, a very high accuracy on fundamental parameters
is mandatory, since uncertainties in the observational constraints
will propagate in the final estimate. As discussed in the previ-
ous section, the unprecedented precision of mass determination
of TZ Fornacis members (at the level of 0.001 M) provided by
Gallenne et al. (2016) allowed for calibration of several unknown
parameters without further bothering of mass uncertainty.
However, Valle et al. (2016b) recently showed that for binary
systems where both stars are in the MS phase, uncertainties at the
level of 1% in mass determinations and of 0.5% in radii, values
commonly found in current data, are high enough to hamper a
statistically meaningful calibration of the core overshooting pa-
rameter. In spite of such evidence, it is unfortunately common to
find overshooting calibrations in the literature that fail to prop-
erly address the effect of the error in stellar mass estimates, even
when uncertainties of the order of 1% or larger are present. Such
an assumption has no theoretical justification because the uncer-
tainty on the calibrated parameter should be evaluated by prop-
agating the errors in all the observational constraints. Moreover,
the stellar mass is the most important parameter determining the
evolution of the star; failing to address the uncertainty in its de-
termination results in meaningless error on the final estimate.
The aim of this section is to demonstrate the importance
of very accurate stellar mass measurements for calibration pur-
poses. To do this, we again performed our maximum-likelihood
procedure against TZ Fornacis as above, but this time assum-
ing larger values of the mass uncertainty. The comparison be-
tween these new results with those previously discussed will
asses the impact of mass uncertainty on the calibration of stellar
parameters. We performed such a numerical experiment twice
and only for FRANEC models. In the first case, we adopted the
most precise determination available in the literature before the
analysis by Gallenne et al. (2016) as error on primary and sec-
ondary masses, that is, the values quoted in Andersen (1991):
σ(M1) = 0.06 M (3% relative error) and σ(M2) = 0.03 M
(1.5% relative error). In the second case, we adopted a 1% rela-
tive error on the two masses, a precision that is nowadays com-
monly achieved.
In order to perform the recovery procedure in presence of
mass uncertainty of this order of magnitude, the grid of pre-
computed stellar models must be extended to properly account
for the larger range of variation, as explained in Sect. 2.1.
Figure 4 shows the 2D density of probability of the estimated
core overshooting parameter β and age for the two different as-
sumptions about the mass uncertainty. The best-fit stellar param-
eters and their errors for both scenarios are collected in Tab. 4.
The MM-A solution refers to the case of mass uncertainty from
Andersen (1991), while MM-B refers to the case of 1% uncer-
tainty on stellar masses.
The striking difference between the two panels of Fig. 4 and
the left panel of Fig. 1 is due solely to the difference in the mass
uncertainty used in the maximum-likelihood procedure. A sim-
ple increase of the mass uncertainty completely alters the mor-
phology of the best-fit solution. Concerning the calibration of the
overshooting, the less precise is the mass and the more skewed
toward the largest value present in the grid of models is the esti-
mated β parameter, with best fit β = 0.3 for both scenarios. In the
case of the largest mass error (3%, left panel), the island of so-
lutions at low overshooting values, which was the most probable
one in Fig. 1, is completely missing, while it begins to manifest
itself, even if at low density of probability, in the case of mass er-
ror at 1% level. The p values of the goodness of fit tests for these
solutions are higher than those reported in Tab. 2, and therefore
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Fig. 4. Left: as in Fig. 1, but for estimates obtained while assuming errors of 1.5% and 3% on the primary and secondary star masses. A multi-mass
grid of stellar models was adopted for the recovery (see text). Right: as in the left panel, but assuming errors of 1% on both stellar masses.
Table 4. Multi-mass and fixed initial helium solutions from FRANEC grids of stellar models. Symbols have the same meaning as in Table 2.
MM-A MM-B ∆Y/∆Z = 2
q16 q50 q84 q16 q50 q84 q16 q50 q84
Y 0.262 0.263 0.271 0.262 0.263 0.266 0.272 0.275 0.277
Z 0.013 0.014 0.015 0.013 0.014 0.016 0.012 0.013 0.014
β 0.270 0.300 0.300 0.270 0.297 0.300 0.120 0.130 0.130
age (Gyr) 1.04 1.12 1.19 1.09 1.15 1.19 0.97 1.01 1.02
Mcc (M) 0.169 0.174 0.180 0.169 0.172 0.175 - - -
χ2 3.34 2.74 8.08
p 0.50 0.60 0.04
the solutions are legitimate. Such a behaviour is expected be-
cause the fitting algorithm can explore a larger range of mass
combinations.
It is thus apparent that an error of a few percent on the mass
determination can not only broaden the uncertainty on the esti-
mated parameters, but, as in this case, can also drastically affect
the best fit solutions.
The explanation of this behaviour merits a brief analysis. It
is clear that the larger the uncertainty affecting the observational
constraints, the wider the parameter space that can be explored
by the fit algorithm. Indeed, a fit of a system will never be perfect
due to both the discrepancies between synthetic and real single
stars and the modelling of the evolution of a binary system. Even
in an ideal world in which the two stars evolve independently and
theoretical models perfectly reproduce the data, a simple random
error in the observations will produce a mismatch between fitted
and real objects (see Valle et al. 2016b for an example of the
possible magnitude of such an effect). Hence, it is reasonable to
expect that the result obtained under tighter observational con-
straints provides a worse fit than that obtained under looser ones.
This is particularly true where the mass of the stars is concerned
because of its major effect on stellar evolution. The key point
we would highlight here is that the possibility of testing the as-
sumptions of stellar evolution in binary systems requires an ac-
curacy in mass determination much higher than 1%, otherwise
the propagation of larger mass uncertainty allows the algorithm
to explore an overly wide range of mass combinations. This ad-
ditional variability can mask a possible slight difference between
theory and observations, since it is easier for the algorithm to
find a track combination compatible with the observations. Al-
though the correlation imposed in the covariance matrix between
the masses (see Sect. 2) protects against unphysical inversion of
the mass ratio, the algorithm is free to adjust the mass inside
the nominal observational errors. To illustrate this effect, Fig. 5
shows the density of probability of reconstructed masses and
radii for both primary (left panel) and secondary (right panel)
stars, computed from the largest mass error set. From the right
panel of the figure, it is clear that the mass of the secondary star
is preferentially overestimated with respect to the observational
value. This overestimation occurred to reduce the tension be-
tween the observational constraints and the grid of theoretical
models. In detail, the shift in the fitted mass of the secondary is
of approximately 0.04 M, a value large enough to heavily in-
fluence the theoretical stellar track. It is therefore unsurprising
that the calibrated age and overshooting of this system are com-
pletely different from those described in Sect. 3. The islands of
solutions present in Fig. 1 no longer appear in the left panel of
Fig. 5 because their likelihood is dominated by that of models at
different masses.
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Fig. 5. (Left): 2D density of probability for the best-fit mass and radius for the primary star. The blue-dashed ellipse marks the 1 σ uncertainty
on the observational values. The results were obtained relying on a multi-mass grid, with errors on the stellar masses from Andersen (1991) (see
text). Right: same as in the left panel, but for the secondary star.
5. Effect of different assumptions in the
maximum-likelihood fit
5.1. Keeping the helium-to-metal enrichment ratio fixed
Stars such as TZ Fornacis members are too cold for spectroscop-
ical constraint of their helium content, resulting in an additional
unknown parameter to be calibrated, as the initial helium abun-
dance significantly affects the evolution of stars of given mass
and metallicity. Stellar modellers usually assume a linear rela-
tionship between the initial metallicity and helium abundance,
that is, Y = Yp + ∆Y∆Z Z. However, the ∆Y/∆Z ratio is still poorly
constrained (e.g. Pagel & Portinari 1998; Jimenez et al. 2003;
Gennaro et al. 2010) and consequently the initial helium abun-
dance to be adopted in stellar models at a given metallicity
is subject to some variability. For this reason, we computed a
grid of models for five values of ∆Y/∆Z in the range 1-3 (see
Sect. 2.1) and we treated the helium-to-metal enrichment ratio
as a parameter to be estimated by the maximum-likelihood pro-
cedure, as is the case for the overshooting and the age.
However, in the literature, it is much more common to find
grids of models computed at fixed ∆Y/∆Z ratios, as is the case
of publicly available databases, where a value of approximately
two is usually adopted. Therefore, it is worthwhile analysing the
effect of adopting a grid of stellar models computed by keep-
ing the helium-to-metal enrichment ratio fixed on overshooting
calibration and age estimate.
Figure 6 shows the density of probability in the overshoot-
ing efficiency vs. age plane obtained from the FRANEC grid but
only by models with ∆Y/∆Z = 2. The impressive difference be-
tween this figure and the left panel of Fig. 1 is due solely to
the different assumption on the helium-to metal enrichment ratio
(fixed vs. variable), as all the other characteristics of the grid of
stellar models are exactly the same.
Figure 6 shows two distinct peaks at β = 0.12 and 0.13,
but, as stated above, this sub-structure could possibly be due to
the grid step in the overshooting parameters. The stellar param-
eters inferred from the fit, neglecting the aforementioned sub-
structure, are presented in Tab. 4, labelled as ∆Y/∆Z = 2. As can
be expected, Fig. 6 shows that forcing the estimates to adopt a
higher value of initial helium content than those preferred by the
maximum likelihood solution in Sect. 3 (0.275 vs. 0.262) shifts
the age and the overshooting parameter estimates towards lower
values, the system age being in the range [0.97; 1.02] Gyr. More-
over, the density of probability is highly constrained in a small
region of the overshooting efficiency vs. age plane because only
a very small subset of models computed adopting ∆Y/∆Z = 2
is compatible with the observational data. The goodness-of-fit
χ2 test – with three degree of freedom, since the initial helium
content is no longer estimated from the data – for the solution
that neglects the peak sub-structure gives a p-value of 0.04, and
therefore a poor fit of the data. This is an expected behaviour, be-
cause the fitting algorithm is forced to explore a reduced space
of parameters, away from the best-fitting region found in Sect. 3,
for determining the solution of the system.
In conclusion, neglecting the current uncertainty in the ini-
tial helium abundance and adopting stellar models computed at a
fixed ∆Y/∆Z severely affects both the age estimate and the over-
shooting calibration, confirming what has already been shown
by Valle et al. (2016b) for eclipsing binaries whose members are
in MS.
5.2. Allowing different overshooting efficiency for the two
stars
As anticipated in Sect. 1, the choice to fit the system adopting a
common value of overshooting efficiency is based on the theo-
retical reference framework of independent evolution of the two
stars. Under this assumption, with the two stars having almost
the same mass, the possibility of different overshooting param-
eters in the two binary members can be safely neglected. How-
ever, it is interesting to discuss the methods for testing the need
for different overshooting efficiency in the two stars and some
shortcomings of this approach.
Although the solutions with low overshooting efficiency
from FRANEC and MESA grids proved to be satisfactory in
the goodness of fit test, a much better solution with indepen-
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Fig. 6. Same as in Fig. 1 for FRANEC grid, but for estimates obtained
by keeping fixed the helium-to-metal enrichment ratio ∆Y/∆Z = 2.
dent overshooting efficiency for the two stars could, in principle,
exist. To test this hypothesis, we repeated the estimation pro-
cess relaxing the constraint of a common β in the FRANEC grid,
therefore losing one degree of freedom in the χ2 test.
Table 5. Solutions obtained whilst relaxing the common overshooting
efficiencies hypothesis from FRANEC grids of stellar models. Symbols
have the same meaning as in Table 2.
OV-I OV-II
q16 q50 q84 q16 q50 q84
Y 0.261 0.263 0.269 0.262 0.263 0.264
Z 0.012 0.013 0.015 0.013 0.015 0.016
β1 0.140 0.151 0.160 0.160 0.180 0.200
β2 0.030 0.058 0.080 0.260 0.270 0.270
age (Gyr) 0.96 1.02 1.06 1.15 1.18 1.20
Mcc (M) - - - 0.169 0.171 0.173
Teff,1 (K) 4937 4922
Teff,2 (K) 6779 6667
R1 (R) 8.27 8.57∗∗
R2 (R) 4.04 3.78∗∗
χ2 1.42 8.96
p 0.23 0.003
The results of the analysis are presented in Table 5. For the
solution at low overshooting efficiency, the secondary star is fit-
ted with β2 = 0.058+0.022−0.028, a much lower value than the primary
β1 = 0.151+0.009−0.011. At first glance, it seems, therefore, that a differ-
ent overshooting efficiency would be suggested for the two stars.
However, such a conclusion is not statistically significant since
it does not rely on a rigorous test.
The proper way to statistically evaluate the importance of ad-
ditional parameters inserted in a model is based on the compari-
son of nested models, a ubiquitus statistical method of inference
(see e.g. Venables & Ripley 2002; Härdle & Simar 2012). This
approach relies on the comparison of appropriate goodness of fit
statistics for two nested models (in this case the fit χ2). The two
models we are interested in comparing are nested because they
rely on the same data and grids, but they differ since the model
with independent overshooting contains one additional parame-
ter to be estimated. To follow the statistical nomenclature, let us
call the model that allows for different overshooting efficiency
between the two stars the full model, and the alternative one,
the restricted model. Let νf and νr be the degrees of freedom of
the full and the restricted models, respectively. Then the statistic
G = χ2r − χ2f has a χ2(νr − νf) distribution, allowing us to test
the statistical significance of additional parameters in the model.
In our case, for the comparison of models OV-II and F-I,II, this
gives G = 2.54 − 1.42 = 1.10 with one degree of freedom. The
p value of the test is 0.29, therefore the two models do not differ
significantly, and offer an equivalent fit of the data. Hence, we
cannot conclude that the solution with different overshooting is
better than the other with a single value; relying on the princi-
ple of maximum parsimony, the model that assumes a common
overshooting efficiency is therefore preferable.
In addition to all these statistical considerations, allowing the
stars to have independent overshooting efficiencies would lead
to an additional free parameter, which can easily mask the pos-
sible difficulty of stellar tracks to fit the system. In other words,
the overshooting efficiency would reflect not only the additional
mixing of the core, but also other effects from any given source,
which would remain hidden. Therefore, although a difference in
the overshooting parameter can be theoretically required and jus-
tified when the two stars have different masses, it is somewhat
questionable when they haven’t. Moreover, the recent theoreti-
cal works by Valle et al. (2016a) and Valle et al. (2016b) show,
in detail, the variability in the difference of age and overshoot-
ing efficiency that can be recovered by stars in binary systems
with both components in MS phase. These works show that, even
in the overoptimistic case when stars and models are in perfect
agreement, that is, when the artificial stars are sampled from the
same theoretical tracks adopted in the recovery, the variability
in the recovered parameters is large. As an example, Fig. 4 of
Valle et al. (2016b) shows that for two stars in MS phase, and
assuming an uncertainty of 1% on the masses and 0.5% on the
radii, a difference of approximately 0.15 in the recovered over-
shooting parameter β can be expected to occur owing solely to
the statistical uncertainty in the observational constraints. Al-
though these results cannot be directly adopted for the present
study, they should nonetheless be considered before claiming a
significant difference in the individually recovered overshooting
efficiencies of the two stars. More thorough theoretical investi-
gations are needed before relying on calibrations that could be
the results of random fluctuations in the observables.
6. Comparison with the literature
Several age estimates for TZ Fornacis exist in the literature,
such as 1.75 ± 0.15 Gyr (Andersen 1991); 1.3 Gyr (Claret &
Gimenez 1995); [1.12; 1.33] Gyr (VandenBerg et al. 2006) and
[1.08; 1.41] Gyr (Claret 2011). Apart from the first determina-
tion, which is based on outdated opacity tables, the others agree
relatively well within each other and are consistent with our best
estimate. The overshooting efficiency for TZ Fornacis was esti-
mated by Stancliffe et al. (2015) who, adopting MESA, found
fov = 0.05, a value much larger than our estimates. The differ-
ence can be partially ascribed to differences in the fitting algo-
rithms, but mainly in the explored evolutionary phases; the grid
employed in that paper does not include models in the central
helium burning stage, our preferred solution, and to the initial
helium values adopted in the grids.
However, the most relevant comparison is the one with the
results presented by Gallenne et al. (2016), who adopt their
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newly determined mass and uncertainties. They provided a sys-
tem age of 1.2 ± 0.1 Gyr and placed the secondary stars in
the contraction phase by using stellar evolutionary tracks from
BASTI (Pietrinferni et al. 2004) and PARSEC (Bressan et al.
2012), which adopt β = 0.20 and 0.25, respectively. Therefore,
the solution identified in that paper is most similar to the one
highly disfavoured by our analysis.
It is also interesting to compare the reconstructed best-fit
overshooting values with results coming from asteroseismic ob-
servations of less massive stars. Recently, by relying on the de-
tections of Kepler (Borucki et al. 2010), Deheuvels et al. (2016)
estimated the extent of the convective core in eight MS stars
in the mass range [1.12-1.45] M. The resulting overshoot pa-
rameters, assuming instantaneous overshooting as in FRANEC
code, were between 0.05 and 0.15 (with typical uncertainty of
±0.01) when microscopic diffusion is included in the computa-
tions. A possible increasing trend of overshoot parameter with
stellar mass was also demonstrated, but much more data are re-
quired to definitively confirm it (see also the results from Claret
2007; Claret & Torres 2016, from eclipsing binaries). However,
it should be noted that the definition of the overshooting exten-
sion beyond the classical Schwarzschild border adopted in De-
heuvels et al. (2016) is somewhat different from those used here,
and that the calibrated value of the overshooting parameter de-
pends on the assumed chemical and input physics in the stellar
computations. Therefore a much more meaningful comparison
would concern the mass extension of the convective core rather
than the overshooting parameter.
7. Conclusions
Taking advantage of the very precise mass determination of the
stars in the eclipsing binary system TZ Fornacis recently pro-
vided by Gallenne et al. (2016), we tried to constrain the con-
vective core overshooting, the initial helium abundance and the
age of the system. We assumed independent evolution of the
two stars and thus, having the binary members nearly equal in
mass, the same overshooting efficiency for both components. We
put particular effort into the statistical treatment of both the pa-
rameter estimates and of their errors. To do this, we used the
SCEPtER pipeline (Valle et al. 2014, 2015c,a), a maximum like-
lihood procedure relying on several dense grids of stellar mod-
els. To check the possible systematic effects on the results of
the adopted stellar evolutionary code, we computed two grids of
models by means of independent codes, namely FRANEC and
MESA. In addition to the best fit, we also discussed the impact
on the calibration results of varying the observational uncertain-
ties, of keeping fixed the ∆Y/∆Z ratio, and of allowing different
overshooting efficiencies for the two binary members.
Concerning the best fit, overall, the results from within these
two grids agree relatively well with each other. Despite the very
high quality of the data, with errors in mass lower than 0.1% and
in radius of between 1.5 and 2.2%, the quoted stellar parameters
cannot be unambiguously constrained. In fact, regardless of the
grid of stellar models used, we found at least two distinct classes
of solutions.
The primary star is in the central helium-burning phase in
both classes of solutions, whereas the secondary star is in the
SGB phase in the first class and in the overall-contraction phase
at the central hydrogen exhaustion in the second class.
Concerning the first class of solutions, the best fit based on
FRANEC models provides an age of 1.11+0.05−0.03 Gyr, a core over-
shooting parameter β = 0.15 ± 0.01 and an initial helium abun-
dance Y = 0.262 ± 0.001. These values are in agreement with
those based on MESA models, that is, age 1.10 ± 0.07 Gyr, dif-
fusive overshooting fov = 0.013 ± 0.001 and Y = 0.270+0.007−0.006.
Both grids of models suggest a low helium-to-metal enrichment
ratio ∆Y/∆Z = 1.
The second class of solutions yields a more efficient convec-
tive core overshooting both for the FRANEC β = 0.25+0.005−0.01 and
MESA fov = 0.025±0.003 formalism. In this case, the estimated
ages are 1.16+0.03−0.02 Gyr and 1.23 ± 0.03 Gyr, respectively. How-
ever, the goodness-of-fit of this second class of solutions is much
worse than that of the first class.
Besides the determination of the best fit values of age and
overshooting parameter for the TZ Fornacis system, in this work
we specifically addressed some methodological and statistical
problems affecting the calibration of free parameters from binary
systems. We investigated how different yet legitimate choices in
the computation of the stellar model grid and in the error treat-
ment can produce completely different calibrations.
In particular, we showed the importance for calibration pur-
poses of relying on very accurate stellar mass determination. To
this aim, we repeated the estimation process with identical in-
put but assuming larger yet still relatively typical uncertainties
in the two stellar masses. As a result, we obtained that even an
uncertainty at a level of 1% causes a severe bias in the inferred
overshooting parameter, completely altering the morphology of
the best fit solution.
We also studied the effect of neglecting the uncertainty in the
helium-to-metal enrichment ratio, and thus of the initial helium
content, on the stellar parameter estimates. To do this, we re-
peated the fitting procedure relying solely on models with fixed
∆Y/∆Z = 2, a value frequently adopted in the literature. The
result shows a notable bias, larger than the statistical error, in
the estimates of system age and overshooting efficiency toward
lower values.
The possibility of a different overshooting parameter for the
two stars was also investigated, even if having two stars of nearly
identical mass is theoretically unlikely. However, this choice did
not improve the quality of the fit, and can lead to artefacts in the
solutions.
In summary, we tried to show that the calibration of param-
eters from binary systems is a delicate task, affected by many
decisions in the fitting stage. One of the main results of the anal-
ysis is the quantification of the importance to properly account
for various sources of uncertainty that affect both the observa-
tional data and the theoretical model computations. Clearly this
means a heavy computational effort because it requires the build-
ing of very large and fine grids of stellar models. However, it is
a mandatory effort since fixing some values in the theoretical
computation without observational evidence (i.e. the initial he-
lium content) or neglecting the actual error in the masses of the
two stars can severely affect the calibration from observations.
On the other hand, this study provides a warning against rely-
ing on fit, which allows for too much variability, such as allow-
ing for independent overshooting efficiency for stars of nearly
equal mass, because the calibration can be significantly affected
by mere random fluctuations.
Although we explicitly address many sources of uncertainty,
we did not evaluate the possible systematic effects of fixing the
input physics in stellar model computations. The quantification
of this uncertainty would require a huge amount of computation
and could not be explored in the present work.
More theoretical investigations aimed at quantifying the vari-
ability expected by chance of parameters calibrated from binary
systems is needed before relying on the results obtained in this
way. The continuously growing availability of powerful compu-
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tation facilities for calculating theoretical stellar models under
a wide range of input, and the development of sound statistical
techniques for obtaining and comparing the best fit solutions,
will offer a unique opportunity to firmly evaluate the actual de-
gree of reliability of these calibrations.
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