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With the rise of the Internet of Things (IoT) leading to an explosion in the number of internet-connected devices,
the current cloud computing paradigm is approaching its limits. Moving data back and forth between its origin and
a far-away data center leads to issues regarding privacy, latency, and energy consumption. Edge computing, which
instead processes data as close to its origin as possible, offers a promising solution to the pitfalls of cloud computing.
Our proof-of-concept edge computing platform, EdgeAP, is a programmable platform for the delivery of applica-
tions on wireless access points. Use cases of the platform will be demonstrated via an example application. Addition-
ally, the viability of edge computing on wireless access points will be thoroughly evaluated.
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With the rise of the Internet of Things (IoT), almost every device is now connected to the internet. Advancements in
digital electronics, micro-electro-mechanical systems (MEMS) technology, and wireless communications (e.g. 802.11,
802.15.1) have resulted in the development of small, affordable devices having the ability to sense, compute, and
communicate wirelessly. IoT is effectively a large-scale information system, connecting people and the physical world
via ubiquitous sensors located all around the world [1].
This widespread connectivity has brought tremendous benefits, including an immense number of applications
which have improved the quality of living. Such applications typically provide services based on data generated by
edge devices, such as wireless sensors, smartphones, wearables, and tablets. By 2025, the annual economic impact
of IoT technology may be as much as USD 6.2 trillion, with most of the value coming from IoT devices and services
in the health care and manufacturing industry [2]. Many existing IoT applications are cloud-based, meaning that they
depend on data centers for performing processing and storage on behalf of resource-constrained edge devices. While
this model has been successful to this point, it poses several problems moving forward in the rapidly growing and
dynamic field of IoT.
First, cloud computing is not sufficient for real-time or location-aware applications. Real-time applications have
stringent run-time constraints and require low-latency for network communication. Communicating with a geograph-
ically far data center will not suffice. Additionally, location-aware services would greatly benefit if the services were
run geographically closer to the source.
Second, increasing the dependence on data centers is not sustainable. In 2015, data centers worldwide consumed
416.2 terawatt hours of electricity, which is higher than all the electricity consumed by the United Kingdom in 2015 [3].
With more and more applications moving to the cloud, the energy demands of data centers may become unmanageable.
In the upcoming decade, data centers are projected to consume three times as much energy as the previous decade [3].
Third, directing all processing and storage needs to the cloud will place increasing demands on the existing com-
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munication and compute infrastructure. By 2022, machine-to-machine network traffic–communication generated by
software rather than humans–is expected to constitute up to 45 percent of the entire Internet traffic [4]. This num-
ber will only grow as it is estimated that by 2030, there will be 500 billion IoT devices. The amount of data and
network traffic generated will place significant strain and congestion on the backbone network and existing data cen-
ters. Network congestion will increase latency, furthermore making the cloud-computing model less suitable for many
applications, in particular real-time applications.
Edge computing [5], a relatively new paradigm predicated on performing processing close to the edge of the net-
work, offers as a promising solution to the aforementioned problems. By harnessing the processing power of existing
devices at the edge of the network, such as base stations, routers, and switches, edge computing can significantly re-
duce the load on the backbone network. Energy consumption can be reduced since instead of overloading data centers
with additional processing tasks, processing can be done on edge nodes without significant energy implications [5].
Furthermore, latency will be significantly reduced when processing occurs at the edge of the network in comparison
to a remote data center.
1.2 Related Works
In this section, we present some related works in the areas of edge computing and network function virtualization.
1.2.1 Edge Computing
One proposed architecture for edge computing is Mobile Edge Computing (MEC). MEC aims to provide cloud-
computing capabilities close to the network edge. It is proposed that the next evolution of mobile base stations will
include dedicated computational resources to support mobile subscribers. The major goals of MEC are to reduce
latency, increase efficiency of service deployment, and improve user experience [6].
Sun et al. [7] propose a novel approach to MEC which employs a hierarchical system to handle data streams
generated by distributed IoT devices. In their architecture, fog nodes are directly connected to mobile base stations.
IoT devices register with proxy VMs running on fog nodes. The proxy VMs receive, process, and analyze raw
data streams on behalf of the IoT devices. The raw data streams are converted to metadata and are forwarded to
corresponding application VMs in the cloud, which are owned by IoT service providers and provide more application
logic. The hierarchical architecture works to reduce end-to-end latency and decrease traffic on the core network, but
also greatly improves user privacy. Imagine a human recognition system used to detect missing/wanted people. Instead
of sending the raw images/video to the cloud, the proposed use of proxy VMs can limit the data sent to mere metadata
(e.g. location and timestamp) whenever a missing/wanted person is identified.
Rather than bringing dedicated compute power to the network edge, other work in literature focuses on distributing
IoT application tasks among existing, resource-constrained end devices. Long et al. [8] propose an edge computing
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framework for cooperative video processing. In the proposed system, camera devices capture video and send com-
pressed video chunks to nearby mobile devices, which they define as their edge nodes, for processing. The edge
nodes process the incoming video and upload the computational results via a Long Term Evolution (LTE) network to
a cloud-based IoT service containing further application logic. The authors propose algorithms for group formation as
well as task scheduling on the group of edge nodes.
1.2.2 Network Function Virtualization
It is well-known that the advancement of virtualization technologies has allowed for increased efficiency and flexibility
in data centers. More recently, network function virtualization (NFV) has been proposed to improve the flexibility of
network service provisioning and reduce the time to market for new services [9]. NFV separates software network
functions, like firewalls and intrusion detection systems, from the underlying networking hardware they run on. This
allows for much greater flexibility and granular control over network service provisioning. Services can be dynami-
cally rolled out or updated without purchasing new hardware or upgrading firmware.
One use case for NFV is home networks. Internet service providers currently offer home services via customer
premise equipment (CPE), like residential gateways for internet access and set-top boxes for multimedia services. The
services available to customers typically depend directly on the physical equipment installed at home. Proposed NFV
architectures in literature propose moving residential network functions to data centers as virtual network functions
(VNFs) [9; 10]. Instead of depending on service specific CPE, customers can purchase general-purpose, low-cost
devices. Customers can directly manage and customize their at home network via software services that can be
dynamically run in the cloud without any additional purchase of hardware or upgrading of firmware.
Rather than offloading network services to the cloud, some authors propose the execution of specific services
directly on the residential gateway (RGW) as virtual instances. For example, Whiteaker et al. [11] propose a service-
hosting gateway (SHG). The SHG acts as a flexible execution platform inside the home where user services can run
on. In addition to dynamic service provisioning, such a system model significantly decreases latency and provides
higher levels of security for IoT data streams.
1.3 Proposed Solution
In this work, we propose EdgeAP: a programmable platform for the delivery of applications on wireless access points.
Our system offers a solution to the scalability problems associated with the cloud-computing paradigm, by harnessing
the computational resources of wireless access points, a common network device found in most networks. Edge
devices request processing via our management server, which is responsible for deploying the necessary application
on a nearby access point.
We propose a high level architecture for our system. We then implement a proof-of-concept alongside an example
3
smart security application to demonstrate a use case for the platform. Additionally, the effects of edge computing on





In this section, we will describe all of the requirements for our proof-of-concept implementation.
2.1 Functional
2.1.1 Provide LAN Connectivity
First and foremost, the wireless access point must be configured correctly to provide both wired and wireless con-
nectivity to the LAN. Additionally, the access point must be programmable. That is, it must have the ability to host
applications and be dynamically configured.
2.1.2 Deploy Applications
IoT devices must be able to request applications to run on a nearby access point. By sending a correctly formed
message to our management server, devices can dynamically request and deploy applications.
2.1.3 Shutdown Applications
As well as being able to deploy applications, IoT devices must also have the ability to shutdown the applications that
are currently running on its behalf. By sending a correctly formed message to our management server, devices can
dynamically shutdown applications that they previously requested to run.
2.2 Non-Functional
2.2.1 Network Speed
Since our implementation is a proof-of-concept, we did not lay out many non-functional requirements. However, even
with the added tasks running on the access point, we require that LAN network speed is not compromised.
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2.3 Design Constraints
2.3.1 Use of Containers
Applications must be delivered as Linux containers. This is integral to the flexibility and scalability of the platform.
Linux containers will be defined and discussed in Section 3.2.
2.3.2 Applications at the Edge
Applications must be deployed directly on the access point, rather than in the cloud.
2.3.3 Access Point Hardware




3.1 High Level System Architecture
Figure 3.1: System architecture for EdgeAP
At a high level, our system involves a management server which directly manages the applications running on a
group of access points. In a real-world deployment, the management server would be highly distributed, available, and
fault tolerant. In Figure 3.1, the management server is seen directly overseeing a group of N access points and their
applications, denoted by the blue containers.
The management server contains several components. First, it contains our management software, denoted in
Figure 3.1 in green. Our software hosts a server which receives and processes application requests. IoT devices
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requiring processing send application requests to our management software, asking to run a specific application. The
request contains the name of the application, the port number used for communication, and any other application
specific parameters. The management software processes the request and checks all of the message parameters. If the
request message is not valid, the management software will immediately send a response back to the device notifying
of a request failure. Otherwise, it will hand over the request message to the application orchestration component, seen
in Figure 3.1 in blue.
The application orchestration component is responsible for managing the entire life-cycle of applications running
on access points from start-up to shut-down. When the management software hands over an application request, the
application orchestration component checks to see if the application requested is present in the application registry,
denoted in Figure 3.1 in white. The application registry is simply a location storing applications. Typically, this
registry is hosted in the cloud (in our case we used the Docker Hub registry [12]) and the applications must be
downloaded from there. If the requested application is present in the application registry, the application orchestration
component will start-up the application for the device on a nearby access point. The application is configured with an
IP address and port number for communication. Once the application is up and running, the application orchestration
component notifies the management software. The management software then responds to the device who requested
for the application. It confirms the application is running and it provides the device with the IP address and port
number that the application can be reached at. This is typically the communication endpoint that IoT devices send
their data streams to.
IoT devices can also request to shutdown applications that are currently running on their behalf. In their shut-
down request, IoT devices include information about the application (name, IP address, port number) which uniquely
identifies the application. The management software hosts another server which receives and processes application
shutdown requests. The responsibilities of each component are very similar in this case. The management software
processes the shutdown request and hands off valid requests to the application orchestration component. The applica-
tion orchestration component is responsible for locating the application and ultimately terminating it.
3.2 Proof-of-Concept Architecture
For our proof-of-concept, the management server is not distributed and is only responsible for managing the applica-
tions running on a single access point. We configured our access point to provide both wired and wireless connectivity
for the LAN. In Figure 3.2, the wired hosts are connected via solid arrows, while the wireless hosts are connected via
dotted arrows. The access point hosts applications in Linux containers, as seen by the blue containers in Figure 3.2. A
container is a standard unit of software that packages up code and all of its dependencies [13]. A container is similar
to a virtual machine. When a container is deployed, it runs in its own isolated environment and has no knowledge of
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Figure 3.2: Proof-of-concept architecture and specific technologies used during implementation
other containers, virtual machines, or applications running on the same hardware. However, unlike virtual machines,
a container does not include a full copy of an operating system. Therefore, containers are more lightweight and their
start-up time is much quicker. All of the technologies listed in Figure 3.2 are specific to our implementation and will
be discussed in Chapter 4.
3.3 Sequence Diagram
Figure 3.3 demonstrates a typical request in our system. An end device requiring processing makes a request to the
management server in step one. The management server processes the request in step two. Assuming the request is
valid, the management server instantiates the appropriate application on the access point. Steps three and four are the
Docker API request and reply messages involved in starting up a container on the access point. Then, in step five, the
management server responds to the end device, confirming the application is up and notifying it of the communication
endpoint the end device can use to communicate with the application.
Once the first five steps are complete, the end device is free to communicate and send its data stream to the
application running on the access point. Whenever the end device chooses to stop communicating with the application,
it follows a similar sequence of messages for requesting an application shutdown, as seen in step six through ten.
3.4 Example Application
To demonstrate a use case for our platform, we decided to build our own example edge computing application to
run on EdgeAP. At a high level, any application that leverages real-time data analytics would be improved by edge
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Figure 3.3: Sequence diagram for a typical request in EdgeAP
computing. Medical monitoring, video processing, and smart manufacturing systems are all example use cases that
would greatly benefit from an edge computing platform like EdgeAP.
For our example application, we settled on a smart security application. Cloud-enabled smart security systems,
such as Amazon’s Ring [14], have become a pillar of the IoT as we know it today because of their convenience and
utility. However, concerns have been raised with regard to the security and privacy of Ring’s handling of user data. To
address these concerns, we decided to create a lightweight security solution that leverages edge computing in order to
increase data privacy and decrease communication latency.
In our solution, a camera module streams video to our image processing application running on a nearby access
point. The application leverages a machine learning model for face recognition. The home owner will receive text
notifications when people are detected by the security system. Figure 3.4 is the same sequence diagram shown in
Figure 3.3 except it is put into the context of the smart security application. The camera module requests the image
processing application to be deployed on a nearby access point in steps one through five. Once it receives confirmation
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that the application is up and running, it is free to send its video stream to the application running on the access point,
as shown.





4.1.1 Management Server and Access Point
Kingdel mini PCs [15] are used for both the wireless access point and the management server. Both machines have a
quad-core Intel 8th Generation i7-8550U CPU, 16 GB of RAM, and a 256 GB SSD. Their cost was $700 each.
The device we selected for the prototyping process is admittedly quite powerful for an access point. This was
a deliberate choice to aid in the development process. Should our device make its way to market, its specifications
would be scaled back. Many access points today come with multi-core processors, however, so although our prototype
was more powerful than most, it is still within the realm of existing offerings.
4.1.2 LAN Devices
To develop and test our system, we needed to simulate network traffic as well as provide compute tasks for our
access point. To simulate web traffic, we used several Raspberry Pi 3 modules [16] with quad-core ARM Cortex A53
processors, and an NVIDIA Jetson Nano [17] with a Quad-core ARM A57 processor and 128-core Maxwell GPU. All
of these devices were chosen due to being developer-friendly and affordable.
Additionally, to provide tasks for our access point to perform, we developed a smart security application inspired
by Amazon Ring [14], as detailed in Section 3.4. The video is captured by a camera attached to a Raspberry Pi 3
module, and is streamed to the application running on the access point for face recognition.
Motion Sensor
To minimize wasted data processing, we made our security system motion-sensitive. We integrated an AM312 infrared
motion sensor detector module [18] with the camera so that, upon sensing motion, the camera would begin streaming
the frames to the application. In this way, video is only streamed when motion is detected and therefore bandwidth
and processor resources used by the application are minimized.
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Camera
We initially selected the Raspberry Pi Camera Module V2 [19] as the camera for our smart security application, but its
quality proved to be too low for continued use in our preliminary tests. Instead, we opted for a Logitech HD Webcam
C615 [20].
4.2 Software
4.2.1 Management Server and Access Point Operating System
Both the Kingdel machines were flashed with Linux, specifically the Ubuntu distribution.
4.2.2 Linux Wireless Daemon
We used hostapd [21] on the access point in order to provide wireless connectivity to hosts on the LAN. Hostapd is a
wireless daemon that turns a Linux machine into a wireless access point.
4.2.3 Container Technology
Docker [13] was selected as the container technology. All applications that run on EdgeAP are built and run using
Docker. Additionally, all container images are stored in the Docker Hub registry [12].
4.2.4 Container Orchestrator
Docker Swarm, which is directly built into Docker, was used as our container orchestrator and manages a group of
applications running on remote machines.
4.2.5 LAN Device Operating System
All of our Raspberry Pi 3 modules run the Raspbian Stretch operation system, which is the default operating system
that ships with them.
4.2.6 Twilio
Twilio [22] is a communication platform that provides an API to facilitate the sending of text messages. When the
smart security application detects a face, a text message is sent to the user.
4.2.7 Python





5.1.1 Edge Computing Paradigm
The edge computing paradigm provides low-latency communication, improved data privacy and security, and reduced
communication and processing load on the core network and data centers. In order to support a growing number of
IoT devices at the edge of the network, pushing some processing closer to the actual devices will only help our existing
compute and network infrastructure scale with the future of IoT.
5.1.2 Processing on Access Points
Access points are located in nearly all networks, as they provide access to the Internet via wireless communication.
However, the processing power of access points is not being used optimally. Due to their ubiquity, harnessing access
points for processing is a solution that could significantly reduce the compute, communication, and storage load on
the core network and data centers.
5.2 Hardware
5.2.1 Management Server and Access Point
One of our design constraints was to use a piece of general-purpose, commodity hardware. After assessing off-the-
shelf access points, we decided that it would make more sense to use a PC so that we would have greater control over
the system, and so that the system architecture would be less proprietary. Among off-the-shelf PCs, the Kingdel mini
PC was selected for use as both our management server and as the access point.
The Kingdel mini PC was selected because it has the power to handle the processing load of serving as an access
point, as well as locally running applications. This is more power than typical mid- to high-end access points, but was
necessary for the experimentation and prototyping process.
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5.2.2 LAN Devices
We selected the Raspberry Pi 3 Model B because it is a versatile, peripheral-friendly low-cost Linux device. We were
able to incorporate it into our tests simply as another device on the network contributing to network traffic, as well
as develop our smart security application for it. The Raspberry Pi captures the images when the facial recognition
application is run, but sends them to the access point for the actual computations to be done.
Motion Sensor
The smart security application running on the Raspberry Pi does not start capturing images until a motion sensor
detects motion. Since the application is modelled after a smart doorbell system that faces out from your door, the
application won’t bother sending images to the access point unless it knows that there is a person there in the first
place. We used the AM312 infrared motion sensor because it natively connects via the Raspberry Pi’s open pins, and
is affordable.
Camera
Upon sensing motion, the rest of the smart security application is triggered. Images are captured and sent to the access
point for processing over LAN. We initially integrated the Raspberry Pi Camera Module V2, but it proved to be too
low-quality for reliable use. We ended up using the Logitech HD Webcam C615. It is still low-cost, but provided
dramatically better results. Additionally, it is connected via USB unlike the Raspberry Pi Camera Module V2 that
connects via the pins on the board of the Raspberry Pi. This further aided in experimentation, since we could test the
camera on our laptops and isolate any issues to the code running on the Pi, rather than the camera once again being
the source of error.
5.3 Software
5.3.1 Management Server and Access Point Operating System
We chose to flash our access point with Linux primarily since most commercial access points run some variation of
Linux. Additionally, Linux is very developer friendly. We chose to flash our management server with Linux as well
for the same reason.
5.3.2 Linux Wireless Daemon
Hostapd was chosen since it is included in the mainline Linux kernel. It is quite easy to use and is very reliable.
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5.3.3 Container Technology
Docker was chosen as our container technology since it is an industry standard. Additionally, there is ample documen-
tation and support for the product online.
5.3.4 Container Orchestrator
We chose Docker Swarm as our container orchestrator for two primary reasons. First, it is directly built into Docker, so
no other necessary setup was required. Second, the initial overhead for creating a managed cluster in Docker Swarm
is much smaller compared to other orchestrators (like Kubernetes).
5.3.5 LAN Device Operating System
The Raspberry Pi ran Raspbian Stretch, which is the default operating system for the Raspberry Pi. Raspbian is a
lightweight, Pi-specific distribution of Linux. It provides a full operating system environment, which meant we could
keep the application up to date with our Github repository, make changes to the code on the Pi itself, etc.
5.3.6 Twilio
Twilio is a notification platform. Among its offerings is the ability to send SMS messages. The smart security
application allows for a contact phone number to be defined, which will then receive text messages whenever the
application recognizes (or does not recognize) a person. If it recognizes one or more people approaching, it will send
a text with as many names as people that it recognizes. If it sees someone it does not recognize, it will say that as well.
Twilio allows an outgoing phone number to be set, so the user would be able to create a contact corresponding to
the smart security application. The Twilio website also provides statistics about its use, which could be used to inform
the user about the type of activity that their house is experiencing.
5.3.7 Python
Python was the programming language of choice for the smart security application. We were able to use an existing
Python machine learning library for the facial recognition, which was an enormous aid in the development of the
application.
Additionally, Python code is interpreted and does not require compilation. Any changes made to the code were
seamlessly executed whenever the application was next executed without the need for recompilation. Moreover, each




In this chapter, we perform an extensive evaluation of our solution, to investigate the impacts of running applications
on a wireless access point.
6.1 Testbed
Figure 6.1: Testbed setup used during evaluation of EdgeAP
Our testbed consists of three hosts located in the same residence. They are all connected to the same access point
and therefore are on the same LAN. Host 1 is connected to the access point wirelessly, as seen by the dotted arrow in
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Figure 6.1. Host 2 and host 3 are both connected via ethernet. For our experiments, the wireless host was a Raspberry
Pi 3. Its transmission rate is limited to around 60 mbps, so in our experiments we transmit traffic at that rate.
In Figure 6.1, various traffic queues are shown on the access point. Each queue corresponds with a different type
of service (ToS), and the priority of each ToS decreases from left to right. The types of service are voice (VC), video
(VD), best effort (BE), and bulk traffic (BK). The ToS for a particular packet is denoted by the ToS field in the IP
header of the packet.
6.2 Experiment 1: Overhead of Packet Switching
Experiment one assesses the overall impact of packet switching on the access point. Packet switching is the way that
traffic is routed and transmitted throughout the internet. Since packet switching is the primary task for an access point,
we aimed to establish a baseline for the computing resources used for this task. Establishing this baseline provided
insights into whether performing edge computing applications on an access point is viable. Capturing the resource
consumption involved flooding the access point with high volumes of traffic and measuring the CPU utilization.
For this experiment, our setup was as follows. We established a high rate UDP traffic flow from host 2 to host
1, using the iperf3 traffic generator. UDP, or User Datagram Protocol, is a networking protocol for low-latency con-
nections on the internet. We kept the rate of transmission constant at 60 mbps, but we varied the packet size over
time. By varying the packet size, but keeping the transmission rate constant, we effectively varied the level of network
congestion. Sending smaller-sized packets resulted in more packets being transmitted, so the access point had more
packets to process per unit time. In this experiment we measured the CPU utilization of the access point for various
packet sizes. We expected that transmitting smaller packets, thereby further congesting the network, would create
more overhead on the access point. We wished to quantify this overhead.
It is important to note that when referring to packet size in this chapter, we are specifically referring to the payload
size, not the entire packet size including headers.
6.2.1 Results
In experiment one, we graphed CPU utilization (as a percentage) versus packet size (in bytes). For each packet size,
we collected CPU utilization measurements over the course of several minutes. The averages of these readings are
exhibited in Figure 6.2a.
From this graph, it is evident that the smaller the packet size, the more the processor is utilized. As seen by the
leftmost bar, about 6 percent of the processor was utilized, on average, when the packet size was set to 10 bytes. These
results help to give us a rough baseline in terms of the overhead of packet switching. In the worst case, wireless traffic
at the rate of 60 mbps causes 6 percent processor utilization. In most networks, it is rare to see network speeds of more
than 300 mbps. When linearly scaled from 60 mbps to 300 mbps, we expect the traffic to cause upwards of 30-35
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(a) Experiment 1 results for capturing packet switching overhead
under various network conditions
(b) Experiment 2 results for capturing the impact on application
performance
Figure 6.2: Results for experiments 1 and 2
percent processor utilization in the worst case. According to these results, the processor is never fully utilized from
its primary task (packet switching) and is often idle. The processor, therefore, can be harnessed for doing other tasks
without impeding packet switching.
6.3 Experiment 2: Impact on Applications
Experiment two assesses the impact of packet switching on application performance. More specifically, we wished
to investigate whether application performance is significantly affected when the application is executed on an access
point and there are increasing levels of network congestion.
Our setup for this experiment was identical to experiment one. We established a high rate UDP traffic flow from
host 2 to host 1, using the iperf3 traffic generator. We varied the packet size for the UDP packets to vary the levels of
network congestion. We then repeatedly ran a C program on the access point and measured its execution time. Under
normal conditions, the C program took 6.882 seconds to run on average.
6.3.1 Results
In experiment two, we graphed program execution time (in seconds) versus packet size (in bytes). For each packet
size, we ran the C program 50 times and measured its program execution time. The averages of these readings are
exhibited in Figure 6.2b.
For most packet sizes, the program performance was trivially affected. However, we did see a significant dip
in performance when the access point gets flooded with lots of small packets, which in our case increased program
execution time by over 1 second.
To provide some context, with certain real-time UDP flows, like Voice over Internet Protocol (VoIP), the packet
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(a) CPU intensive tasks (b) I/O intensive tasks (c) Memory allocation intensive tasks
Figure 6.3: Results for experiment 3
size can get as small as 20 bytes. These results suggest that for real-time applications running on an access point, it
may be in their best interest to have dedicated compute resources allocated to them to avoid dips in performance.
6.4 Experiment 3: Impact on Network
Experiment three assesses the impact of edge computing on network performance. More specifically, we investigated
whether network latency of existing traffic flows was significantly affected by increasing the processing tasks on the
access point.
Our setup for this experiment was similar to before. We established a high rate UDP traffic flow from host 2 to
host 1, using the iperf3 traffic generator. We also set up a ping from host 3 to host 1, using the ping utility in Linux.
Host 3 pinged host 1 every second. Both traffic flows were generated with the same ToS field in the IP header, so that
the packets would be placed on the same packet queue. Over time we increased the processor overhead on the access
point by deploying more tasks. We measured the delay for the ping messages to see if latency was increased.
For generating processing tasks, we used the stress tool on Linux. We ran three different types of computing
tasks–CPU intensive tasks, I/O intensive tasks, and memory allocation intensive tasks–and investigated their impact
on network latency of the ping flow.
6.4.1 Results
For experiment three, we graphed ping delay (in milliseconds) versus time (in seconds). Each trial in this experiment
was 90 seconds, and we collected measurements for 50 repeated trials. Over the course of each trial we deployed more
processing tasks. The red dotted lines in Figures 6.3a, 6.3b, and 6.3c denote the times in which new processing tasks
were deployed. By the end of each trial, the processor was nearly, if not fully, utilized by the resource intensive tasks.
Figure 6.3a is strictly running CPU intensive tasks. Figure 6.3b is strictly running I/O intensive tasks. Figure 6.3c is
strictly running memory allocation intensive tasks. All graphs plot the average results from the 50 trials.
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These graphs demonstrate that the increased processor load does not significantly affect network latency. While
these results seem surprising and counter-intuitive, there are many factors at play here.
The primary factor that justifies these results is that user-space applications, like the ones denoted by the red lines
in the graphs, have lower priority than the packet switching tasks. Therefore, even when the processor is fully utilized,
packet switching almost always takes precedence, so network traffic latency is not affected.
6.5 Evaluation Summary
In summary of our evaluation, our first experiment demonstrated that packet switching does not fully utilize the access
point. Experiment two showed that under a highly congested network, application performance may be impacted,
so real-time applications must take this into account. Lastly, experiment three showed that network latency is not
impacted by running applications on the access point. In conclusion, we believe our evaluation shows that edge




This chapter assesses the risks we faced as we developed our platform. The risks are sorted in descending order of
potential impact, and we omit less impactful risks. The maximum value for probability is 1 and the maximum value
for severity is 10, making the range of impact 0-10, in which a 10 is the most impactful and a 0 is the least impactful.
Risk Probability Severity Impact Consequence Mitigation
Time 0.4 9 3.6 Especially when coupled
with the demands of school-
work, we had to be careful
that we adhered to the given
schedule.
Stick to the development
timeline, divide tasks be-
tween team members and
set realistic goals given the
known time constraints.
Bugs 0.9 3 2.7 The system would not work
as expected, and may require
additional development time
(delaying the project).
Code consistently across the
group, comment the code
well, maintain backups that




0.1 9 0.9 A loss of data would severely
delay development and result
in a delayed end product.
Utilize cloud-based backups
(such as Github).
Illness 0.2 5 0.5 An illness (and even worse,
a pandemic) may result in a
temporary inability to con-
tribute to the project.
Eat well, sleep well, and wash
your hands.




The development timeline for this project incorporates necessary preliminary research, the deliverable design elements,
the system implementation, and the experimentation and performance evaluation of our system.
Figure 8.1: Development timeline
8.1 Deliverable Design Elements
The deliverable design elements include artifacts needed to successfully complete Senior Design requirements (project
proposals, presentations, etc.). These deliverables were assigned over the course of the year and build upon each other.
8.2 Development
The development elements include the major technical milestones of our project. This begins with the configuration of
our access point and management server, which were originally prototyped with virtual machines (VM) before being
ported over to the commodity hardware. At the tail end of the management server’s development and design error
debugging, we began functional integration testing and the development of our example application, a smart security
solution.
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8.3 Experimentation & Performance Evaluation
To demonstrate the viability of our system, we performed a variety of experiments with accompanying evaluation
metrics. These experiments focused on CPU utilization of the access point and the impact of edge computing on




In this chapter we discuss future work for our project. Topics of future work related to edge computing on wireless
access points are quite plentiful, but we highlight a few noteworthy topics below.
9.1 Resource Allocation
As shown in Section 6.3.1, application performance may be impacted for applications running on an access point,
especially during high levels of network congestion. Access points have a limited amount of compute resources.
Consequentially, running many applications concurrently should be avoided. To address these concerns, an intelligent
scheme for resource allocation must be developed to ensure applications do not see dips in performance. One approach
would be to allocate a specific processor core on the access point for packet switching, and dedicate the rest to
running user applications. In such an approach, the packet switching tasks would not impact the applications and
the performance dips seen in Figure 6.2b would not be experienced. Another approach to resource allocation would
be to have smart placement of containers depending on the resources available on nearby access points. For example,
the management server can maintain information on the resource consumption of all the access points it is managing.
When an application request is received, the management server can intelligently place the application on the access
point that is the least busy and has enough current resources to meet the application’s requirements.
9.2 Container Migration
Most IoT devices are mobile, such as mobile phones and wearable devices. As such, these devices may be roaming
across multiple access points while data is sent to the corresponding container running on one of the access points.
However, this data hand-off may lead to increased latency for the application running in the container. Future work




The internet has cemented itself as a pillar of our society’s means to communicate, educate and conduct business. As
such, it is important to discuss EdgeAP’s potential societal ramifications.
10.1 Ethical
As our dependence on the internet increases, so too do the importance of the ethical implications. One of the biggest
threats society faces when it comes to the internet is privacy. With our platform, less of the user’s data and information
leave their home. Consequentially, the chances of snooping, man-in-the-middle attacks and the like are reduced.
Attacks on privacy can come from a variety of agents, and can originate from motives ranging from blackmail to
state surveillance. With the additional privacy offered by EdgeAP, more of the user’s personal dignity and freedom are
upheld.
10.2 Social
With the multitude of communication mediums (including email, VoIP, instant messages and video chatting), it be-
comes quickly apparent how much of our personal and business communication happens via the internet. With the
lowered latency provided by EdgeAP, these existing forms of communication are likely to work even faster and more
efficiently.
Additionally, there is the possibility for applications to be developed utilizing our platform. If a management
server were to connect multiple offices of a company, houses in a neighborhood or buildings at a university, a new
communication platform could be developed to leverage the platform. Decentralized from the servers these services
are typically tethered to, users may find themselves with even faster and more reliable means of communication.
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10.3 Political
Privacy has become a very hot-button issue in recent years. With governmental programs such as the Patriot Act,
PRISM, etc., American citizens are becoming more aware of and invested in their privacy.
As mentioned in the section discussing ethical implications, less data is sent in and out of a user’s home or place
of business. Because of this, there is less information to be intercepted and potentially seen by the government.
10.4 Economic
Currently, if a user wants a new feature on their access point (such as MU-MIMO, traffic analytics, different firewalls,
etc.), the user needs to purchase a whole new set of hardware. With EdgeAP, however, features can be patched and
added via the containers run on the platform. This results in an increased feature set available to the consumer on their
existing hardware. As new containerized applications are made available, the user will be able to download them.
There will still be a limit as to what the hardware can handle, but the lifespan of the user’s hardware–and more
importantly the usability of it–will be increased due to the EdgeAP platform. This all leads to less frequent hardware
updates, saving the user money.
10.5 Health and Safety
EdgeAP’s main implications on health and safety are realized due to reduced latency. Many medical applications are
real-time applications where even fractions of a second matter. If a program is, for example, looking for abnormalities
in a person’s heart rate, time cannot be wasted by slow servers or congested networks. If the program is instead
processed locally, the usability of such a medical application can be increased.
Additionally, there is the possibility of using the platform as a secondary backup for medical monitoring. Suppose
that the processing of the medical data still must be done in the cloud. One could create a complimentary application
that, upon detecting connectivity issues to the cloud, begins simplified local medical processing. If an abnormality is
detected, authorities can be called.
Either way, the health and safety benefits are primarily dependent on applications. This opens up the platform to
broad and extensive health and safety benefits.
10.6 Manufacturability
All of the hardware used in the EdgeAP proof-of-concept was commodity hardware, and was selected for its power-to-
cost ratio. Should EdgeAP be brought to market, it is not expected that any manufacturing or material sourcing issues
should be encountered. It would primarily compete against mid-to-high end access points, so while it would not be the
cheapest option on the market, it should not be outside of the realm of possibility based on current market offerings.
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10.7 Environmental Impact
As mentioned in the introduction section, in 2015 data centers worldwide consumed 416.2 terawatt hours of electricity–
more than all the electricity used by the United Kingdom in that same year. By reducing the dependence on data centers
providing the processing power for cloud computing, this enormous electricity use can be reduced.
10.8 Sustainability
There is already an entire infrastructure of access points that comprise all internet networks. These can be leveraged
for their unused compute resources with negligible changes to their power consumption. As the number of internet-
connected devices continues to grow, and thus the load of cloud computing on data centers given the current computing
paradigm, an edge computing paradigm may offer greater sustainability for our processing needs.
10.9 Usability
EdgeAP offers more features than a typical consumer access point. As such, there will be a higher learning curve.
EdgeAP is only a prototype of what an edge computing platform might look like, but if it were to be brought to market
it would likely have some sort of app store for all the containerized applications, and the management server may have
a more user-friendly portal. This would provide for greater control, usability and usefulness to the user, but would of
course be more for the user to learn how to use.
For the consumer, some initial training or reading of a user manual would be required, but would lead to gains
in usability. For the developer, some initial research into the platform architecture would be required, but our use of
industry standard technologies like Docker was deliberate to minimize the learning curve.
10.10 Lifelong Learning
This design project has provided us with valuable insights into an evolving and especially-prevalent field. Our project
and its results have motivated us to continue learning more about IoT, edge computing, computer vision, NFV, and
container technologies.
10.11 Compassion
In terms of compassion, one aspect of this project seeks to provide advanced technology to preserve the fundamental
right to data privacy for users engaging with the IoT. It is our hope that this project will spark the creation of new




In this section, we summarize our project outcomes. In addition, we reflect on our learning and the advantages/disadvantages
of our design and implementation.
11.1 Summary
In this work, we demonstrated a successful proof-of-concept implementation of edge computing in a residential envi-
ronment including our smart security application as an example use-case. Additionally, we evaluated the performance
of the system and concluded that edge computing on an access point is a viable solution to the problems cloud com-
puting faces.
11.2 Learning Outcomes
By completing this Senior Design project, we developed greater familiarity with edge computing, container technolo-
gies, and computer vision, while simultaneously enhancing our data analysis, networking, and programming skills
altogether.
Over the course of the last year, we also gained experience in project management, giving professional technical
presentations, and documenting our project in LATEX.
11.2.1 Advantages
As discussed in the Evaluation section, our platform proved to function as both an access point and as a medium to
perform processing of data. Moreover, it was able to do this without sacrificing network speeds or requiring mass
amounts of processing power. The overarching advantage, therefore, is that this is a viable solution for households
and businesses alike.
If edge computing were to expand in scale and become a standard computing paradigm in the same way cloud
computing has, electricity used by server farms would decrease, and latency and privacy would improve for the user.
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11.2.2 Disadvantages
One disadvantage to this platform is that–at least in its current, non-optimized form–it requires a mid- to high-end
access point. This translates to a costlier machine.
Another disadvantage is that, as with any budding platform, the current developer base is quite small. Eventually,
the platform may be scaled up to have some sort of app store, and may be refined to offer a more user-friendly way
to manage everything. It comes as no surprise that these are not currently in place, but they would surely be expected




Taken from the project’s GitHub: https://github.com/SIOTLAB/EdgeAP.
A.1 Management Server
A.1.1 Overview
The management server is responsible for overseeing applications running on wireless access points. More specifically,
it must receive and process application requests, start-up the application on the appropriate access point, and manage
the life cycle of the application.
A.1.2 Secure Docker Daemon Socket
The management server must have access to dockerd running on the access point. See this link for enabling the remote
API for dockerd on the access point. To secure the docker daemon socket, by enabling TLS and creating CA, server
and client keys with OpenSSL, see this link. To automate the process of key creation, see this link.
A.1.3 Configuration
The configuration file is used to specify the remote access points the management server is responsible for. Each entry
in remotes corresponds to one access point, and must contain information about the access point and contain the
appropriate keys.


















pip3 install -r requirements.txt
A.1.5 Run
python3 edgeap.py
A.2 Smart Security Application
A.2.1 Overview
A Logitech webcam attached to a Raspberry Pi 3 captures video and streams it to an application on a nearby access
point. The application performs face recognition and alerts the owner via a text message when a person is identified.
If the person identified is a registered user that the ML model was trained on, then the text will provide his/her name.
Otherwise, the text will notify of a stranger.
A.2.2 Configuration
To configure which users should be identified, edit config with the list of user ids:
{
"ids": ["Cyrus", "Philip", "Jake", "Michael", "Chris", "Justin"]
}





Make sure to source your credentials prior to building/running the application:
source ./twilio.env
A.2.3 Local Development
Note: Must install opencv2 first. Also, install prerequisites: pip3 install -r requirements.txt
1. Collect image data for the users specified in config
python3 face_dataset.py
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2. Train the face classifier based on the dataset of users
python3 face_training.py
3. Recognize faces locally
python3 faceRecognition.py
4. Recognize faces locally and test text notifications
python3 faceRecognition_notifications.py
A.2.4 Integration with EdgeAP
The client (Raspberry Pi) will capture the video and send it to the server (AP) for processing. Currently using the
imagezmq library for transporting OpenCV images. The server running on the AP is deployed as a Docker container.
A.2.5 Build Image
source ./twilio.env





--file Dockerfile --tag image-name
A.2.6 Run Video Streaming Application
Make sure the EdgeAP management server is up and running. Then, on the Raspberry Pi 3, run the following program
to instantiate the container on the AP and begin streaming video to it:
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Problem & Motivation, Related Works, Solution, Objectives
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Problem
• Traditional cloud computing will not scale sufficiently for 
the future of the Internet of Things (IoT)
o500 billion IoT devices by 2030
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Motivation
• Support for real-time and location-aware applications
• Data centers are not sustainable
o416.2 terawatt hours consumed in 2015
• Increasing demands on network/compute infrastructure
oMachine to machine communication: 45% of all traffic by 2022
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Related Works
• Mobile Edge Computing (MEC)
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Related Works
• Network Function Virtualization
• Virtual Residential Gateways 
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Related Works – Summary
• Edge computing is a solution for the scalability problem of 
IoT
• MEC is a specific architecture exemplifying this
• Leverage virtualization to run applications independent of 
underlying physical hardware
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Solution
• Develop a programmable platform for the delivery of 
applications on wireless access points
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Objectives
1. Develop a proof-of-concept for running applications on a 
wireless access point
2. Develop an example application
3. Assess the impact of running applications on a wireless 
access point
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System Design
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Functional Requirements
1. Programmable access point provides wired and wireless 
connectivity
2. Devices can request applications to run on access point
3. Devices can request to shutdown applications running on 
access point
www.scu.edu/engineering
S c h o o l  o f  E n g i n e e r i n g
S A N T A  C L A R A  U N I V E R S I T Y
Non-Functional Requirements
1. LAN network speed not compromised
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Constraints
1. Applications must be delivered as containers
2. Applications must be deployed on a wireless access 
point
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Constraints
1. Applications must be delivered as containers
2. Applications must be deployed on a wireless access 
point
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Technologies Used 
• Hardware
oManagement server: Kingdel Quad-Core i7 Mini-PC
oAccess Point: Kingdel Quad-Core i7 Mini-PC
 Wireless Card: Atheros AR9832
oLAN devices
 Raspberry Pi 3
 NVIDIA Jetson Nano
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oContainer orchestrator: Docker Swarm
oManagement server: Python
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Proof-of-Concept
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Sequence Diagram
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Example Application
Use Cases, Our Example Application, Demo
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Smart Security System
• Cloud-enabled security cameras are 
growing in popularity
oConcerns over user/data privacy
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Our Smart Security Solution
• Runs at the edge of our network (on our AP) using:
oRaspberry Pi 3 & Logitech 1080p webcam
oMachine learning model for face classification
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Sequence Diagram
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Demo
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Evaluation
Testbed, Experiments, Results, Discussion
www.scu.edu/engineering
S c h o o l  o f  E n g i n e e r i n g







S c h o o l  o f  E n g i n e e r i n g
S A N T A  C L A R A  U N I V E R S I T Y
www.scu.edu/engineering
S c h o o l  o f  E n g i n e e r i n g
S A N T A  C L A R A  U N I V E R S I T Y
Experiment 1 – Packet Switching Overhead
• Goal
oAssess impact of packet switching on CPU utilization
• Details:
oHigh rate UDP flow from Host 2  Host 1
oVary packet size for UDP packets
oMeasure CPU utilization of access point
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Experiment 1 - Results
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Experiment 2 – Impact on Applications
• Goal
oAssess impact of packet switching on application performance
• Details:
oHigh rate UDP flow from Host 2  Host 1
oVary packet size for UDP packets
oMeasure program execution time for a C program
 Average execution time under normal conditions of 6.882 seconds
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Experiment 2 - Results
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Experiment 3 – Impact on Network
• Goal
oAssess impact on network performance when running applications on 
access point
• Details:
oHigh rate UDP flow from Host 2  Host 1
oPing from Host 3  Host 1
o Increase processor overhead over time
oMeasure ping delay
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Experiment 3 – Results
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Experiment 3 – Results
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Evaluation Summary
• Packet switching does not fully utilize the AP
• Application performance may be impacted
• Network latency is not impacted by applications on the AP
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Project Logistics
Project Schedule, Requirements Analysis
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Project Requirements met?
• Functional
1. Programmable access point provides wired and wireless connectivity
2. Devices can request applications to run on access point
3. Devices can request to shutdown applications running on access point
• Non-Functional
1. LAN network speed not compromised
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Conclusion
Performance & Outcomes, Future Works
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Project Outcomes
• Successful proof-of-concept implementation and 
demonstration of use-case 
• Evaluated and concluded that edge computing on an 
access point is a viable solution
Code can be found at: https://github.com/SIOTLAB/EdgeAP
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Future Works
• Resource allocation
• Application migration among access points
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