We consider fixed points of the Feigenbaum (periodic-doubling) operator whose orders tend to infinity. It is known that the hyperbolic dimension of their Julia sets go to 2. We prove that the Lebesgue measure of these Julia sets tend to zero. An important part of the proof consists in applying martingale theory to a stochastic process with non-integrable increments.
Introduction
We consider fixed points of the Feigenbaum (periodic-doubling) operator [7] whose orders tend to infinity. It has been shown in [10] , [11] , that the hyperbolic dimension of their Julia sets go to 2. In this paper we prove that the Lebesgue measure (area) of these Julia sets tend to zero. The question whether the area is indeed zero for finite orders remains open. For the measure problem for maps with Fibonacci combinatorics, see [14] , and for quadratic Julia sets with positive area, see [3] .
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Main results
Notations and basic facts. We will write unimodal mappings of an interval, H(x) = |E(x)| ℓ where ℓ > 1 is a real number and E is an analytic mapping with strictly negative derivative on [0, 1] which maps 0 to 1 and 1 to a point inside (−1, 0). Then H is unimodal with the minimum at some x 0 = E −1 (0) ∈ (0, 1) and x 0 is the critical point of order ℓ.
For ℓ which are even integers there exists a unique pair H := H (ℓ) (x) = |E ℓ (x)| ℓ and τ := τ ℓ > 1 which provides a solution to the Feigenbaum functional equation
for x ∈ [0, 1].
As ℓ goes to ∞, mappings H (ℓ) converge to a non-trivial analytic limit denoted by H [5, 9] . It satisfies the Feigenbaum equation with τ = lim τ ℓ > 1. According to [9] , the limit map H extends to an infinite unbranched cover of either of two topological disc U − and U + onto a punctured round disc D * = D(0, R) \ {0}. Here U = U − ∪ U + is compactly contained in the disc D(0, R) and U ± touch each other at a single point x 0 , which is the limit of the critical points for H (ℓ) . In particular, the (filled) Julia set J(H) of H is well-defined as the closure of non-escaping points of H : U → D * . J(H) has no interior.
Statements.

Theorem 1 The Julia set J(H) of H has area zero.
Note that by [10] , [11] the hyperbolic (in particular, Hausdorff) dimension of J(H) is 2.
A stronger result is presented in Theorem 3, which provides an additional property of the corresponding tower dynamics, roughly that almost every point visits every neighborhood of both 0 and ∞. 
Induced Dynamics
We will build on [10] adopting the notations of that paper.
Limit Feigenbaum map
The following statement proved in [9] , [10] describes a maximal dynamical extension of the map H : U → D * and related facts. 
(4) h is univalent on Ω − and maps it onto C h := C \ {x ∈ R : x ≥ 2 log τ } and also univalent on Ω + mapping it onto C \ {x ∈ R : x ≥ log τ }.
(5) On any compact subset of Ω + ∪ Ω − , H (ℓ) are defined and analytic for all ℓ large enough and converge uniformly to H := exp(h), which is an analytic extension of the map H :
The geometry of H. See Figure 2 .1 for an illustration and explanation of some notations. Let us define
A convenient parametrization of the set Ω − is given by the map h −1 from a slit plane C h , as described by item (4) of Theorem 2. If we write w = h(z), then the map H(z) corresponds to exp(w) and, more strikingly z → G 2 (z) is conjugated to w → w − 2 log τ . Geometrically, it is worth noting that the beginning of the slit at w = 2 log τ corresponds to the point y in Figure 2 .1 where the boundaries of Ω + and Ω − which follow the real line to the right of y, split.
Following [10] , connected sets
More explicitly, in the w-coordinate
Hence, for k = 0, −1 and k ′ even and non-negative, V k,k ′ contains the preimage of τ −1 Ω − by G k ′ . To exclude this preimage, if k = 0 or k = −1 and k ′ is even end non-negative, we define
Rescaled map. Let us define the "rescaled map"H as follows.
•
. Z ∈ τ −1 Ω − which consists of the rescaled copies of B ± . ThenH(z) is defined if and only if Z ∈ τ −p B ± for some p > 0 and thenH(z) = τ p Z.
Notice that this definition ensures thatH maps every connected component of its domain univalently onto one of the four possible pieces D ± , B ± . The image is B ± in the second case of the definition of the rescaled map and also in the first case whenever
On the other handH on W 0,0 is τ −1 H = τ −1 Gτ . It maps W 0,0 univalently onto D − since G maps Ω − onto Ω + . On W −1,0 ,H is the mirror reflection of this map, so the same formula actually holds. We will refer to W 0,0 , W −1,0 as the central pieces.
On W 2p,0 , p > 0,H =H |W 0,0 • G 2p , so it also maps onto D − and similarly
Distortion properties ofH are given by Proposition 1 of [10] . As it turns out, most branches ofH n can be be continued as univalent maps onto fixed neighborhoods of B ± , D ± , fixed meaning independent of a branch or n, with the exception of those branches whose domains are send to the central pieces byH n−1 .
Towers. The following is a trivial application of the concept of a tower used in [12] .
Definition 2.1 Suppose we have a pair (H, τ ) which satisfies the equation 1. For every k ∈ Z, H gives rise to a rescaled mapping H k (z) = τ k H(τ −k z). The set {H k : k ∈ Z} will be called the tower of H. The set of all possible compositions of maps from a tower will be referred to as tower dynamics. Towers will be used when H could be the limiting map discussed in the previous paragraph, or one of the fixed point transformations H (ℓ) of finite degree.
Tower dynamics forms a dynamical system, namely it defines an action of the semi-group of non-negative binary rational numbers under which integers correspond to ordinary iterates of H and 2 −k acts as H k . This follows from the following lemma.
Proof. Based on the functional equation 1,
Further inducing
MapH has satisfactory properties from the combinatorial point view, since B + and B − are cut into countably many topological disks, each is of which is mapped univalently back onto B + or B − . However, we would like it to have bounded distortion and that is generally not so. A standard approach to obtaining bounded distortion is by inducing and will follow that route now. Start by introducing new pieces
We will next define the mapC almost everywhere on the union of the central pieces, induced byH = τ −1 Gτ , for which every branch maps on L ± . This will allow us to build the mapJ defined on the domain ofH byH except onH −1 (W 0,0 ∪ W −1,0 ) and byC •H otherwise.
The mappingC. We will only considerC on W 0,0 . Mapping on W −1,0 will be the mirror reflection.
By Lemma 2.13 in [10] , no point will stay forever in W 0,0 under the iteration bỹ H. Hence,C is simply defined as the first entry map into L + under the iteration byH.
Lemma 2.2
Every branch ofC has a univalent extension onto a simply connected neighborhood U L of L + . U is the same for all branches ofC and its preimages by any branch is contained in the set S := {z : ℜz < 0 or ℑz > 0}.
Proof. SinceH on W 0,0 is G −1 = τ −1 Gτ and L + only intersects R + at x 0 which is not a critical point ofH, we can define and inverse branch on a neighborhood of L + . Since the preimage of L + by G −1 now only intersects the real line at y, that neighborhood U L can be chosen to fit into S. This proved the needed extension for the branch ofC which is the first iterate ofH. To examine further branches, continue mapping by the inverse branch ofH defined on S. From the properties of G, that inverse branch sends S into itself, or even into the upper half plane.
Bounded distortion forJ. Now define mapJ which equalsH everywhere on the domain ofH except on preimages to the central pieces andC •H on such preimages.
Each branch ofJ maps onto one of the pieces K ± , L ± .
Proposition 1 There are fixed neighborhoods of sets K ± and L ± such that for any n any branch ofJ n which maps onto one those sets can also be extended univalently so that it maps onto the corresponding neighborhood.
The mapJ n can be expended as a composition ofH andC in whichC cannot be followed by anotherC. SinceC is also induced byH, we can use Proposition 1 from [10] . It asserts that ifH is the last mapping applied in this composition, then the claim of Proposition 1 holds. So consider the situation whenC is applied last. By Lemma 2.10 from [10] , the entire composition that comes before it can be continued so that it maps onto C \ [0, +∞). This obviously contains the set S mentioned in Lemma 2.2, so again we get a univalent extension mapping over a fixed neighborhood of L ± .
This proves Proposition 1. By Köbe's Lemma we now know that all branch ofJ n have distortion bounded uniformly with respect to n.
Tower Dynamics
By Lemma 2.14 from [10] , for every branch ζ ofH there exists an integer p such that τ p ζ belongs to the tower of H, see Definition 2.1. Let us call p the combinatorial displacement of ζ.
This leads to the following definition.
Definition 2.2 A mapping defined on an open set contained in the fundamental
ring
on each connected component of its domain it has the form τ q h where q is an integer and h belongs to the tower of H.
For a tower-induced mapping, the choice of q and h is unique.
Proof. Both h and h ′ are iterates of the same h 0 in the tower,
on an open set, but this is impossible given that no iterate of h 0 is a linear map.
Definition 2.3 Given a tower-induced map
Φ on a subset U of the fundamental ring, we can define its associated map as follows. On U , wherever Φ = τ q h, the associated map is just h. On τ p U , where p ∈ Z, the associated map is τ p hτ −p .
In this way, the associated map belongs to the tower.
Lemma 2.4 If the combinatorial displacement of a tower induced map is
Proof. It is a direct consequence of the definitions.
Lemma 2.5 If ζ 1 and ζ 2 are two tower-induced mappings with associated maps
Proof.
Without loss of generality, the domain of ζ 2 is connected and so q 2 is constant, while q 1 is only piecewise constant and h 1 is only piecewise a map from the tower. Then
Mappings h 2 and τ −q 2 h 1 τ q 2 both belong to the tower and so does their composition. Thus, the composition ζ 1 • ζ 2 is tower-induced and its associated map is (τ −q 2 h 1 τ q 2 )h 2 on the domain of ζ 2 . On the other hand, h 2 maps the domain of ζ 2 into τ −q 2 (Ω − \ τ −1 Ω − ). So, the composition of the associated maps is indeed
on the domain of ζ 2 . So, the associated map of the composition is equal to the composition of the associated maps on the domain of ζ 2 . When considered on rescaled images of the domain of ζ 2 , both Θ 1 • Θ 2 and the associated map of ζ 1 • ζ 2 are equivariant with respect to such rescalings, so the equality holds everywhere. Throughout this proof we assume that x belongs to the Julia set of H. We split the proof depending on whether x belongs to Ω + or Ω − . The first case to consider is x ∈ Ω + . To determine the map associated to Λ on a neighborhood of x, we need to look at Λ on a neighborhood of τ −1 x ∈ τ −1 Ω + . By the modification we just described, Λ isJ 2 on a neighborhood of τ −1 x and so the associated map at τ −1 x, as well as x, is the associated map ofJ composed with itself.
On Ω + the associated mapJ is H 1 = τ Hτ −1 . Then we know that
is H, and therefore its associate map at H 1 (x) is H 1 again. So, by Lemma 2.5, the associated map of Λ is
Let us now consider x ∈ Ω − . SinceJ =C•H, with bothC andH tower-induced maps, we have an analogous decomposition of the map Φ J associated toJ into the composition of Φ H associated toH and Φ C associated toC.
Proof.C is induced by the map G −1 = τ −1 H. So, the associated map is H on the fundamental ring Ω − \ τ −1 Ω − . However, the combinatorial displacement of G −1 is 1, so by Lemma 2.2 the map associated toC 2 is H 1 • H and, inductively, the map associated toC k , k ≥ 1, is H k−1 • · · · • H whereverC k is defined on the fundamental ring.
Observe that H maps any point in the domain ofC outside of Ω − ∪ Ω + . Hence, no x from the Julia set of H can be found there. However, we may encounter points from the Julia set on the domain ofC rescaled by τ −p , p > 0. By the equivariance with respect to the rescaling by τ , the map associated toC k on a neighborhood of such a point is H k−1−p •· · · •H −p . Again, this composition cannot contain H 0 = H which would eject the point out of the Julia set, hence k − 1 − p < 0, hence Φ C is generated by H −1 in the neighborhood of x.
In the light of Lemma 2.6 in order to conclude that φ C • Φ H is an iterate of H in a neighborhood of x it will be enough to show that Φ H is an iterate of H on such a neighborhood. Then, Φ H (x) is in the Julia set of H and Lemma 2.6 is applicable.
H is simply τ q H on most of its domain, with the sole exception of domains G −2k (τ −1 Ω − ) where the inverse branch of G which fixes x 0 is used. On any such domain,H is τ q G 2k . Since G = τ −1 H 1 its associated map is H 1 and the combinatorial displacement is 1. Hence, the map associated toH on such a domain is
Also,
Now take x in the Julia and in
Without loss of generality p ≥ 0 since the case of x ∈ Ω + was already considered. If x is not in the rescaled image of one of the exceptional domains discussed in the previous paragraph, then the map associated toH is just
is an iterate of H, so it has to map x into the Julia set of H and thus 2k − p ≤ 0 or 2k ≤ p. By formula (2), the associated map is given by
which is clearly generated by τ p H 2k τ −p = H 2k−p , thus by H 0 in view of the inequality 2k ≤ p.
What we now proved is that if x ∈ Ω − , then the map associated toJ is an iterate of H on a neighborhood. This is the same as the map associated to Λ unless x ∈ τ −1−p Ω + for p ≥ 0. If that happens, Λ =J •J and the map associated toJ is H −p on a neighborhood of x and therefore maps x into τ −p Ω − . Then, again the map associated to the second iterate ofJ is generated by H on a neighborhood of
Proposition 2 has been demonstrated.
Drift Estimates
Martingale estimates
We will be using the following abstract probabilistic statement. Its stronger form under stronger conditions can be found in the literature, see the discussion and references in the Introduction.
Proposition 3 On a certain probability space Ω with measure µ consider an integer-valued stochastic process (Z n ) ∞ n=0 . Let F n denote the σ-algebra generated by Z 0 , · · · , Z n . For n ≥ 1, let F n = Z n − Z n−1 . Assume that for each n ≥ 1 we have a decomposition F n = ∆ n + I n , with ∆ n and I n both integer-valued. Moreover, assume that positive constants K 1 , K 2 , p > 1, exist with which the following estimates hold for every n ≥ 1:
• for every k ∈ Z, k = 0
for µ-almost all ω,
• for every positive k,
Then, µ-almost surely lim sup n→∞ Zn n = +∞ and lim inf n→∞ Zn n = −∞.
Let us define log + (x), x ∈ R to be log(x) if x > 1 and 0 otherwise.
Lemma 3.1 Consider a probability space P with measure µ. Let ∆ and I be integer-valued random variables and F = ∆+I. Assume that for some Q ′ , Q ′′ > 0, p > 1 and every k = 0:
There exists Q 0 > 1 which only depends on Q ′ , Q ′′ , p such that for every Q ≥ Q 0
Proof. Without loss of generality we can replace I(x) with max(I(x), 0). i.e. assume that I(x) is a non-negative function. Assume Q > 800 and distinguish sets X Q := {x ∈ P : Q + ∆(x) > 1} and Y Q := {x ∈ P : |∆(x)| ≤ Q log Q − Q}.
since on the complement of X Q ∪ Y Q we have ∆(x) < −Q log Q + Q.
To estimate that last term, denote S = {x ∈ P \ (Y Q ∪ X Q ) : I(x) ≥ Q(log Q − 2) + 1). Using Jensen's inequality for conditional expectations
Furthermore,
and µ(S) log E(I(x)|x ∈ S) ≤ µ(S) log Q ′′ − µ(S) log(µ(S)) .
Since Q > 800, we have
Q log Q and from the previous estimate
for an appropriately chosen constant Q ′ 1 which only depends on Q ′′ .
where the final estimate arises from an explicit integration of the function x −2 log x and Q 1 only depends on Q ′ and Q ′′ .
Let λ Q denote the affine function tangent to log x at Q, i.e. λ Q (x) = log Q + x Q − 1. Then
As to the first term, we estimate
Taking this into account together with estimates (3) and (4), we get
The rest of the proof will consist in estimating the final negative term in (5) to show that it goes to 0 as Q → ∞ more slowly than O(Q −1 ) and hence prevails for sufficiently large Q. The values of λ Q (x) remain above log + (x) for x > −Q log Q + Q. Since I(x) is non-negative and ∆(
For Q > 800 and x ∈ Z Q ,
At the same time, for x ∈ Z Q ,
Hence,
By the hypothesis of the lemma, µ(Z Q ) > 2Q 2 /Q for some positive Q 2 where Q 2 depends only on Q ′′ and so
In the integral term, the integrand is non-negative if I(x) ≤ Q+1 or I(x) ≥ Q 2 , keeping in mind that Q > 800. For other values of x, the lower bound by − log Q 2 holds. It follows that
Hence for Q ≥ Q 0 , in view of (6), the negative term on the right-hand side of estimate (5) dominates and that proves the assertion of Lemma 3.1. 
Otherwise, let ζ (N )
n (x) = log Z n (x). In other words, ζ (N ) n is the process log + Z n starting at N and stopped when Z n first dips below Q 0 .
Lemma 3.2 For every
is a supermartingale with respect to the filtration (F) n and converges almost surely to a finite limit.
Proof. If ζ (N )
n−1 < log Q 0 , then the process is stopped and its conditional increment is 0. Otherwise, if ζ (N ) n−1 = log Q ≥ log Q 0 , Lemma 3.1 can be applied to the conditional increments. That, we put F, ∆, I equal to F n , ∆ n , I n , respectively and the probabilistic space is the set S = {ω : ζ (N ) n−1 (ω) = Q} with normalized measure µ. Then the Lemma says that E(ζ (N ) n − log Q|F n−1 )(ω) < 0 almost surely on S. Since ζ (N ) n is non-negative by definition, it converges almost surely by martingale theory.
Proof of Proposition 3. We will first show that lim n→∞ Z n = +∞ with probability 0. Suppose otherwise. Then there is N such that with positive probability Z n (x) > Q 0 for all n ≥ N and lim n→∞ Z n (x) = +∞. Considering ζ (N ) n we see that on this set ζ (N ) n (x) = log Z n (x) for all x and thus diverges to ∞ contrary to the assertion of Lemma 3.2.
Now pick an arbitrary M > 0 and consider the processZ n = Z n + nM . It is measurable with respect to the same filtration (F) n and evidently satisfies the hypothesis of Proposition 3, since we can just setĨ n = I n + M for all n. The hypothesis of Proposition 3 is satisfied with the same K 1 and K 2 := K 2 + M . Hence, the conclusion that lim n→∞Zn = ∞ almost nowhere remains valid.
But that means Z n < −M n/2 infinitely often almost surely, and so lim inf
Since M was arbitrary, we further conclude that lim inf n→∞ Z n n = −∞ almost surely and by considering the process (−Z n ) instead of (Z n ), we also get that the upper limit of Zn n is +∞ almost surely.
The drift function
Based on Lemma 2.5 we can define combinatorial displacements for all branches induced byH by simply adding the displacements for all branches ofH that occur in the composition. It will then remain true that if a branch ζ of the induced map has combinatorial displacement p, then τ p ζ belongs to the tower.
Definition 3.1 Given a map J induced byH, define its drift function ∆ J to be equal on the domain of any branch of J to the combinatorial displacement of that branch.
Fix one of the four pieces K ± , L ± and denote it P . The set M P consists of all probabilistic measures µ on P which can be obtained as µ = ζ * (Qλ) where ζ is a branch ofJ n , for any n ≥ 1, which maps onto P , λ is the Lebesgue measure and Q a normalizing constant equal to the reciprocal of the area of the domain of ζ.
Define the function ∆ 0 as follows: ∆ 0 (z) = n if z ∈ V k,n for k = 0, 1 and n ∈ Z and 0 otherwise. Then ∆ 0 coincides with ∆H except on the "central rows" V k,n , k = 0, −1. The idea of the proposition to follow is that ∆ 0 is a good approximation of the much more complicated function ∆ J and that ∆ 0 has certain helpful properties.
Proposition 4
If P is one of K ± , L ± , then there exist positive Q 1 , Q 2 , Q 3 so that for every µ ∈ M P :
• for every n = 0,
• for all n
Observe that the first two properties would be enough to prove for the Lebesgue measure instead of µ, since the densities dµ dλ bounded for all µ ∈ M P in view of bounded distortion.
The last property deserves attention. Although ∆ 0 is non-integrable in view of the second claim, its integrals in a certain principal value sense remain bounded. Also, this one would not be enough to prove for the Lebesgue measure as it involves cancellations.
Proof of Proposition 4. Let us start with the following general Lemma. 
with some complex a = 0. Chooseh to be its Fatou coordinate, so that
for all z in an attracting petal of 0. Let f, g be continuous functions defined for x > r > 0 for some r such that f (x) > g(x) for all x and 1-periodic.
There exists K so that for any n > r the area of the set
is bounded above by Kn −3 .
Proof. It is well known (see also the proof of Lemma 3.7) that the
Hence, the preimage byh of any square {x + iy : n < x < n + 1, c < y < c + 1}
for n large has area bounded by K 1 n −3 and the hypotheses of continuity and 1-periodicity for f, g, any region in the form {x+iy : n < x < n+1, g(x) < y < f (x)} is contained in the union of m such squares with m independent of n.
Observe that underh −1 , the graphs of f and g are mapped to curves invariant under Φ and tangent to the attracting direction of Φ at 0 and, conversely, any two such curves give rise to functions, f, g which satisfy the hypotheses of Lemma 3.3. Proof. By the definition ofC, ∆C(z) is equal to the number of iterates ofH = τ −1 Gτ needed to map z outside of W 0,0 ∪ W −1,0 , which is bounded above by twice the number of iterates ofH 2 needed to map z outside of W 0 , 0.H has a degenerate neutral fixed point at τ −1 x 0 in a neighborhood of the fixed point W 0,0 is just the complement of τ −1 (Ω − ∪ Ω + ) whose boundary is mapped invariant under G 2 if neighborhood is small enough. Once z leaves that fixed neighborhood of the fixed point, it will leave W 0,0 after a bounded number of further iterations. If we apply Lemma 3.3 to Φ :=H −1 we get that the measure of the set S n of points z which stay in the neighborhood for exactly n iterates ofH 2 is bounded by Kn −3 . Since ∆C on S n is bounded by n plus a Q, the the integral of ∆ where we put ∆C equal to 0 outside the domain ofC.
The derivative ofH −1 is bounded on the central pieces, sinceH is univalent and maps onto a neighborhood of their closure. Thus, ∆C is multiplied by a bounded factor and hence, in view of Lemma 3.4, the integral is finite.
Lemma 3.6
There is Q 5 so that
Proof. Let χ 0 be the characteristic function of the "central rows", i.e. the union of pieces
Recall that on W 0,k , W −1,k , the combinatorial displacement is just k. When k is positive and even, then G k is used to map V 0,k \ W 0,k onto τ −p B + and the combinatorial displacement is k − p. The dynamics on V −1,k is the mirror image of this. On V 0,k , ∆H is k − p(z) where p(z) is zero unless k is positive and even, in which case it given by the condition z ∈ G −k τ −p(z) B + . Now G k−1 maps W 0,k with bounded distortion into a neighborhood of τ x 0 , which is the critical of G. Since G k is univalent on W 0,k , it follows that the area of the set of z ∈ V 0,k such that p(z) = p is bounded by Q 1 |V 0,k ||p| −3 . It follows that the integral of |∆H| From Lemmas 3.5 and 3.6, we derive the first claim of Proposition 4. We will now deal with the remaining two claims which are only concerned with the function ∆ 0 .
Start by defining sets
Proof. Consider the map h −1 from the slit plane C h onto Ω − as described by item (4) of Theorem 2. The measure of V n is equal to the integral of |(h −1 ) ′ | 2 over the set S n ∪S n , whereS n = {z :z ∈ S n } is the mirrow symmetric to S n set, and S n is a set in the upper half plane H + , which is a "half-strip" bounded by the horizontal line ℑz = π and two transversal curves log(∂Ω − ) + (n − 1) log τ , log(∂Ω − ) + n log τ . To estimate the integral as n → ±∞ we use the parabolic fixed point theory applied to the map G 2 (z) = z − A(z − x 0 ) 3 + · · ·, where A > 0. The map h a := (−2 log τ ) −1 h is an attracting Fatou coordinate of the neutral fixed point x 0 of G 2 : h a • G 2 (z) = σ • h a (z), for z ∈ Ω where σ(w) = w + 1 is the shift. According to the general theory,
where L = (2A) −1/2 and φ a (w) = w + O(|w| 1/2 ), as |w| tends to ∞ in some sector Σ a = {w : ℜw > c − ℑw}, c > 0. Similarly, there exists a repelling Fatou coordinate h r , such that
, and
with the same constant L as for h a , and φ r (w) = w + O(|w| 1/2 ), as |w| tends to ∞ in a sector Σ r = {w : ℜw < −c + ℑw}.
We have:
as |w| → +∞ in Σ a , and similarly
as |w| → +∞ in Σ r . Note that the picture is mirrow symmetric w.r.t. the real axis. In particular, h a (z) = h a (z) etc.
Since we apply h −1 (w) as ℜw → ±∞, introduce a pasting map (called also a horn map) Ψ = h r • h −1 a . The map Ψ has an analytic extension from Σ a ∩ Σ r to the upper and lower half planes, it commutes with the shift σ, and Ψ(w) = w + O(|w| 1/2 ) as ℑw → ∞. It follows, that
uniformly in half-planes compactly contained in H ± , where v ± are two complex conjugated vectors. By the symmetry, the area |V n | of V n is twice the area of
Notice that S n = S 0 +n log τ = ∪ +∞ m=0 (P +(n log τ +iπm)) where P is a "rectangle" bounded by the curves ℑz = π, ℑz = 2π and log(∂Ω) − log τ , log(∂Ω). We will denoteŜ n = (−2 log τ ) −1 S n etc. The setsŜ n ,Ŝ 0 ,P switch the half planes, i.e. lie in H − . Thus,
where dσ z denotes the area element of a complex variable z.
Since t belongs to a bounded domainP , one can replace the sums by corresponding integrals and arrive at the following asymptotic formula:
where I = ∞ 0 dx/(1 + x 2 ) 3/2 , and |P | is the area of the bounded domainP , and |∆ 1 (n)| < K 1 |n| −5/2 , for some K 1 and all negative n.
As for n positive, we can write (assuming for definiteness that n is even)
r (Ψ(Ŝ 0 ) − n/2). As n → +∞, using the asymptotics for (h −1 r ) ′ (w) in Σ r and (7) for Ψ,
One rewrites it as
Now we use the invariance of the Lebesgue measure under shifts and get the same asymptotic formula as for n → −∞. Now Lemma 3.7 implies the second claim of Proposition 4. To address that last claim, first define
To uniformly bound this quantity, we will need certain properties of coefficients c n (µ) for µ ∈ M P . As the result of bounded distortion, | log c n (µ)| can be bounded independently of µ, but need stronger properties.
Lemma 3.8 Let n be any integer with |n| > 1. Then there exists a constant Q so that for any n and
Let us now denote
n=−N nλ(V n ) for N < 0 and B 0 = 0. Applying Abel's transformation to the series in Equation 8
The first sum can be bounded by
by Lemma 3.8. Since |B n | < Q 2 log n by Lemma 3.7, the sum is uniformly bounded for all N and µ. The second sum is dealt with in the same way. Then 
Main results: Proofs
The level process. For x ∈ K + and n > 0 let us define Z n to be the combinatorial displacement of the branch ofJ n whose domain contains x. For Lebesguea.e. x, Z n are thus defined for all positive n. We may set Z 0 to be 0 everywhere. IfJ n maps x into a piece P (where P maybe any of the four pieces K ± , L ± ), then clearly Z n+1 = Z n + ∆J (J n (x)). The sequence (Z n ) n≥0 may be viewed as a stochastic process on a probabilistic space K + with probability given by the Lebesgue measure on K + normalized to total mass 1.
To this process we can apply Proposition 3, because its hypotheses are satisfied in view of Proposition 4.
The combinatorial displacements for the iterates of Λ. Recall map Λ which is equal toJ orJ 2 on various pieces of its domain. At almost every point z of K + , we have a sequence n m where Λ m =J nm on a neighborhood of z. In particular, the combinatorial displacement of Λ m is Z nm . Also, n m+1 − n m ≤ 2.
Proposition 5 For almost every x ∈ K + both lim inf m→∞ Z nm (x) = −∞ as well as lim sup m→∞ Z nm (x) = +∞ hold true.
Suppose this is not the case and the first statement fails. Then for a set S of positive measure Z nm (x) ≥ M for all m and x ∈ S. Let x 0 be a density point of S and, by Proposition 3, lim inf n→∞ Z n (x) = −∞. Choose n so that Z n (x) < M . Let U n be the domain of the branch ofJ n which contains x 0 . By the bounded distortion ofJ, U n for all such n form a basis of neighborhoods of x 0 such that |U n | ≥ κ(diam U n ) 2 for a constant κ > 0. By the bounded distortion ofJ, each U n contains a fixed proportion of points x for which Z n+1 (x) < Z n (x). But for all such x either n or n + 1 is in the subsequence n m , so none of them belongs to S and x 0 is not a density point.
lim sup m→∞ Z nm (x) = +∞ is proved by contradiction in the same way. • almost every point in the plane visits any neighborhood of zero and infinity under the iterates of Φ,
• for any point x of the Julia set of H which is in the domain of Φ p , p > 0, Φ p is an iterate of H on a neighborhood of x.
Remark. It seems to be natural to call the dynamics of H with such properties metrically symmetric.
Map Φ is defined to be associated, in the sense of Definition 2.3, to the induced map Λ introduced by Proposition 2.
Proposition 3 asserts that for almost every point its combinatorial displacements vary from −∞ to +∞. Recalling Lemma 2.5, for almost every point z there is a sequence of iterates in the maximal tower which map z into τ kn P kn where k n → +∞ and each P kn is one of the four pieces K ± , L ± . Since all P kn are contained in a fixed ring centered at 0, that means images of z under those iterates tend to ∞. But similarly there is a sequence l N → −∞ with the same property and images of z under those iterates tend to 0.
Finite order Feigenbaum maps: Corollary 1.1 We use mainly Theorem 2, see also [9] . The Julia set J(H) of H is a compact set. Fix a neighborhood V of J(H). To show that the area |J(H (ℓ) )| tends to zero, it is enough to show that J(H (ℓ) ) ⊂ V for all ℓ large enough. To this end, for any point w outside of V there is a minimal j ≥ 0, such that H j (w) is outside of the closure of Ω. Since H (ℓ) converges to H uniformly on compact sets in Ω, we have that also (H (ℓ) ) j (w) is outside of the closure of Ω as well. On the other hand, for every ℓ, there is a maximal polynomial-like extension of H (ℓ) ) to a domain Ω ℓ onto a slit complex plane [6] . The boundary of Ω ℓ is invariant under G ℓ converge to G −1 in H ± uniformly on compacts. It follows, that the boundaries of Ω (ℓ) converge uniformly to the boundary of Ω. Therefore, (H (ℓ) ) j (w) is outside of Ω (ℓ) , for ℓ large enough, i.e. w is not in the Julia set of J (H (ℓ) ).
This proves Corollary 1.1. However, on the question of whether maps of finite order have Julia sets of zero measure, our method sheds little light, since it is based on the infinite variance of the drift function, which does not hold in any finite order case.
