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We consider a Bose-Fermi mixture in the molecular limit of the attractive interaction between
fermions and bosons. For a boson density smaller or equal to the fermion density, we show ana-
lytically how a T-matrix approach for the constituent bosons and fermions recovers the expected
physical limit of a Fermi-Fermi mixture of molecules and atoms. In this limit, we derive simple
expressions for the self-energies, the momentum distribution function, and the chemical potentials.
By extending these equations to a trapped system, we determine how to tailor the experimental
parameters of a Bose-Fermi mixture in order to enhance the indirect Pauli exclusion effect on the
boson momentum distribution function. For the homogeneous system, we present finally a Diffusion
Monte Carlo simulation which confirms the occurrence of such a peculiar effect.
PACS numbers: 03.75.Ss,03.75.Hh,32.30.Bv,74.20.-z
I. INTRODUCTION
Bose-Fermi mixtures with a tunable boson-fermion at-
traction have been object of active theoretical [1–21] and
experimental [22–31] investigation over the last few years.
Previous theoretical studies of these systems have
shown that for a sufficiently strong attraction between
fermions and bosons, the boson condensation is com-
pletely suppressed in mixtures where the boson density
nB is smaller or equal to the fermion density nF. This
complete suppression of condensation occurs even at zero
temperature, and is associated to pairing of bosons with
fermions into composite fermions. Since the binding oc-
curs in a medium, the paired state formed by one bo-
son and one fermion is influenced by the presence of the
remaining particles, and its composite nature can man-
ifest in appropriate thermodynamic or dynamic quanti-
ties. Clearly, when the attraction is increased further, the
internal degrees of freedom of the composite fermions are
progressively frozen and the original Bose-Fermi mixture
becomes effectively a Fermi-Fermi mixture of molecules
and atomic (unpaired) fermions. This kind of evolution
has been studied already by us with a T-matrix diagram-
matic formalism [12, 16, 20] and with Fixed-node Diffu-
sion Monte Carlo [19].
Aim of the present paper is to show analytically how
a T-matrix diagrammatic approach, which is formulated
in terms of the constituent bosons and fermions, recon-
structs the appropriate description in terms of molecules
and unpaired fermions when the attraction is sufficiently
large. In this limit, we will derive simple expressions
for the bosonic and fermionic self-energies, momentum
distribution functions and chemical potentials. Special
attention will be devoted to the momentum distribution
functions. Indeed, one very interesting feature found pre-
viously by us in a Bose-Fermi mixture is the presence, un-
der appropriate conditions, of a region at low momenta
with zero occupancy in the bosonic momentum distri-
bution function. The presence of this region was inter-
preted as an indirect effect on the bosonic distribution of
the Pauli exclusion principle acting on the unpaired and
composite fermions. The analytic expression that we will
derive in this paper for the momentum distribution func-
tion will make such indirect Pauli exclusion effect on the
bosonic component particularly transparent.
The use of these simple equations will allow us to in-
corporate easily also the effect of an external trapping
potential. We will calculate then the density profiles
and the momentum distribution functions for the trapped
system. We will focus in particular in determining the
ideal experimental parameters that maximize the indirect
Pauli exclusion effect, as to make it possibly observable
in future experiments with Bose-Fermi mixtures. In this
respect, we will see that mixtures where the bosons are
light compared to the fermions are particularly promis-
ing.
The paper is organized as follows. In section II we
derive the asymptotic expressions for the pair propaga-
tor, self-energies, momentum distributions functions, and
chemical potentials, that are obtained in the molecular
limit of the Bose-Fermi attraction by starting from the T-
matrix self-energies. A comparison between the asymp-
totic expressions and the corresponding T-matrix results
is reported in Sec. II F. In Sec. IIG we present Quan-
tum Monte Carlo estimates for the bosonic momentum
distribution function and compare them to the T-matrix
results and asymptotic expressions. In Sec. III we include
the effect of a trapping potential in the asymptotic ex-
pressions derived in Sec. II, and discuss the visibility of
the indirect Pauli exclusion effect in Bose-Fermi mixtures
of current experimental relevance. Section IV presents fi-
nally our concluding remarks.
2II. DERIVATION OF THE ASYMPTOTIC
EQUATIONS IN THE MOLECULAR LIMIT
A. Preliminaries
We consider a mixture of single-component fermions
and bosons, with the boson-fermion interaction described
by a contact interaction, as it can be realized with
a (broad) Fano-Feshbach resonance tuning the boson-
fermion scattering length a of an ultracold Bose-Fermi
mixture. We will be interested in particular in the molec-
ular limit of this system, namely the limit where the bind-
ing energy ǫ0 of the two-body boson-fermion bound state
is the dominant energy scale. For the contact poten-
tial ǫ0 = 1/(2mra
2), where mr = mBmF/(mB +mF) is
the reduced mass determined by the boson and fermion
masses mB and mF, and we have set h¯ = 1. The re-
pulsive potential between bosons, which is necessary for
the stability of the system in the resonance region, can
be dropped out from our consideration in the molecular
limit of interest to the present paper.
A natural length scale of our system, where fermions
are the majority species, is provided by the inverse of
the Fermi wave-vector kF ≡ (6π2nF)1/3 (nF being the
fermion number density). One may use then the dimen-
sionless coupling parameter g = (kFa)
−1 to describe the
strength of the interaction. In terms of this parameter,
the molecular limit corresponds to the condition g ≫ 1,
such that the radius of the bound state (which coin-
cides with the scattering length a, for a positive) is much
smaller than the average interparticle distance (∝ k−1F ).
[Note that in some of our previous works [12, 16, 20] we
used a different definition of kF (in terms of the total den-
sity n = nF + nB, nB being the boson number density),
which coincides with the present one only for nF = nB.]
The thermodynamic and spectral properties of a Bose-
Fermi mixture in the normal phase (i.e. above the con-
densation critical temperature) were studied in our pre-
vious works [12, 16, 20] by using a T-matrix approxima-
tion for the self-energies. The corresponding equations
for the bosonic and fermionic self-energies ΣB and ΣF at
finite temperature read (setting the Boltzmann constant
kB = 1):
ΣB(k, ων) = −
∫
dP
(2π)3
T
∑
m
Γ(P,Ωm)
× G0F(P− k,Ωm − ων) (1)
ΣF(k, ωn) =
∫
dP
(2π)3
T
∑
m
Γ(P,Ωm)
× G0B(P− k,Ωm − ωn) (2)
where the pair propagator Γ(P,Ωm) is given by
Γ(P,Ωm) = −
{
mr
2πa
+
∫
dp
(2π)3
×
[
1− f(ξFP−p) + b(ξBp )
ξFP−p + ξ
B
p − iΩm
− 2mr
p2
]}
−1
. (3)
In the above expressions, ων = 2πνT and ωn =
(2n+1)πT , Ωm = (2m+1)πT are bosonic and fermionic
Matsubara frequencies, respectively, (ν, n,m being inte-
ger numbers), while f(x) and b(x) are the Fermi and
Bose distribution functions at temperature T [f(x) =
(ex/T + 1)−1, b(x) = (ex/T − 1)−1]. In Eq. (3) ξsp =
p2/2ms − µs is the free dispersion relative to the chemi-
cal potential µs for the species s = B,F, while the bare
Green’s functions appearing in Eqs. (1) and (2) are given
by G0B(k, ων)
−1 = iων − ξBk and G0F(k, ωn)−1 = iωn− ξFk .
The self-energies (1) and (2) determine the dressed
Green’s functions Gs via the Dyson’s equation G
−1
s =
G0 −1s − Σs. The dressed Green’s functions Gs, in turn,
allow one to calculate the boson and fermion momentum
distribution functions ns(k) through the equations:
nB(k) = −T
∑
ν
GB(k, ων) e
iων0
+
(4)
nF(k) = T
∑
n
GF(k, ωn) e
iωn0
+
, (5)
from which the boson and fermion number densities are
obtained by integrating over momenta.
The full numerical solution of Eqs. (1)−(5) was tackled
in our previous works [12, 16]. Here we are interested in
deriving analytic expressions in the molecular limit of the
interaction g. In this limit the binding energy ǫ0 is the
largest energy scale: ǫ0 ≫ T,EF, with EF ≡ k2F/(2mF).
In addition, for the mixtures with nB ≤ nF of interest
to the present paper, the bosonic chemical potential µB
approaches −ǫ0 in the molecular limit, and is thus large
and negative, while the fermion chemical potential re-
mains of the order of the Fermi energy, and is then small
compared to the binding energy. This hierarchy between
different energy scales will allow us to derive the asymp-
totic expressions in the molecular limit.
B. The pair propagator
We focus first on the pair propagator Γ(P,Ωm). In
order to perform the frequency sum in Eqs. (1) and (2)
for the self-energies, we need to know the analytic proper-
ties of the extension Γ(P, z) of the pair propagator to the
whole complex (frequency) plane. The analytic extension
Γ(P, z) is defined by replacing iΩm → z on the right-
hand side of Eq. (3). It is easy to verify directly from
Eq. (3) that Γ(P, z) has a branch-cut on the real axis for
Re z ≥ −2µ+ P 2/(2M), where M ≡ mB +mF [32]. In
addition, for sufficiently strong attraction, the pair prop-
agator Γ(P, z) has a pole, which is associated to molec-
ular binding. In order to determine this pole, we first
integrate the terms in Eq. (3) that do not contain the
Fermi or Bose functions [this can be done for Imz 6= 0
or for Imz = 0 and Re z ≤ −2µ + P 2/(2M)]. The pair
3propagator can be written then
Γ(P, z) = −
{
mr
2πa
− m
3/2
r√
2π
√
P 2
2M
− 2µ− z
+ IB(P, z)− IF(P, z)
}
−1
, (6)
where µ ≡ (µB + µF)/2, while IF(P, z) and IB(P, z) are
defined by:
IB(P, z) ≡
∫
dp
(2π)3
b(ξBp )
ξFP−p + ξ
B
p − z
, (7)
IF(P, z) ≡
∫
dp
(2π)3
f(ξFP−p)
ξFP−p + ξ
B
p − z
. (8)
The term IB(P, z) is suppressed exponentially by the
Bose function ∝ exp(−ǫ0/T ) and thus does not con-
tribute to the pair propagator in the molecular limit. The
term IF(P, z) can instead be expanded in powers of ǫ
−1
0 ,
assuming P 2/(2M), |z| ≪ ǫ0 . The leading term is given
by:
I0F =
∫
dp
(2π)3
f(ξFP)
ǫ0
≡ n
0
µF
ǫ0
, (9)
while inclusion of the next-to-leading term yields
IF(P, z) = I
0
F − δI0F +
I0F
ǫ0
(
z + µCF − P
2
2mB
)
, (10)
where we have introduced the composite-fermion chemi-
cal potential µCF = 2µ+ ǫ0, while
δI0F =
1
2mrǫ20
∫
dp
(2π)3
f(ξFp)p
2. (11)
At T = 0, n0µF =
k3µF
6pi2 with kµF =
√
2mFµF, while δI
0
F =
3mFµFI
0
F/(5mrǫ0).
The pole of Γ is then determined by the equation:
z − P
2
2M
+ 2µ+ ǫ0
[
1− 2πa
mr
IF(P, z)
]2
= 0, (12)
which, by using the expansion (10) and neglecting terms
of order ǫ−20 at least, yields
z =
P 2
2M∗
− µCF +ΣCF, (13)
where the molecule effective mass M∗ is given by
M∗ =M
(
1 + I0F
4πa
mr
mF
mB
)
(14)
=M
[
1 +
4
3π
mF
mB
(kµFa)
3
]
(T = 0), (15)
while the self-energy correction ΣCF is
ΣCF =
4πa
mr
ǫ0(I
0
F − δI0F) (16)
=
4πa
mr
n0µF
[
1− 3
5
(kµFa)
2
]
(T = 0). (17)
The Eq. (13) for the pole determines then the dressed
dispersion of the composite-fermion
ξ˜CFP =
P 2
2M∗
− µCF +ΣCF, (18)
and the associated composite-fermion Fermi momentum
PCF, defined by the equation ξ˜
CF
PCF
= 0. Note that the
leading order term of the self-energy ΣCF takes into ac-
count the interaction between the molecules and the un-
paired fermions (with approximate density n0µF) with the
Born approximation value for the molecule-fermion scat-
tering length aDF:
aDF =
(1 +mF/mB)
2
1 +mF/2mB
a. (19)
The subleading correction to ΣCF as well as the correc-
tion (15) to the bare mass of the molecules are instead
due to the composite nature of the molecules.
Finally, the residue w(P) at the pole of Γ is given by
w(P) = lim
z→ξ˜CF
P
(z − ξ˜CFP )Γ(z,P) (20)
= − 2π
am2r
1− 2piamr IF(P, ξ˜CFP )
1− 4piamr I0F
(21)
≃ − 2π
am2r
(
1 +
2πa
mr
I0F
)
≡ −w0, (22)
where in the last line we have neglected again terms of
order ǫ−20 . We see in Eq. (22) that in the molecular limit
the dependence on P of the residue is negligible even at
next-to-leading order.
C. Bosonic self-energy and momentum distribution
function
The sum over the fermionic frequency Ωm in Eq. (1) for
the bosonic self-energy can be performed by transform-
ing it in a contour integration in the complex z plane,
as usually done when summing over Matsubara frequen-
cies (see, e.g., chap. 7 of Ref. [33]). One obtains three
contributions associated to the different singularities of
Γ and G0F in the complex plane: the simple poles of Γ
and G0F and the integral along the branch-cut of Γ(P, z).
This integral is, however, suppressed exponentially by
the Fermi function f(z) which appears when transform-
ing the discrete sum in a contour integration. Indeed,
we have seen above that the branch-cut is present for
Re z ≥ −2µ + P 2/(2M). Since 2µ ≃ −ǫ0 in the molec-
ular limit, it follows immediately that the integral along
the cut is suppressed exponentially at finite temperature
(and is vanishing at T = 0).
The contributions from the poles of Γ and G0F yield
then
ΣB(k, ων) = w0
∫
dP
(2π)3
f(ξ˜CFP )− f(ξFP−k)
ξ˜CFP − ξFP−k − iων
. (23)
4Note how in the molecular limit the boson self-energy
(23) acquires the form determined by the virtual recom-
bination of the boson with a fermion to form a molecule,
with probability amplitude
√
w0, followed by the decay
of the virtual molecule into its constituent fermions and
bosons (with the same probability amplitude).
We pass now to the calculation of the boson momen-
tum distribution function, as determined by Eq. (4).
We first notice that in the molecular limit we are al-
lowed to expand perturbatively the Dyson’s equation
GB(k, ων) = [G
0
B(k, ων)
−1 − ΣB(k, ων)]−1 since µB, and
therefore the relevant range of values of ων and k
2/(2mB)
inside the free boson propagator, are of order ǫ0, while
ΣB is of order ǫ
1/2
0 (because of the residue w0, which is
of order ǫ
1/2
0 ).
The expansion of the Dyson’s equation to first order
then yields:
GB(k, ων) ≃ G0B(k, ων) +G0B(k, ων)2ΣB(k, ων). (24)
The first term on the right-hand-side of the above equa-
tion yields again an exponentially small contribution
when summed over ων . By inserting the expression (23)
for the self-energy in Eq. (24) and summing over ων one
gets then:
nB(k) = w0
∫
dP
(2π)3
b(ξ˜CFP − ξFP−k)[f(ξ˜CFP )− f(ξFP−k)]
(ξBk + ξ
F
P−k − ξ˜CFP )2
= w0
∫
dP
(2π)3
f(−ξFP−k)f(ξ˜CFP )
(ξBk + ξ
F
P−k − ξ˜CFP )2
(25)
= w0
∫
dP
(2π)3
Θ(ξFP−k)Θ(PCF − P )
(ξBk + ξ
F
P−k − ξ˜CFP )2
(T = 0).
(26)
The expressions (25) and (26) show clearly the effect
of the Fermi statistics obeyed by the molecules and un-
paired fermions on the bosonic momentum distribution
function. In particular, at T = 0 the two Θ func-
tions in Eq. (26) require simultaneously P < PCF and
|P− k| > kµF . As a result, when kµF > PCF, nB(k) = 0
for k < kµF −PCF. We see therefore that, for sufficiently
low boson concentration, such that kµF > PCF, the for-
mation of the molecules depletes completely the bosonic
momentum distribution at low momenta. In particular,
by using the asymptotic expressions for the chemical po-
tentials derived below, one can see that, to leading or-
der in the molecular limit, kµF corresponds to the radius
of the Fermi sphere of the unpaired fermions, with den-
sity nF − nB, while PCF corresponds to the radius of
the Fermi sphere of the composite fermions, with density
nB. It then follows that the condition nF − nB > nB
must be fulfilled in order to have kµF > PCF, and there-
fore the presence of the empty region at low momenta.
We note further that a partial suppression of the bosonic
momentum distribution at low momenta was found also
for weakly-interacting Bose-Fermi mixtures in the per-
turbative analysis of Ref. 34. We see that in the opposite
(molecular) limit this effect is made extreme, yielding for
nB < nF/2 to a complete suppression of the occupancy
at low momenta.
D. Fermionic self-energy and momentum
distribution function
The calculation of the fermionic self-energy from
Eq. (2) proceeds along the same lines as for the bosonic
self-energy, with the only difference that in this case there
is just the pole of Γ to be considered, since the pole of
G0B is suppressed exponentially. One obtains then
ΣF(k, ωn) = −w0
∫
dP
(2π)3
f(ξ˜CFP )
ξ˜CFP − ξBP−k − iωn
. (27)
The presence of µB in the denominator of the expres-
sion (27) for the fermionic self-energy makes it to behave
in the molecular limit like w0ǫ
−1
0 ∼ ǫ−1/20 . We are al-
lowed then to expand the Dyson’s equation also for the
fermionic Green’s function. Before doing this, it is useful
to introduce a procedure which accelerates the conver-
gence of the expansion in the fermionic case. Indeed, in
this case, there is a range of k close to the Fermi step,
and of frequencies close to zero such that G0F(k, ωn)
−1
may be comparable or even smaller than ΣF(k, ωn), thus
invalidating the expansion of the Dyson’s equation in this
region. (In the bosonic case, for which the boson chemical
potential is negative and large, the self-energy is instead
always much smaller than G0B
−1.) Before expanding, we
thus add and subtract in the denominator of the Dyson’s
equation the quantity Σ0F ≡ ReΣRF(kUF, ω = 0), where
kUF corresponds to the position of the Fermi step of GF
as defined by the equation
k2/(2mF)− µF +ReΣRF (k, ω = 0) = 0,
and ΣRF (k, ω) is the analytic continuation of the self-
energy to the real axis (obtained with the replacement
iωn → ω + i0+). In practice, in the molecular limit of
our interest, kUF = [6π
2(nF − nB)]1/3, as we will see be-
low. We have then:
GF(k, ωn) =
1
G˜0F(k, ωn)
−1 − Σ˜F(k, ωn)
, (28)
where G˜0F(k, ωn)
−1 = iωn − ξ˜Fk with ξ˜Fk = k2/(2mF) −
µF + Σ
0
F, while Σ˜F(k, ωn) = ΣF(k, ωn) − Σ0F. The ex-
pansion of the Dyson’s equation (28) improves on that
of the original equation. Indeed, in the region where
G˜F(k, ωn)
−1 is small or vanishing, Σ˜F(k, ωn) is also van-
ishing. In addition, it is easy to check from Eq. (27) that
Σ˜F(k, ωn) is of order ǫ
−3/2
0 (while ΣF(k, ωn) is of order
ǫ
−1/2
0 ), thus accelerating the convergence of the expan-
sion of the Dyson’s equation. We thus have
GF(k, ωn) ≃ G˜0F(k, ωn) + G˜0F(k, ωn)2Σ˜F(k, ωn), (29)
5from which one obtains
nF(k) = f(ξ˜
F
k ) + T
∑
n
G˜0F(k, ωn)
2Σ˜F(k, ωn) (30)
= f(ξ˜Fk ) + T
∑
n
G˜0F(k, ωn)
2ΣF(k, ωn)− ΣF0 f ′(ξ˜Fk ). (31)
By using Eq. (27), one gets then:
T
∑
n
G˜0F(k, ωn)
2ΣF(k, ωn) = −w0
∫
dP
(2π)3
f(ξ˜CFP )
×
[
−f(ξ˜CFP − ξBP−k) + f(ξ˜Fk )
(ξ˜CFP − ξBP−k − ξ˜Fk )2
+
f ′(ξ˜Fk )
ξ˜CFP − ξBP−k − ξ˜Fk
]
(32)
Note that, neglecting exponentially small terms in the
molecular limit, f(ξ˜CFP −ξBP−k) = 1−f(−ξ˜CFP +ξBP−k) ≃ 1.
In addition, at T = 0, where f ′(ξ˜Fk ) = −δ(ξ˜Fk ),
− w0
∫
dP
(2π)3
f(ξ˜CFP )f
′(ξ˜Fk )
ξ˜CFP − ξBP−k − ξ˜Fk
= −ΣF0 δ(ξ˜Fk ), (33)
which cancels exactly with the last term on the r.h.s of
Eq. (31). At finite T this cancellation holds only ap-
proximately, the difference being a term of order T/ǫ
3/2
0 ,
which is anyway negligible in the molecular limit.
We thus obtain for the fermionic momentum distribu-
tion function in the molecular limit:
nF(k) = f(ξ˜
F
k ) + f(−ξ˜Fk )
∫
dP
(2π)3
w0f(ξ˜
CF
P )
(ξ˜CFP − ξBP−k − ξ˜Fk )2
,
(34)
which at T = 0 becomes:
nF(k) = Θ(kUF − k)
+Θ(k − kUF)
∫
dP
(2π)3
w0Θ(PCF − P )
(ξ˜CFP − ξBP−k − ξ˜Fk )2
. (35)
One sees clearly from Eq. (34) and (35) that the
fermionic momentum distribution function is made of two
components: a Fermi distribution function of unpaired
fermions and a distribution of fermions which are paired
with the bosons in the molecules. The overall momentum
distribution function has then a step at a momentum de-
termined by the density of unpaired fermions. This is
the expected behavior in the molecular limit of the Bose-
Fermi attraction. On the other hand, for a weak Bose-
Fermi attraction one expects Fermi liquid theory to be
valid for the Fermi component, predicting a momentum
distribution function with a step at the Fermi momentum
corresponding to the total fermion density. According
to Luttinger’s theorem, the step remains pinned at the
same momentum as for the non-interacting system, inde-
pendently of the coupling value. This is precisely what
is found and discussed in Ref. [21].
Clearly, the only way to allow for such distinct behav-
iors for weak and strong attraction is that a quantum-
phase transition breaking down the Fermi liquid theory
occurs at a certain critical coupling strength. Whether
this transition coincides with the transition from the con-
densed phase to the normal one already studied in our
previous works, or instead somewhat anticipates it within
the condensed phase, is not a priori clear. In order to
answer this question, one should extend the present dia-
grammatic approach to the condensed phase (and/or per-
form extensive QMC calculations in this phase). Work
along these lines is in progress.
Note also that at large k (i.e. k ≫ kF) only the
fermions belonging to the molecules contribute to the
momentum distribution function. In this case
nF(k)→ nCFφ(k)2 (36)
where
nCF ≡
∫
dP
(2π)3
f(ξ˜CFP ) (37)
and, neglecting a subleading term in the expression for
w0,
φ(k) =
√
2π
am2r
1
k2
2mr
+ ǫ0
(38)
is the internal wave function of the molecules (as obtained
from the solution of the two-body problem). Note further
that at large k also nB(k) converges to nCFφ(k)
2, as it
can be seen immediately from Eq. (25).
E. Chemical potentials
The equations (25) and (34) for the bosonic and
fermionic momentum distributions (or for their counter-
parts at zero temperature) can be integrated over k to
obtain the boson and fermion density. For given den-
sities, they can be used then to get the values of the
chemical potentials. In particular, it can be shown that
the integration over k of Eq. (25) yields
nB =
∫
dk
(2π)3
nB(k) (39)
= nCF + o(ǫ
−3/2
0 ), (40)
where nCF depends on the chemical potentials and tem-
perature through Eq. (37).
Similarly, the integration over k of Eq. (34) yields
nF =
∫
dk
(2π)3
nF(k) (41)
= nUF + nCF + o(ǫ
−3/2
0 ), (42)
where
nUF ≡
∫
dk
(2π)3
f(ξ˜Fk ). (43)
6From Eq. (40) one obtains then
µCF = µ
0
F(T,M
∗, nB) + ΣCF, (44)
where µ0F(T,M
∗, nB) is the chemical potential for a free
Fermi gas of temperature T , mass M∗, and density nB,
while Eq. (42) yields
µF = µ
0
F(T,mF, nF − nB) + Σ0F, (45)
where we have used Eq. (40) to replace nCF with nB.
The equation µB = µCF − µF − ǫ0 then yields
µB = µ
0
F(T,M
∗, nB)− µ0F(T,mF, nF − nB)
+ ΣCF − Σ0F − ǫ0. (46)
A further simplification can be obtained by neglecting
terms of order a2. To this order, one can set M∗ = M ,
Σ0F =
4pia
mr
nB, and ΣCF =
4pia
mr
(nF − nB) in the previous
equations for the chemical potentials. At T = 0 one
obtains in particular:
µF =
[6π2(nF − nB)]2/3
2mF
+
4πa
mr
nB, (47)
µB =
(6π2nB)
2/3
2M
+
4πa
mr
(nF − 2nB)
− [6π
2(nF − nB)]2/3
2mF
− ǫ0, (48)
µCF =
(6π2nB)
2/3
2M
+
4πa
mr
(nF − nB). (49)
and, at this level of accuracy:
kUF =
√
2mF(µF − Σ0F)
= [6π2(nF − nB)]1/3. (50)
The Eqs. (44)-(50) show how the T-matrix self-energy
for the constituent bosons and fermions recovers the ex-
pected physical limit of a Fermi-Fermi mixture of dimers
(molecules) and unpaired fermions mutually repelling
with a scattering length aDF = γa. The T-matrix ap-
proximation yields for the proportionality coefficient γ
the value γ = (1+mF/mB)
2/(1/2+mF/mB), as it can be
seen by writing the term 4πa/mr as 2πaDF/mDF, where
mDF =MmF/(mF +M) is the reduced mass of a dimer
and one fermion. This value for γ is only approximate
and corresponds to a Born approximation for the dimer-
fermion scattering.
F. Comparison with the T-matrix results
The asymptotic expressions for the momentum dis-
tribution function derived in Secs. II C and IID can
be compared with the results obtained by the full nu-
merical solutions of the T-matrix set of equations. In
Fig. 1 we present this comparison at T = 0 for a mix-
ture with equal masses and a density imbalance α ≡
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FIG. 1. (Color online) Bosonic and fermionic momentum dis-
tribution function at T = 0 for a mixture with mB = mF,
density imbalance α=0.70, and coupling strengths g=2.35 (a)
and g=3.35 (b). The numerical results obtained by the T-
matrix self-energy (symbols) are compared with the analytic
expressions in the molecular limit for nB(k) (full curve) and
nF(k) (dashed curve) derived in the present paper. For the
bosonic distribution we present also the numerical results for
the T-matrix approximation expanded to first-order in the
Dyson’s equation (1st-TMA) besides those obtained without
expanding it (TMA). The wave-vector k is in units of kF.
Note that for the fermionic momentum distribution both the
analytic expression and the numerical T-matrix calculation
yield nF(k) = 1 for k < kUF (out of the vertical range chosen
in the figure).
(nF − nB)/(nF + nB) = 0.7 for which the indirect Pauli
exclusion effect can be seen on the bosonic momentum
distribution. The two panels correspond to two differ-
ent coupling values (g = 2.35, 3.35). For the bosonic
momentum distribution, one notices that the asymptotic
expression (26) reproduces well the T-matrix results for
k >∼ 2kF as well as the presence of the empty region for
k < kµF−PCF, but deviates somewhat from the T-matrix
results for intermediate values of k. This difference is due
to the fact that the asymptotic expression (26) is ob-
tained by expanding the Dyson’s equation to first-order
(cf. Eq. (24)), an approximation that results to be valid
for all k only for rather large values of g. This is con-
firmed by the very good agreement with the results ob-
tained by expanding the Dyson’s equation and calculat-
ing numerically the self-energy (circles). Clearly, for both
comparisons the agreement improves when g increases,
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FIG. 2. (Color online) Bosonic and fermionic momentum dis-
tribution function at T = 0 for a mixture withmB = mF, den-
sity imbalance α=0.25, g=2.25 (a) density imbalance α=0.25,
g=3.70 (b), density imbalance α = 0, g = 4.0 (c). The numer-
ical results obtained by the T-matrix self-energy (symbols)
are compared with the analytic expressions in the molecular
limit for nB(k) (full curve) and nF(k) (dashed curve) derived
in the present paper. For the bosonic distribution we present
also the numerical results for the T-matrix approximation ex-
panded to first-order in the Dyson’s equation (1st-TMA) be-
sides those obtained without expanding it (TMA). The wave-
vector k is in units of kF.
albeit rather slowly for the non-expanded T-matrix.
For the fermionic momentum distribution, instead, the
asymptotic equation (35) compares well already with
the non-expanded T-matrix (for this reason we do not
present Dyson-expanded results in this case). One
sees that the momentum distribution resulting from the
asymptotic equation (35) reproduces very well the full
numerical T-matrix calculation already at the lower cou-
pling considered in Fig. 1. Indeed, in deriving Eq. (35) we
have expanded the full Green’s function GF in terms of
Σ˜FG˜
0
F rather than ΣFG
0
F, a trick which, as noted above,
accelerates the convergence of the Dyson’s expansion in
the fermionic case.
As a further check of the asymptotic expressions (24)
and (35) we present in Fig. 2 the same comparisons as for
Fig. 1, but now for two imbalances α = 0.25 and α = 0,
for which the empty region at lowmomenta in the bosonic
momentum distribution is absent, since PCF > kUF. We
notice that even though also for these imbalances the
asymptotic expression for the bosonic momentum distri-
bution deviates more than the fermionic one from the
T-matrix results, the discrepancy gets smaller when the
density imbalance decreases. This is due to the faster
convergence of the Dyson’s expansion for the bosonic
Green’s function at small imbalances. Indeed, one can
see from Eq.(23) for the bosonic self-energy that when
PCF and kµF are comparable, as it happens at small im-
balances, a partial cancellation occurs between the con-
tributions associated to the two Fermi functions appear-
ing in the numerator of Eq. (23), thus making the self-
energy small, and the Dyson’s expansion rapidly conver-
gent. As a matter of fact, for the density balanced system
at g = 4.0 (panel (c)) one can see that the difference be-
tween the first-order expansion and the full T-matrix is
indeed very small.
It is interesting to note that in this symmetric case with
nB = nF (and mB = mF) both the asymptotic expres-
sions (24) and (35) and the T-matrix calculations yield
slightly different occupation numbers for the boson and
fermion component. We believe that this is due to the
use, in our T-matrix approach, of bare Greens functions
G0 multiplying the pair propagator in the expressions (1)
and (2) for the boson and fermion self-energies. In par-
ticular, if we had used a dressed fermion Green’s function
GF in the place of G
0
F in the expression (1) for the boson
self-energy, we would have got a dressed fermion disper-
sion ξ˜FP−k in the place of a bare one in Eq. (24). Since
kUF = 0 for nB = nF, one would have that ξ˜
F
P−k would
be always positive, and the first Θ function appearing in
the numerator of Eq. (24) would be always equal to one,
thus making Eqs. (24) and (35) identical for nB = nF
and mB = mF. The use of a bare fermionic Green’s
function in Eq. (24) subtracts instead to the integral de-
termining the bosonic distribution function the contri-
bution of wave-vectors P such that |P − k| < kµF , with
µF = Σ
0
F =
4pia
mr
nB as it can be obtained from Eq. (45) for
nB = nF. This contribution vanishes in the extreme limit
g → ∞, but it is still finite at the value of g considered
in Fig. 2(c), and accounts for the differences between the
fermionic and bosonic distributions. The use of a dressed
bosonic Greens function in the convolution defining ΣF
would produce instead minor differences, due to the large
and negative value of µB which makes self-energy correc-
tions less important.
Note finally that in the previous comparisons we used
the same chemical potentials µB and µF calculated nu-
8merically within the T-matrix approximation as input
parameters for the asymptotic equations (26) and (35)
(the remaining parameters M∗, PCF and kUF being fully
determined by the Eqs. (15),(18) and (50)). Alterna-
tively, one could also use the molecular-limit expressions
(47) and (48) for µB and µF as input parameters of the
analytic calculations. The difference in the values is small
and, clearly, progressively vanishes as g increases. For ex-
ample, for g = 3.35 and α = 0.7 the discrepancy amounts
to 0.02 %, 0.2 % and 0.8 % for µB, µF and µCF, respec-
tively.
G. Comparison between T-matrix results and
Monte Carlo calculations for the bosonic momentum
distribution function
In this section we present a comparison between the
T-matrix results and Variational (VMC) and Fixed-node
Diffusion (FN-DMC) Monte Carlo simulations obtained
with a novel guiding wave function, which is a suitable
symmetrization of the molecular wave function intro-
duced in our previous work [19]. The details of the sim-
ulations are the same as in [19], except for the trial wave
function.
Addressing the calculation of the momentum distribu-
tion of the bosons in the molecular regime with Quan-
tum Monte Carlo is computationally a very demanding
problem, due to the need of taking care of the pairing
of bosons with fermions into molecules, while simultane-
ously symmetrizing with respect to the bosonic coordi-
nates and antisymmetrizing with respect to the fermionic
coordinates. We thus concentrate on a single choice
of the parameters, namely g = 3, α = 0.7 and equal
masses mF = mB = m. We perform our simulation with
NF = 40 fermions and NB = 7 bosons. These particle
numbers are chosen to reduce partially finite-size effects,
since the numbers of composite fermions NCF = NB = 7
and unpaired fermions NUF = NF − NB = 33 corre-
spond to closed shells. Simulations are carried out in a
cubic box of volume L3 = NF/nF with periodic bound-
ary conditions. We model the attractive interaction be-
tween bosons and fermions with a square-well potential
with radius RBF such that nFR
3
BF = 10
−7, and depth
V 0BF fixed by the relation a = RBF(1 − tan(κBF)/κBF),
where κBF =
√
mV 0BFR
2
BF. For consistency, we introduce
the same repulsion between the bosons that we used in
our previous work [19] (even though here it would not
be necessary for the stability in the molecular regime).
The repulsion is then modeled by a soft-sphere poten-
tial with radius RBB = 60RBF and height V
0
BB fixed
by the relation aBB = RBB(1 − tanh(κBB)/κBB), where
κBB =
√
mV 0BBR
2
BB; the Bose-Bose scattering length is
set to aBB = (6π
2nF)
−1/3.
In both VMC and FN-DMC the trial wave function ΨT
plays a crucial role. In VMC the sampled observables are
the expectation value of quantum operators in the state
defined by ΨT . In FN-DMC the amplitude of the wave
function is imaginary-time evolved from ΨT , with the
constraint on the nodal surface to remain pinned to the
points where ΨT=0, in order to circumvent the fermionic
sign problem. We estimate the momentum distribution
in VMC with nVMCB (k) = 〈ΨT |nˆk|ΨT 〉/〈ΨT |ΨT 〉, where
nˆk is the number operator in momentum space aver-
aged over momentum direction, while FN-DMC provides
the mixed estimator nDMCB (k) = 〈ΨT |nˆk|Ψ0〉/〈ΨT |Ψ0〉,
where Ψ0 is the long-(imaginary)-time evolution of ΨT .
Both the VMC and the DMC estimates are biased by
ΨT ; a common way of reducing the bias is to extrapolate
them via the formula nEXTB = (n
DMC
B )
2/nVMCB , where the
dependence on δΨ = Ψ0 − ΨT is second order, provided
δΨ is small.
Following [19], we write the guiding wave function in
the molecular regime as ΨT (R) = ΦS(R)ΦA(R). Here,
ΦS is a positive Jastrow function of the particle coordi-
nates R = (r1, . . . , rNF , r1′ , . . . , rNB) and is symmetric
under exchange of identical particles. We use ΦS(R) =∏
ij′ fBF(rij′ )
∏
i′j′ fBB(ri′j′)
∏
ij fFF(rij), where the un-
primed (primed) coordinates refer to fermions (bosons)
and two-body spherically symmetric correlation func-
tions of the interparticle distance are introduced. We
set fBF = 1, while fBB is the solution of the two-body
Bose-Bose problem with f ′BB(L/2) = 0; fFF is described
below. Antisymmetrization in [19] was provided by the
use of a generalized Slater determinant of the following
form:
ΦMSA (R) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕK1(1, 1
′) · · · ϕK1(NF, 1′)
...
. . .
...
ϕKNM (1, NM) · · · ϕKNM (NF, NM)
ψk1(1) · · · ψk1(NF)
...
. . .
...
ψkNUF (1) · · · ψkNUF (NF)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (51)
where the molecular orbitals are defined as ϕKα(i, i
′) =
fB(|ri − ri′ |) exp (iKα(ri + ri′ )/2), which consist of the
relative-motion orbitals fB times the molecular center-of-
mass plane waves with |Kα| ≤ PCF, and nCF = P 3CF/6π2,
while for the unpaired fermions |kα| ≤ kUF, with nUF =
k3UF/6π
2. The functions fB are chosen to be the bound
solutions of the two-body Bose-Fermi problem up to R¯,
matched to a functional of type faB(r) = C1 +C2(e
−βr +
e−β(L−r)) where R¯ and β are variational parameters and
fa′B (L/2) = 0.
The molecular orbitals appearing in the Slater determi-
nant (51) are occupied by the bosons in a specific order,
thus the symmetrization of the bosonic coordinates is not
fulfilled. This is not a problem when calculating energies
with Diffusion Monte Carlo, since the DMC pure esti-
mator of the energy does not depend on the trial wave
function (except for the fixed nodal surface), provided
there is a finite overlap of the trial wave function with
the symmetric ground state. This is the case for a fi-
nite number of particles using the non-symmetric wave
function (51). A similar approach has been successfully
used in Quantum Monte Carlo studies of the equation
9of state of solid 4He [37, 38] with the Nosanow-Jastrow
wave function [35, 36], where the bosons are localized on
specific lattice sites.
Bose symmetry of the trial wave function is, how-
ever, crucial when calculating the momentum distribu-
tion, which is obtained by a mixed estimator biased by
the trial wave function. A full symmetrization of the
determinant (51) over all permutations of the bosons is
not feasible since the number of terms to be summed
scales as the factorial of NB. For this reason, we resort
to an approximate strong-coupling wave function, where
the symmetrization over the bosonic coordinates is per-
formed within the molecular orbitals appearing in a single
determinant:
Φ˜MSA (R) =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
ϕK1(1,RB) · · · ϕK1(NF,RB)
...
. . .
...
ϕKNM (1,RB) · · · ϕKNM (NF,RB)
ψk1(1) · · · ψk1(NF)
...
. . .
...
ψkNR (1) · · · ψkNR (NF)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
, (52)
where ϕKα(i,RB) =
∑
i′ ϕKα(i, i
′).
By expanding the determinant (52) it is easy to
show that Φ˜MSA (R) can be obtained from the origi-
nal non-symmetric wave function by summing over all
possible dispositions with repetition of the bosonic co-
ordinates in the non-symmetric wave function (51).
The wave function Φ˜MSA (R) contains then all permu-
tations of bosons, as required. It contains however
also additional spurious terms where the same boson
appears in many different molecular orbitals. For ex-
ample, if we had NM = NB = 3 molecular or-
bitals and NF = 5 fermions, we would also obtain the
term: ϕK1(1, 1
′)ϕK2(3, 1
′)ϕK3(5, 1
′)ψk1(2)ψk2(4), where
the boson 1′ is repeated.
These spurious terms tend to increase the bosonic con-
densate, because the bosons that are not allotted to the
molecular orbitals are put in a plane-wave state with zero
momentum (since their spatial coordinates do not ap-
pear explicitly in these terms). In the above example,
the bosons i′ = 2′, 3′ would significantly contribute to
the condensate fraction, since changing their coordinates
would not affect the value of that specific term. These
terms correspond also to the clustering of many fermions
close to a single boson at a distance of order of aBF; they
are then significant near resonance, where the molecular
orbitals are very loose, while they are strongly suppressed
in the molecular limit due to the Pauli principle, which
forbids the formation of fermion clusters, thereby mit-
igating the unwanted effect on the bosonic condensate
fraction. We have tried to suppress further these spu-
rious terms, by introducing a very short-range repulsive
Jastrow factor between fermions, with correlations fFF
equal to the solution of the two-body problem of a ficti-
tious soft-sphere potential with radius RFF = RBF and
scattering length aFF = RFF/10. The above values of the
parameters RFF and aFF were chosen so small as to avoid
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FIG. 3. (Color online) Comparison between T-matrix results,
VMC and FN-DMC calculations for the bosonic momentum
distribution at g = 3 and α = 0.7. We also show the first-
order expanded T-matrix and the asymptotic results. The
wave-vector k is in units of kF.
any significant change of the kinetic energy. It turns out
that such feeble correlations do not change significantly
the momentum distribution of the bosons, either. How-
ever, they help in reducing the statistical error of the
simulations; we present therefore the results obtained by
using these additional correlations, for which we have
smaller error bars.
In Fig. 3 we compare the VMC, DMC and T-matrix
results for nB(k) at g = 3 and α = 0.7. Even at this value
of interaction the VMC estimator gives a finite value of
n0 = nB(k = 0)/NB ≃ 0.06, while the FN-DMC is able
to deplete the condensate fraction down to a value com-
patible with zero (namely, n0 ≃ 0.001). One could think
that obtaining a strictly zero condensate with FN-DMC
and the wave function (52) is in practice impossible, be-
cause of the biased nature of the mixed estimator of the
momentum distribution. The comparison between the
VMC and DMC estimates hints, however, at a complete
depletion of the condensate. This is probably due to the
ability of the DMC to suppress completely the energeti-
cally costly spurious terms.
In Fig. 3, we do not report the standard extrapolated
estimator nEXTB because the presence of a spurious con-
densate fraction in the VMC calculation subtracts auto-
matically weight from the rest of the distribution, thus
invalidating the extrapolation procedure for all values of
k (including the values of k where the VMC and FN-
DMC are close to each other, for which the extrapolation
procedure could appear justified). The DMC calculation
confirms the suppression of the bosonic momentum dis-
tribution at low k, in particular the DMC results ap-
pear to follow the T-matrix curve from k ≃ 1 down to
the value of k where the momentum distribution is pre-
dicted to vanish according to the T-matrix calculation.
The DMC calculation agrees well with the T-matrix re-
sults also at high momenta (k >∼ 2). Some deviations
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occur in the intermediate region 1 < k < 2, where the
DMC seem closer to the first-order expanded T-matrix
curve rather than the full T-matrix curve. We regard
this better agreement with the expanded T-matrix at
intermediate k as fortuitous. On the one hand, an ex-
trapolation of the VMC and DMC results would increase
the values of the momentum distribution in this region,
making it closer to the T-matrix curve. On the other
hand, the relative motion molecular orbital fB strongly
affects the nodal surface and thus the momentum distri-
bution. It can be argued that refining its parametrization
would modify the occupation of intermediate momenta.
Addressing quantitatively these issues and reducing the
error bars, especially for k < kF, would require, however,
an extremely large computational effort.
III. TRAPPED SYSTEM
The equations derived in the previous section for the
momentum distribution functions and for the chemi-
cal potentials (and derived quantities, such as PCF and
kUF) can be used to describe also a Bose-Fermi mixture
trapped in an external potential whenever the particle
number is sufficiently large to make a local density ap-
proximation accurate. For the particle numbers of or-
der 105-107 typically used in experiments with ultracold
trapped gases this condition is fully satisfied. The effect
of the trapping potential is then taken into account by
replacing the chemical potentials µB,F → µB,F − VB,F(r)
wherever they appear in the expressions derived in the
previous section for homogeneous gases. Here, VB,F(r) =
1
2ωB,Fr
2 is the harmonic trapping potential acting on the
boson and fermion species, respectively (for definiteness
we assume the same trap frequency ω for both species).
The local quantities derived in this way can be integrated
over r to obtain the corresponding trap-averaged quan-
tities.
We will be interested in particular in the calcula-
tion of the trap-averaged momentum-distribution func-
tion ntrapB (k), with the aim of determining the best con-
ditions for the observation of the “indirect Pauli exclusion
effect” in trapped gases. The local bosonic momentum
distribution function in the molecular limit is then given
by
nB(k, r) = w0
∫
dP
(2π)3
Θ(ξFP−k(r))Θ(PCF(r)− P )
[ξBk (r) + ξ
F
P−k(r) − ξ˜CFP (r)]2
(53)
where ξB,Fk (r) = ξ
B,F
k + VB,F(r), while ξ˜
CF
P (r) =
P 2
2M −
µCF + VCF(r) + ΣCF(r), with ΣCF(r) =
2piaDF
mDF
nUF(r),
VCF(r) = VB(r) + VF(r) and we have defined the density
of unpaired fermions nUF(r) = nF(r) − nB(r).
The trap-averaged quantity is then readily obtained by
integrating over r:
ntrapB (k) =
∫
d3r nB(k, r). (54)
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FIG. 4. (Color online) Density profiles of composite fermions
(CF) and unpaired fermions (UF) for a mixture with equal
masses and population imbalance α = 0.7 for coupling values
g=2.0, 4.0. Density is in units of NFR
3
F, while r is in units of
the Fermi radius RF ≡ [2EF/(mFω2)]1/2.
The chemical potentials µB,F (and thus µCF = µB +
µF+ ǫ0) appearing in Eq. (53) need to be determined by
the number equation, obtained by integrating over r the
corresponding densities nB,F(r). Since in the molecular
limit all bosons are inside the molecules, it is physically
more transparent to work in terms of the molecular and
unpaired fermion densities, nCF(r) = nB(r) and nUF(r),
respectively.
From the Eqs. (47-49) one gets
nCF(r) =
1
6π2
{2M [µCF − VCF(r) − 2πaDF
mDF
nUF(r)]}3/2
(55)
nUF(r) =
1
6π2
{2mF[µF − VF(r) − 2πaDF
mDF
nCF(r)]}3/2,
(56)
from which the chemical potentials µF and µCF are ob-
tained by fixing the total number of composite fermions
NCF = NB and unpaired fermions NUF = NF −NB.
Figure 4 reports as an example the density profiles for
a mixture with equal masses and population imbalance
α ≡ (NF − NB)/(NF + NB) = 0.7 for two coupling val-
ues g=2.0, 4.0. Here, as for the homogeneous case, we
have defined g = (kFa)
−1 and kF = (2mFEF)
1/2, but
with EF = (6NF)
1/3ω in the trapped case. Note that
here we are using the exact relation between aDF and
a, as obtained from the solution of the three-body prob-
lem [39]. The behavior of the density profiles is consistent
with analogous plots reported previously for Fermi-Fermi
mixtures (albeit with equal populations [40, 41]).
Once the chemical potentials are obtained by invert-
ing the number equations using the above density pro-
files, the trap-averaged momentum distribution function
is calculated with Eqs. (53) and (54). Figure 5 reports
the trap-averaged bosonic momentum distribution func-
tion nB(k) for three different population imbalances at
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FIG. 5. (Color online) Trap-averaged bosonic momentum dis-
tribution function ntrapB (k) for g = 4, mB = mF, and different
values of the population imbalance. Inset: local density im-
balance α(r). The wave-vector k is in units of kF, while r is
in units of RF.
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FIG. 6. (Color online) Trap-averaged bosonic momentum dis-
tribution function ntrapB (k) for α=0.7, mB = mF, and coupling
strength g = 2, 4. Inset: local density imbalance α(r). The
wave-vector k is in units of kF, while r is in units of RF.
g = 4 and equal masses. One observes that the depleted
region at low momenta is visible also for the trapped
system, provided the overall population imbalance is suf-
ficiently high. In order to interpret these results, we note
first that the previous equations for a homogeneous mix-
ture imply that the depleted region at low momenta ap-
pears when the radius of the Fermi sphere of the un-
paired fermions exceeds that of the composite fermions.
In the molecular limit this occurs when nB < nF/2 or,
equivalently, for a density imbalance α > 1/3. It fol-
lows then that in order to have the empty region at low
momenta also in the trapped case, the local density im-
balance α(r) ≡ (nF(r) − nB(r))/(nF(r) + nB(r)) should
be larger than 1/3 all over the trap. One sees in the
inset of Fig. 5 that this condition is indeed verified for
the three cases considered there. It is clear then that,
in order to maximize the indirect Pauli-exclusion effect
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FIG. 7. (Color online) (a) Local density imbalance α(r), and
(b) trap-averaged bosonic momentum distribution function
ntrapB (k) at g = 4 and α = 0.9 for different values of the mass
ratio mB/mF. The wave-vector k is in units of kF, while r is
in units of RF.
on the bosonic momentum distribution, one has to get
large values of α(r) across the trap. Quite generally, the
local density imbalance depends on three different phys-
ical parameters: the global population imbalance α, the
boson-fermion coupling g and the mass ratio mB/mF.
One has then to tune appropriately these parameters.
Obviously, a large global population imbalance increases
the local one, as it is also evident from Fig. 5.
Figure 6 shows instead that, for a given population im-
balance, increasing the coupling strength g has a modest
effect on α(r), while the momentum distribution function
is reduced at low k (and increased at large k, outside the
range shown in Fig. 6), reflecting the behavior of the in-
ternal molecular wave function (38).
The dependence on the mass ratio mB/mF is stud-
ied finally in Fig. 7. One can see that for given cou-
pling strength and population imbalance (here g = 4 and
α = 0.9), decreasing the mass ratio mB/mF increases
the local population imbalance, thus making more evi-
dent the presence of the empty region at low momenta.
Note that three out of the five mass ratios considered in
Fig. 7 correspond to the mixtures 23Na-40K, 87Rb-40K,
and 23Na-6Li, of relevance to current experiments [27],
[31], [29]. It should be stressed, in this respect, that
while the Feshbach resonances used for the first two mix-
12
tures are broad [27, 31], the one currently used for the
23Na-6Li mixture is narrow [29]. Therefore, while for the
first two mixtures the single-channel description adopted
in the present work is fully adequate [42], for the last
one our analysis has to be regarded as more qualitative.
We notice finally that out of these three mixtures, the
23Na-40K mixture looks as as the most promising one for
the experimental observation of the indirect Pauli exclu-
sion effect, since it leads to a wider depleted region in the
bosonic momentum distribution.
IV. CONCLUDING REMARKS
In summary, we have shown how, within a T-matrix
diagrammatic approach, a Fermi-Fermi mixture emerges
effectively from a Bose-Fermi mixture for sufficiently
strong attraction. In this limit, we have derived simple
expressions for the bosonic and fermionic self-energies,
momentum distribution functions, and chemical poten-
tials. In particular, we have obtained an expression for
the bosonic momentum distribution function that shows
analytically the presence of a completely depleted region
at low momenta when nB < nF/2. The occurrence of this
region is the fingerprint of what we called the indirect
Pauli exclusion effect. We have confirmed the presence
of such a region also with a dedicated QMC simulation.
This required us to address the non-trivial problem of
symmetrizing with respect to the bosonic coordinates a
trial wave function where the bosons are correlated with
fermions in a molecular bound state. To this end, we
have introduced a wave function where the symmetriza-
tion is performed within each molecular orbital rather
than globally, as to keep the computing time manage-
able.
Finally, we have discussed the possibility of observing
the indirect Pauli exclusion effect in a trapped system,
by extending within a local density approximation our
calculations to such an inhomogeneous situation. We
have found that mixtures where the bosons are lighter
than the fermions enhance the size and visibility of the
depleted region: the mixture 23Na-40K currently under
study at the MIT [27] appears particularly interesting in
this respect.
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