Introduction
In a series of papers which appeared between 1955 and 1976, G.R. Morris discovered many properties of the forced Duffing equation
with p(t) continuous and 2π-periodic. In particular he proved in [9] the existence of infinitely many periodic solutions with least period 2kπ, k 1. In [9] it was also assumed that p(t) is of class C 1 and has zero average but these conditions are inessential. To prove his result Morris considered the Poincaré map T associated to the 2π-periodic equation (1·1). This is an area-preserving homeomorphism of the plane and the periodic solutions of (1·1) are in correspondence with the fixed points of the iterates T k . The essence of the proof is the construction of a family of Jordan curves C such that if U = T k then the points lying on C ∩ U (C) are fixed under U . Each of these curves contains at least two fixed points of T k and acts as a label for periodic solutions, carrying information on their oscillatory behaviour. We recall that this additional information plays a crucial role to detect the minimality of the period when facing the problem of subharmonic solutions.
The reader who is familiar with the Poincaré-Birkhoff theorem will associate Morris' approach with the proof of this theorem in the particular case of monotone twist maps. We recall that a smooth map of the plane has monotone twist if it is expressed in polar coordinates (θ, ρ) → (θ 1 , ρ 1 ) and ∂θ 1 ∂ρ > 0.
See Section 2.8 of the book by Moser and Zehnder [10] for more details.
The results in [9] have been extended in many ways. Typically these extensions employ sophisticated versions of the Poincaré-Birkhoff theorem and the condition of monotone twist is not required. In this direction we mention the paper by Ding and Zanolin [3] and the references therein.
To prove the existence of periodic solutions for systems it seems natural to look for extensions of the Poincaré-Birkhoff theorem to more degrees of freedom. This is a challenging question and our goal will be less ambitious. We intend to show that the more elementary approach using monotone twist maps can be extended to higher dimensions. Assume that U is a diffeomorphism of R 2N = R 2 × · · · × R 2 that can be expressed in polar coordinates U (Θ, R) = (Θ 1 , R 1 ) with Θ = (θ 1 , . . . , θ N ) and R = (ρ 1 , . . . , ρ N ). In addition assume that U is symplectic, that is
For N = 1 this is equivalent to the area-preserving condition. For N 2 this is a more restrictive condition. We say that U satisfies the monotone twist condition if the symmetric matrix
This assumption leads to an elementary version of the Poincaré-Birkhoff theorem that is valid in arbitrary dimension. All this is well known and we refer again to the book [10] .
We will employ these ideas to prove the existence of many periodic solutions of the system
where P = P (t, x 1 , x 2 ) is 2π-periodic in t and has a second derivative vanishing at infinity. We will be more precise later on the conditions on P . By now we just present the model example P = P 0 with P 0 (t, x 1 , x 2 ) = arctan(x 1 )arctan(x 2 ) + p 1 (t)x 1 + p 2 (t)x 2 with p i (t) continuous and 2π-periodic. Variational methods are an alternative tool in the study of the periodic problem for (1·2). In [2] Bahri and Berestycki proved the existence of infinitely many periodic solutions for a system of the type
x ∈ R N when the potential satisfies the following condition: there exist numbers R > 0 and
This result is applicable to the previous example where N = 2 and
2 )−arctan(x 1 )arctan(x 2 ). However it is not clear if the method in [2] carries the detailed information on the oscillatory properties of solutions that can be obtained via symplectic methods. More recently, Terracini and Verzini have employed a different variational technique in [12] . They obtain results on the existence of odd periodic solutions for certain systems in the class (1·2) and their method takes into account oscillatory properties. More work along these lines can be expected in the future.
The rest of the paper is organized in two sections. In Section 2 we discuss some properties of maps that are exact symplectic and have monotone twist. We follow the presentation in [10] and adapt it for applications to systems of differential equations. In particular, we provide a version applicable to the iterates of a map. In applications it leads to a sharp counting of the subharmonic solutions. In Section 3 we state and prove the main result on (1·2). In particular we show that the iterates of the Poincaré map satisfy the monotone twist condition on large open sets close to infinity and we label periodic solutions in terms of their oscillatory behaviour. This will require careful estimates that seem to be new.
Periodic points of maps with monotone twist
In this section we present an abstract framework for the search of fixed points or periodic points. It is based on ideas taken from [10] .
Consider the space R N × R N with coordinates (Θ, I) where Θ = (θ 1 , . . . , θ N ) and I = (I 1 , . . . , I N ). The coordinates θ i will be called angles and the coordinates I i will be called actions. In agreement with this terminology we consider the torus
N and the associated covering map
for each (Θ, I) ∈ R N × D and χ ∈ Z N . Note that f can be interpreted as a function defined on T N × D. The symbols ∂ Θ and ∂ I will stand for the derivatives with respect to the variables Θ and I, respectively. Typically these operators will act on functions taking values in R M , leading to Jacobian matrices with M rows and N columns. For simplicity vectors will be written as row vectors, but in computations involving matrices they must be thought as column vectors.
Let D be a convex and open subset of R N . We deal with a map Ψ :
This condition allows us to write the map in the form
where F and G are 2π-periodic and of class C 1 . In particular Ψ induces a map from
We say that Ψ has the property of monotone twist if, for every (Θ, I) ∈ R N × D and ξ ∈ R N \ {0},
Equivalently, the symmetric matrix
To interpret this condition we first obtain an important inequality. Given Θ ∈ R N and I 1 , I 2 ∈ D, the convexity of D leads to
When the condition (2·2) holds we obtain
This means that the map I ∈ D → F (Θ, I) ∈ R N is monotone in the sense of Functional Analysis. Note that, in particular, F (Θ, ·) is one-to-one. A geometric property that will be important later can be deduced from here. Consider the family of sets
Then the image Ψ(R Θ0 ) will intersect any set R Θ1 at most once. The twist condition has other consequences. In particular it implies that the determinant det(∂ I F ) is positive on T N × D. We can now apply the inverse function theorem to deduce that F (Θ, ·) is an orientation-preserving diffeomorphism mapping D onto the open set F (Θ, D) ⊂ R N . In addition to the monotone twist condition we shall assume that Ψ is exact symplectic. This means that there exists a 2π-periodic function V :
where λ is the 1-form λ = N i=1 I i dθ i and Ψ * λ is the pull-back of λ through Ψ. More explicitly,
We are ready to state our result, which is inspired by [10, Theorem 2.1].
Theorem 2·1. Assume that Ψ is a C 1 map satisfying the above conditions (2·1), (2·2) and (2·3). In addition, suppose that there exists ν ∈ Z N such that
for every Θ ∈ R N . Then the equation
has at least N +1 solutions that are geometrically different. In particular the map induced on T N × D has at least N + 1 fixed points.
Remark 2·2. Some remarks are now in order. 
for each Θ ∈ R. It is customary to say that Ψ has a twist on the boundary when (2·6) holds. This condition is unrelated to (2·2) and so the term twist is employed in two different senses.
(ii) For higher dimension the condition (2·5) can be expressed in terms of Brouwer degree. Namely, for each
where Ω Θ is some open and bounded subset of R N whose closure Ω Θ is contained in D. To justify this statement we recall some properties of the topological degree. Given a homeomorphism h : Ω → Ω 1 between two open and bounded subsets of
. This is a consequence of the multiplication theorem applied to the composition h −1 • h = id Ω . The positive sign corresponds to the orientation-preserving case. In our situation the map I → F (Θ, I) is an orientation-preserving homeomorphism from D onto F (Θ, D). We can restrict it to some bounded and open sets Ω Θ and Ω Θ with p = 2πν ∈ Ω Θ . (iii) A different extension of (2·6) to higher dimension was introduced in [10] . Assuming that D is bounded and Ψ has a continuous extension to R N × D, it was assumed that Proof. We must solve the system
If we freeze the angle variable Θ in the first equation, the previous discussions imply the existence of a unique action I = I(Θ) solving
Here we have used the assumption (2·5). The implicit function theorem can be applied to deduce that Θ → I(Θ) is of class C 1 and
The periodicity of F together with the uniqueness of I(Θ) imply that the map I = I(Θ) is 2π-periodic. After solving the first equation we must concentrate on the reduced system
The key to solve it is to observe that it has a variational structure. The function
is such that
To check the above identity we observe that ∂ Θ W = (∇W ) t and apply chain rule together with (2·4) and (2·7),
The classical Lusternik-Schnirelmann theory [8] implies that the function on T N induced by W has at least N + 1 critical points. Then there exist Θ 1 , . . . , Θ N +1 ∈ R N , geometrically different and such that ∇W (Θ i ) = 0, i = 1, . . . , N + 1. The points (Θ i , I(Θ i )) are the searched solutions of the system. There is a delicate point on the smoothness of W (and hence of Ψ) that must be treated. The original approach by Lusternik and Schnirelmann dealt with functions of class C 2 . This condition was imposed to guarantee the uniqueness for the Cauchy problem of the gradient system Θ = −∇W (Θ). More modern approaches use the pseudo-gradient flow and only require class C 1 for W .
We now develop a consequence of Theorem 2·1 which deals with the case when the map Ψ is the k-th iterate (for an integer k 2) of an exact symplectic embedding Φ; that is, Ψ = Φ k . In this case we can refine the conclusion about multiplicity. First we need to establish a framework. The map Φ :
The set D is open but we do not need to impose the convexity. Since Φ is not a self-map of R N × D, the iterates will be defined on smaller domains. Let us assume that D k is an open and convex subset of D with the following property: given (Θ, I) ∈ R N × D k , the sequence of iterates Φ h (Θ, I) is well defined for h = 1, 2, . . . , k. Note that some of the points of Φ h (Θ, I) can lie outside R N ×D k but all the iterates are well defined on R N × D k . This fact is crucial to prove that Φ k = Ψ is an exact symplectic embedding on R N × D k . Indeed, using standard properties of exterior differentiation,
In contrast, the monotone twist condition is not inherited by iterates. As an example assume N = 1 and consider the standard map
where λ is a real parameter. This map is exact symplectic and has monotone twist on the whole cylinder T × R. In consequence also Ψ = Φ 2 is exact symplectic but we will show that it does not have monotone twist when |λ| is large. The second iterate (Θ 2 , I 2 ) = Ψ(Θ, I) admits an explicit description with Θ 2 = Θ + 2I + λ sin(Θ + I).
Then

∂Θ2
∂I changes sign if |λ| > 2. This fact will force us to impose the monotone condition on Ψ and not on Φ.
Another difficulty will be concerned with the multiplicity of solutions of the equation
Given a solution (Θ * , I * ), we can define the sequence of iterates Φ(Θ
It might happen that some of these points do not belong to the domain of Ψ, but if any of these points belongs to R N × D k , then it is also a solution of (2·8). Finally, we mention that the notation
Corollary 2·3. In the previous setting assume that Ψ = Φ k satisfies the monotone twist condition on R N × D k and, for some ν ∈ Z N and each
Then the equation (2·8) has at least N + 1 solutions (Θ i , I i ), i = 1, . . . , N + 1, that are geometrically distinct and produce different periodic Φ-orbits.
Note that the minimal period of Π(Θ i , I i ) with respect to Φ is not necessarily k. It can be any divisor of k.
Proof. We replace D by D k and repeat the first part of the proof of the Theorem. In this way we find a 2π-periodic
Moreover (2·8) becomes equivalent to
Here V is the function satisfying dV = Φ * λ − λ. As already observed in the original work by Lusternik and Schnirelmann, there are two possible situations for a function on the torus: either there exists infinitely many critical points or there exist N + 1 critical points Θ 1 , . . . , Θ N +1 that lie on different critical levels, say
In the first situation the equation (2·8) has infinitely many solutions that are geometrically different. This implies that the conclusion of the Corollary holds. From now on we assume that we are in the second situation and (2·9) holds. Define
is a solution of (2·8). From previous discussions we know that the points
In such a case the definition of the map I(Θ) implies that I(Θ (r)
In other words, the points on the Φ-orbit of (Θ i , I i ) lie on the same critical level as soon as they belong to R N × D k . This shows that the periodic orbits produced by the points (Θ 1 , I 1 ) , . . . , (Θ N +1 , I N +1 ) are different.
For the applications we have in mind the maps Φ and Ψ will be time maps associated to a Hamiltonian system of the type Θ = ∂ I H(t, Θ, I)
where H : R × R N × E → R is a continuous function, 2π-periodic in the variable Θ, such that the all the derivatives up to the second order with respect to Θ and I exist and are continuous on R × R N × E. The set E is an open subset of R N and we also assume that there exists an open and convex set D ⊂ E such that if (Θ 0 , I 0 ) ∈ D, the solution of (2·10) satisfying the initial condition (Θ(0), I(0)) = (Θ 0 , I 0 ) is well defined on [0, τ ] for some fixed τ > 0. Let (Θ(t; Θ 0 , I 0 ), I(t; Θ 0 , I 0 )) be this solutions and consider the τ -map
We will prove that this map satisfies the conditions of the previous results, except perhaps for the monotone twist condition.
Proposition 2·4. The map Ψ τ is an exact symplectic embedding of class C 1 satisfying (2·1).
Sketch of the proof. The only "not well known" part of the statement consists in the fact that Ψ τ is exact symplectic (notice, however, that no smoothness in the time variable is required to ensure the smoothness of Ψ τ , see [7] ). A possible way to prove it can be the following. At first, write the form Ψ * τ λ − λ as
by definition, Ψ τ is exact symplectic if and only if such a form has a primitive 2π-periodic in Θ. By direct construction, we can see that this is the case if and only if, for every (Θ, I) ∈ R N × D, it holds that To see this, we can use the trick described in [1] , based on the Poincaré-Cartan differential form Λ = λ − Hdt. First, one constructs a surface S parameterized by
Since dΛ = 0 on S, Stokes' theorem implies that ∂S Λ = 0. In the evaluation of this integral, contributions for σ ∈ ]0, τ [ vanish in view of the 2π-periodicity in Θ of H, so that we actually have ∂S0 Λ = ∂Sτ Λ, being ∂S 0 , ∂S τ the sections of ∂S for σ = 0, τ respectively. But now, ∂S 0 is parameterized by γ(s) and ∂S τ by Ψ τ (γ(s)). Since, moreover, Λ = λ on both sections, we finally find γ λ = Ψτ (γ(s)) λ, which was our claim.
Remark 2·5. It is worth noticing that, if the 2π-periodicity in Θ of the Hamiltonian function H is replaced by the 2π-periodicity in Θ of the Hamiltonian vector field (∇ I H, −∇ Θ H), the map (2·11) is still a C 1 symplectic embedding satisfying (2·1), but in general it is no more exact symplectic. This already happens for N = 1. For instance, it is well known that the τ -map associated with the planar differential system
is exact symplectic if and only if τ 0 f (t) dt = 0 [6] . Indeed, the vector field in (2·12) is Hamiltonian and 2π-periodic in Θ, but its Hamiltonian function is not. Notice that, if τ 0 f (t) dt = 0, the τ -map associated with (2·12) coincides with the τ -map of the differential system
which is indeed exact symplectic, since (2·13) comes from the Hamiltonian H(t, Θ, I) = f (s) ds I − cos Θ, 2π-periodic in Θ.
Periodic solutions of weakly coupled superlinear systems
We will work on the plane R 2 with points x = (x 1 , x 2 ). The euclidean norm will be denoted by |x|. Given a 2 × 2 matrix A, the associated matrix norm will be |A|.
Let P = P (t, x), P :
. This means that P is continuous, T -periodic in t and the partial derivatives ∂ xi P = ∂ i P , ∂ 2 xixj P = ∂ ij P exist and are continuous in (t, x) ∈ R × R 2 . Sometimes we will employ the notations
We assume that there exists a constant C > 0 such that
In addition we impose that the second derivative D 2 P vanishes at infinity in a suitable sense. More precisely, for each ∈ ]0, 1[ we define the set
and assume that for each ∈ ]0, 1[
Potentials of the type
satisfy the above assumptions if the functions ϕ 1 and ϕ 2 are bounded, of class C 2 , with
and p i (t) are continuous and T -periodic. The example presented in the introduction belongs to this family. The condition (3·2) cannot be satisfied by a potential of the type Due to its mechanical significance this class deserves further study. We are interested in the existence of periodic solutions with period kT , k = 1, 2, . . ., of the system
Let us recall that these solutions are called subharmonic solutions of order k 2 if they do not admit a period lT with l = 1, . . . , k − 1. Given a subharmonic solution x(t), the time translations x(t + T ), x(t + 2T ), . . . , x(t + (k − 1)T ) are also subharmonic solutions. This family will be called a periodicity class. The following notion will be useful to find subharmonic solutions. A point ν = (ν 1 , . . . , ν d ) ∈ N d is visible from the origin if the segment in R d joining the origin with the point ν does not contain any other point in N d .
Theorem 3·1. Assume that the conditions (3·1) and (3·2) hold and fix an integer k 1 and numbers α, β ∈ R with 0 < α < β. Then there exists ν * = ν * (k, α, β) > 0 such that, for every ν = (ν 1 , ν 2 ) ∈ N 2 with α ν 2 ν 1 β and
the system (3·3) has at least three periodic solutions (x 1 (t), x 2 (t)) of period kT and such that x i (t) has exactly ν i zeros on [0, kT [ for i = 1, 2. Moreover, if k 2 and (k, ν 1 , ν 2 ) ∈ N 3 is visible from the origin, these solutions are subharmonic solutions of order k lying in different periodicity classes.
As an illustration we can think in the visibility condition for k = 2. In this case it means that at least one of the two numbers ν 1 , ν 2 is odd.
The proof of this theorem will be divided in several steps. Our first task will be to transform the system (3·3) into another system adapted to the abstract setting of Section 2.
3·1. A change of variable
For P = 0 the system (3·3) is Liouville integrable and the associated action-angle variables are defined via the map
with Θ = (θ 1 , θ 2 ), I = (I 1 , I 2 ) and
The function c(t) is the unique solution of the Duffing equation x +x 3 = 0 with minimal period 2π and c(0) > 0, c (0) = 0. The function s(t) is defined as the derivative, s(t) = c (t). Finally the number γ > 0 is adjusted so that
Now it is easy to verify that ϕ is a symplectic diffeomorphism and so the Hamiltonian system associated to (3·3)
is transformed into The number ω > 0 is a constant depending on the transformation ϕ which does not need to be specified. The same change of variables was employed in [4] to prove the existence of invariant tori.
Note that ϕ does not cover the planes x 1 = y 1 = 0 and x 2 = y 2 = 0. The equivalence between the two systems must be understood on the phase spaces
In particular the solutions of (3·5) with initial conditions x 1 (t 0 ) = x 1 (t 0 ) = 0 will lead to solutions of (3·6) having a maximal interval of existence J = R. The same can be said for the conditions x 2 (t 0 ) = x 2 (t 0 ) = 0. The periodic solutions in Theorem 3·1 will be produced via the system (3·6) and so they cannot satisfy any of these conditions.
Let us denote by (Θ(t; Θ 0 , I 0 ), I(t; Θ 0 , I 0 )) = (Θ(t), I(t)) the unique solution of (3·6) satisfying Θ(0) = Θ 0 and I(0) = I 0 . The coordinates will be denoted by θ i (t; Θ 0 , I 0 ) = θ i (t), I i (t; Θ 0 , I 0 ) = I i (t) and the initial conditions by Θ 0 = (θ 10 , θ 20 ), I 0 = (I 10 , I 20 ).
3·2. Estimates on actions and angles
From now on we fix an integer k 1 and assume T = 2π. We will prove that solutions with large initial actions are well defined on [0, 2kπ].
Lemma 3·2. There exists l k > 0 such that, for every Θ 0 ∈ R 2 and I 0 ∈ ]l k , +∞[ 2 , the solution (Θ(t; Θ 0 , I 0 ), I(t; Θ 0 , I 0 )) exists on [0, 2kπ] and satisfies
Proof. Let τ ∈ ]0, 2kπ] be the supremum of the instants such that I i0 /4 < I i (t; Θ 0 , I 0 ) < 4I i0 for t ∈ [0, τ [ and i = 1, 2. From the system (3·6),
From (3·1), we find a constant C 1 > 0 such that
Hence, for t ∈ [0, τ [ and I i0 large enough, we have
Therefore τ = 2kπ and (3·7) holds true.
The next result provides an estimate for the angles of those solutions with large actions.
Lemma 3·3. There exist l k > 0 and M k > 0 such that, for every Θ 0 ∈ R 2 and
for every t ∈ [0, 2kπ] and i = 1, 2.
Proof. From the system (3·6),
Then Lemma 3·2 and (3·1) immediately implies the existence of l k > 0 such that the desired estimate for |θ i | holds true.
On the other hand, integrating (3·8) over [0, t] and using again Lemma 3·2 and (3·1), we obtain
with I
2/3
i0 |R(t)| bounded. To estimate the integral we proceed as in the proof of Lemma 3·2 and use the mean value theorem to obtain
Hence, for every s ∈ [0, t],
and the conclusion follows.
For the remaining estimates we need to fix > 0 and work on the set of initial conditions C = I 0 = (I 10 , I 20 ) : 0 < I 10 I 20 1 I 10 .
All constants will depend on k and . It is interesting to notice that on the set C the norm of vectors can be estimated by any of the two components, that is
We will consider quantities F = F (t; Θ 0 , I 0 ) or F = F (Θ 0 , I 0 ). Asymptotic notations of the type
will be employed. They hold for actions lying on C and it is understood that they hold uniformly with respect to the other variables t ∈ [0, 2kπ] and Θ 0 ∈ R 2 . As an example we observe that the previous proof implies that
This formula as well as (3·7) will be used many times.
3·3. The variational equation
Let us consider the linear system
where ζ is a 4 × 2 matrix satisfying the initial conditions
Here ζ 1 and ζ 2 are 2 × 2 sub-matrices so that ζ = ζ 1 ζ 2 , Id is the 2 × 2 identity matrix and
The theorem on differentiability with respect to initial conditions implies that
To simplify the discussion the matrix JD 2 H will be decomposed in 2 × 2 blocks
The most delicate computations will be those involving Γ and we present the complete computations for this sub-matrix. They are obtained after differentiating twice the Hamiltonian H,
Similar computations lead to
where
The block Γ has the dominant growth and this fact motivates the change of variables
A similar trick was employed in the proof of Lemma 5.1 in [5] . The linear system (3·9) is transformed into
The previous asymptotic expansions imply that the sub-matrices EAE −1 and ∆ are of order |I 0 | −1/3 while EB = − At first sight this result looks rather technical but it is a crucial step in the proof. It implies that the matrix ∂ I0 Θ(2kπ; Θ 0 , I 0 ) is definite negative if I 0 ∈ C and |I 0 | is large enough. To prove this we fix a number µ with 0 < µ < ωkπ and select l * > 0 so that
and
We are assuming I 0 ∈ C and |I 0 | l * . Then
To prove the proposition we need two preliminary results. The first result is concerned with the theory of functions. Given a compact interval [a, b] , the class of functions
. Also, we employ the notation
Lemma 3·5. There exists a number σ > 0, depending only on the function c(θ), such that
Here meas refers to the Lebesgue measure on the real line.
Proof. It is sufficient to prove the result when ρ is small. Let θ * < θ * be the two zeros of c(θ) lying in [0, 2π] . The function c(θ) is 2π-periodic and for small ρ the set c ρ = {θ ∈ R : |c(θ)| < ρ} can be expressed as a disjoint union of open intervals I n and J n satisfying
Note that this is possible because θ * and θ * are simple zeros, c(θ * ) = c(θ * ) = 0, c (θ * ) = −c (θ * ) = 0. Consider the set of integers
and let N = #Λ be its cardinality. Then
leading to the estimate for N ,
The set f −1 (I n ) is an open interval satisfying
A similar inequality holds for f −1 (J n ). Then
This estimate together with (3·10) leads to the conclusion.
The second preliminary result is concerned with the limit of the matrix A(·;
Proof. The limits
are a direct consequence of the asymptotic expansions for these sub-matrices. Moreover, the convergence is uniform in Θ 0 ∈ R 2 . The limit
requires a more careful analysis. The explicit formulas for the coefficients Γ ij reveal that it is enough to prove that
Let us proceed by contradiction and assume the existence of a number δ > 0 and sequences I
We fix a number ρ > 0 such that, for large n,
Here σ is the constant appearing in Lemma 3·5 and C is the bound for Q coming from (3·1). We know, by Lemma 3·3, that the functions θ
The previous lemma implies that the set
ρ.
In consequence
Aρ,n
for large n.
To study the integral on the complement [0, 2kπ]\A ρ,n we first observe that there exists * > 0, depending only on and ρ, such that if n is large enough and t ∈ [0, 2kπ] \ A ρ,n then
Here
2 ) and all functions are evaluated at t. To prove this claim we note that |c(θ
An analogous upper bound can be produced so that * = ρ
Once we know that (3·14) holds, we note that
If we apply (3·2) on the set K * we deduce that, for large n,
This implies that
The inequalities (3·13) and (3·15) are not compatible with the assumption (3·11) and so we have reached a contradiction.
Proof of Proposition 3·4 This is now a direct consequence of the continuous dependence for linear problems. From Gronwall's Lemma we deduce that
where η ∞ is the solution of
and L is a positive constant bounding |A(s;
Id t, η ∞2 (t) = Id the result follows from the previous lemma.
Proof of Theorem 3·1 Fix an integer k 1 and numbers α, β ∈ R with 0 < α < β. We are going to apply the results of Section 2 to the map (Θ 0 , I 0 ) → Ψ k (Θ 0 , I 0 ) = (Θ(2kπ; Θ 0 , I 0 ), I(2kπ; Θ 0 , I 0 )).
First of all we observe that this map is well defined on R 
for each Θ 0 ∈ R 2 . Here we have set, as in Section 2, F (Θ 0 , I 0 ) = Θ(2kπ; Θ 0 , I 0 ) − Θ 0 . In the following, we also use the notation F = (F 1 , F 2 ).
For every ν = (ν 1 , ν 2 ) ∈ N 2 define a i (ν) = 2πν i − 1 2kπω Assume that α < ν2 ν1 < β. We choose ν 1 + ν 2 large enough so that the rectangle
is contained in the cone C ε with ε = min{ Maybe ν * has to be increased in order to get this change of sign. Summarizing, Theorem 2·1 yields three geometrically different solutions of the equation
Accordingly, we have three kT -periodic solutions (Θ(t), I(t)) of the Hamiltonian system (3·6) (recall that T = 2π) such that θ i (kT )−θ i (0) = −2πν i . Going back (via (3·5)) to the system (3·3), and since x i (t) = γI i (t) 1/3 c(θ i (t)), we thus find three kT -periodic solutions (x 1 (t), x 2 (t)) of (3·3) such that x i (t) has exactly ν i zeros on [0, kT [ , for i = 1, 2.
If k 2 and (k, ν 1 , ν 2 ) ∈ N 3 is visible from the origin, we can prove for such solutions the minimality of the period kT in the class NT . Indeed, suppose by contradiction that (x 1 (t), x 2 (t)) is lT -periodic for some l ∈ {1, . . . , k − 1}; then there exist two integers j 1 , j 2 , with j i 1, such that x i (t) has exactly j i zeros on [0, lT [. Moreover, the number of zeros of x i (t) on the interval [0, klT [ is j i k = ν i l. Hence, the point (l, j 1 , j 2 ) ∈ N 3 lies on the segment joining the origin with (k, ν 1 , ν 2 ), contradicting the visibility condition.
Finally, Corollary 2·3 implies that these subharmonics lie in different periodicity classes.
