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Estimation of the freeze-out parameters as the function of rapidity in Pb+Pb collisions at
√
sNN =
72 GeV in the AFTER@LHC project is performed. The conventional hadron resonance gas model
is used for the analysis of the events generated by the UrQMD model. The results indicate that
one may obtain at least 2.5 times increase of baryon chemical potential µB in the forward rapidity
range as compared to the mid-rapidity. The µB values in the rapidity range of 0 < y < 4.5 for
AFTER@LHC are comparable to that covered by the RHIC Beam Energy Scan program. Thus, a
rapidity scan in the AFTER@LHC project provides a complementary approach to study the QCD
phase diagram.
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I. INTRODUCTION
The determination of the phase structure of the strongly-interacting QCD matter is one of the most fundamen-
tal open questions in nuclear physics. The QCD phase diagram is usually expressed in terms of the temperature
T , and the baryon chemical potential µB . The experimental data collected in high-energy heavy-ion collision ex-
periments at the Super Proton Sycnchrotron (SPS), at Relativistic Heavy-Ion Collider (RHIC) and at the Large
Hadron Collider (LHC) provide a strong evidence that a state of matter with partonic degrees of freedom (the
Quark-Gluon Plasma, QGP) is created in such collisions [1–10]. The lattice QCD calculations indicate that there
is a ”smooth” phase transition between the hadronic matter and the QGP at µB = 0, the so-called crossover
transition [11–13]. Theory calculations suggest that in the range of large µB the 1st order phase transition takes
place [14–18], thus the QCD critical point, that separates these two types of the phase transitions, is expected to
exist. However, the corresponding theoretical calculations provide little guidance on the position of the critical
point on the temperature and baryon chemical potential phase diagram - the predictions cover almost the whole
T (µB) plane [19]. Therefore, the search for the critical point of the QCD matter is one of the main motivations
for the ongoing and future experiments on heavy ion collisions (see, e.g., Refs. [20–25]).
The present experimental methods to change T and µB are either to vary the collision energy, or to change the
types of colliding nuclei. However, these approaches have some significant constraints. The available energies
are limited by the accelerator capabilities, see for example the RHIC Beam Energy Scan program phase I and
phase II [21]. The existing observables might be sensitive to the critical point only in it’s closest vicinity, see e.g.
Ref. [26]. Thus, it is possible to miss the critical point in a collision energy scan. Moreover, the amount of the
available statistics decreases significantly with decreasing bombarding energy in the collider mode. This limits
the high-statistics studies to low transverse momenta and only to the most abundant particle species.
In this paper we recall the alternative approach: varying the rapidity interval at a fixed collision energy [27–31].
The topic recently received a renewed interest, the physics discussed include high baryon densities achievable
at the LHC and RHIC in the fragmentation region [32, 33], or searching for critical point signatures through
the rapidity dependence of proton number cumulants [34]. In a rapidity scan one compares the subsystems
corresponding to different rapidity bins and characterizes them by different thermodynamic parameters. In the
simplest corresponding physical picture the rapidity axis is populated at freeze-out by fireballs, each characterized
by thermal parameters, which depend on fireball’s space-time rapidity y
FB
[31]. All fireballs contribute to the
hadron yield spectrum at a given rapidity y. However, the dominant contributions do come from fireballs with
y
FB
' y. Therefore, the y
FB
dependence of thermal parameters at freeze-out translates into the y dependence of
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2the final state hadron chemistry. We provide estimates of the T and µB values reachable at different rapidities
in a fixed target experiment at the LHC - the AFTER@LHC project [35] (see also [36]), by analyzing the hadron
yield chemistry in different rapidity bins using the UrQMD model1 [41, 42]. We compare the outcome with the
results of the analysis of the total rapidity range, and with the energy scan at fixed rapidity y ∼ 0. The goal of
this paper is to answer the question whether a rapidity scan at the AFTER@LHC can be used to change T and
µB by the amount notably larger than the uncertainty of T and µB , and comparable to the amount reachable
in an energy scan at mid-rapidity.
For the measurement of particle yields at larger rapidities proposed in this paper, the ALICE detector has
to successfully operate in a fixed-target mode. Even though ALICE was designed as a collider experiment,
it is well suited for measurements of fixed-target collisions. The ALICE main detector, the Time Projection
Chamber (TPC), has an excellent spatial resolution, and it is capable of measuring thousands of particle tracks
in a collision. Therefore, it is an appropriate tool for recording fixed-target events, where most of the particles
fly together due to large boost.
The STAR experiment provides an example that this is indeed the case. The STAR at the Relativist Heavy
Ion Collider is similar to the ALICE detector in many aspects: it has a similar geometry, the TPC is the
main tracking device, and there is the Time-of-Flight detector installed outside the TPC to improve particle
identification. STAR has performed successful fixed-target measurements of Au-Au collisions using these two
detectors for particle track and primary vertex reconstruction, and the particle identification [43, 44]. STAR
uses a thin gold foil placed at the entrance to the STAR TPC to study collisions at the low-energy range (3
<
√
sNN < 7 GeV), where the operation in a collider mode was unfeasible or unpractical due to a low collision
rate. The STAR Fixed Target program extends the µB range available in RHIC BES and provides good quality
data that can serve as reference measurements for the search of the phase transition and the critical point.
Following its original success, the fixed-target mode is a part of the Beam Energy Scan II program, planned for
2019 and 2020. The positive experience of STAR provides a proof that detector designed for central-rapidity
measurement in the collider mode can work very well in a fixed-target mode.
A fixed target experiment using TeV beams of the Large Hadron Collider exhibits a couple of unique features.
Such an experiment will have a wide kinematic coverage. The collision of 2.76 TeV heavy-ion (for instance Pb)
beam on a fixed target releases a center-of-mass-system (c.m.s.) energy per nucleon pair
√
sNN = 72 GeV. These
collisions occur in a frame with an extremely large Lorentz factor γ ≈ 4.3. Due to the Lorentz boost, the forward
instrumentation of existing LHC detectors provides a mid-rapidity coverage in the c.m.s. For example, the LHCb
experiment with the pseudorapidity coverage of 2 < η < 5 in the laboratory frame would cover the c.m.s. rapidity
of −2.3 . y . 0.7. In the case of the ALICE experiment, the central detector (with |yLab| < 0.9) becomes a
”backward” one in the fixed-target mode, with access to the large absolute value of rapidity in the c.m.s. with
−5.2 . yc.m.s. . −3.4. In general, AFTER@LHC will provide a broad kinematic coverage −5.2 . yc.m.s. . 0.7,
which is not the case in the collider mode.
Particle identification at large rapidity is challenging. However, prior studies have proven that the LHCb
detector has exceptional performance in identifying various hadrons in a broad rapidity range. More specifically,
the LHCb collaboration has reported measurements of identified yields in p+p collisions at
√
s = 0.9 and 7 TeV
in rapidity range of 2 < y . 4.5 for proton/antiproton, K+/K− and pi+/pi− yield ratios, see Tables 8-10 in [45],
as well as the K0S and Λ production measurements in [46]. More recently, the LHCb collaboration reported also
the preliminary results of the antiproton production measurement in a p+He collision in a fixed target mode, at
momenta corresponding to large rapidities (y ' 4− 5), see [47], and [48]. These experimental results prove that
the LHCb is capable of effective hadron identification over a rapidity range of at least 2 . y . 5.
The available luminosity per year is very high, similar to the nominal LHC luminosities, and orders of mag-
nitude larger than that at RHIC in the similar energy range [49]. Such amount of data gives access to rare
probes like heavy quarks – quarkonium [50] and open heavy flavor hadrons. In addition, one can easily change
the atomic mass of the target, which facilitate the system-size dependence study. In general the AFTER@LHC
project will have a broad physics program which includes the high-x frontier, the spin physics at the LHC
(given the installation of the polarized target) and the heavy-ion physics (see, e.g., [49, 51–54] and other publi-
cations and presentations in [35]). These goals can be achieved in a cost effective way, by collecting data in the
fixed-target mode in the existing experiments (LHCb and ALICE) in parallel to the collider-mode operation.
For the study described in this paper, we assume that AFTER@LHC will deliver a sufficiently good particle
identification over a broad rapidity range. This expectation is based on the capabilities of the LHCb and the
1 The UrQMD model has been used before to estimate temperature and baryo-chemical potentials reached during fireball evolution
in different space-time domains [37–40]. These analyses were done for the whole time evolution rather than for the freeze-out as
in this work.
3ALICE detectors. Moreover, the LHCb experiment has already proven that it is capable of registration and
identification of particles, and performing physics measurements in a fixed-target mode [47].
II. RAPIDITY SCAN VS ENERGY SCAN
We perform the estimates of the temperature T , baryo-chemical potential µB , and volume V of the analyzed
systems in two steps. First, we calculate the mean multiplicities of produced particles using the UrQMD
model [41, 42]. Second, we fit the obtained mean multiplicities in a hadron resonance gas (HRG) model. We use
the UrQMD-3.4 model to generate the 10% most central Pb+Pb collisions at the
√
sNN = 72 GeV. The number
of events is Nev ' 2 ∗ 105. The UrQMD is run in the cascade mode, without hydro, for simplicity. The resulting
rapidity distribution for different hadron species with the rapidity steps ∆y = 0.5 is shown in Fig. 1. The ∆y
FIG. 1: (a) Rapidity dependence of particle multiplicities per event generated in the UrQMD model. The order of particle
labels is sorted according to their abundance at y = 0. (b) The same as (a), but normalized to the corresponding value
at mid-rapidity. The particle labels in (b) are sorted according to their abundance in the rapidity interval 2 < y < 2.5.
step is chosen so that it is small enough to catch the forward rapidity increase of the dN/dy for protons, but not
too small so as to have enough statistics for the chosen particles. The increase in dN/dy for protons is very well
seen in the data, see e.g. Refs. [55–58], and is reproduced by the UrQMD, see e.g. Refs. [59, 60]. The particle
set is chosen in order to be able to constrain the HRG parameters in a thermal fit.
In our fits we use the Thermal-FIST [61] thermal model package, previously used in Refs. [62, 63]. A general
description of a HRG model can be found following Refs. [64–66]. For the recent applications of a HRG see
e.g. [67–69], and references therein. We consider only the grand canonical ensemble, thus, we imply that
baryon number B, electric charge Q, and strangeness of the system S, are conserved on average. We assume
no additional interactions between particles in a HRG, therefore excluded-volume [70–72], or van der Waals
interaction effects [73] are omitted. This provides an internal consistency of the procedure since these interactions
are presently omitted in UrQMD as well. We expect strangeness non-equilibrium in small dN/dy bins, therefore,
we do include the γS parameter [74] into fits. Thus, we have six parameters in the HRG - the system temperature
T , the three chemical potentials µB , µQ, µS , the γs, and the radius of the system R. The radius R is related to
the system volume as V = (4/3)piR3. Two chemical potentials, µQ and µS , are constrained for each considered
rapidity bin by the conditions of zero net strangeness 〈S〉 = 0, and by the ratio of electric charge to baryon
charge of 〈Q〉/〈B〉 ' 0.4, as in Pb nuclei. Thus, the number of free parameters is four – T , µB , γs, and R.
The set of the input mean multiplicities should contain all three conserved charges, mesons, baryons, and their
anti-particles. Therefore we choose the following particle set, which satisfies these conditions: pi0, pi±, K0, K±,
p, p¯, Λ, Λ¯, Ξ−, Ξ¯+, Ω−, Ω¯+. A thermal fit requires both mean hadron yields and their uncertainties. The
statistical uncertainty scales with the number of events as 1/
√
Nev, and becomes very small for a large number
of generated events. Therefore, we additionally assume the theoretical systematic uncertainty at the level of 10%
4FIG. 2: (a) Rapidity scan at fixed energy vs energy scan at fixed rapidity (b) The µB as the function of rapidity.
for each UrQMD generated yield. This assumption for uncertainties is comparable to the total experimental
uncertainties reported in the RHIC BES [75], and in the ALICE experiment [76, 77].
Figure 2 (a) shows the T and µB values obtained in the rapidity scan with the step ∆y = 0.5 at fixed energy
(
√
sNN = 72 GeV, open circles), in comparison with the energy scan at the fixed rapidity (0 < y < 0.5, open
triangles). The energy scan corresponds to the RHIC BES program [75]. Note that we use the same mid-
forward-rapidity interval 0 < y < 0.5 in order to compare the energy scan and the rapidity scan in the UrQMD,
while the RHIC BES results correspond to symmetric and narrower interval −0.1 < y < 0.1. In order to point
out this difference we call our UrQMD beam energy scan ”BES”. The dN/dy yields used in the rapidity scan
are those shown in Fig. 1. The particle set for the fit of ”BES” was limited to pi0, pi±, K0, K±, p, p¯, Λ, Λ¯,
i.e. excluding the heavy Ξ−, Ξ¯+ and Ω−, Ω¯+, see discussion of Fig. 3 below. The T and µB values obtained in
the fit to the corresponding rapidity-integrated (4pi) yields at
√
sNN = 72 GeV are shown by the full circle in
Fig. 2 (a). One can see that the integrated yields are similar to an average T and µB obtained in the rapidity
scan in the moderate rapidity interval 0 < y < 3. This is expected since the bulk of hadron production is peaked
at y = 0. The rapidity scan over all rapidities covers almost the same T and µB range as the energy scan at
mid-rapidity.
Figure 2 (b) depicts µB as the function of rapidity. Triangles correspond to the whole particle set shown in
Fig. 1, while circles - to the set without Ξ and Ω as in Fig. 2 (a). The results for the µB appear to be almost
independent on the particle set. It happens, because the UrQMD was constrained to the rapidity distributions
at various energies [59]. The increase of µB with y is caused by the data driven increase of the baryon number
dN/dy and by the decrease of the dN/dy for other particles at large y, see Fig. 1 and Refs. [55–58, 78]. A
similar increase of µB(y) was observed earlier at top RHIC energy of
√
sNN = 200 GeV, and was fitted with a
parabola [30, 31]:
µB(y) = a+ b y
2 , (1)
where the fit parameters were found to be a = 25÷26 MeV and b = 11÷12 MeV. We perform a similar parabolic
fit to the extracted y-dependence of µB at the AFTER@LHC energy, see dotted lines in Fig. 2 (b). We obtain
a = 75.5±5.9, b = 16.6±1.0 for the full particle set, and a = 84.5±3.2, b = 13.9±0.5 for the set without Ξ and
Ω. The a parameter is larger than in [30, 31], because we study a smaller collision energy, see [62, 67, 79, 80].
The b parameter is similar to [30, 31], with an indication for the stronger increase of µB at large y.
The chemical freeze-out temperature, T (y), is approximately constant for the largest part of the rapidity
interval considered, y . 3. Notable temperature changes appear only at larger rapidities, y & 3, as seen in
Fig. 3(a). If the Ξ and Ω UrQMD yields are considered in the thermal fit, then a pronounced peak in the T (y)
dependence is observed at y ' 3.5. This is required to describe these UrQMD yields with the HRG model.
Analysis of the rapidity bin dependence shows that the peak in T (y) is seen if the rapidity step is small enough:
∆y . 2. If ∆y is decreased further below the ∆y = 0.5 currently employed, than the peak for T (y) in Fig. 3 (a)
5FIG. 3: The extracted chemical freeze-out temperature (a) and the χ2 per degree of freedom (b) as the function of
rapidity.
becomes slightly sharper. When the relative amount of Ξ, Ω, and other particles produced by UrQMD as the
function of rapidity will be confirmed or rejected experimentally, then it would ultimately be possible to say
whether the maximum in T (y) is an artifact of the modeling, or a real effect. Note that the notable temperature
changes shown in Fig. 3(a) correlate with a fast increase of χ2/dof at y & 3 [Fig. 3(b)], indicating that the
interpretation of the corresponding large rapidity bins in terms of temperature and baryochemical potential may
be questionable. We note that in prior works it was either assumed that T (y) ' const [28, 29], while the drop of
T has also been reported in [30, 31]. In contrast to our work, the growth of T (y) with rapidity is not observed
in [30, 31]. The reason is that the authors of [30, 31] have enforced a parabolic increase of µB(y), and also
enforced that T is a unique function of µB , such that the T -µB values always lie on the chemical freeze-out
curve. It means that in [30, 31] T always monotonically decreases by construction, as long as µB increases. We
do not employ such a constraint in the present work.
The obtained temperature values are about 20 MeV smaller than the temperatures extracted from fits to
the real data at RHIC and LHC. In that regard one should note that UrQMD contains string excitation and
fragmentation, as well as many-body decays, which result in a Hagedorn-like equation of state in box simula-
tions [81, 82]. The temperature values that we observe, T ∼ 140 MeV, appear to be caused by this property of
the UrQMD model. Correcting for this UrQMD behavior, one arrives at T ∼ 150 − 160 MeV as an estimate
of the chemical freeze-out temperatures, as expected for the AFTER@LHC project from the common T (µB)
freeze-out line [62, 67, 79, 80].
The uncertainties of the HRG parameters result from the assumed 10% systematic uncertainties of the input
multiplicities from the UrQMD. The freedom in choosing the input uncertainties means that the absolute values
of χ2 per degree of freedom depend on this assumption. However, the rapidity dependence of χ2/DoF tell us
how good is the treatment of the neighboring ∆y bins as single fireballs, see Fig. 3 (b), and the discussion in
Appendix. We do note that χ2 values are smaller at small rapidities, and show a rapid increase for large (y > 2.5)
rapidities.
The largest relative increase of µB(y) obtained here for the AFTER@LHC project is a factor of about 5. This
increase is reached between the smallest 0 . y . 0.5 and the largest 4.0 . y . 4.5 considered rapidity bins,
and for the particle set with Ξ and Ω, where this effect is the strongest, see the square symbols in Fig. 2 (b).
However, the χ2(y) of the thermal fit grows fast at y & 3 [Fig. 3 (b)], thus, the interpretation of these large
rapidity bins in terms of the HRG model may be doubtful. Therefore, let us denote the rapidity range, 0 < y < 3,
as the ”conservative” one, and the full considered rapidity range, 0 < y < 4.5, as the ”optimistic” one. The
temperature in the ”conservative” rapidity range is the same for both particle sets, while the µB changes by at
least the factor of 2.5. The change of the µB in the ”optimistic” range is much higher.
We checked that the change of µB with rapidity can be expected to be even stronger in peripheral collisions,
but also with a stronger dependence on the particle set used. The qualitative conclusion from the study of
peripheral collision is similar. Therefore, we limit our study only to the case of the most central collisions for
6clarity.
The rapidity dependence of µB obtained here is determined by the dN/dy spectra produced by UrQMD.
We use the UrQMD model in the cascade mode, without the intermediate hydro stage. Therefore, the main
physics which determines the dN/dy spectra is embedded in the string excitation and fragmentation mechanism
implementation in UrQMD, and in the further transport of the baryon number and strangeness. There are many
parameters which determine these mechanisms in UrQMD. They were fixed by the UrQMD collaboration by
fitting the various existing data at larger and at smaller energies in elementary (hadron-hadron) and heavy-ion
collisions. We do not vary these parameters and use the default ones. It is possible that the precise value of the
relative increase of the baryon chemical potential can differ, if the UrQMD parameters are varied. The variation
of these parameters would require additional assumptions and could break existing agreement of UrQMD with
data, therefore it is not considered here.
The radius R, and the strangeness saturation parameter, γS , behave as expected: they decrease with y,
see Fig. 4. The values of R and γS are between the values obtained for the rapidity-integrated (4pi) multiplicities
FIG. 4: (a) The system radius parameter R, and the strangeness saturation parameter γS (b) as the function of rapidity.
measured in central Pb+Pb and in p+p collisions at the SPS energies [62, 63]. The mid-rapidity values of R
and γS resemble the Pb+Pb collisions, while forward rapidities resemble p+p. This is due to the fact that the
largest amount of particles is produced at mid-rapidity, and their dN/dy drop fast with increasing y, see Fig. 1.
However, the radius parameter (i.e. the system volume) for the most forward considered rapidity bin is still
much larger than that in p+p collisions, see [62, 63].
The rapidity-integrated (4pi) multiplicities give the system radius for the full hadron set (with Ξ and Ω) as
R = 9.73 ± 0.46 fm, while for the set without Ξ and Ω the radius is R = 10.54 ± 0.48 fm. This corresponds
to system volumes of V = 3864 ± 543 fm3 (with Ξ and Ω), and V = 4898 ± 672 fm3 (no Ξ and Ω). The sum
of the volumes obtained from the fits for the rapidity sub-bins is V = 4225 ± 210 fm3 (full hadron set), and
V = 5441± 276 fm3 (no Ξ and Ω). Thus, the volume obtained for the fit of the rapidity integrated yields agrees
with the volume obtained after the sum of the sub-bin volumes. It indicates that the performed ∆y binning is
correct.
The comparison of the rapidity and the energy scan within the UrQMD shows that the rapidity scan within
the interval 0 < y < 3 will deliver the systems, which have temperatures, baryo-chemical potential, volume,
and strangeness content similar to the systems obtained at mid-rapidity. The further increase of rapidity to
3 < y < 4.5 will deliver the systems, which are at similar temperature, with larger baryon content, but with
much less amount of strange particles, and in a smaller volume. The rapid increase of χ2/DoF at rapidities
y & 3.5 suggests that the corresponding y bins have less grounds to be treated in terms of temperature and
baryo-chemical potential, as compared to the rapidity bins at y . 3.5.
7III. SUMMARY
We conclude that the dN/dy scan with Pb+Pb collisions at the
√
sNN = 72 GeV can be used to study systems
which have similar temperatures, but at least a factor 2.5 larger baryon chemical potential in forward rapidity
compared to mid-rapidity. The rapidity scan at the AFTER@LHC covers the majority of the µB range accessible
in the RHIC Beam Energy Scan program.2 Therefore, such a dN/dy study in the AFTER@LHC project will
provide a complementary approach to the QCD phase diagram studies, with all the benefits of a high-luminosity
fixed-target experiment at the LHC.
The integrated luminosity for Pb+Pb collisions at AFTER@LHC is Lint ∼ 1.6nb−1 [49] per year, which
corresponds to ≈11.5 billion minimum bias events. Given the particle yields predicted by the UrQMD, and
assuming even a very conservative value of the reconstruction efficiency of 1% [76, 84] in the ALICE detector,
the measurement precision of all particle species (except for the heaviest and the infrequent Ω¯) yields over the
whole rapidity range considered here will be limited only by the systematic uncertainties. Only the study of
the Ω¯ baryon at the most forward rapidity bin could be a challenge, since the yield from the UrQMD model is
low, and the success will depend on the Ω(Ω¯) reconstruction efficiency available in the fixed-target mode. With
a 4% reconstruction efficiency, and assuming the signal-to-background ratio of 3:1 [76] and the yield per event
predicted by the UrQMD model, it will be possible to measure Ω¯ with 10% relative uncertainty. Thus, the
studies proposed here are definitely within the reach of a single-year Pb+Pb program at the AFTER@LHC.
Appendix
Let us consider a single thermal source at rest [85]. The invariant momentum spectrum of particles radiated
by this source is
E
d3N
d3p
=
dN
dymT dmT dφ
=
gV
(2pi)3
E e−(E−µ)/T , (2)
where E =
√
m2 + p2 = mT cosh(y) is the energy of a particle with mass m and momentum p; y and φ - rapidity
and azimuthal angle of particl’s 4-momentum; mT =
√
m2 + p2T and pT are, respectively, transverse mass and
transverse momentum; g and µ - the degeneracy factor of a particle and the chemical potential; V , T - volume
and temperature of the system. The integration over φ and mT in Eq. (2) yields the rapidity distribution
dN
dy
=
∫
gV
(2pi)3
E e−(E−µ)/TmT dmT dφ =
V
(2pi)2
cosh(y) eµ/T
∫ ∞
m
e−mT cosh(y)/Tm2T dmT
=
gV
(2pi)2
T 3 eµ/T
(
2
[ cosh(y) ]2
+
m
T
2
cosh(y)
+
m2
T 2
)
e−
m
T cosh(y) . (3)
Equation (3) contains the dependence on particle’s mass. We plot it in Fig. 5 for T = 140 MeV, µ = 0, and
m = 140, 494, 938, 1672 MeV, which corresponds, respectively, to pions, kaons, protons, and Ω baryons. One
may see that a single thermal source produces very different rapidity distributions for particles with different
masses. The larger the mass - the narrower is the distribution. Therefore, a selection of a narrow rapidity bin,
and a fit of the particle multiplicities from this bin would produce a temperature and other parameters, which
are different from those of the whole fireball. A mid-rapidity cut would increase the amount of heavy particles
relative to light ones, while forward rapidity cut would decrease it. This behavior is qualitatively similar to
the decrease of γS with rapidity in our analysis of the UrQMD generated output, because strange particles are
heavier than the non-strange.
However, the dN/dy distributions that are produced in experiment (and also in the UrQMD model) are not
from a single thermal source, compare Fig. 1 and Fig. 5. The rapidity distributions from a static thermal
source have a Gaussian-like shape, with the full width at the half maximum ∆y
FB
' 1.6, 1.2, 0.9, 0.7 for
pion, kaon, proton and Ω, correspondingly. In contrast, the UrQMD generated dN/dy distributions have a
2 In the late stages of preparation of this paper an article [83] appeared on arXiv. That paper covers a similar topic and reaches
similar conclusions, but with a different method. Relativistic hydrodynamics is employed in [83] instead of a transport simulation.
In contrast to [83], here we additionally report on the degree of strangeness non-equilibrium and on the size of the system at
freeze-out.
8FIG. 5: Normalized rapidity distribution produced by a single thermal source at T = 140 MeV.
wide plateau at mid-rapidity, dN/dy ∼ const on the interval ∆y  ∆y
FB
. This is the manifestation of a boost
invariance of multiplicity distributions at midrapidity in high energy reactions. It also means that the wide
dN/dy distributions produced by an experiment or by the UrQMD can be approximated with a sum of thermal
fireballs populating the rapidity axis, as was done for
√
sNN = 200 GeV at RHIC in [28–31].
Typically, the HRG model has been applied in two extreme cases as far as the rapidity scan is concerned:
in the full rapidity interval, or for a very narrow mid-rapidity. We propose to treat each sub-bin as a separate
fireball, and decide about the quality of this approximation by looking at the χ2/DoF values. Application of this
procedure is much simpler than the fits of the dN/dy with the sum of the fireballs. The change of the output
HRG parameters in our case will indicate which particles are present at which rapidity, and to what extent the
selected rapidity bin can be treated as a single fireball.
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