Much of the research on bitemporal databases has focused on the modeling of time-related data with either attribute or tuple timestamping. While the attribute-timestamping approach attaches bitemporal data to attributes, the tuple-timestamping approach splits the object's history into several tuples. Although there have been numerous studies on bitemporal data models, there is no work contrasting these two common approaches in terms of system performance and ease of use. In this paper, we compared interval-based attribute-and tuple-timestamped bitemporal data models by running sample queries to measure processing time, and then we evaluated their usability by using the same data.
Introduction
Temporal database researchers have mostly focused on the description of data models to support temporal implementation strategies, efficient temporal query evaluation, temporal data presentation, and data storage. Although a temporal database may store the history of objects, bitemporal database systems support both the history of objects (valid time) and database activity (transaction time). A temporal database system that captures only the history of an object does not save the retroactive and postactive changes. The systems that store only database activities are not capable of preserving the validity period of data values or future data. However, bitemporal databases provide a complete history of both data values and of when those values were changed, by associating data values with facts and by specifying when those facts were valid. In order to model the real world accurately and completely, both time dimensions need to be considered. Auditing is exceptionally important for certain application areas such as insurance, tax, and finance, which can profit from the support of transactions and valid times.
The proposed temporal relational data models are categorized according to the timestamps attached and the time dimension they support. The data that have time-related information are known as temporal data. A timestamp is a time value associated with a data value that might be a temporal element, time interval, or time point. Timestamps may be attached to attributes (attribute-value timestamping) or tuples (tuple timestamping). Whereas the first approach requires nonfirst normal-form (N1NF) relations, the latter uses first normal-form (1NF) relations.
Temporal database researchers have worked extensively for more than three decades; nevertheless, there * Correspondence: canan@cs.deu.edu.tr is no standardized temporal database model by any organization. To the best of our knowledge, in spite of extensive research on bitemporal data models, such as [1] [2] [3] [4] [5] [6] , no work has been conducted that compares these bitemporal data models in terms of system performance and ease of use. In this paper, we will compare and contrast interval-based attribute-and tuple-timestamped bitemporal data models by running sample queries to measure the processing time and we will evaluate their usability using the same data for both approaches.
In the evaluation process, we consider the nested bitemporal relational data model (NBRDM) [6] , with one and two levels of nesting, and Snodgrass's tuple-timestamping model [2] . We compare them with a set of queries to study the performance of the three models. This paper intends to facilitate the implementation and evaluation of bitemporal database models by presenting queries with a time component. The major factors that have the most significant impact on system performance will be identified, and the results of the queries will be analyzed.
The following tasks were conducted in order to resolve which approach is more appropriate for bitemporal databases: 1) implementing three approaches in an object-relational database with the same bitemporal data;
2) introducing six plain English queries and writing them for three approaches; and 3) measuring system performances for all three models. We note that the first approach is more appropriate for bitemporal databases based on the following observations. Attribute timestamping with two levels of nested structure takes longer for queries; nevertheless, one level of nested structure outperforms the tuple-timestamped method. Besides, it is important to note that the nested structure is easier to follow, and therefore it can be preferred as a temporal solution in real-life projects. Moreover, an attribute-timestamping method requires much less space than the tuple-timestamping method.
The paper is organized as follows. Section 2 briefly reviews related work on bitemporal databases. Section 3 introduces interval-based attribute-and tuple-timestamped bitemporal relational data models. Section 4 presents an overview of the system implementations. Section 5 compares three approaches based on the same queries and discusses the system performances of the data models. Section 6 concludes the paper and provides detailed plans for future research.
Related work
Temporal database research has been undertaken extensively since the early 1980s. During this time, numerous temporal extensions to the relational data model and query languages have been proposed. There are two common approaches for extending the relational data model: tuple timestamping and attribute timestamping. The distinction between the two lies in where the timestamps are attached. Whereas tuple timestamping uses the 1NF relations [1, 2, 4, 5] , attribute timestamping requires N1NF relations [3, [6] [7] [8] [9] [10] [11] [12] [13] .
There are three different timestamping representation methods: time point, time interval, and temporal element. The time point references the time domain as a discrete, infinite, countable, linearly ordered set without end points [14] . Clifford made the discreteness assumption in [12] . The time-interval schema represents a domain as the continuous maximum time interval. TSQL2 [15] and IXQL [16] introduced interval-based temporal data models. The temporal element is the finite unions of time intervals; examples of temporal element-based temporal data models are ParaSQL [17] and nested relational tuple calculus [18] .
A taxonomy for classifying databases in terms of valid time and transaction time was developed in [19] .
According to this taxonomy, [8, 12, 13, 20, 21] are valid time (historical), [3] is a transaction time (rollback), and [1, 2, 5, 6, 11] are bitemporal databases. Ben-Zvi proposed the first data model for bitemporal databases. He proposed a temporal query language, indexing, synchronization, concurrency, storage architecture, and its implementation [1] . Snodgrass's temporal model supports transaction and valid times, where tuples are timestamped with either time instants or time intervals [2] . Bhargava and Gadia attached transaction and valid timestamps to attribute values, and relational algebra was defined for their model in [3] . Their proposed model was one of the first to be used as an auditing database system, which also allowed queries and updates to be restructured. The bitemporal conceptual data model (BCDM) forms the basis for the temporal structured query language (TSQL) proposed by Jensen et al. [4] . BCDM is based on a tuple-timestamping approach in which tuples include an implicit attribute value with an ordered pair of integers. Relations in BCDM are in N1NF, since the timestamps associated with the tuples are time units. Therefore, only uniform tuples are supported in BCDM. Atay and Tansel attached bitemporal data to attributes and defined a bitemporal relational algebra as well as a bitemporal relational calculus language for bitemporal data support [6] . They also implemented a string and abstract data-type representation of bitemporal data and developed a preprocessor for translating a bitemporal SQL statement into standard SQL statements in [11] . Most of these implementations use tuple timestamping; however, [20] presented a model that builds valid time support directly into an extensible commercial object-relational database system. Chau and Chittayasothorn's [21] model is another example of the implementation of temporal databases on top of object-relational databases in which attribute timestamping is used. Their model supports four different types of users, which is similar to the concept of context in [6] , except it only supports valid time.
T4SQL was proposed based on the tuple timestamping approach as a new query language in [22] , which operates in multidimensional temporal relations. It allows one to query temporal relations provided with (a subset of) the temporal dimensions of validity, transaction, availability, and event time, according to di?erent semantics. Although any T4SQL query can be translated into an equivalent SQL query, the corresponding SQL queries are more complex, their size is bigger, and their execution is often quite ine?cient.
XML is also a new database model serving as a powerful tool for approaching semistructured data. The hierarchical structure of XML provides a natural environment for the use of temporally grouped [7] or attribute timestamping approaches. The authors in [23] showed that transaction-time, valid-time, and bitemporal database histories can be represented in XML and queried using XQuery without requiring any extensions of the current standards. The study in [24] presented the ArchIS system, which uses XML to support the attribute time-stamping approach; XQuery to express powerful temporal queries, temporal clustering, and indexing techniques for managing the actual historical data in a RDBMS; and SQL/XML for executing the queries on the XML views as equivalent queries on the relational database. The study in [25] performed a comparison of the various temporal XML data models that occur in the literature.
Bitemporal relational data models
In this section, the general concept of attribute-and tuple-timestamped models will be discussed. The NBRDM [6] will be used for the attribute-timestamped approach, whereas Snodgrass's proposed bitemporal model [2] will be used for the tuple-timestamped approach. An atom's and a bitemporal atom's order are equal to zero. The order of a nested bitemporal relation scheme is one more than the order of its tuple scheme. The inductive definitions of bitemporal tuple and nested bitemporal relation schemes were given in [26] .
The nested bitemporal relation schema EMPLOYEE depicted in Table 1 is shown below. DNAME and MANAGER attributes are defined in the DEPARTMENT relation, which makes the EMPLOYEE relation's nesting level two. 
{< [17, 32) , [20, 32) E 3 has disjoint time intervals, from valid time 50 to 60 and transaction time 50 to 58, when she left the company and rejoined. E 3 's return to the company was recorded at transaction time 58 and joined at valid time 60. In addition, 'Kevin Alan' was assigned as employee E 4 's manager at transaction time 20, valid from time 23. However, it was noticed at time 30 that actually 'Kyla Hazel' should have been E 4 's manager. Bitemporal database models are capable of listing any error correction.
Tuple-timestamped model
Bitemporal data models with a tuple-timestamping approach stay within 1NF relations. A bitemporal relation has four additional attributes for each time variant attribute: VT LB and VT UB attribute pairs for the valid time, and TT LB and TT UB attribute pairs for the transaction time. For each update a new tuple is inserted into a bitemporal relation. As a result, data redundancy occurs. If there is more than one time-related attribute, each update increases redundancy extensively. A solution might be to decompose each time-related attributes into separate tables. Nonetheless, the model results in many small relations in the tuple-timestamping approach. Table 1 into tuple-timestamped relations with valid and transaction times, six relations are obtained. Three are listed in Tables 2-4 , and the other three tables are omitted to save space. 
Example 1 After converting the EMPLOYEE table in

Implementation
This section outlines how the attribute-and tuple-timestamped approaches presented in the previous section can be implemented. In order to measure the performance of the aforementioned three bitemporal models, query tests are performed. For each bitemporal model, a hypothetical company database of more than 15 years of past data is utilized. The first implementation database constitutes the EMPLOYEE relation, whose schema is listed in Table 5 (referred to as EMPLOYEE 2 hereafter). The second implementation database is similar to the EMPLOYEE relation, except the level of nesting is equal to 1 (EMPLOYEE 1), as seen in Table 6 . Lastly, the third implementation database is made up of six 1NF tables (EMPLOYEE T), and their schema is depicted in Table 7 . Table 6 . Attribute-timestamped database schema EMPLOYEE 1, one-level nested bitemporal relation.
EMP# ENAME-B ADDRESS-B BIRTH DATE
DEPARTMENT SALARY-B NAME ADDRESS DNAME-B MANAGER-B SALARY DNAME MANAGER The object-relational database's type system allows us to define a BTA as a structured abstract data type. Retrieving or removing a component is allowed in the query expressions. Defined BTA can be used, similarly to other built-in types, in SQL statements.
Nested bitemporal relation
A tuple in a nested bitemporal relation is an instance of the structured type on which the table is defined. Having a set of identical abstract data types in a single tuple actually simulates the attribute timestamping approach with a single-attribute table for each object's time related attributes [6] . Although Table 5 summarizes the nested relation schema EMPLOYEE 2, which has a nesting level equal to two, Table 6 depicts the nested relation schema EMPLOYEE 1 with a nesting level of one. The schema trees of EMPLOYEE 1 and EMPLOYEE 2 are shown in Figures 2 and 3 
MANAGER -B EMP#
SALARY-B DEPARTMENT BIRTH-DATE ADDRESS-B ENAME-B SALARY DNAME-B ADDRESS MANAGER DNAME NAME EMPLOYEE 
Tuple timestamped bitemporal data model
An implementation of a hypothetical company database with the tuple-timestamped approach results in six tables, namely EMP-NAME, EMP-BIRTH, EMP-ADDRESS, EMP-DEPARTMENT, EMP-MANAGER, and EMP-SALARY. Besides EMP-BIRTH, each table has six attributes, which are EMP#, time-related attribute's name, TT LB, TT UB, VT LB, and VT UB. EMP# is employee id, TT LB is the start of transaction time, TT UB shows the end of transaction time, VT LB is the start of valid time, and VT UB is the end of valid time. Because EMP-BIRTH is not time-related, this table has two attributes: employee id and employee birth date in date format. A UML diagram for Snodgrass's model is depicted in Figure 4 . 
EMP-SALARY
Query comparisons
Initially, 10,000 initial tuples and 10 years of data are inserted into bitemporal nested tables and six tupletimestamped 1NF tables. These data reflect typical uses in the existing company's application domain. Generating the initial set of 10,000 data was clearly explained in [11] . Although bitemporal nested tables contain six attributes and 10,000 tuples, the corresponding six tuple-timestamped tables contain a total of 32 attributes and 310,000 tuples. An additional 100,000 and 1,000,000 tuples are inserted into all three tables to compare different approaches, and then the same queries are run.
Queries
This section compares attribute-timestamped (based on EMPLOYEE 2 and EMPLOYEE 1 tables) and tuple-timestamped (based on EMPLOYEE T schema; EMP-BIRTH, EMP-NAME, EMP-ADDRESS, EMP-MANAGER, EMP-DEPARTMENT, and EMP-SALARY tables) approaches for seven English queries. These queries are written in SQL for Oracle 9i. Each query is run five times and the average value is selected. '12.31.9999' is a special constant for representing the infinite upper limit and/or 'now'. This is common practice in other implementations as well. According to the taxonomy in [6] , the queries can be classified as follows: Query 1 is a current context query, Query 2 is a bitemporal context query with a valid time interval, and Queries 3-6 are historical context queries. Query 3 has a valid time interval, Query 4 a transaction time point, Query 5 valid and transaction time intervals, Query 6 a valid time interval and transaction time point, and, finally, Query 7 is a bitemporal context query with join operation. Query 1 selects tuples where DEPARTMENT = 'DEP ID22' and SALARY > 100,000. If the mentioned time-related attributes' valid time upper bounds are equal to '12.31.9999', then it projects the EMP# and NAME attributes. Although all these data are stored in one table in the attribute-timestamping approach, the tuple-timestamping approach requires three tables. Figure 5 shows that the one-level nested approach (EMPLOYEE 1) performs almost the same as the tuple-timestamped approach (EMPLOYEE T) in terms of run time for Query 1.
Query 2 returns the salary values of employees whose timestamps are between the given valid time ranges, i.e. between 01.01.2008 and 01.01.2012. The one-level nested bitemporal relation, EMPLOYEE 1, returned the selected tuples faster than EMPLOYEE 2 and EMPLOYEE T, as illustrated in Figure 6 . Query 3 selects the DEPARTMENT attribute of a particular employee with a valid time interval between '01.01.2010' and '12.12.2012'. The DEPARTMENT bitemporal attribute is on two levels of nesting for the EMPLOYEE table. Because decomposing the DEPARTMENT attribute to one-level requires more time for the two-level nested approach (EMPLOYEE 2), and the tuple-timestamped approach (EMPLOYEE T) joins two tables, the one-level nested approach (EMPLOYEE 1) outperforms the others, as shown in Figure 5 .
Query 4 retrieves the state of a table as of the given time point in the past. The DEPARTMENT attributes' value component equal to 'DEP ID11' is selected. The DEPARTMENT bitemporal attribute is on two levels of nesting for the EMPLOYEE 2 table. Because decomposing DEPARTMENT to one-level requires more time than the EMPLOYEE 2 table, and the tuple-timestamped approach joins two different tables, the one-level nested approach, EMPLOYEE 1, outperforms the others for Query 4, as depicted in Figure 5 . Because the ADDRESS bitemporal attribute is on the same level for both EMPLOYEE 2 and EMPLOYEE 1 tables, it requires the same time for attribute timestamped approaches. However, the tuple-timestamped approach joins the ADDRESS table by itself. Due to excessive redundancy, as seen in Figure 6 , this approach performs weaker.
After these statistics were collected, 100,000 and then 1,000,000 new tuples were inserted into all tables. Figures 7 and 8 illustrate the run times for Query 1 to Query 6 for 100,000 and Figures 9 and 10 for 1,000 ,000, respectively.
Query results
Attribute-timestamped nested bitemporal tables, both two-level (EMPLOYEE 2) and one-level (EMPLOYEE 1), acquired 2,097,152 bytes in segments, and the tuple-timestamped table (EMPLOYEE T) captured 17,039,360 bytes in segments. The latter approach requires 8 times more memory than the other approaches for 10,000 initial data. After inserting an additional 100,000 and 1,000,000 tuples, memory requirements were measured and the following values were retained, as depicted in Table 8 . As can be seen, tuple-timestamped tables ac-quired 15 times more for 100,000 and 30 times more for 1,000,000 memory spaces than the other nested tables, respectively. Statistics are also obtained from Oracle 9i's AUTOTRACE utility and listed in Table A1 in the Appendix. The meaning of these statistical explanations can be found at www.oracle.com. According to these statistics, for the initial 10,000 data in Table A2 in the Appendix, the number of times a buffer was free when visited is lower for Queries 2, 5, and 6 for EMPLOYEE 1, and Queries 1 and 3 for EMPLOYEE T. This means that the buffer is freer in the attribute-timestamping approach. The total number of bytes received was less for EMPLOYEE T tables over Oracle Net Services. The total number of bytes sent was less for the EMPLOYEE 2 table from the foreground processes. The number of times a consistent read was requested for a block was almost the same for EMPLOYEE 1 and EMPLOYEE T tables. Logical reads of database blocks from either the buffer cache or process private memory were higher in the attribute-timestamping approach tables, EMPLOYEE 2 and EMPLOYEE 1. The number of blocks encountered from the buffer cache for scanning was higher in attribute-timestamping approach tables, EMPLOYEE 2 and EMPLOYEE 1. The number of rows that were processed during a scan operation was higher in EMPLOYEE 2. The amount of CPU time used was higher for EMPLOYEE 2, because decomposing from nesting level two to level one takes more time. The amount of CPU time used by a session from the time a user's call starts until it ends is higher for the attribute-timestamping approach tables, EMPLOYEE 2 and EMPLOYEE 1. Database time was higher for EMPLOYEE 2 for Queries 1, 3, 4, and 5. Queries 2 and 6 took the same time for EMPLOYEE 2 and EMPLOYEE T. The nonidle wait count was higher for Queries 1 to 3 in EMPLOYEE 2, and for Queries 4 to 6 in EMPLOYEE T. Again, the attribute-timestamping approach, EMPLOYEE 1, with one-level nesting, outperforms the others. The total number of parse calls is lower with EMPLOYEE 1, whereas it is almost the same with EMPLOYEE 2 and EMPLOYEE T. The number of user calls is the same for all three approaches. Among all three approaches, work area execution is always less with EMPLOYEE 1. Statistics for 100,000 and 1,000,000 are listed in Tables  A3 and A4 , respectively, in the Appendix. EMP-NAME EMP# NAME TT LB TT UB VT LB VT UB EMP-ADDRESS EMP# ADDRESS TT LB TT UB VT LB VT UB EMP-BIRTH EMP# BIRTH DATE EMP-DEPARTMENT EMP# DEPT. TT LB TT UB VT LB VT UB EMP-MANAGER EMP# MANAGER TT LB TT UB VT LB VT UB EMP-SALARY EMP# SALARY TT LB TT UB VT LB VT UB On the basis of these tests, we have come to the following conclusions. Bitemporal/temporal queries have the same complexity for both attribute-and tuple-timestamped approaches. If the query must join tables (as it must in most cases), the one-level nested attribute-timestamped approach outperforms the tuple-timestamped approach. In addition, when the priority is to keep all data together rather than split them into many tables and use memory sparingly, the one-level nested attribute-timestamped approach should be preferred. Nevertheless, if the number of objects is large and a fast response time is the highest priority, then the tuple-timestamped approach might be chosen. Finally, the attribute-timestamped approach, regardless of whether it is two-level or one-level nested, requires less memory than the tuple-timestamped approach.
Conclusion
In this paper, it has been shown that attribute-and tuple-timestamped interval-based bitemporal databases can be implemented in an object-relational database. Both models have been tested to determine which performs better in terms of time and space. In order to demonstrate the implementation of the aforementioned models in this paper, we performed experiments to observe the performance of the models using the same data. The experiment was intended to compare the performance of the two different bitemporal schemas. For instance, if the designer is interested in determining the most cost-effective approach for a given table size, then this study can use the approach that is superior for certain table sizes.
Comparison items included query performance and space requirement. In order to gain insight into each implementation's relative performance, different tasks were evaluated. Each approach has its own advantages and disadvantages. Our test conclusion indicated that the attribute timestamped with more than one level of the nesting method might require slightly more time, because the nested bitemporal relational database creates a separate table for each time-related attribute. In addition, decomposing the nested level requires time. However, the attribute timestamped with the one-level nested approach required less time than the tuple-timestamped approach when the query joined more than one tuple-timestamped table. The attribute-timestamped method used less disk space because the tuple-timestamping method splits the object's history into several tables. If every time-related attribute is separated into different tables and queries need to join these tables, then the tuple-timestamping run time is higher. On the other hand, tuple timestamping results in a significant amount of redundancy if every time-related attribute is in the same table.
Database management query languages and systems will eventually include bitemporal data management as an integral part. Some commercial DBMS software products have included limited bitemporal support. We believe that this work will influence the design and implementation decisions of bitemporal relational databases.
Future work includes the study of generating benchmark data and queries for bitemporal databases. 
