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1 Introduction
In this paper and [17], we discuss a fractional Hardy–He´non equation
(−∆)su = |x|`|u|p−1u in RN (1.1)
and throughout this paper, we always assume the following condition on s, `, p,N :
0 < s < 1, ` > −2s, p > 1, N ≥ 1, N > 2s. (1.2)
In (1.1), (−∆)s is the fractional Laplacian, which is defined for any ϕ ∈ C∞c (RN ) by
(−∆)sϕ(x) := CN,sP.V.
∫
RN
ϕ(x)− ϕ(y)
|x− y|N+2s dy = CN,s limε→0
∫
|x−y|>ε
ϕ(x)− ϕ(y)
|x− y|N+2s dy
1
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for x ∈ RN where P.V. stands for the Cauchy principal value integral,
CN,s := 2
2ss(1− s)pi−N2 Γ(
N+2s
2 )
Γ(2− s) (1.3)
and Γ(z) is the gamma function.
This paper and [17] are motivated by [5, 7, 14, 16] and we shall study the existence and
nonexistence of stable solutions to (1.1). Farina [14] studied (1.1) in the case s = 1, ` = 0 and
N ≥ 2 and he showed the existence (p ≥ pc(N)) and nonexistence (1 < p < pc(N)) of stable
(resp. stable outside a compact set) solutions where the Joseph–Lundgren exponent pc(N) is
defined by
pc(N) :=

(N − 2)2 − 4N + 8√N − 1
(N − 2)(N − 10) if N ≥ 11,
∞ if 1 ≤ N ≤ 10.
Next, Dancer, Du and Guo [5, Theorem 1.2] and Wang and Ye [21, Theorem 1.7] studied the
case ` > −2 and N ≥ 2 and showed the existence and nonexistence of stable and finite Morse
index solutions in H1loc(RN )∩L∞loc(RN ). We remark that in [21], they treated the weaker class
of solutions than those in H1loc(RN ) ∩ L∞loc(RN ). The threshold on p is given by
p+(N, `) :=

(N − 2)2 − 2(`+ 2)(`+N) + 2√(`+ 2)3(`+ 2N − 2)
(N − 2)(N − 4`− 10) if N > 10 + 4`,
∞ if 2 ≤ N ≤ 10 + 4`.
On the other hand, the case s = 1/2, ` = 0 and N ≥ 2 was treated in Chipot, Chleb´ık,
Fila and Shafrir [2] as an extension problem and it is shown that there exists a positive radial
solution to (1.1) for p ≥ N+1N−1 = pS(N, 0) where pS(N, `) is defined in (1.6). Harada [16]
considered the same case s = 1/2, ` = 0 and N ≥ 2, introduced the notion corresponding to
the Joseph–Lundgren exponent pc(N) and proved the existence of a family of layered positive
radial solutions when p is the Joseph–Lundgren supercritical or critical. In [16], the subcritical
case is also treated. Da´vila, Dupaigne and Wei [7] dealt with the case ` = 0 and 0 < s < 1, and
proved the existence and nonexistence of stable (resp. stable outside a compact set) solutions
of (1.1). We remark that in [7], they treated solutions u ∈ C2σ(RN )∩L1(RN , (1+|x|)−N−2sdx)
(the sign of the weight in [7, Theorem 1.1] might be a missprint) where σ > s and
Lq(RN , w(x)dx) :=
{
u : RN → R
∣∣∣∣∣ ‖u‖Lq(RN ,w(x)dx) :=
(∫
RN
|u(x)|qw(x) dx
) 1
q
<∞
}
.
However, in order to make their argument work, it seems appropriate to assume u ∈ C2σ(RN )∩
L2(RN , (1 + |x|)−N−2sdx). For this point, see Remark 2.4 and [7, Lemmata 2.1–2.4]. Notice
that L2(RN , (1 + |x|)−N−2sdx) ⊂ L1(RN , (1 + |x|)−N−2sdx) since (1 + |x|)−N−2s ∈ L1(RN ).
We also refer to Li and Bao [19] for the study of positive solutions of (1.1) with singularity
at x = 0 in the case −2s < ` ≤ 0 and 1 < p ≤ pS(N, `).
The aim of this paper and [17] is to extend the results of [7, 16] into the case ` 6= 0 and
established the result which is a fractional counterpart of [5]. In this paper, we establish the
nonexistence result. On the other hand, in [17], we will consider the existence result and
study properties of solutions.
We first introduce the notation of solutions of (1.1).
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Definition 1.1.Suppose (1.2). We say that u is a solution of (1.1) if u satisfies u ∈ Hsloc(RN )∩
L∞loc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx) and
〈u, ϕ〉H˙s(RN ) =
∫
RN
|x|`|u|p−1uϕdx for all ϕ ∈ C∞c (RN ) (1.4)
where
〈u, ϕ〉H˙s(RN ) :=
CN,s
2
∫
RN×RN
(u(x)− u(y))(ϕ(x)− ϕ(y))
|x− y|N+2s dx dy (1.5)
and CN,s is the constant defined by (1.3). Remark that |x|`|u(x)|p−1u(x) ∈ L1loc(RN ) due to
u ∈ L∞loc(RN ) and (1.2). For Ω ⊂ RN , we also set
‖u‖H˙s(Ω) :=
(
CN,s
2
∫
Ω×Ω
|u(x)− u(y)|2
|x− y|N+2s dx dy
) 1
2
.
Remark 1.1. In Section 2, we will see that
1. 〈u, ϕ〉H˙s(RN ) ∈ R for any u ∈ Hsloc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx) and ϕ ∈ C∞c (RN ).
2. we may replace C∞c (RN ) in Definition 1.1 by C1c (RN ).
3. our solution u satisfies (1.1) in the distribution sense, that is,∫
RN
u (−∆)s ϕdx = 〈u, ϕ〉H˙s(RN ) =
∫
RN
|x|`|u|p−1uϕdx for every ϕ ∈ C∞c (RN ).
For the details, see Lemma 2.1.
In order to state our main result and for later use, following [7], we introduce some
notation. We put
BR :=
{
x ∈ RN ∣∣ |x| < R } , SR := ∂BR = {x ∈ RN | |x| = R } ,
B+R :=
{
(x, t) ∈ RN+1+
∣∣∣ |(x, t)| < R } , S+R := ∂B+R = { (x, t) ∈ RN+1+ ∣∣∣ |(x, t)| = R } ,
and BcR := RN \BR. For N ≥ 1, s ∈ (0, 1) and ` > −2s, we write
pS(N, `) :=
N + 2s+ 2`
N − 2s ∈ (1,∞). (1.6)
Note that pS(N, 0) corresponds to the critical exponent of the fractional Sobolev inequality
Hs(RN ) ⊂ LpS(N,0)(RN ). Next, for α ∈ [0, (N − 2s)/2), we set
λ(α) := 22s
Γ(N+2s+2α4 ) Γ(
N+2s−2α
4 )
Γ(N−2s−2α4 ) Γ(
N−2s+2α
4 )
. (1.7)
It is known that
the function α 7→ λ(α) is strictly decreasing (1.8)
and λ(α) → 0 as α ↗ (N − 2s)/2 (see, e.g. Frank, Lieb and Seiringer [15, Lemma 3.2] and
Da´vila, Dupaigne and Montenegro [6, Appendix]).
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Remark 1.2. Let vα(x) := |x|−(
N−2s
2
−α) for 0 ≤ α < N−2s2 . According to Fall [10, Lemma
4.1], the constant λ(α) appears in the equation
(−∆)αvα = λ(α)|x|−2svα in RN .
Finally, we prepare the notation of stable and stable outside a compact set:
Definition 1.2. Let u ∈ Hsloc(RN ) ∩ L∞loc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx) be a solution of
(1.1). We say that u is stable if u satisfies
p
∫
RN
|x|`|u|p−1ϕ2 dx ≤ ‖ϕ‖2
H˙s(RN ) for every ϕ ∈ C∞c (RN ). (1.9)
On the other hand, u is called stable outside a compact set if there exists an R0 ≥ 0 such that
p
∫
RN
|x|`|u|p−1ϕ2 dx ≤ ‖ϕ‖2
H˙s(RN ) for every ϕ ∈ C∞c (RN \BR0). (1.10)
Finally, a solution u is said to have a Morse index equal to K provided K is the maximal
dimension of subspaces X ⊂ C∞c (RN ) with
‖ϕ‖2
H˙s(RN ) − p
∫
RN
|x|`|u|p−1ϕ2 dx < 0 for each ϕ ∈ X \ {0}.
Remark 1.3.
1. By a density argument, in Definition 1.2, we may replace C∞c (RN ) and C∞c (RN \BR0)
by C1c (RN ) and C1c (RN \ BR0). In addition, (1.10) remains true for ϕ ∈ C1c (RN ) with
ϕ ≡ 0 on BR0 .
2. As in [14, Remark 1], we may check that if a solution u has a finite Morse index, then
u is stable outside a compact set.
The following is a main result of this paper:
Theorem 1.1. Suppose (1.2) and let u ∈ Hsloc(RN )∩L∞loc(RN )∩L2(RN , (1 + |x|)−N−2sdx) be
a solution of (1.1) which is stable outside a compact set.
(i) If 1 < p < pS(N, `), then u ≡ 0.
(ii) If p = pS(N, `), then u has finite energy, that is
‖u‖2
H˙s(RN ) =
∫
RN
|x|`|u|p+1 dx < +∞.
Furthermore, if u is stable, then u ≡ 0.
(iii) If pS(N, `) < p with
p λ
(
N − 2s
2
− 2s+ `
p− 1
)
> λ(0), (1.11)
then u ≡ 0, where λ(α) is the function given by (1.7).
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As mentioned in the above, it might be necessary to suppose u ∈ L2(RN , (1+ |x|)−N−2sdx)
in [7]. Taking this point into consideration, we succeed to extend the nonexistence part of [7]
into the case ` 6= 0. Furthermore, Theorem 1.1 may be regarded as a fractional version of a
part of [5, Theorem 1.2]. On the other hand, when pS(N, `) < p holds and (1.11) fails to hold,
then we will show the existence of stable solutions in [17] and observe the properties of those
solutions. By Remark 1.3, Theorem 1.1 asserts also that there is no solution of (1.1) with finite
Morse index when 1 < p < pS(N, `) or pS(N, `) < p with (1.11). When p = pS(N, `), we find
that any solution of u of (1.1) with finite Morse index satisfies u ∈ H˙s(RN )∩Lp+1(RN , |x|`dx).
The proof of Theorem 1.1 is basically similar to [7]. However, in [7], they use the fact
that solutions are of class C1 or smooth, for instance, see [7, the proofs of Theorem 1.1 for
1 < p ≤ pS(n) and Theorem 1.4, and at the end of proof of Theorem 1.1 for pS(n) < p]. On
the other hand, (1.1) contains the term |x|` and especially in the case ` < 0, solutions of (1.1)
are not of class C1 at the origin. Therefore, we need some modifications in the argument. In
this paper, we first prove a local Pohozaev type identity as in Fall and Felli [11] and exploit
it to show Theorem 1.1 for 1 < p ≤ pS(N, `). In addition, to show the motonicity formula
(Lemma 4.2), we use the idea in [11, section 3] where they studied the Almgren type frequency.
This paper is organized as follows. In subsection 2.1, we investigate the properties of the
s-harmonic extension of functions in Hsloc(RN ) ∩L1(RN , (1 + |x|)−N−2sdx), that is, functions
satisfying the extension problem. Subsection 2.2 is devoted to the proof of local Pohozaev
identity and the energy estimate is done in subsection 2.3. Section 3 is a proof of Theorem
1.1 for 1 < p ≤ pS(N, `) and in section 4, we deal with the case pS(N, `) < p.
2 Preliminaries
This section is divided into three subsections. In subsection, 2.1 we show properties of func-
tions which belong to Hsloc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx), and give a relationship between
a solution u of (1.1) and s-harmonic functions. In subsection 2.2, we recall local regularity
estimates for the extension problem. This estimate is useful to establish the Pohozaev identity
in Proposition 2.2. Furthermore, applying an argument similar to the one in [7], we also give
energy estimates for solutions of (1.1) in subsection 2.3.
Throughout this paper, by the letter C we denote generic positive constants and they may
have different values also within the same line. Furthermore, we write X := (x, t) ∈ RN+1+ .
2.1 Remark on notion of weak solutions
We first prove properties of functions which belong to Hsloc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx).
Lemma 2.1. Let u ∈ Hsloc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx). Then the following hold.
(i) For any ψ ∈ C∞c (RN ), 〈u, ψ〉H˙s(RN ) ∈ R and∣∣∣〈u, ψ〉H˙s(RN )∣∣∣
≤ C(N, s)
{
‖u‖Hs(B2R)‖ψ‖Hs(B2R) + ‖u‖L1(RN ,(1+|x|)−N−2sdx)‖ψ‖L1(B2R)
} (2.1)
where suppψ ⊂ BR with R ≥ 1 and C(N, s) is a constant depending on N and s.
In addition, let ϕ1 ∈ C∞c (RN ) with ϕ1(x) ≡ 1 in B1 and ϕ1(x) ≡ 0 in Bc2, and set
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ϕn(x) := ϕ1(n
−1x). Then for any ψ ∈ C∞c (RN ),
〈ϕnu, ψ〉H˙s(RN ) → 〈u, ψ〉H˙s(RN ) as n→∞.
In particular,
〈u, ψ〉H˙s(RN ) =
∫
RN
u(−∆)sψ dx for each ψ ∈ C∞c (RN ). (2.2)
(ii) Put
Ps(x, t) := pN,s
t2s
(|x|2 + t2)N+2s2
, U(x, t) := (Ps(·, t) ∗ u)(x) (2.3)
where pN,s > 0 is chosen so that ‖Ps(·, t)‖L1(RN ) = 1. Then
− div (t1−2s∇U) = 0 in RN+1+ , U(x, 0) = u(x), U ∈ H1loc (RN+1+ , t1−2sdX) (2.4)
and for each ψ ∈ C∞c (RN+1+ ) with ∂tψ(x, 0) = 0,
− lim
t→+0
∫
RN
t1−2s∂tU(x, t)ψ(x, t) dx = κs
∫
RN
u(x)(−∆)sψ(x, 0) dx
= κs 〈u, ψ(·, 0)〉H˙s(RN ) .
(2.5)
Here
H1loc
(
RN+1+ , t1−2sdX
)
:=
{
V : RN+1+ → R
∣∣∣∣∣
∫
B+R
t1−2s
{|∇V |2 + V 2} dX <∞ for all R > 0}
and
κs :=
Γ(1− s)
22s−1Γ(s)
. (2.6)
Remark 2.1.
1. In Lemma 2.2 and Remark 2.2, we will see that (2.5) holds for every ψ ∈ C∞c (RN+1+ ) if
we assume that u is a solution of (1.1).
2. Here we collect properties on the Poisson kernel Ps(x, t). For the properties below, see,
for instance, [3,9,11,12,18]. First of all, it is known that the Fourier transform of Ps(x, t)
is given by P̂s(ξ, t) = θ0 (2pi|ξ|t) where
v̂(ξ) :=
∫
RN
v(x)e−2piix·ξ dx for v ∈ L1(RN ),
θ0(t) :=
2
Γ(s)
(
t
2
)s
Ks(t), θ
′′
0 +
1− 2s
t
θ′0 − θ0 = 0 in (0,∞), θ0(0) = 1,
Ks(t) is the modified Bessel function of the second kind with order s and
κs =
∫ ∞
0
t1−2s
{
(θ′0(t))
2 + θ20(t)
}
dt =
Γ(1− s)
22s−1Γ(s)
.
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By these properties, it is possible to prove that for each v ∈ Hs(RN ),∫
RN+1+
t1−2s |∇(Ps(·, t) ∗ v)(x)|2 dX = κs
∫
RN
(
4pi2|ξ|2)s |v̂(ξ)|2 dξ = κs‖v‖2H˙s(RN )
and for U(x, t) = (Ps(·, t) ∗ u)(x) and u ∈ H˙s(RN ),∫
RN+1+
t1−2s|∇U |2 dX = κs‖u‖2H˙s(RN ). (2.7)
Furthermore, for each ζ ∈ C1c (RN+1+ ),
κs‖ζ(·, 0)‖2H˙s(RN ) =
∫
RN+1+
t1−2s|∇(Ps(·, t) ∗ ζ(·, 0))(x)|2 dX ≤
∫
RN+1+
t1−2s|∇ζ|2 dX.
(2.8)
Finally, for ϕ ∈ C∞c (RN ),
− lim
t→+0
t1−2s∂t (Ps(·, t) ∗ ϕ) (x) = κs (−∆)s ϕ(x) for any x ∈ RN .
Proof of Lemma 2.1. (i) We first show 〈u, ψ〉H˙s(RN ) ∈ R and (2.1). Let ψ ∈ C∞c (RN ) with
suppψ ⊂ BR and R ≥ 1. Since ψ ≡ 0 on BcR and |x− y| ≥ |y|/2 for x ∈ BR and y ∈ Bc2R, we
see from R ≥ 1 that
1 + |y|
|x− y| ≤ 2
1 + |y|
|y| ≤ 4 for each x ∈ BR and y ∈ B
c
2R
and ∫
RN×RN
|u(x)− u(y)| |ψ(x)− ψ(y)|
|x− y|N+2s dx dy
=
(∫
B2R×B2R
+2
∫
B2R×Bc2R
)
|u(x)− u(y)| |ψ(x)− ψ(y)|
|x− y|N+2s dx dy
≤ 2
CN,s
‖u‖H˙s(B2R)‖ψ‖H˙s(B2R)
+ 2
∫
B2R
dx
∫
|y|≥2R
(|u(x)|+ |u(y)|) |ψ(x)| (1 + |y|)−N−2s
(
1 + |y|
|x− y|
)N+2s
dy
≤ 2
CN,s
‖u‖H˙s(B2R)‖ψ‖H˙s(B2R)
+ C(N, s)
∫
B2R
dx
∫
|y|≥2R
(|u(x)|+ |u(y)|) |ψ(x)|(1 + |y|)−N−2s dy
≤ 2
CN,s
‖u‖H˙s(B2R)‖ψ‖H˙s(B2R)
+ C(N, s)
{
‖u‖L2(B2R)‖ψ‖L2(B2R) + ‖ψ‖L1(B2R)‖u‖L1(RN ,(1+|x|)−N−2sdx)
}
where CN,s is the constant given by (1.3). Since ‖u‖Hs(B2R) < ∞ due to u ∈ Hsloc(RN ), we
observe that 〈u, ψ〉H˙s(RN ) ∈ R and (2.1) holds.
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The assertion 〈ϕnu, ψ〉H˙s(RN ) → 〈u, ψ〉H˙s(RN ) as n → ∞ follows from (2.1) and ‖ϕnu −
u‖L1(RN ,(1+|x|)−N−2sdx) → 0.
Finally we prove (2.2). We remark that due to Fall and Weth [13, Lemma 2.1] and
suppψ ⊂ BR, there exists a CR > 0 such that
|(−∆)sψ(x)| ≤ CR
‖ψ‖C2(RN )
(1 + |x|)N+2s for all x ∈ R
N .
Therefore,
∫
RN u(−∆)sψ dx ∈ R by u ∈ L1(RN , (1 + |x|)−N−2sdx). Since ϕnu ∈ Hs(RN ) and
(4pi2|ξ|2)sψ̂(ξ) ∈ L2(RN ), it follows from the Plancherel theorem, Di Nezza, Palatucci and
Valdinoci [9, Proposition 3.4] and the dominated convergence theorem that
〈u, ψ〉H˙s(RN ) = limn→∞ 〈ϕnu, ψ〉H˙s(RN )
= lim
n→∞<
∫
RN
(
4pi2|ξ|2)s ϕ̂nu(ξ)ψ̂(ξ) dξ
= lim
n→∞
∫
RN
ϕnu (−∆)s ψ dx =
∫
RN
u (−∆)s ψ dx.
Hence, (i) holds.
(ii) Notice that U is well-defined thanks to u ∈ L1(RN , (1 + |x|)−N−2sdx). We prove
(2.4). The assertion −div(t1−2s∇U) = 0 in RN+1+ follows from the fact −div(t1−2s∇Ps) = 0
in RN+1+ . It is also easily seen that Ps(x, t) → δ0 as t → +0, hence, U(x, 0) = u(x) for
u ∈ C∞c (RN ). For general u ∈ Hsloc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx), the assertion follows
from U ∈ H1loc(RN+1+ , t1−2sdX) (this will be proved below) and the existence of the trace
operator H1loc(R
N+1
+ , t
1−2sdX)→ Hsloc(RN ) (see, for instance, Demengel and Demengel [8]).
In order to prove U ∈ H1loc(RN+1+ , t1−2sdX), we will show U ∈ H1(BR × (0, R), t1−2sdX)
for each R > 0. To this end, let ϕ1 be as in (i), n0 > 2R and write
U(x, t) = (Ps(·, t) ∗ u)(x) = (Ps(·, t) ∗ (ϕn0u+ (1− ϕn0)u))(x) =: U1(x, t) + U2(x, t).
For U1, we have ∇U1 ∈ L2(RN+1+ , t1−2sdX) due to ϕn0u ∈ Hs(RN ) and Remark 2.1. In
addition, Young’s inequality and the fact ‖Ps(·, t)‖L1(RN ) = 1 imply∫ R
0
dt
∫
RN
t1−2s (Ps(·, t) ∗ (ϕn0u)(x))2 dx ≤
∫ R
0
t1−2s‖Ps(·, t)‖2L1(RN )‖ϕn0u‖2L2(RN ) dt
= CR,s‖ϕn0u‖2L2(RN ).
Hence, U1 ∈ H1(BR × (0, R), t1−2sdX) for every R > 0.
On the other hand, for U2, thanks to n0 > 2R, we may write as
U2(x, t) = pN,s
∫
|y|≥2R
t2s
(|x− y|2 + t2)N+2s2
(1− ϕn0(y))u(y) dy.
Noting |x− y| ≥ |y|/2 for all |y| ≥ n0 and |x| ≤ R, we see that
|U2(x, t)| ≤ Ct2s
∫
|y|≥n0
|u(y)|(1 + |y|)−N−2s
(
1 + |y|
|x− y|
)N+2s
dy ≤ Ct2s‖u‖L1(RN ,(1+|x|)−N−2sdx)
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and that
|∇U2(x, t)| ≤ C
∫
|y|≥n0
(
t2s−1
|x− y|N+2s +
t2s
|x− y|N+1+2s
)
|u(y)| dy
≤ C‖u‖L1(RN ,(1+|x|)−N−2sdx)
(
t2s−1 + t2s
)
for all (x, t) ∈ BR × (0, R). This yields U2 ∈ H1(BR × (0, R), t1−2sdX), which implies U =
U1 + U2 ∈ H1loc
(
RN+1+ , t1−2sdX
)
.
Next we prove (2.5). Let ψ ∈ C∞c (RN+1+ ) with suppψ ⊂ BR/2 × [0, R] and ∂tψ(x, 0) = 0.
Then, by (2.3) and Fubini’s theorem, we have
−
∫
RN
t1−2s∂tU(x, t)ψ(x, t) dx = −t1−2s
∫
RN
∂t
(∫
RN
pN,st
2su(y)
(|x− y|2 + t2)N+2s2
dy
)
ψ(x, t) dx
= −t1−2s
∫
RN
∂t
[∫
RN
pN,st
2sψ(x, t)
(|x− y|2 + t2)N+2s2
dx
]
u(y) dy
+ t1−2s
∫
RN
[∫
RN
pN,st
2s∂tψ(x, t)
(|x− y|2 + t2)N+2s2
dx
]
u(y) dy
=
∫
RN
(
I1(y, t) + I2(y, t)
)
u(y) dy
(2.9)
where
I1(y, t) := −t1−2s∂t
[∫
RN
pN,st
2sψ(x, t)
(|x− y|2 + t2)N+2s2
dx
]
,
I2(y, t) := t
1−2s
∫
RN
pN,st
2s∂tψ(x, t)
(|x− y|2 + t2)N+2s2
dx.
From ψ(x, 0) ∈ C∞c (RN ) and Remark 2.1, we observe that
− lim
t→+0
t1−2s∂t(Ps(·, t) ∗ ψ(·, 0))(x) = κs(−∆)sψ(x, 0) for x ∈ RN . (2.10)
Notice also that
I1(y, t)
= − t1−2s
{
∂t
[∫
RN
pN,st
2s (ψ(x, t)− ψ(x, 0))
(|x− y|2 + t2)N+2s2
dx
]
+ ∂t
[∫
RN
pN,st
2sψ(x, 0)
(|x− y|2 + t2)N+2s2
dx
]}
= − I3(y, t)− t1−2s∂t(Ps(·, t) ∗ ψ(·, 0))(y)
(2.11)
where
I3(y, t) := −t1−2s∂t
[∫
RN
pN,st
2s (ψ(x, t)− ψ(x, 0))
(|x− y|2 + t2)N+2s2
dx
]
.
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Thus, if we may prove that for all y ∈ RN
lim
t→+0
(
|I2(y, t)|+ |I3(y, t)|
)
= 0 strongly in L∞(RN ), (2.12)
|I2(y, t)|+ |I3(y, t)|+ |t1−2s∂t(Ps(·, t) ∗ ψ(·, 0))(y)| ≤ C|y|−N−2s
for each |y| ≥ 2R and t ∈ (0, 1], (2.13)
then we have (2.5) by applying the dominated convergence theorem with u ∈ Hsloc(RN ) ∩
L1(RN , (1 + |x|)−N−2sdx), and (2.10)–(2.13) to (2.9).
We first deal with (2.12). Recall that suppψ ⊂ BR and ∂tψ(x, 0) ≡ 0. Then,
ψ(x, t)− ψ(x, 0)
t
=
∫ 1
0
∂tψ(x, tθ) dθ =
∫ 1
0
∂tψ(x, tθ)− ∂tψ(x, 0) dθ =: Ψ(x, t) ∈ C∞(RN+1+ ),
Ψ(x, 0) = 0, |Ψ(x, t)| ≤ ϕR(x)t, |∂tΨ(x, t)| ≤ ϕR(x) for each (x, t) ∈ RN × [0, 1]
where ϕR ∈ Cc(B3R/2). Hence, we observe from (|x− y|2 + t2)1/2 ≥ t that
|I3(y, t)|
=
∣∣∣∣∣t1−2s∂t
[∫
RN
pN,st
1+2sΨ(x, t)
(|x− y|2 + t2)N+2s2
dx
]∣∣∣∣∣
≤ C
∫
RN
t
∣∣∣∣∣ Ψ(x, t)(|x− y|2 + t2)N+2s2
∣∣∣∣∣ dx+ t2
∫
RN
∣∣∣∣∣ pN,s∂tΨ(x, t)(|x− y|2 + t2)N+2s2
∣∣∣∣∣ dx
+ Ct2
∫
RN
∣∣∣∣∣ Ψ(x, t)(|x− y|2 + t2)N+2s2 + 12
∣∣∣∣∣ dx
≤ C
∫
RN
t2
ϕR(x)
(|x− y|2 + t2)N+2s2
dx = t2−2s
∫
RN
ϕR(y − tz)
(|z|2 + 1)N+2s2
dz ≤ C‖ϕR‖L∞(RN )t2−2s
(2.14)
where C > 0 is independent of y ∈ RN . Hence, I3(·, t)→ 0 in L∞(RN ) as t→ 0.
Since |∂tψ(x, t)| ≤ tϕR(x) for all (x, t) ∈ RN × [0, 1] due to ∂tψ(x, 0) = 0, in a similar way,
we can check that I2(·, t)→ 0 in L∞(RN ) as t→ 0 and (2.12) holds.
Next, we treat (2.13). Let |y| ≥ 2R and consider I3. Noting |x− y| ≥ |y| − |x| ≥ |y|/4 for
all |y| ≥ 2R and |x| ≤ 3R/2, by (2.14) we see that
|I3(y, t)| ≤ C
∫
RN
t2ϕR(x)
(|x− y|2 + t2)N+2s2
dx
≤ C
∫
|x|≤3R/2
t2‖ϕR‖L∞(RN )|x− y|−N−2s dx ≤ Ct2|y|−N−2s.
(2.15)
In a similar way, we may prove
|I2(y, t)| ≤ Ct2|y|−N−2s. (2.16)
Furthermore, applying the change of variables and the integration by parts and noting suppψ ⊂
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BR, we obtain
t1−2s∂t(Ps(·, t) ∗ ψ(·, 0))(y) = t1−2s∂t
[∫
RN
pN,sψ(y − tz, 0)
(|z|2 + 1)N+2s2
dz
]
= −t1−2s
∫
RN
pN,s∇yψ(y − tz, 0) · z
(|z|2 + 1)N+2s2
dz
=
∫
|x|≤R
pN,s∇xψ(x, 0) · (x− y)
(|x− y|2 + t2)N+2s2
dx
= −
∫
|x|≤R
pN,sψ(x, 0)divx
[
x− y
(|x− y|2 + t2)N+2s2
]
dx.
(2.17)
Since it is easily seen that for |y| ≥ 2R∫
|x|≤R
|ψ(x, 0)|
∣∣∣∣∣divx
[
x− y
(|x− y|2 + t2)N+2s2
]∣∣∣∣∣ dx ≤ C
∫
|x|≤R
|x− y|−N−2s dx ≤ C|y|−N−2s,
by (2.17), we have ∣∣t1−2s∂t (Ps(·, t) ∗ ψ(·, 0)) (y)∣∣ ≤ C|y|−N−2s.
This together with (2.15) and (2.16) implies (2.13), which completes the proof of Lemma 2.1.
Applying Lemma 2.1, we have the following.
Lemma 2.2. Let u ∈ Hsloc(RN )∩L∞loc(RN )∩L1(RN , (1 + |x|)−N−2sdx) be a solution of (1.1)
under (1.2), and U be the function given in (2.3). Then∫
RN+1+
t1−2s∇U · ∇ψ dX = κs
∫
RN
|x|`|u|p−1uψ(x, 0) dx = κs 〈u, ψ(·, 0)〉H˙s(RN ) (2.18)
for every ψ ∈ C1c (RN+1+ ) where κs is the constant given in (2.6).
Remark 2.2. Since U ∈ C∞(RN+1+ ), by (2.4), (2.18) and the integration by parts, for every
ψ ∈ C∞c (RN+1+ ), we have
− lim
τ→+0
∫
RN
τ1−2s∂tU(x, τ)ψ(x, τ) dx = lim
τ→+0
∫
RN×(τ,∞)
t1−2s∇U · ∇ψ dX
= κs
∫
RN
|x|`|u|p−1uψ(x, 0) dx = κs 〈u, ψ(·, 0)〉H˙s(RN ) .
Hence, for solutions u ∈ H˙s(RN ) ∩ L∞loc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx) of (1.1), the corre-
sponding extension problem is
−div (t1−2s∇U) = 0 in RN+1+ ,
U(x, 0) = u(x) on RN ,
− lim
t→+0
t1−2s∂tU(x, t) = κs|x|`|u|p−1u on RN .
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Proof of Lemma 2.2. We first prove (2.18) for ψ ∈ C∞c (RN+1+ ) with ∂tψ(x, 0) ≡ 0 on RN . Let
ε > 0, u be a solution of (1.1) and ψ ∈ C∞c (RN+1+ ) with ∂tψ(x, 0) = 0. Then we have
0 =
∫
RN×(ε,∞)
−div (t1−2s∇U)ψ(x, t) dX
=
∫
RN×(ε,∞)
t1−2s∇U · ∇ψ dX +
∫
RN
ε1−2s∂tU(ε, x)ψ(x, ε) dx.
By letting ε→ 0 and (2.5), it follows that∫
RN+1+
t1−2s∇U · ∇ψ dX = κs
∫
RN
u(x)(−∆)sψ(x, 0) dx.
Since u is a solution of (1.1), Lemma 2.1 yields∫
RN+1+
t1−2s∇U · ∇ψ dX = κs 〈u, ψ(·, 0)〉H˙s(RN ) = κs
∫
RN
|x|`|u|p−1uψ(x, 0) dx
for every ψ ∈ C∞c (RN+1+ ) with ∂tψ(x, 0) ≡ 0.
Next, we show (2.18) for ψ ∈ C∞c (RN+1+ ). Let ψ ∈ C∞c (RN+1+ ) and (ρε(t))ε be a mollifier
in t with ρε(−t) = ρε(t). Set
Ψ(x, t) :=
{
ψ(x, t) if t ≥ 0,
ψ(x,−t) if t < 0.
Then Ψ ∈ C∞(RN+1 \ {t = 0})∩W 1,∞(RN+1) and Ψ(·, t) ∈ C∞c (RN ) for every t ∈ R. Define
Ψε by
Ψε(x, t) :=
∫
R
ρε(t− τ)Ψ(x, τ) dτ =
∫
R
ρε(τ)Ψ(x, t− τ) dτ.
It is easily seen that Ψε ∈ C∞c (RN+1) with ∂tΨε(x, 0) = 0 thanks to the symmetry of Ψ and
ρε in t. Since it holds that for any k ∈ N and t1 > 0
lim
ε→0
(
‖Ψε(·, 0)− ψ(·, 0)‖Ck(RN ) + sup
t≥t1>0
‖Ψε(·, t)− ψ(·, t)‖Ck(RN )
)
= 0 (2.19)
and ‖Ψε‖W 1,∞(RN+1+ ) ≤M0 for some M0 > 0, we deduce that
Ψε → ψ strongly in H1(RN+1+ , t1−2sdX). (2.20)
Therefore, from ∫
RN+1+
t1−2s∇U · ∇Ψε dX = κs
∫
RN
|x|`|u|p−1uΨε(x, 0) dx
with (2.19), (2.20) and u ∈ L∞loc(RN ), as ε→ 0, we have (2.18) for all ψ ∈ C∞c (RN+1+ ). Finally,
since we may approximate functions in C∞c (RN+1+ ) by functions in C1c (R
N+1
+ ) in the C
1(RN+1+ )
sense, (2.18) holds for every C1c (RN+1+ ) and we complete the proof.
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2.2 Local Regularity and the Pohozaev identity
In this subsection we recall local regularity estimates for the extension problem in Remark 2.2,
which are taken from [11, Section 3.1] (see also [4,18]). Furthermore, we prove the Pohozaev
identity for solutions to the extension problem.
We first recall local regularity estimates.
Proposition 2.1. ( [11, Proposition 3.2, Lemma 3.3], Jin, Li and Xiong [18, Proposition 2.6],
Cabre` and Sire [4, Lemma 4.5]) Let R0 > 0, x0 ∈ RN , g(x, u) : B4R0(x0) × R → R and
W ∈ H1(B+4R0(x, 0), t1−2sdX) be a weak solution to −div
(
t1−2s∇W ) = 0 in B+4R0(x0, 0),
− lim
t→+0
t1−2s∂tW (x, t) = κsg(x,W (x, 0)) on B4R0(x0),
that is, for all ϕ ∈ C∞c (B+4R0(x0, 0) ∪B4R0(x0)),∫
B+4R0
(x0)
t1−2s∇W · ∇ϕdX = κs
∫
B4R0 (x0)
g (x,W (x, 0))ϕ(x, 0) dx.
(i) Suppose that g(x, u) := a(x)u+ b(x) with a, b ∈ Lq(B4R0(x0)) for some q > N/(2s). For
any µ > 0 there exists a C = C(N, s, q, µ, ‖a‖Lq(B4R0 (x0))) such that
‖W‖L∞(B+2R0 (x0,0)) ≤ C
[
‖W‖Lµ(B+3R0 (x0,0)) + ‖b‖Lq(B4R0 (x0))
]
.
In addition, there exists an α ∈ (0, 1) such that W ∈ Cα(B+R0(x0, 0)) and
‖W‖
Cα(B+R0
(x0,0))
≤ C
[
‖W‖L∞(B+2R0 (x0,0)) + ‖b‖Lq(B4R0 (x0))
]
.
(ii) Suppose that W ∈ Cα(B+2R0(x0, 0)) and g(x, u) ∈ C1(B4R0(x0) × R) for some α ∈
(0, 1). Then there exist β ∈ (0, 1) and C = C(N, s, ‖g‖
C1(B+2R0
(x0,0)×[−A,A])) where A :=
‖W‖
Cα(B+2R0
(x0,0))
such that ∇xW ∈ Cβ(B+R0(x0, 0)) and t1−2s∂tW ∈ Cβ(B+R0(x0, 0))
with
‖∇xW‖Cβ(B+R0 (x0,0))
+
∥∥t1−2s∂tW∥∥Cβ(B+R0 (x0,0)) ≤ C.
For solutions of (1.1), we have
Lemma 2.3. Let u ∈ Hsloc(RN )∩L∞loc(RN )∩L1(RN , (1 + |x|)−N−2sdx) be a solution of (1.1)
under (1.2) and U be the function given in (2.3). Then for each R > 1 there exists an
αR ∈ (0, 1) such that U ∈ CαR(B+R) and ∇xU, t1−2s∂tU ∈ CαR((BR \B1/R)× (0, R)). As a
consequence with Remark 2.2,
− lim
t→+0
t1−2s∂tU(x, t) = κs|x|`|u(x)|p−1u(x) in Cloc(RN \ {0}).
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Proof. By u ∈ L∞loc(RN ) and (1.2), we find some q > N/(2s) such that a(x) := |x|`|u(x)|p−1 ∈
Lq(B4R) for each R > 0. Thus, we may apply Proposition 2.1 (i) for U with a(x) and there
exists an αR ∈ (0, 1) so that U ∈ Cα(B+R).
Next, notice that g(x, u) := |x|`|u|p−1u ∈ C1(BR \B1/R × R). Therefore, we may apply
Proposition 2.1 (ii) and obtain the desired result.
Next we prove the following Pohozaev identity.
Proposition 2.2. Let u ∈ Hsloc(RN ) ∩ L∞loc(RN ) ∩ L1(RN , (1 + |x|)−N−2sdx) be a solution of
(1.1) with (1.2), and U be the function given in (2.3). Then for all R > 0, there holds
− N − 2s
2
[∫
B+R
t1−2s|∇U |2 dX − 2κs
N − 2s
N + `
p+ 1
∫
BR
|x|`|u|p+1 dx
]
+
R
2
[∫
S+R
t1−2s|∇U |2 dS − 2κs
p+ 1
∫
SR
|x|`|u|p+1 dω
]
= R
∫
S+R
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS
(2.21)
and ∫
B+R
t1−2s|∇U |2 dX − κs
∫
BR
|x|`|u|p+1 dx =
∫
S+R
t1−2s
∂U
∂ν
U dS. (2.22)
Here ν = X/|X| is the unit outer normal vector of S+R at X and κs the constant given in
(2.6).
Proof. We follow the argument in [11, Proof of Theorem 3.7]. Let u be a solution of (1.1)
and U the function given in (2.3), and we take any R > 0. Then, by (2.4) we have
N − 2s
2
t1−2s|∇U |2 = div
(
1
2
t1−2s|∇U |2X − t1−2s(X · ∇U)∇U
)
(2.23)
for X ∈ B+R . Let ρ < R. Then, integrating (2.23) over the set
Oδ := (B+R \B+ρ ) ∩
{
X = (x, t) ∈ RN+1+
∣∣∣ t > δ }
with δ ∈ (0, ρ) and writing BR,ρ,δ := B√R2−δ2 \B√ρ2−δ2 ⊂ RN , we have
N − 2s
2
∫
Oδ
t1−2s|∇U |2 dX =
∫
Oδ
div
(
1
2
t1−2s|∇U |2X − t1−2s(X · ∇U)∇U
)
dX
= −1
2
δ2−2s
∫
BR,ρ,δ
|∇U(x, δ)|2 dx+ δ2−2s
∫
BR,ρ,δ
|Ut(x, δ)|2 dx
+ δ1−2s
∫
BR,ρ,δ
(x · ∇xU(x, δ))Ut(x, δ) dx
+
R
2
∫
S+R∩[t>δ]
t1−2s|∇U |2 dS −R
∫
S+R∩[t>δ]
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS
− ρ
2
∫
S+ρ ∩[t>δ]
t1−2s|∇U |2 dS + ρ
∫
S+ρ ∩[t>δ]
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS.
(2.24)
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Now we claim that there exists a sequence δn → 0 such that
lim
n→∞
[
1
2
δ2−2sn
∫
BR
|∇U(x, δn)|2 dx+ δ2−2sn
∫
BR
|Ut(x, δn)|2 dx
]
= 0. (2.25)
In fact, if there is no such sequence, then there exists a C > 0 such that
lim inf
δ→0
[
1
2
δ2−2s
∫
BR
|∇U(x, δ)|2 dx+ δ2−2s
∫
BR
|Ut(x, δ)|2 dx
]
≥ C
and thus there exists a δ0 > 0 such that for all δ ∈ (0, δ0),
1
2
δ1−2s
∫
BR
|∇U(x, δ)|2 dx+ δ1−2s
∫
BR
|Ut(x, δ)|2 dx ≥ C
2δ
.
Since U ∈ H1loc(RN+1+ , t1−2sdX), integrating the above inequality in δ over (0, δ0), we have a
contradiction and (2.25) holds.
On the other hand, by Lemma 2.3, we see that
lim
δ→0
δ1−2s
∫
BR,ρ,δ
(x · ∇xU(x, δ))Ut(x, δ) dx = −κs
∫
BR\Bρ
(x · ∇xu)|x|`|u|p−1u dx. (2.26)
By (2.24)–(2.26) and replacing Oδ with Oδn for a sequence δn → 0, we conclude that
N − 2s
2
∫
B+R\B+ρ
t1−2s|∇U |2 dX = −κs
∫
BR\Bρ
(x · ∇xu)|x|`|u|p−1u dx
+
R
2
∫
S+R
t1−2s|∇U |2 dS −R
∫
S+R
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS
− ρ
2
∫
S+ρ
t1−2s|∇U |2 dS + ρ
∫
S+ρ
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS.
(2.27)
Furthermore, integration by parts yields
− κs
∫
BR\Bρ
(x · ∇xu)|x|`|u|p−1u dx
= − κs
∫
BR\Bρ
|x|`x · ∇x
( |u|p+1
p+ 1
)
dx
= κs
N + `
p+ 1
∫
BR\Bρ
|x|`|u|p+1 dx
− κs
p+ 1
∫
SR
|x|`+1|u|p+1 dω + κs
p+ 1
∫
Sρ
|x|`+1|u|p+1 dω.
(2.28)
Similarly to (2.25), since U ∈ H1loc(RN+1+ , t1−2sdX) and u ∈ L∞loc(RN ), by (1.2), we may prove
that there exists a sequence ρn → 0 such that
lim
n→∞
[
ρn
∫
S+ρn
t1−2s|∇U |2 dS + ρn
∫
S+ρn
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS + ∫
Sρn
|x|`+1|u|p+1 dω
]
= 0.
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Therefore, taking ρ = ρn and letting n→∞ in (2.27) and (2.28), we have (2.21).
On the other hand, since
−div (t1−2s∇U)ϕ = 0 in O˜δ := B+R ∩ {X ∈ RN+1+ ∣∣∣ t > δ }
for any ϕ ∈ C∞(B+R), integration by parts gives∫
O˜δ
t1−2s∇U · ∇ϕdX =
∫
S+R∩[t>δ]
t1−2s
∂U
∂ν
ϕdS −
∫
B√
R2−δ2
δ1−2s
∂U
∂t
(x, δ)ϕ(x, δ) dx.
For the last term, by decomposing ϕ into ϕ(x, t) = ζ(x, t)ϕ(x, t) + (1 − ζ(x, t))ϕ(x, t) where
ζ ∈ C∞c (B+R/2) with ζ ≡ 1 on B+R/4 and noting ζ(x, t)ϕ(x, t) ∈ C∞c (RN+1+ ), Remark 2.2 and
Lemma 2.3 yield
−
∫
B√
R2−δ2
δ1−2s
∂U
∂t
(x, δ)ϕ(x, δ) dx→ κs
∫
BR
|x|`|u|p−1uϕ(x, 0) dx as δ → 0.
Therefore, for every ϕ ∈ C∞(B+R),∫
B+R
t1−2s∇U · ∇ϕdX =
∫
S+R
t1−2s
∂U
∂ν
ϕdS + κs
∫
BR
|x|`|u|p−1uϕ(x, 0) dx.
From the fact that U ∈ H1loc(RN+1+ , t1−2sdX) can be approximated by functions of C∞(B+R)
in the H1(B+R , t
1−2sdX) sense, by setting ϕ = U in the above, we obtain (2.22) and Proposi-
tion 2.2 follows.
2.3 Energy estimates
We first show several lemmata by following [7, Lemma 2.2 and Corollary 2.3].
Lemma 2.4. For ζ ∈W 1,∞(RN ) ∩H1(RN ), define
ρ(ζ;x) :=
∫
RN
(ζ(x)− ζ(y))2
|x− y|N+2s dy. (2.29)
Then there exists a C = C(N, s) > 0 such that
ρ (ζ;x) ≤ C
{
(1 + |x|)2 ‖∇ζ‖2L∞(Ω(|x|)) + ‖ζ‖2L∞(Ω(|x|))
+ (1 + |x|)−N ‖ζ‖2L2(RN )
}
(1 + |x|)−2s for all |x| ≥ 1,
(2.30)
and
ρ (ζ;x) ≤ C
(
1 + ‖ζ‖2W 1,∞(RN )
)
for all |x| ≤ 1 (2.31)
where
Ω(|x|) :=
{
y ∈ RN
∣∣∣∣ |y| ≥ |x|2
}
.
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Proof. The proof is basically same to the one in [7, Lemma 2.2]. We treat the case |x| ≥ 1
and put
D1 :=
{
y ∈ RN
∣∣∣∣ |y − x| ≤ |x|2
}
, D2 :=
{
y ∈ RN
∣∣∣∣ |x|2 ≤ |y − x| ≤ 2|x|
}
,
D3 :=
{
y ∈ RN ∣∣ 2|x| ≤ |y − x| } .
For D1, notice that D1 is convex and D1 ⊂ Ω(|x|). Since it follows from ζ ∈W 1,∞(RN ) that
|ζ(x)− ζ(y)| ≤ ‖∇ζ‖L∞(D1)|x− y| ≤ ‖∇ζ‖L∞(Ω(|x|))|x− y|,
we have ∫
D1
(ζ(x)− ζ(y))2
|x− y|N+2s dy ≤ C‖∇ζ‖
2
L∞(Ω(|x|))
∫
D1
|x− y|2−N−2s dy
≤ C‖∇ζ‖2L∞(Ω(|x|))(1 + |x|)2−2s.
(2.32)
For y ∈ D2, by |x| ≥ 1, it holds that∫
D2
(ζ(x)− ζ(y))2
|x− y|N+2s dy ≤ C|x|
−N−2s
∫
|y|≤3|x|
(ζ(x)2 + ζ(y)2) dy
≤ Cζ(x)2|x|−2s + C|x|−N−2s‖ζ‖2L2(RN )
≤ C‖ζ‖2L∞(Ω(|x|))(1 + |x|)−2s + C‖ζ‖2L2(RN )(1 + |x|)−N−2s.
(2.33)
For y ∈ D3, since |y| ≥ |x|, we have∫
D3
(ζ(x)− ζ(y))2
|x− y|N+2s dy ≤ C‖ζ‖
2
L∞(Ω(|x|))
∫
D3
|x− y|−N−2s dy
≤ C‖ζ‖2L∞(Ω(|x|))(1 + |x|)−2s.
(2.34)
Putting (2.32)–(2.34) together, we have (2.30) for |x| ≥ 1.
On the other hand, for |x| ≤ 1, by dividing RN into B2 and Bc2, and arguing as in (2.32)
and (2.34), we obtain (2.31). We omit the details and Lemma 2.4 holds.
Lemma 2.5. For m > N/2, set
η(x) := (1 + |x|2)−m2 . (2.35)
Let R ≥ R0 ≥ 1 and ψ ∈ C∞(RN ) such that 0 ≤ ψ ≤ 1, ψ ≡ 0 on B1 and ψ ≡ 1 on Bc2.
Define ηR and ρR by
ηR(x) := η
(
x
R
)
ψ
(
x
R0
)
, ρR(x) := ρ (ηR;x) . (2.36)
Then there exists a constant C = C(N, s,m,R0) > 0 such that
ρR(x) ≤

Cη
( x
R
)2 |x|−N−2s + 2R−2sρ(η; x
R
)
if |x| ≥ 3R0,
C + 2R−2sρ
(
η;
x
R
)
if |x| ≤ 3R0.
(2.37)
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Remark 2.3. By Lemma 2.4 and [7, Lemma 2.2], there exist 0 < c ≤ C such that
c (1 + |x|)−N−2s ≤ ρ(η;x) ≤ C (1 + |x|)−N−2s for all x ∈ RN .
In addition, later (see (2.58)) we shall also prove that for all sufficiently large R > 0 and
x ∈ RN ,
0 < cR(1 + |x|)−N−2s ≤ ρR(x).
Proof of Lemma 2.5. Applying Young’s inequality with the definition of ηR, we have
ρR(x) ≤ 2η
( x
R
)2 ∫
RN
(
ψ
(
x
R0
)
− ψ
(
y
R0
))2
|x− y|N+2s dy
+ 2
∫
RN
ψ
(
y
R0
)2 (η ( xR)− η ( yR))2
|x− y|N+2s dy.
(2.38)
For the first term, if |x| ≥ 3R0, then |x− y| ≥ |x|/3 for any y ∈ B2R0 and
∫
RN
(
ψ
(
x
R0
)
− ψ
(
y
R0
))2
|x− y|N+2s dy ≤
∫
B2R0
|x− y|−N−2s dy ≤ CR0 |x|−N−2s
and if |x| ≤ 3R0, then we see
∫
RN
(
ψ
(
x
R0
)
− ψ
(
y
R0
))2
|x− y|N+2s dy ≤
(∫
BR0 (x)
+
∫
BcR0
(x)
) (
ψ
(
x
R0
)
− ψ
(
y
R0
))2
|x− y|N+2s dy
≤ R−20 ‖ψ‖2C1(RN )
∫
|z|≤R0
|z|−N−2s+2 dz +
∫
|z|≥R0
|z|−N−2s dz.
Since ∫
RN
ψ
(
y
R0
)2 (η ( xR)− η ( yR))2
|x− y|N+2s dy ≤
∫
RN
(
η
(
x
R
)− η ( yR))2
|x− y|N+2s dy = R
−2sρ
(
η;
x
R
)
,
by (2.38), we have (2.37).
Lemma 2.6. Let u ∈ Hsloc(RN )∩L∞loc(RN )∩L2(RN , (1 + |x|)−N−2sdx) be a solution of (1.1)
under (1.2). Assume that u is stable outside BR0. Let ζ ∈ C1(RN ) satisfy ζ ≡ 0 on BR0 and
|x| |∇ζ(x)|+ |ζ(x)| ≤ C (1 + |x|)−m for all x ∈ RN (2.39)
for some m > N/2. Then∫
RN
|x|`|u|p+1ζ2 dx+ 1
p
‖uζ‖2
H˙s(RN ) ≤
CN,s
p− 1
∫
RN
u(x)2ρ(ζ;x) dx (2.40)
where CN,s is the constant given by (1.3).
Remark 2.4. Later, we shall use Lemma 2.6 for ζ(x) = ηR(x) and we require the right-hand
side of (2.40) to be finite. For example, see Lemma 2.7 and the end of proof of it. Therefore,
we need the condition u ∈ L2(RN , (1 + |x|)−N−2sdx) by Remark 2.3.
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Proof. We follow the argument in [7, Lemma 2.1]. Remark that the right-hand side in (2.40)
is finite due to (2.30), (2.31), (2.39) and u ∈ L2(RN , (1 + |x|)−N−2sdx). We first treat the
case ζ ∈ C1c (RN ) where ζ ≡ 0 on BR0 . Since u is a solution of (1.1), by Lemma 2.3, we see
that u ∈ C1(RN \ {0}). Since uζ2 ∈ C1c (RN ), by Remark 1.1 we can take ϕ = uζ2 as a test
function in (1.4), and by (1.5) we have∫
RN
|x|`|u|p+1ζ2 dx = 〈u, uζ2〉
H˙s(RN )
=
CN,s
2
∫
RN×RN
(u(x)− u(y))(u(x)ζ(x)2 − u(y)ζ(y)2)
|x− y|N+2s dx dy
=
CN,s
2
∫
RN×RN
u(x)2ζ(x)2 − u(x)u(y)(ζ(x)2 + ζ(y)2) + u(y)2ζ(y)2
|x− y|N+2s dx dy
=
CN,s
2
∫
RN×RN
(u(x)ζ(x)− u(y)ζ(y))2 − (ζ(x)− ζ(y))2u(x)u(y)
|x− y|N+2s dx dy
= ‖uζ‖2
H˙s(RN ) −
CN,s
2
∫
RN×RN
(ζ(x)− ζ(y))2u(x)u(y)
|x− y|N+2s dx dy.
Applying the fundamental inequality 2ab ≤ a2 + b2 with (2.29), we deduce that
‖uζ‖2
H˙s(RN ) −
∫
RN
|x|`|u|p+1ζ2 dx
≤ CN,s
4
(∫
RN×RN
(ζ(x)− ζ(y))2
|x− y|N+2s u(x)
2 dx dy +
∫
RN×RN
(ζ(x)− ζ(y))2
|x− y|N+2s u(y)
2 dx dy
)
=
CN,s
2
∫
RN
u(x)2ρ(ζ;x) dx.
(2.41)
Since u is stable outside BR0 , by (1.10) with ϕ = uζ (see Remark 1.3) and (2.41), we have
(p− 1)
∫
RN
|x|`|u|p+1ζ2 dx ≤ ‖uζ‖2
H˙s(RN ) −
∫
RN
|x|`|u|p+1ζ2 dx ≤ CN,s
2
∫
RN
u(x)2ρ(ζ;x) dx.
(2.42)
Hence, by (2.41) and (2.42),
1
p
‖uζ‖2
H˙s(RN ) ≤
1
p
∫
RN
|x|`|u|p+1ζ2 dx+ CN,s
2p
∫
RN
u(x)2ρ(ζ;x) dx
≤ CN,s
2(p− 1)
∫
RN
u2ρ(ζ;x) dx.
This together with (2.42) implies (2.40) for ζ ∈ C1c (RN ) with ζ ≡ 0 on BR0 .
Next, let ζ ∈ C1(RN ) satisfy ζ ≡ 0 on BR0 and (2.39). Let (ϕn)n be cut-off functions in
Lemma 2.1 and set ζn := ϕnζ ∈ C1c (RN ). It is easily seen that (ζn)n satisfies (2.39) uniformly
with respect to n, namely, the constant C in (2.39) is independent of n. Exploiting this fact
with (2.30) and (2.31), we observe that there exists a C > 0 such that for all x ∈ RN and n,
ρ(ζn;x)→ ρ(ζ;x), |ρ(ζn;x)| ≤ C (1 + |x|)−N−2s .
Therefore, from (2.40) with ζn, we find that (ζnu)n is bounded in H˙
s(RN ) and it is not difficult
to see |u(x)|p+1ζn(x)2 ↗ |u(x)|p+1ζ(x)2 for each x ∈ RN and ζnu ⇀ ζu weakly in H˙s(RN ).
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Hence, from the monotone convergence theorem, the weak lower semicontinuity of norm, the
fact u ∈ L2(RN , (1 + |x|)−N−2sdx), (2.40) with ζn and the dominated convergence theorem, it
follows that (2.40) holds for each ζ ∈ C1(RN ) with (2.39) and ζ ≡ 0 on BR0 . This completes
the proof.
By using Lemmata 2.5 and 2.6, we have the following.
Lemma 2.7. Let u ∈ Hsloc(RN )∩L∞loc(RN )∩L2(RN , (1 + |x|)−N−2sdx) be a solution of (1.1)
with (1.2), which is stable outside BR0, and let ρR be the function given in Lemma 2.5 with
m ∈
(
N
2
,
N + s(p+ 1) + `
2
)
. (2.43)
Then there exists a C = C(N, s, `,m, p,R0) > 0 such that∫
RN
u2ρR dx ≤ C
(∫
B3R0
u2ρR dx+R
N− 2
p−1 (s(p+1)+`) + 1
)
(2.44)
for all R ≥ 3R0.
Remark 2.5. Due to (1.2), 0 < s(p+ 1) + ` holds and we may choose an m satisfying (2.43).
Proof of Lemma 2.7. We basically follow the idea in [7, Lemma 2.4] and let R ≥ 3R0. First,
by Ho¨lder’s inequality,∫
RN
u2ρR dx
=
∫
B3R0
u2ρR dx+
∫
Bc3R0
u2ρR
(
|x| `2 ηR
) 4
p+1
(
|x| `2 ηR
)− 4
p+1
dx
≤
∫
B3R0
u2ρR dx+
(∫
Bc3R0
|x|`|u|p+1η2R dx
) 2
p+1
(∫
Bc3R0
|x|− 2`p−1 η−
4
p−1
R ρ
p+1
p−1
R dx
) p−1
p+1
.
(2.45)
For the case 3R0 ≤ |x| ≤ R, by Lemma 2.4 with (2.35), (2.36) and Remark 2.3, we have
2−
m
2 = η(1) ≤ ηR(x) ≤ η
(
3R0
R
)
≤ 1 and ρ
(
η;
x
R
)
≤ C. (2.46)
Then, by (2.37) we obtain
ρR(x) ≤ C(|x|−N−2s +R−2s) for all 3R0 ≤ |x| ≤ R.
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This together with (2.46) yields∫
BR\B3R0
|x|− 2`p−1 ρ
p+1
p−1
R η
− 4
p−1
R dx
≤ C
∫ R
3R0
r
− 2`
p−1
(
r−(N+2s) +R−2s
) p+1
p−1
rN−1 dr
≤ C
∫ R
3R0
r
N−1− 2`
p−1−(N+2s) p+1p−1 dr + CR−2s
p+1
p−1
∫ R
3R0
r
N−1− 2`
p−1 dr
≤ C
∫ ∞
3R0
r
−1− 2
p−1 (N+`+s(p+1)) dr + CR
−2s p+1
p−1
∫ R
3R0
r
N−1− 2`
p−1 dr
≤ C + CR−2s p+1p−1
∫ R
3R0
r
N−1− 2`
p−1 dr.
(2.47)
Since
R
−2s p+1
p−1
∫ R
3R0
r
N−1− 2`
p−1 dr ≤

CR
−2s p+1
p−1 if N − 2`
p− 1 < 0,
CR
−2s p+1
p−1 (1 + logR) if N − 2`
p− 1 = 0,
CR
N− 2
p−1 (s(p+1)+`) if N − 2`
p− 1 > 0,
≤

C if N − 2`
p− 1 ≤ 0,
CR
N− 2
p−1 (s(p+1)+`) if N − 2`
p− 1 > 0,
by (2.47), we see that∫
BR\B3R0
|x|− 2`p−1 ρ
p+1
p−1
R η
− 4
p−1
R dx ≤ C + CRN−
2
p−1 (s(p+1)+`). (2.48)
On the other hand, for the case |x| ≥ R ≥ 3R0, by (2.35) and R2 + |x|2 ≤ 2|x|2, we obtain
η
(
x
R
)2
|x|−N−2s ≤ Cη(1)2(R2 + |x|2)−N2 −s ≤ CR−N−2s
(
1 +
|x|2
R2
)−N
2
−s
≤ CR−2s
(
1 +
|x|2
R2
)−N
2
−s
.
This together with (2.30), (2.37) and Remark 2.3 implies that
ρR(x) ≤ CR−2s
(
1 +
|x|2
R2
)−N
2
−s
for each |x| ≥ R.
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Thus, (2.35), (2.36) and the fact |x| ≥ R give
|x|− 2`p−1 ρR(x)
p+1
p−1 ηR(x)
− 4
p−1
≤ C (R2 + |x|2)− `p−1 {R−2s(1 + |x|2
R2
)−N+2s
2
} p+1
p−1 (
1 +
|x|2
R2
)m
2
4
p−1
≤ CR−2s p+1p−1− 2`p−1
(
1 +
|x|2
R2
)−N+2s
2
p+1
p−1+
2m
p−1− `p−1
.
(2.49)
Since it follows from (2.43) that
αN,s,p,m,` := −N + 2s
2
p+ 1
p− 1 +
2m
p− 1 −
`
p− 1 < −
N
2
,
by (2.49) we have ∫
BcR
|x|− 2`p−1 ρ
p+1
p−1
R η
− 4
p−1
R dx
≤ CR−2s p+1p−1− 2`p−1
∫ ∞
R
(
1 +
r2
R2
)αN,s,p,m,`
rN−1 dr
= CR
−2s p+1
p−1− 2`p−1+N−1
∫ ∞
R
(
1 +
r2
R2
)αN,s,p,m,` ( r
R
)N−1
dr
≤ CRN− 2p−1 (s(p+1)+`).
(2.50)
Combining (2.48) and (2.50), we obtain∫
Bc3R0
|x|− 2`p−1 ρ
p+1
p−1
R η
− 4
p−1
R dx ≤ C
(
R
N− 2
p−1 (s(p+1)+`) + 1
)
. (2.51)
Now we substitute (2.51) into (2.45) and infer from (2.40) with ζ = ηR that∫
RN
u2ρR dx
≤
∫
B3R0
u2ρR dx+ C
(∫
B3Rc0
|x|`|u|p+1η2R dx
) 2
p+1 (
R
N− 2
p−1 (s(p+1)+`) + 1
) p−1
p+1
≤
∫
B3R0
u2ρR dx+ C
(∫
RN
u2ρR dx
) 2
p+1 (
R
N− 2
p−1 (s(p+1)+`) + 1
) p−1
p+1
for R ≥ 3R0. Dividing the both sides by
(∫
RN u
2ρR dx
) 2
p+1 <∞ and noting(∫
B3R0
u2ρR dx
)(∫
RN
u2ρR dx
)− 2
p+1
≤
(∫
B3R0
u2ρR dx
) p−1
p+1
,
we have (2.44) and Lemma 2.7 follows.
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For the supercritical case, we have the following energy estimates for the function U , which
is given in (2.3).
Lemma 2.8. Assume pS(N, `) < p and (1.2). Let u ∈ Hsloc(RN ) ∩ L∞loc(RN ) ∩ L2(RN , (1 +
|x|)−N−2sdx) be a solution of (1.1) which is stable outside BR0 and U be the function given
in (2.3). Then there exists a C = C(N, p, s, `, R0, u) > 0 such that∫
B+R
t1−2sU2 dX ≤ CRN+2(1−s)−
2(2s+`)
p−1 (2.52)
for all R ≥ 3R0.
Remark 2.6. If pS(N, `) < p, then
N − 2
p− 1 (s(p+ 1) + `) > 0. (2.53)
Proof of Lemma 2.8. Let ζR0 ∈ C∞c (RN ) with 0 ≤ ζR0 ≤ 1, ζR0 ≡ 1 on B3R0 and ζR0 ≡ 0 on
Bc4R0 . We decompose u as
u(x) = ζR0(x)u(x) + (1− ζR0(x))u(x) =: v(x) + w(x).
Notice that v ∈ Hs(RN ) with supp v ⊂ B4R0 and w ∈ Hsloc(RN ). Recalling (2.3), we also
decompose U as
U(x, t) = (Ps(·, t) ∗ u)(x) = (Ps(·, t) ∗ v)(x) + (Ps(·, t) ∗ w)(x) =: V (x, t) +W (x, t).
We first estimate V (x, t). By Young’s inequality and ‖Ps(·, t)‖L1(RN ) = 1, it follows that
‖V (·, t)‖L2(RN ) ≤ ‖Ps(·, t)‖L1(RN )‖v‖L2(RN ) = ‖v‖L2(RN ) for each t ∈ (0,∞).
Therefore,∫
B+R
t1−2s|V |2 dX ≤
∫ R
0
dt
∫
RN
t1−2s|V (x, t)|2 dx ≤
∫ R
0
t1−2s‖v‖2L2(RN )dt = CR2−2s.
From
2− 2s ≤ N + 2(1− s)− 2(2s+ `)
p− 1 ,
we infer that ∫
B+R
t1−2s|V |2 dX ≤ CRN+2(1−s)−
2(2s+`)
p−1 . (2.54)
Next, we consider W (x, t). By Ho¨lder’s inequality,∫
B+R
t1−2s|W |2 dX
=
∫
B+R
t1−2s
(∫
RN
(Ps(x− y, t))1/2(Ps(x− y, t))1/2w(y) dy
)2
dX
≤ C
∫
B+R
dXt1−2s
∫
RN
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy
≤ C
∫
B+R
dXt1−2s
(∫
|x−y|≤3R
+
∫
|x−y|>3R
)
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy.
(2.55)
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For y ∈ RN with |x− y| ≤ 3R, since it follows from (1.2) that
−N + 2s
2
+ 1 < 0 if N ≥ 2, −N + 2s
2
+ 1 =
1− 2s
2
> 0 if N = 1,
we see that∫
B+R
dXt1−2s
∫
|x−y|≤3R
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy
≤
∫ R
0
dt
∫
BR
dx
∫
|x−y|≤3R
w(y)2
t
(|x− y|2 + t2)N+2s2
dy
=
∫
BR
dx
∫
|x−y|≤3R
dy
∫ R
0
w(y)2
1
2−N − 2s
∂
∂t
(|x− y|2 + t2) 2−(N+2s)2 dt
=
1
2−N − 2s
∫
BR
dx
∫
|x−y|≤3R
w(y)2
{(|x− y|2 +R2) 2−N−2s2 − |x− y|2−N−2s} dy
≤

1
1− 2s
∫
BR
dx
∫
|x−y|≤3R
w(y)2
(|x− y|2 +R2) 1−2s2 dy when N = 1,
1
N + 2s− 2
∫
BR
dx
∫
|x−y|≤3R
w(y)2|x− y|2−N−2s dy when N ≥ 2.
When N = 1, by { y ∈ RN | |x− y| ≤ 3R } ⊂ B4R for each x ∈ BR, we have∫
BR
dx
∫
|x−y|≤3R
w(y)2
(|x− y|2 +R2) 1−2s2 dy ≤ CR1−2s ∫
BR
dx
∫
|x−y|≤3R
w(y)2 dy
≤ CR2−2s
∫
B4R
w(y)2 dy.
On the other hand, when N ≥ 2, since BR(y) ⊂ B5R for each y ∈ B4R, we have∫
BR
dx
∫
|x−y|≤3R
w(y)2|x− y|2−N−2s dy ≤ C
∫
BR
dx
∫
B4R
w(y)2|x− y|2−N−2s dy
= C
∫
B4R
dy
∫
BR(y)
w(y)2|z|2−N−2s dz
≤ C
∫
B4R
dy
∫
B5R
w(y)2|z|2−N−2s dz
= CR2−2s
∫
B4R
w(y)2 dy,
hence, for N ≥ 1 and R ≥ 3R0,∫
B+R
dXt1−2s
∫
|x−y|≤3R
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy ≤ CR2−2s
∫
B4R
w(y)2 dy.
Notice that w ≡ 0 on B3R0 , |w| ≤ |u| and 0 < c ≤ ηR(x) for any 3R0 ≤ |x| ≤ 4R. By Lemma
2.6 and N − 2`/(p − 1) > 0 due to p > pS(N, `), we may argue as in (2.45) and (2.47) to
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obtain ∫
B+R
dXt1−2s
∫
|x−y|≤3R
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy
≤ CR2−2s
∫
3R0≤|x|≤4R
u2
(
|x| `2 ηR
) 4
p+1
(
|x| `2 ηR
)− 4
p+1
dx
≤ CR2−2s
(∫
RN
|x|`|u|p+1η2R dx
) 2
p+1
(∫
3R0≤|x|≤4R
|x|− 2`p−1 dx
) p−1
p+1
≤ CR2(1−s)+(N− 2`p−1 ) p−1p+1
(∫
RN
u2ρR dx
) 2
p+1
.
Furthermore, by (2.53) and Lemma 2.7, enlarging C if necessary, we obtain∫
RN
u2ρR dx ≤ CRN−
2
p−1 (s(p+1)+`), (2.56)
which yields∫
B+R
dXt1−2s
∫
|x−y|≤3R
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy ≤ CRN+2(1−s)−
2(2s+`)
p−1 . (2.57)
Next, we consider the second term in (2.55), namely the case |x−y| > 3R. Since |x−y| ≥
|y| − |x| ≥ |y| −R ≥ |y|/2 and Bc3R(x) ⊂ Bc2R for x ∈ BR and y ∈ Bc2R, we have∫
B+R
dXt1−2s
∫
|x−y|>3R
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy
≤
∫
BR
dx
∫
|x−y|>3R
dy
∫ R
0
w(y)2t|x− y|−N−2s dt
≤ R2
∫
BR
dx
∫
Bc3R(x)
w(y)2|x− y|−N−2s dy
≤ CR2
∫
BR
dx
∫
Bc3R(x)
w(y)2|y|−N−2s dy
≤ CR2+N
∫
|z|≥2R
w(z)2|z|−N−2s dy.
On the other hand, from the definition of ηR and ρR, it follows that for |x| ≥ 2R ≥ 6R0 and
e1 = (1, 0, . . . , 0) ∈ RN ,
ρR(x) =
∫
RN
(ηR(x)− ηR(y))2
|x− y|N+2s dy ≥
∫
|y|≥2R0
(
η
(
x
R
)− η ( yR))2
|x− y|N+2s dy
= R−2s
∫
|z|≥2R−1R0
(
η
(
x
R
)− η(z))2
|R−1x− z|N+2s dz
≥ R−2s
∫
|z−e1|< 13
(
η
(
x
R
)− η(z))2
|R−1x− z|N+2s dz
≥ C0R−2s
∣∣R−1x∣∣−N−2s = C0RN |x|−N−2s
(2.58)
25
for some C0 > 0. Thus, noting u ≡ w on |y| ≥ 2R and (2.56), we obtain
R2+N
∫
|y|≥2R
w(y)2|y|−N−2s dy ≤ CR2
∫
|y|≥2R
u2ρR dy ≤ CRN+2(1−s)−
2(2s+`)
p−1 ,
which implies∫
B+R
dXt1−2s
∫
|x−y|>3R
w(y)2
t2s
(|x− y|2 + t2)N+2s2
dy ≤ CRN+2(1−s)−
2(2s+`)
p−1 . (2.59)
Substituting (2.57) and (2.59) into (2.55), we see that∫
B+R
t1−2sW 2 dX ≤ CRN+2(1−s)−
2(2s+`)
p−1 .
This with (2.54) and U = V +W completes the proof of Lemma 2.8.
Lemma 2.9. Assume the same conditions as in Lemma 2.8. Then there exists a C =
C(N, p, s, `, R0, u) > 0 such that∫
B+R
t1−2s|∇U |2 dX +
∫
BR
|x|`|u|p+1 dx ≤ CRN− 2p−1 (s(p+1)+`) (2.60)
for all R ≥ 3R0.
Proof. We first prove the weighted Lp+1 estimate for u. Let ηR and ρR be the functions given
in Lemma 2.5. Then, since u ∈ L∞loc(RN ) with (1.2), it holds that∫
B2R0
|x|`|u|p+1 dx ≤ C. (2.61)
Furthermore, since pS(N, `) < p and (2.53), applying Lemmata 2.6 and 2.7, and noting
ηR ≥ c0 > 0 on BR \B2R0 , we see that for all R ≥ 3R0,∫
BR\B2R0
|x|`|u|p+1 dx ≤ C
∫
RN
|x|`|u|p+1η2R dx
≤ C
∫
RN
u2ρR dx ≤ C
(
1 +R
N− 2
p−1 (s(p+1)+`)
)
≤ CRN− 2p−1 (s(p+1)+`).
This together with (2.61) yields∫
BR
|x|`|u|p+1 dx ≤ CRN− 2p−1 (s(p+1)+`) for each R ≥ 3R0. (2.62)
Next we take a cut-off function ζ ∈ C∞c (RN+1+ \B+R0) such that
ζ ≡
{
1 on B+R \B+2R0 ,
0 on B+R0 ∪ (RN+1+ \B+2R),
|∇ζ| ≤ CR−1 on B+2R \B+R . (2.63)
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Then, taking ψ = Uζ2 ∈ C1c (RN+1+ \B+R0) as a test function in (2.18), we obtain
κs
∫
RN
|x|`|u|p+1ζ(x, 0)2 dx =
∫
RN+1+
t1−2s∇U · ∇(Uζ2) dX
=
∫
RN+1+
t1−2s{|∇(Uζ)|2 − U2|∇ζ|2} dX.
(2.64)
Since u is stable outside BR0 and U = u on ∂R
N+1
+ , we see from (2.8) that U is stable outside
B+R0 , that is, for any ψ ∈ C1c (RN+1+ \B+R0),
pκs
∫
RN
|x|`|U(x, 0)|p−1ψ(x, 0)2 dx = pκs
∫
RN
|x|`|u|p−1ψ(x, 0)2 dx
≤ κs‖ψ(·, 0)‖2H˙s(RN ) ≤
∫
RN+1+
t1−2s|∇ψ|2 dX.
(2.65)
By (2.64) and (2.65) with ψ = Uζ ∈ C1c (RN+1+ \B+R0), we have∫
RN+1+
t1−2s{|∇(Uζ)|2 − U2|∇ζ|2} dX ≤ 1
p
∫
RN+1+
t1−2s|∇(Uζ)|2 dX,
which implies ∫
RN+1+
t1−2s|∇(Uζ)|2 dX ≤ p
p− 1
∫
RN+1+
t1−2sU2|∇ζ|2 dX. (2.66)
By (2.66), (2.63) and (2.52), we see that∫
B+R\B+2R0
t1−2s|∇U |2 dX ≤
∫
RN+1+
t1−2s|∇(Uζ)|2 dX
≤ C
∫
RN+1+
t1−2sU2|∇ζ|2 dX
≤ C
(∫
B+2R0
\B+R0
t1−2sU2 dX +R−2
∫
B+2R\B+R
t1−2sU2 dX
)
≤ C
∫
B+2R0
\B+R0
t1−2sU2 dX + CRN−
2
p−1 (s(p+1)+`)
(2.67)
for all R ≥ 3R0.
On the other hand, it follows from U ∈ H1loc(RN+1+ , t1−2sdX) due to Lemma 2.1 that∫
B+2R0
t1−2s
(|∇U |2 + U2) dX ≤ C.
This together with (2.62) and (2.67) yields (2.60), thus Lemma 2.9 follows.
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3 The subcritical and critical case
In this section, we prove Theorem 1.1 for the subcritical and critical case, that is, 1 < p ≤
pS(N, `).
Proof of Theorem 1.1 for 1 < p ≤ pS(N, `). Let u ∈ Hsloc(RN )∩L∞loc(RN )∩L2(RN , (1+|x|)−N−2sdx)
be a solution of (1.1) which is stable outside BR0 . As R → ∞, ηR(x) → ψ(R−10 x) for each
x ∈ RN . Then by Lemma 2.5, (ρR)R≥R0 is bounded in L∞(RN ) and we may check
ρR(x) =
∫
RN
(ηR(x)− ηR(y))2
|x− y|N+2s dy →
∫
RN
(
ψ(R−10 x)− ψ(R−10 y)
)2
|x− y|N+2s dy =: ρ∞(x).
Next, from Lemmata 2.6 and 2.7 and the assumption 1 < p ≤ pS(N, `), it follows that
(uη
2/(p+1)
R )R≥3R0 is bounded in L
p+1(RN , |x|`dx) and (uηR)R≥R0 is bounded in H˙s(RN ). Since
u(x)ηR(x)
2
p+1 → u(x)ψ (R−10 x) 2p+1 , u(x)ηR(x)→ u(x)ψ (R−10 x) for each x ∈ RN ,
we infer that
uη
2
p+1
R ⇀ uψ
(
R−10 ·
) 2
p+1 weakly in Lp+1(RN , |x|`dx),
uηR ⇀ uψ
(
R−10 ·
)
weakly in H˙s(RN ).
In particular, we deduce that u ∈ H˙s(RN ) ∩ Lp+1(RN , |x|`dx).
Since ϕnu→ u strongly in H˙s(RN ) where (ϕn)n appears in Lemma 2.1 and u ∈ L∞loc(RN ),
we may use ϕnu as a test function in (1.4):∫
RN
|x|`|u|p+1ϕn dx = 〈u, ϕnu〉H˙s(RN ) .
Letting n→∞, we obtain ∫
RN
|x|`|u|p+1 dx = ‖u‖2
H˙s(RN ). (3.1)
Thus, the former assertion of Theorem 1.1(ii) is proved.
For the latter assertion of Theorem 1.1 (ii), assume that p = pS(N, `) and u is stable.
By the same argument to the above, we can apply the stability inequality (1.9) with the test
function ϕ = u:
p
∫
RN
|x|`|u|p+1 dx ≤ ‖u‖2
H˙s(RN ).
This contradicts (3.1) unless u ≡ 0. So it remains to prove the subcritical case.
Since u ∈ H˙s(RN ), notice that ∇U ∈ L2(RN+1+ , t1−2sdX) thanks to Remark 2.1. Then,
similarly to (2.25) with u ∈ Lp+1(RN , |x|`dx), we claim that there exists a sequence Rn →∞
such that
lim
n→∞Rn
[∫
S+Rn
t1−2s|∇U |2 dS +
∫
SRn
|x|`|u|p+1 dω +
∫
S+Rn
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS
]
= 0. (3.2)
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By (2.21), (3.2) and replacing R with Rn for a sequence Rn →∞, we conclude that∫
RN+1+
t1−2s|∇U |2 dX = 2κs
N − 2s
N + `
p+ 1
∫
RN
|x|`|u|p+1 dx.
This together with (2.7) yields the following Pohozaev identity
N + `
p+ 1
∫
RN
|x|`|u|p+1 dx = N − 2s
2
‖u‖2
H˙s(RN ).
Combining this identity with (3.1), we observe that u ≡ 0 for p < pS(N, `), and the proof of
Theorem 1.1 is completed for 1 < p ≤ pS(N, `).
4 The supercritical case
In this section, we follow the argument in [7] basically. However, due to the regularity issue
of U around 0 in RN+1+ , we prove the monotonicity formula (Lemma 4.2) via the argument
in [11, section 3] and prove Theorem 1.1 for pS(N, `) < p.
For X ∈ RN+1+ , we use the following notation:
r := |X|, σ := X|X| ∈ S
+
1 , σN+1 :=
t
|X| .
Let u ∈ Hsloc(RN )∩L∞loc(RN )∩L1(RN , (1 + |x|)−N−2sdx) be a solution of (1.1) and U be the
function given in (2.3). For every λ > 0, we define
D(U ;λ) := λ−(N−2s)
[
1
2
∫
B+λ
t1−2s|∇U |2 dX − κs
p+ 1
∫
Bλ
|x|`|u|p+1 dx
]
(4.1)
and
H(U ;λ) := λ−(N+1−2s)
∫
S+λ
t1−2sU2 dS =
∫
S+1
σ1−2sN+1U(λσ)
2 dS. (4.2)
Lemma 4.1. As a function of λ, D,H ∈ C1((0,∞)) and
∂λD(U ;λ) = λ
−(N−2s)
∫
S+λ
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS − λ−(N+1−2s)κs 2s+ `p+ 1
∫
Bλ
|x|`|u|p+1 dx
and
∂λH(U ;λ) = 2λ
−(N+1−2s)
∫
S+λ
t1−2sU
∂U
∂ν
dS
= 2λ−(N+1−2s)
[∫
B+λ
t1−2s|∇U |2 dX − κs
∫
Bλ
|x|`|u|p+1 dx
]
.
Proof. We first remark that by (2.3) and Lemma 2.3, U ∈ C(RN+1+ ), ∇xU ∈ C(RN+1+ \ {0})
and V := t1−2s∂tU ∈ C(RN+1+ \ {0}). Hence, as a function of λ,
λ 7→
∫
Bλ
|x|`|u|p+1 dx ∈ C1((0,∞)).
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On the other hand, since
t1−2s |∇U |2 = t1−2s |∇xU |2 + t2s−1V 2
and t1−2s ∈ L1loc(RN+1+ ), it is easy to see that
λ 7→
∫
S+λ
t1−2s |∇U |2 dS ∈ C((0,∞)), λ 7→
∫
B+λ
t1−2s |∇U |2 dX ∈ C1((0,∞)),
which yields D(U ;λ) ∈ C1((0,∞)).
On the other hand, for any 0 < λ1 < λ2 <∞, there exists a Cλ1,λ2 > 0 such that for every
λ ∈ [λ1, λ2] and σ ∈ S+1
σ1−2sN+1
∣∣∂λ(U(λσ))2∣∣ ≤ 2σ1−2sN+1 |U(λσ)| |∇U(λσ)| ≤ 2 |U(λσ)| (σ1−2sN+1 |∇xU(λσ)|+ |V (λσ)|)
≤ Cλ1,λ2(1 + σ1−2sN+1 ).
Hence, the dominated convergence theorem gives H(U ;λ) ∈ C1((0,∞)).
Next we compute the derivative of D and H. Direct computations and (2.21) give
∂λD(U ;λ)
= − (N − 2s)λ−(N−2s)−1
[
1
2
∫
B+λ
t1−2s|∇U |2 dX − κs
p+ 1
∫
Bλ
|x|`|u|p+1 dx
]
+ λ−(N−2s)−1λ
[
1
2
∫
S+λ
t1−2s|∇U |2 dS − κs
p+ 1
∫
Sλ
|x|`|u|p+1 dω
]
= − (N − 2s)λ−(N−2s)−1
[
1
2
∫
B+λ
t1−2s|∇U |2 dX − κs
p+ 1
∫
Bλ
|x|`|u|p+1 dx
]
+ λ−(N−2s)−1
[
N − 2s
2
∫
B+λ
t1−2s|∇U |2 dX − κsN + `
p+ 1
∫
Bλ
|x|`|u|p+1 dx
+λ
∫
S+λ
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS
]
= λ−(N−2s)
∫
S+λ
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS − λ−(N+1−2s)κs 2s+ `p+ 1
∫
Bλ
|x|`|u|p+1 dx.
For H, we compute similarly by using (2.22) and ∇U(X) · (X/|X|) = ∂U/∂ν:
∂λH(U ;λ) =
∫
S+1
σ1−2sN+1 2U(λσ)∇U(λσ) · σ dS
= 2λ−N−1+2s
∫
S+λ
t1−2sU
∂U
∂ν
dS
= 2λ−N−1+2s
[∫
B+λ
t1−2s|∇U |2 dX − κs
∫
Bλ
|x|`|u|p+1 dx
]
.
Hence, we complete the proof.
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Applying Lemma 4.1, we prove the following monotonicity formula (cf. [7, Theorem 1.4]).
Lemma 4.2. For λ > 0, define E(U ;λ) by
E(U ;λ) := λ
2(2s+`)
p−1
(
D(U ;λ) +
2s+ `
2(p− 1)H(U ;λ)
)
. (4.3)
Then it holds that
∂λE(U ;λ) = λ
2
p−1 (s(p+1)+`)−N
∫
S+λ
t1−2s
∣∣∣∣2s+ `p− 1 Uλ + ∂U∂r
∣∣∣∣2 dS. (4.4)
Proof. Put
γ :=
2(2s+ `)
p− 1 . (4.5)
By (4.3) and (4.5), we have
∂λE(U ;λ) = γλ
γ−1
(
D(U ;λ) +
γ
4
H(U ;λ)
)
+ λγ
(
∂λD(U ;λ) +
γ
4
∂λH(U ;λ)
)
= λγ−1
(
γD(U ;λ) +
γ2
4
H(U ;λ) + λ∂λD(U ;λ) +
γλ
4
∂λH(U ;λ)
)
.
(4.6)
Since it follows from (4.5) that(
1
2
− 1
p+ 1
)
γ − 2s+ `
p+ 1
=
p− 1
2(p+ 1)
2(2s+ `)
p− 1 −
2s+ `
p+ 1
= 0,
by Lemma 4.1 and (2.22), we see that
λN−2s
(
γD(U ;λ) +
γ2
4
H(U ;λ) + λ∂λD(U ;λ) +
γλ
4
∂λH(U ;λ)
)
= γ
[
1
2
∫
B+λ
t1−2s|∇U |2 dX − κs
p+ 1
∫
Bλ
|x|`|u|p+1 dx
]
+
γ2
4
λ−1
∫
S+λ
t1−2sU2 dS
+ λ
∫
S+λ
t1−2s
∣∣∣∣∂U∂ν
∣∣∣∣2 dS − κs 2s+ `p+ 1
∫
Bλ
|x|`|u|p+1 dx+ γ
2
∫
S+λ
t1−2sU
∂U
∂ν
dS
= λ
[∫
S+λ
t1−2s
{
γ2
4
(
U
λ
)2
+ γ
U
λ
∂U
∂ν
+
(
∂U
∂ν
)2}
dS
]
+ κs
{(
1
2
− 1
p+ 1
)
γ − 2s+ `
p+ 1
}∫
Bλ
|x|`|u|p+1 dx
= λ
∫
S+λ
t1−2s
∣∣∣∣γ2 Uλ + ∂U∂ν
∣∣∣∣2 dS.
This together with (4.6) and ∂U/∂ν = ∂U/∂r on S+λ implies (4.4).
Similar to [7, Theorem 5.1], we prove the nonexistence result of solutions which have a
special form and are stable outside B+R0 .
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Lemma 4.3. Let R0 > 0 and pS(N, `) < p. Suppose (1.11) and that W satisfies the following:
W (X) = r
− 2s+`
p−1 ψ(σ) ∈ H1loc(RN+1+ , t1−2sdX),
ψ(ω, 0) := ψ|∂S+1 ∈ L
p+1(∂S+1 ),∫
RN+1+
t1−2s∇W · ∇Φ dX = κs
∫
RN
|x|`|W (x, 0)|p−1W (x, 0)Φ(x, 0) dx
for each Φ ∈ C1c (RN+1+ ),
κsp
∫
RN
|x|`|W (x, 0)|p−1Φ(x, 0)2 dx ≤
∫
RN+1+
t1−2s |∇Φ|2 dX
for each Φ ∈ C1c (RN+1+ \B+R0).
(4.7)
Then W ≡ 0.
Remark 4.1.
1. The function W in Lemma 4.4 is not necessarily defined through the form W = Ps(·, t)∗u
where u is a solution of (1.1).
2. By pS(N, `) < p, we have
`− p
p− 1(2s+ `) = −
2sp+ `
p− 1 > −N, |x|
`|W (x, 0)|p−1W (x, 0) ∈ L1loc(RN ).
3. Set
H1(S+1 , σ
1−2s
N+1dS) := C
1(S+1 )
‖·‖
H1(S+1 ,σ
1−2s
N+1
dS)
,
‖u‖2
H1(S+1 ,σ
1−2s
N+1 dS)
:=
∫
S+1
σ1−2sN+1
[∣∣∣∇S+1 u∣∣∣2 + u2
]
dS
where ∇S+1 stands for the standard gradient on the unit sphere in R
N+1. From [11,
Lemma 2.2], there exists the trace operator H1(S+1 , σ
1−2s
N+1dS)→ L2(∂S1+).
4. Since
−div (t1−2s∇W ) = 0 in RN+1+ , W ∈ H1loc (RN+1+ , t1−2sdX) ,
elliptic regularity yields W = r
− 2s+`
p−1 ψ(σ) ∈ C∞(RN+1+ ). In addition, from W ∈
H1loc(R
N+1
+ , t
1−2sdX), we see ψ ∈ H1(S+1 , σ1−2sN+1dS). Next, for k ≥ 1, consider
Wk(X) := max
{
−k, min
{
|X| 2s+`p−1 W (X), k
}}
.
Then
Wk ∈ H1(B+2 \B+1/2, t1−2sdX) ∩ L∞(B+2 \B+1/2), |Wk(X)| ≤ |X|
2s+`
p−1 |W (X)| .
From this fact, we may find (ψk)k satisfying
ψk ∈ H1(S+1 , σ1−2sN+1dS) ∩ L∞(S+1 ), |ψk(σ)| ≤ |ψ(σ)| for any σ ∈ S+1 ,
‖ψk − ψ‖H1(S+1 ,σ1−2sN+1 dS) → 0, ψk(ω, 0)→ ψ(ω, 0) strongly in L
p+1(∂S+1 ).
(4.8)
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5. If ϕ ∈ H1(S+1 , σ1−2sN+1dS) ∩ L∞(S+1 ), then we may find (ϕk) ⊂ C1(S+1 ) such that
sup
k≥1
‖ϕk‖L∞(S+1 ) <∞, ‖ϕk − ϕ‖H1(S+1 ,σ1−2sN+1 dS) → 0. (4.9)
From the trace operator, we also have ϕk(ω, 0)→ ϕ(ω, 0) in L2(∂S+1 ).
Even though a proof of Lemma 4.3 is similar to the proof of [7, Theorem 5.1], for the sake
of completeness, we give the proof here. Before a proof of Lemma 4.3, we recall [11, Lemma
2.1]:
Lemma 4.4. For v(X) = f(r)ψ(σ) ∈ C∞(RN+1+ ),
−div (t1−2s∇v) = −r−N (rN+1−2sfr(r))r σ1−2sN+1ψ(σ)− r−1−2sf(r) divS+1 (σ1−2sN+1∇S+1 ψ)
where divS+1
is the standard divergence on the unit sphere in RN+1.
Proof of Lemma 4.3. Let W = r
− 2s+`
p−1 ψ(σ) be as in the statement. We divide our arguments
into several steps.
Step 1: ψ satisfies − divS+1
(
σ1−2sN+1∇S+1 ψ
)
+ βσ1−2sN+1ψ = 0 in S
+
1 ,
− lim
σN+1→+0
σ1−2sN+1∂σN+1ψ = κs|ψ|p−1ψ on ∂S+1 = S1
where β := 2s+`p−1
(
N − 2sp+`p−1
)
, namely, for each ϕ ∈ H1(S+1 , σ1−2sN+1dS) ∩ L∞(S+1 ),∫
S+1
σ1−2sN+1∇S+1 ψ · ∇S+1 ϕ+ βσ
1−2s
N+1ψϕdS = κs
∫
∂S+1
|ψ|p−1ψϕdω. (4.10)
Furthermore, we may also choose ϕ = ψ in (4.10) and obtain∫
S+1
σ1−2sN+1 |∇S+1 ψ|
2 + βσ1−2sN+1ψ
2 dS = κs
∫
∂S+1
|ψ|p+1 dω. (4.11)
Proof. For (4.10), by (4.9), ψ(ω, 0) ∈ Lp+1(∂S+1 ) and the dominated convergence theorem, it
is enough to prove it for ϕ ∈ C1(S+1 ).
For V (X) = V (rσ) ∈ C1c (RN+1+ ), notice that
∇V (X) = ∂rV (rσ)σ + r−1∇S+1 V,
∇W (X) = r− 2s+`p−1 −1
[
−2s+ `
p− 1 ψ(σ)σ +∇S+1 ψ(σ)
]
.
(4.12)
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We see from (4.7), (4.12) and σ · ∇S+1 h(σ) = 0 for functions h on S
+
1 that
κs
∫
RN
|x|− 2sp+`p−1 |ψ(x/|x|, 0)|p−1ψ(x/|x|, 0)V (x, 0) dx
=
∫
RN+1+
t1−2s∇W · ∇V dX
=
∫
RN+1+
t1−2sr−
2s+`
p−1 −1
[
−2s+ `
p− 1 ∂rV (rσ)ψ(σ) + r
−1∇S+1 V · ∇S+1 ψ
]
dX.
(4.13)
If we choose V as V (X) = η(r)ϕ(σ) where η ∈ C1c ([0,∞)) and ϕ ∈ C1(S+1 ), then (4.13) is
rewritten as
κs
(∫ ∞
0
r
− 2sp+`
p−1 +N−1η(r) dr
)(∫
∂S+1
|ψ(ω, 0)|p−1ψ(ω, 0)ϕ(ω, 0) dω
)
= − 2s+ `
p− 1
(∫ ∞
0
r
N− 2sp+`
p−1 η′(r) dr
)(∫
S+1
σ1−2sN+1ϕ(σ)ψ(σ) dS
)
+
(∫ ∞
0
r
− 2sp+`
p−1 +N−1η(r) dr
)(∫
S+1
σ1−2sN+1∇S+1 ϕ · ∇S+1 ψ dS
)
.
(4.14)
Since pS(N, `) < p yields −2sp+`p−1 +N > 0, it follows from the integration by parts that
−2s+ `
p− 1
∫ ∞
0
r
N− 2sp+`
p−1 η′(r) dr = β
∫ ∞
0
r
N− 2sp+`
p−1 −1η(r) dr.
Thus, by choosing η ≥ 0 with η 6≡ 0, (4.14) implies
κs
∫
∂S+1
|ψ(ω, 0)|p−1ψ(ω, 0)ϕ(ω, 0) dω =
∫
S+1
σ1−2sN+1∇S+1 ψ · ∇S+1 ϕ+ βσ
1−2s
N+1ψϕdS
for every ϕ ∈ C1(S+1 ). Hence, (4.10) holds.
For (4.11), take (ψk)k satisfying (4.8). Then (4.10) holds for ϕ = ψk. Thanks to ψ(ω, 0) ∈
Lp+1(∂S+1 ) and the dominated convergence theorem, letting k →∞, we obtain (4.11).
Step 2: For every ϕ ∈ H1(S+1 , σ1−2sN+1dS) ∩ L∞(S+1 ),
κsp
∫
∂S+1
|ψ|p−1ϕ2 dω ≤
∫
S+1
σ1−2sN+1 |∇S+1 ϕ|
2 dS +
(
N − 2s
2
)2 ∫
S+1
σ1−2sN+1ϕ
2 dS. (4.15)
Proof. It is enough to treat the case ϕ ∈ C1(S+1 ) due to (4.9) as in Step 1. We recall the
stability in (4.7): for any φ ∈ C1c (RN+1+ \B+R0),
κsp
∫
∂RN+1+
|x|`|W |p−1φ(x, 0)2 dx ≤
∫
RN+1+
t1−2s|∇φ|2 dX. (4.16)
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For 0 < ε 1, we choose τε and a standard cutoff function ηε ∈ C1c ((0,∞)) such that
τε :=
1√− log ε → 0,
χ(R0+2τε, R0+ε−1)(r) ≤ ηε(r) ≤ χ(R0+τε, R0+2ε−1)(r),
|η′ε(r)| ≤ Cτ−1ε for r ∈ (R0 + τε, R0 + 2τε),
|η′ε(r)| ≤ Cε for r ∈ (R0 + ε−1, R0 + 2ε−1)
(4.17)
where χA(r) is the characteristic function of A ⊂ (0,∞). For ϕ ∈ C1(S+1 ), we put
φ(X) = r−
N−2s
2 η(r)ϕ(σ) for X = rσ ∈ RN+1+ . (4.18)
Since W = r
− 2s+`
p−1 ψ(σ), we have∫
∂RN+1+
|x|`|W |p−1φ2 dx =
(∫ ∞
0
r−1η2ε dr
)(∫
∂S+1
|ψ|p−1ϕ2 dω
)
. (4.19)
On the other hand, by (4.18), we see that
|∇φ(X)|2 =
((
r−
N−2s
2 ηε
)′)2
ϕ2 + r−2
(
r−
N−2s
2 ηε
)2 |∇S+1 ϕ|2
=
[(
N − 2s
2
)2
ϕ2 + |∇S+1 ϕ|
2
]
r−2−(N−2s)η2ε
+ r−(N−2s)(η′ε)
2ϕ2 − (N − 2s)r−1−(N−2s)ηεη′εϕ2.
(4.20)
Since it follows from (4.17) that∫ ∞
0
rN+1−2sr−(N−2s)(η′ε)
2 dr ≤ Cτ−2ε
∫ R0+2τε
R0+τε
r dr + Cε2
∫ R0+2/ε
R0+1/ε
r dr ≤ C (τ−1ε + 1) ,∣∣∣∣∫ ∞
0
rN+1−2sr−1−(N−2s)ηεη′ε dr
∣∣∣∣ ≤ Cτ−1ε ∫ R0+2τε
R0+τε
dr + Cε
∫ R0+2/ε
R0+1/ε
dr ≤ C,
by (4.20) we have∫
RN+1+
t1−2s|∇φ|2 dX
=
∫ ∞
0
dr
∫
S+1
rN (rσN+1)
1−2s
{[(
N − 2s
2
)2
ϕ2 + |∇S+1 ϕ|
2
]
r−2−(N−2s)η2ε
+ r−(N−2s)(η′ε)
2ϕ2 − (N − 2s)r−1−(N−2s)ηεη′εϕ2
}
dS
≤
(∫ ∞
0
r−1η2ε dr
)(∫
S+1
σ1−2sN+1
[(
N − 2s
2
)2
ϕ2 + |∇S+1 ϕ|
2
]
dS
)
+ C
(
τ−1ε + 1
)
.
(4.21)
Finally, remark that∫ ∞
0
r−1η2ε dr ≥
∫ R0+ε−1
R0+2τε
r−1 dr = log
(
R0 + ε
−1)− log (R0 + 2τε) ≥ τ−2ε
2
holds for sufficiently small ε. Therefore, substituting (4.19) and (4.21) to (4.16), dividing by∫∞
0 r
−1η2ε dr and taking ε→ 0, we obtain (4.15).
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Step 3: For α ∈ [0, N−2s2 ), set
vα(x) := |x|−(
N−2s
2
−α), Vα(X) := (Ps(·, t) ∗ vα)(x).
Then for each X ∈ RN+1+ and λ > 0,
Vα(λX) = λ
−N−2s
2
+αVα(X) (4.22)
and φα(σ) := Vα(σ) = Vα(r
−1X) ∈ C(S+1 ) ∩ C1(S+1 ) ∩H1(S+1 , σ1−2sN+1dS). Moreover, φα also
satisfies φα > 0 in S
+
1 , for any ϕ ∈ H1(S+1 , σ1−2sN+1dS) ∩ L∞(S+1 ),∫
S+1
σ1−2sN+1 |∇S+1 ϕ|
2 dS +
[(
N − 2s
2
)2
− α2
]∫
S+1
σ1−2sN+1ϕ
2 dS
= κsλ(α)
∫
∂S+1
ϕ2 dω +
∫
S+1
σ1−2sN+1φ
2
α
∣∣∣∣∇S+1
(
ϕ
φα
)∣∣∣∣2 dS
(4.23)
and
0 ≤ α1 ≤ α2 < N − 2s
2
⇒ φα1 ≤ φα2 in S+1 . (4.24)
Proof. By direct computation, we may check (4.22). For the assertion φα ∈ C(S+1 )∩C1(S+1 )∩
H1(S+1 , σ
1−2s
N+1dS), we remark Vα(X) = (Ps(·, t) ∗ vα)(x) ∈ C∞(RN+1+ ). By φα = Vα|S+1 , to
show φα ∈ C(S+1 ) ∩ C1(S+1 ) ∩H1(S+1 , σ1−2sN+1dS), it suffices to prove
Vα, t
1−2s∂tVα, ∇xVα ∈ C
(
N+1/4(∂S
+
1 )
)
, N+r (A) :=
{
X ∈ RN+1+
∣∣∣ dist (X,A) < r } .
(4.25)
To this end, decompose vα = vα,1 + vα,2 where supp vα,1 ⊂ B2 \ B1/4 and vα,1 ≡ vα on
B3/2 \ B1/2, and set Vα,i(X) := (Ps(·, t) ∗ vα,i)(x). Since vα,1 ∈ C∞c (RN ) and N1/4(∂S+1 ) ∩
supp vα,2 = ∅ where Nr(A) := {x ∈ RN | dist(x,A) < r }, it is not difficult to show (4.25)
and φα ∈ C(S+1 ) ∩ C1(S+1 ) ∩H1(S+1 , σ1−2sN+1dS).
The assertion φα > 0 in S
+
1 follows from vα > 0 in RN \ {0} and the definition of Vα.
For (4.23) and (4.24), remark that in [10, Lemma 4.1], it is proved that (−∆)svα =
λ(α)|x|−2svα in RN , where λ(α) appears in (1.7). Hence, by the property of Ps(x, t) and vα,
we may check that for each ϕ ∈ C∞c (RN ),
− lim
t→+0
∫
RN
t1−2s∂tVα(X)ϕ(x) dx = κs
∫
RN
vα(−∆)sϕdx = κs
∫
RN
λ(α)|x|−2svαϕdx. (4.26)
For any fixed ω ∈ ∂S+1 , we consider a curve
γω(τ) :=
(√
1− τ2 ω
τ
)
∈ S+1 .
Then φα(γω(τ)) = Vα(γω(τ)) and
d
dτ
Vα(γω(τ)) = ∇Vα(γω(τ)) ·
(
− τ√
1−τ2ω
1
)
= − τ√
1− τ2∇xVα(γω(τ)) · ω + ∂tVα(γω(τ)).
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Combining this fact with (4.25), vα(1) = 1 and (4.26), we deduce that
− lim
σN+1→0
σ1−2sN+1∂σN+1φα(σ) = κsλ(α) on ∂S
+
1 . (4.27)
Due to (4.22), we notice that
Vα(X) = r
−N−2s
2
+αφα(σ).
Furthermore, since 0 = −div(t1−2s∇Vα) in RN+1+ and Vα = vα on ∂RN+1+ \ {0}, we have
φα = vα = 1 on ∂S
+
1 , and by Lemma 4.4 with f(r) = r
−N−2s
2
+α and ψ(σ) = φα(σ), φα is a
solution of−divS+1
(
σ1−2sN+1∇S+1 φα
)
+
[(
N − 2s
2
)2
− α2
]
σ1−2sN+1φα = 0 in S
+
1 ,
φα = 1 on ∂S
+
1 .
(4.28)
Now we prove (4.23). Since φα ∈ C(S+1 ) and φα > 0 in S+1 , for every ϕ ∈ H1(S+1 , σ1−2sN+1dS)∩
L∞(S+1 ) and (ϕk)k with (4.9), it follows that
ϕk
φα
→ ϕ
φα
strongly in H1(S+1 , σ
1−2s
N+1dS),
ϕ
φα
∈ H1(S+1 , σ1−2sN+1dS).
Hence, it suffices to show (4.23) for ϕ ∈ C1(S+1 ). For ϕ ∈ C1(S+1 ), notice that
∇S+1 φα · ∇S+1
(
ϕ2
φα
)
= ∇S+1 φα ·
[
2ϕ∇S+1 ϕ
φα
−
ϕ2∇S+1 φα
φ2α
]
= |∇S+1 ϕ|
2 −
∣∣∣∣∇S+1
(
ϕ
φα
)∣∣∣∣2 φ2α.
Thus, multiplying (4.28) by ϕ2/φα, we see from (4.27) that (4.23) holds.
Finally, for 0 ≤ α1 ≤ α2 < N−2s2 , we infer from 0 < φα that
−divS+1
(
σ1−2sN+1∇S+1 φα1
)
= −
[(
N − 2
2
)2
− α21
]
σ1−2sN+1φα1
≤ −
[(
N − 2s
2
)2
− α22
]
σ1−2sN+1φα1 on S
+
1 ,
which yields
−divS+1
(
σ1−2sN+1∇S+1 (φα2 − φα1)
)
+
[(
N − 2s
2
)2
− α22
]
σ1−2sN+1 (φα2 − φα1) ≥ 0.
Multiplying this inequality by (φα2 −φα1)− := max{0,−(φα2 −φα1)} ∈ H1(S+1 , σ1−2sN+1dS) and
integrating it over S+1 , by φα1 = 1 = φα2 on ∂S
+
1 and
(
N−2s
2
)2 − α22 > 0, we deduce that
(φα2 − φα1)− ≡ 0, hence, (4.24) holds.
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Step 4: Conclusion
Now we are ready to prove the assertion of Lemma 4.3. By pS(N, `) < p and ` > −2s
thanks to (1.2), we set
α˜ =
N − 2s
2
− 2s+ `
p− 1 ∈
(
0,
N − 2s
2
)
.
By this choice of α˜, we see that(
N − 2s
2
)2
− α˜2 = 2s+ `
p− 1
(
N − 2s− 2s+ `
p− 1
)
= β (4.29)
where β appears in Step 1. Let (ψk)k be the functions in (4.8) and notice that φ0/φα˜ ∈
C(S1+)∩H1(S+1 , σ1−2sN+1dS), φ0 = φα˜ = 1 on ∂S+1 and ψkφ0/φα˜ ∈ H1(S+1 , σ1−2sN+1dS)∩L∞(S+1 ).
Hence, (4.15) and (4.23) with ϕ = ψkφ0/φα˜ and α = 0 give
κsp
∫
∂S+1
|ψ|p−1ψ2k dω
≤
∫
S+1
σ1−2sN+1
∣∣∣∣∇S+1
(
ψkφ0
φα˜
)∣∣∣∣2 dS + (N − 2s2
)2 ∫
S+1
σ1−2sN+1
(
ψkφ0
φα˜
)2
dS
= κsλ(0)
∫
∂S+1
ψ2k dω +
∫
S+1
σ1−2sN+1φ
2
0
∣∣∣∣∇S+1
(
ψk
φα˜
)∣∣∣∣2 dS
This together with (4.24) implies
κsp
∫
∂S+1
|ψ|p−1ψ2k dω ≤ κsλ(0)
∫
∂S+1
ψ2k dω +
∫
S+1
σ1−2sN+1φ
2
α˜
∣∣∣∣∇S+1
(
ψk
φα˜
)∣∣∣∣2 dS. (4.30)
Substituting (4.23) with ϕ = ψk and α = α˜ into (4.30), we observe from (4.29) that
κsp
∫
∂S+1
|ψ|p−1ψ2k dω
≤ κsλ(0)
∫
∂S+1
ψ2k dω +
∫
S+1
σ1−2sN+1 |∇S+1 ψk|
2 dS
+
[(
N − 2s
2
)2
− α˜2
]∫
S+1
σ1−2sN+1ψ
2
k dS − κsλ(α˜)
∫
∂S+1
ψ2k dω
= κs (λ(0)− λ(α˜))
∫
∂S+1
ψ2k dω +
∫
S+1
σ1−2sN+1 |∇S+1 ψk|
2 dS + β
∫
S+1
σ1−2sN+1ψ
2
k dS.
(4.31)
On the other hand, by (4.23) with ϕ = ψk and α = α˜, we have∫
S+1
σ1−2sN+1 |∇S+1 ψk|
2 dS + β
∫
S+1
σ1−2sN+1ψ
2
k dS ≥ κsλ(α˜)
∫
∂S+1
ψ2k dω.
From (4.31) and the fact λ(0) > λ(α˜) due to (1.8), it follows that
κsp
∫
∂S+1
|ψ|p−1ψ2k dω ≤
λ(0)
λ(α˜)
{∫
S+1
σ1−2sN+1 |∇S+1 ψk|
2 dS + β
∫
S+1
σ1−2sN+1ψ
2
k dS
}
.
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Letting k →∞ and noting (4.8) and (4.11), we obtain
κsp
∫
∂S+1
|ψ|p+1 dω ≤ λ(0)
λ(α˜)
κs
∫
∂S+1
|ψ|p+1 dω.
Thus, we obtain λ(α˜)p ≤ λ(0) unless ψ ≡ 0. Therefore, if (1.11) holds, namely λ(α˜)p > λ(0),
then ψ ≡ 0, and by W = r− 2s+`p−1 ψ, we have W ≡ 0. Hence, Lemma 4.3 follows.
Now we are ready to prove Theorem 1.1 for pS(N, `) < p. Following [7], we use the
blow-down analysis.
Proof of Theorem 1.1 for pS(N, `) < p. Assume (1.2) and (1.11). Let u ∈ Hsloc(RN )∩L∞loc(RN )∩
L2(RN , (1 + |x|)−N−2sdx) be a solution of (1.1) which is stable outside BR0 and let U be the
function given in (2.3). Recall D, H and E in (4.1), (4.2) and (4.3), respectively. Then, by
Lemma 2.9 we see that
λ
2(2s+`)
p−1 D(U ;λ) ≤ Cλ 2p−1 (s(p+1)+`)−N
(∫
B+λ
t1−2s|∇U |2 dX +
∫
Bλ
|x|`|u|p+1 dx
)
≤ C (4.32)
for λ ≥ 3R0. Since E is nondecreasing with respect to λ due to Lemma 4.2, by (4.32) and
Lemma 2.8, for λ ≥ 3R0, we have
E(U ;λ) ≤ λ−1
∫ 2λ
λ
E(U ; ξ) dξ
= λ−1
∫ 2λ
λ
ξ
2(2s+`)
p−1
[
D(U ; ξ) +
2s+ `
2(p− 1)H(U ; ξ)
]
dξ
≤ C + Cλ−1
∫ 2λ
λ
dξ ξ
2(2s+`)
p−1 −N−1+2s
∫
S+ξ
t1−2sU2 dS
≤ C + Cλ 2p−1 (2s+`)+2s−N−2
∫ 2λ
λ
dξ
∫
S+ξ
t1−2sU2 dS
≤ C + Cλ 2p−1 (2s+`)+2s−N−2
∫
B+2λ
t1−2sU2 dX
≤ C + Cλ 2p−1 (2s+`)+2s−N−2λN+2(1−s)−
2(2s+`)
p−1 ≤ C.
This implies that
lim
λ→∞
E(U ;λ) < +∞. (4.33)
On the other hand, for X ∈ RN+1+ , let
Vλ(X) := λ
2s+`
p−1 U(λX).
Then it is easy to check that
Vλ(X) =
(
Ps(·, t) ∗
(
λ
2s+`
p−1 u (λ·)
))
(x),
− lim
t→+0
t1−2s∂tVλ(x, t) = κs|x|` |Vλ(x, 0)|p−1 Vλ(x, 0),
λ
2(2s+`)
p−1 D(U ;λR) = D(Vλ;R), λ
2(2s+`)
p−1 H(U ;λR) = H(Vλ;R), E(U ;λR) = E(Vλ;R)
(4.34)
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for each λ ≥ 3R0. Since u is stable outside BR0 , as in the proof of Lemma 2.9 (see (2.65)),
by (2.8), U is stable outside B+R0 . Therefore, for every ψ ∈ C1c (RN+1+ \B+λ−1R0),
pκs
∫
RN
|x|`|Vλ(x, 0)|p−1ψ(x, 0)2 dx = pκsλ2s−N
∫
RN
|x|`|u(x)|p−1ψ(λ−1x, 0)2 dx
≤ λ2s−N
∫
RN+1+
t1−2s
∣∣∇(ψ(λ−1X))∣∣2 dX
=
∫
RN+1+
t1−2s |∇ψ|2 dX,
(4.35)
which implies that Vλ is stable outside B
+
λ−1R0
. Furthermore, by (2.52) and (2.60), (Vλ)λ≥3R0
is bounded in H1loc(R
N+1
+ , t
1−2sdX) and (Vλ(x, 0))λ≥3R0 is bounded in L
p+1
loc (R
N , |x|`dx).
Now let (λi)
∞
i=1 satisfy λi → ∞ and Vλi ⇀ U∞ weakly in H1loc(RN+1+ , t1−2sdX). Thanks
to the above fact, without loss of generality, we may also assume that
U∞(x, 0) ∈ Lp+1loc (RN , |x|`dx). (4.36)
We shall claim that
Vλi(x, 0)→ U∞(x, 0) strongly in Lqloc(RN ) for 1 ≤ q <
2N
N − 2s, (4.37)
Vλi(X)→ U∞(X) strongly in L2loc(RN+1+ , t1−2sdX). (4.38)
Due to the boundedness of the trace operator from H1(BR × (0, R), t1−2sdX) to Hs(BR) for
each R (see [8]), we also have Vλi(x, 0) ⇀ U∞(x, 0) weakly in H
s(BR). By the compactness
of embedding Hs(BR) ⊂ Lq(BR) where 1 ≤ q < 2N/(N − 2s), we get (4.37). For (4.38), since
H1(BR × (R−1, R), t1−2sdX) = H1(BR × (R−1, R)), we first remark that
Vλi → U∞ strongly in L2loc(RN+1+ , t1−2sdX). (4.39)
Around t = 0, we notice that for ψ ∈ C1(RN+1+ ),
|ψ(x, t)| ≤ |ψ(x, 0)|+
∫ t
0
τ
2s−1
2 τ
1−2s
2 |∂tψ(x, τ)| dτ
≤ |ψ(x, 0)|+
[
1
2s
t2s
]1/2(∫ t
0
τ1−2s |∂tψ(x, τ)|2 dτ
)1/2
.
Therefore, ∫
BR×(0,T )
t1−2s |ψ(X)|2 dX
≤ 2
∫
BR×(0,T )
t1−2s
[
|ψ(x, 0)|2 + t
2s
s
∫ t
0
τ1−2s|∂tψ(x, τ)|2 dτ
]
dX
≤ Cs
[
T 2−2s‖ψ(·, 0)‖2L2(BR) + T 2
∫
BR×(0,T )
t1−2s|∂tψ(X)|2 dX
]
.
(4.40)
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By the density argument, (4.40) holds for every W ∈ H1loc(RN+1+ , t1−2sdX). Thus, by (4.39),
lim sup
i→∞
∫
BR×(0,R)
t1−2s|Vλi − U∞|2 dX
= lim sup
i→∞
(∫
BR×(0,T )
+
∫
BR×(T,R)
)
t1−2s|Vλi − U∞|2 dX ≤ C(T 2−2s + T 2).
Since T ∈ (0, R) is arbitrary and C is independent of T , (4.38) holds.
Next, we shall prove that U∞ satisfies (4.7). For the third property in (4.7), we observe
from (2.18) and (4.34) that for each ϕ ∈ C1c (RN+1+ ),∫
RN+1+
t1−2s∇Vλi · ∇ϕdX = κs
∫
RN
|x|`|Vλi(x, 0)|p−1Vλi(x, 0)ϕ(x, 0) dx.
By (4.37), we may also suppose that Vλi(x, 0)→ U∞(x, 0) for a.a. x ∈ RN . Since (Vλi(x, 0))i
is bounded in Lp+1loc (R
N , |x|`dx), a variant of Strauss’ lemma (see Strauss [20, Compactness
Lemma 2] and Berestycki and Lions [1, Theorem A.I]) and the fact Vλi ⇀ U∞ weakly in
H1loc(R
N+1
+ , t
1−2sdX) give∫
RN+1+
t1−2s∇U∞ · ∇ϕdX = κs
∫
RN
|x|`|U∞(x, 0)|p−1U∞(x, 0)ϕ(x, 0) dx.
In a similar way, by (4.35), we also observe that U∞ is stable outside B+ε for any ε > 0, that
is, for each ψ ∈ C1c (RN+1+ \B+ε ),
κsp
∫
RN
|x|`|U∞(x, 0)|p−1ψ(x, 0)2 dx ≤
∫
RN+1+
t1−2s|∇ψ|2 dX.
Finally, we prove U∞(X) = r
− 2s+`
p−1 U∞(r−1X). If this is true, then (4.36) gives ψ(ω, 0) =
U∞(x/r, 0) ∈ Lp+1(∂S+1 ) and Lemma 4.3 is applicable for U∞. Remark that (4.34) implies
(−∆)s Vλ(x, 0) = |x|` |Vλ(x, 0)|p−1 Vλ(x, 0) in RN (4.41)
and Proposition 2.2 and Lemma 4.2 hold for Vλ. Hence, for R2 > R1 > 0, by (4.33), (4.34)
and Lemma 4.2, we have
0 = lim
i→∞
{
E(U ;λiR2)− E(U ;λiR1)
}
= lim
i→∞
{
E(Vλi ;R2)− E(Vλi ;R1)
}
≥ lim inf
i→∞
∫ R2
R1
∂
∂r
E(Vλi ; r) dr.
(4.42)
This together with (4.4), (4.38) and the weak lower semicontinuity of norms yield
0 ≥ lim inf
i→∞
∫ R2
R1
r
2
p−1 (s(p+1)+`)−N
(∫
S+r
t1−2s
(
2s+ `
p− 1
Vλi
r
+
∂Vλi
∂r
)2
dS
)
dr
= lim inf
i→∞
∫
B+R2
\B+R1
t1−2sr
2
p−1 (s(p+1)+`)−N
(
2s+ `
p− 1
Vλi
r
+
∂Vλi
∂r
)2
dX
≥
∫
B+R2
\B+R1
t1−2sr
2
p−1 (s(p+1)+`)−N
(
2s+ `
p− 1
U∞
r
+
∂U∞
∂r
)2
dX.
(4.43)
41
Noting that U∞ ∈ C∞(RN+1+ ) thanks to div(t1−2s∇U∞) = 0 and elliptic regularity, by the
arbitrariness of R1 and R2, we have
0 =
∂U∞
∂r
+
2s+ `
p− 1
U∞
r
= r
− 2s+`
p−1 ∂
∂r
(
r
2s+`
p−1 U∞
)
in RN+1+ .
Integrating this equality with respect to r, we obtain
U∞(X) = r
− 2s+`
p−1 U∞(r−1X)
and hence, U∞ satisfies (4.7).
It follows from Lemma 4.3 that U∞ ≡ 0. Since the weak limit does not depend on choices
of subsequences, we infer that Vλ ⇀ 0 weakly in H
1
loc(R
N+1
+ , t
1−2sdX) and from (4.38) that∫
B+2R
t1−2s|Vλ|2 dX → 0 as λ→∞. (4.44)
Recalling (4.34), (4.35), (4.41) and the proof of (2.66) in Lemma 2.9, we see∫
RN+1+
t1−2s|∇(Vλζ)|2 dX ≤ p
p− 1
∫
RN+1+
t1−2s|Vλ|2|∇ζ|2 dX (4.45)
where ζ ∈ C1c (RN+1+ ) satisfying
ζ ≡ 1 in B+R \B+r , ζ ≡ 0 in B+r/2 ∪ (RN+1+ \B+2R) for λ−1R0 < r < R.
From (4.44), (4.45) and the property of ζ, we observe that for any 0 < r < R,
lim
λ→∞
∫
B+R\B+r
t1−2s |∇Vλ|2 dX = 0. (4.46)
Furthermore, by (2.64) with Vλ, (4.44) and (4.45), for each 0 < r < R,
lim
λ→∞
∫
BR\Br
|x|`|Vλ(x, 0)|p+1 dx = 0. (4.47)
Next, we shall prove E(U ;λ) → 0 as λ → ∞. In view of (4.34), for each ε ∈ (0, 1), we
have
λ
2(2s+`)
p−1 D(U ;λ) = D(Vλ; 1)
=
1
2
∫
B+ε
t1−2s|∇Vλ|2 dX − κs
p+ 1
∫
Bε
|x|`|Vλ(x, 0)|p+1 dx
+
1
2
∫
B+1 \B+ε
t1−2s|∇Vλ|2 dX − κs
p+ 1
∫
B1\Bε
|x|`|Vλ(x, 0)|p+1 dx
= εN−2sD(Vλ; ε) +
1
2
∫
B+1 \B+ε
t1−2s|∇Vλ|2 dX
− κs
p+ 1
∫
B1\Bε
|x|`|Vλ(x, 0)|p+1 dx
= ε
N− 2
p−1 (s(p+1)+`)
[
(λε)
2(2s+`)
p−1 D(U ;λε)
]
+
1
2
∫
B+1 \B+ε
t1−2s|∇Vλ|2 dX − κs
p+ 1
∫
B1\Bε
|x|`|Vλ(x, 0)|p+1 dx.
(4.48)
42
By (4.32) and (4.46)–(4.48), we see that
lim sup
λ→∞
∣∣∣∣λ 2(2s+`)p−1 D(U ;λ)∣∣∣∣
= lim sup
λ→∞
∣∣∣∣εN− 2p−1 (s(p+1)+`) [(λε) 2(2s+`)p−1 D(U ;λε)]
+
1
2
∫
B+1 \B+ε
t1−2s|∇Vλ|2 dX − κs
p+ 1
∫
B1\Bε
|x|`|Vλ(x, 0)|p+1 dx
∣∣∣∣∣
≤ C0εN−
2
p−1 (s(p+1)+`)
for some C0 > 0. Since ε ∈ (0, 1) is arbitrary and N − 2p−1((p+ 1)s+ `) > 0, we obtain
lim
λ→∞
λ
2(2s+`)
p−1 D(U ;λ) = 0. (4.49)
On the other hand, from (4.44) it follows that
0 = lim
λ→∞
∫
B+2
t1−2s|Vλ|2 dX = lim
λ→∞
∫ 2
0
dr
∫
S+r
t1−2s|Vλ|2 dS.
By choosing a subsequence (λi),∫
S+r
t1−2s|Vλi |2dS → 0 a.a. r ∈ (0, 2).
Therefore, there exists an r0 ∈ (0, 2) such that (4.34) gives
λ
2(2s+`)
p−1
i H(U ; r0λi) = H(Vλi ; r0) = r
−(N+1−2s)
0
∫
S+r0
t1−2s|Vλi |2 dS → 0.
With (4.34), (4.49) and the monotonicity of E(U ;λ), we have
lim
λ→∞
E(U ;λ) = lim
i→∞
E(U ;λir0) = 0. (4.50)
We shall prove U ≡ 0. To this end, we shall prove E(U ;λ) → 0 as λ → 0. Since
U ∈ C(RN+1+ ) holds by Lemma 2.3, as λ→ 0, we have
0 ≤ λ
2(2s+`)
p−1 H(U ;λ) = λ
2(2s+`)
p−1
∫
S+1
σ1−2sN+1U(λσ)
2 dS ≤ C‖U‖2
L∞(B+1 )
λ
2(2s+`)
p−1 → 0 (4.51)
and by (1.2),
λ
2(2s+`)
p−1 −(N−2s)
∫
Bλ
|x|`|u|p+1 dx ≤ C‖u‖p+1L∞(B1)λ
2(2s+`)
p−1 +2s+` → 0. (4.52)
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By (4.50) and the monotonicity of E(U ;λ), we have E(U ;λ) ≤ 0 for all λ ∈ (0,∞). In view
of this fact with (4.51) and (4.52), it follows that
lim sup
λ→+0
λ
2(2s+`)
p−1 −(N−2s)
2
∫
B+λ
t1−2s|∇U |2 dX
= lim sup
λ→+0
E(U ;λ) + λ 2(2s+`)p−1 −(N−2s)κs
p+ 1
∫
Bλ
|x|`|u|p+1 dx− λ
2(2s+`)
p−1 2s+ `
2(p− 1)H(U ;λ)

≤ 0,
which yields
lim
λ→+0
λ
2(2s+`)
p−1 −(N−2s)
∫
B+λ
t1−2s|∇U |2 dX = 0. (4.53)
Now, (4.51)–(4.53) yields E(U ;λ) → 0 (λ → 0). Therefore, E(U ;λ) ≡ 0 thanks to (4.50)
and the monotonicity of E. Applying the argument similar to (4.42) and (4.43), we see that
U = r
− 2s+`
p−1 U(r−1X). In addition, since U ∈ C(RN+1+ ), ψ(ω, 0) = U(ω, 0) ∈ L∞(∂S+1 ) and u
(respectively U) is stable outside BR0 (respectively B
+
R0
), (4.7) is satisfied and it follows from
Lemma 4.3 that U ≡ 0. This completes the proof.
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