A variance inequality ensuring that a pre-distance matrix is Euclidean  by Bénasséni, Jacques
Linear Algebra and its Applications 416 (2006) 365–372
www.elsevier.com/locate/laa
A variance inequality ensuring that a pre-distance matrix
is Euclidean
Jacques Bénasséni
Université de Haute Bretagne, Place du Recteur Henri Le Moal, CS 24 307, 35043 Rennes Cedex, France
Received 13 May 2005; accepted 21 November 2005
Available online 8 February 2006
Submitted by R.A. Brualdi
Abstract
We derive a variance inequality on the squares of the pre-distances between n objects ensuring that the
corresponding pre-distance matrix is Euclidean. The result is discussed in relation with some transformations
making a pre-distance matrix Euclidean.
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1. Introduction
We consider an n × n pre-distance matrix D = (dij ) defined as a real symmetric matrix where
dii = 0 for i = 1, . . . ., n and dij > 0 for i /= j . D is said to be a Euclidean distance matrix of
dimension r if there exist points in Rr(r  n − 1) such that the squares of the Euclidean distances
between these points generate the values dij .
During the past two decades a large amount of work has been devoted to properties of Euclidean
distance matrices in a series of works including among others Gower [6–8], Mathar [11], Critchley
[4], Gower and Legendre [9], Hayden et al. [10], Alfakih [1], and Tarazaga [14].
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However, this short note aims to slightly enhance the understanding of Euclidean geometry
by pointing out a very specific condition ensuring that D is Euclidean. The result is simply based
on the fact that the matrix x = [δij ] with δij = x for i /= j is Euclidean of dimension n − 1
for any x > 0. Then, by continuity arguments, any pre-distance matrix D sufficiently close to x
will also be Euclidean. Using this remark together with a result of [2] we state that a restrictive
condition on the variance of the dij is sufficient to ensure that D is Euclidean. In Section 2, a brief
recall of some basic mathematical results will allow a notation to be introduced. Section 3 will
be devoted to the derivation of the main propositions. Finally the central inequality of the paper
will be discussed in Section 4.
2. Mathematical preliminaries
It is well known that the matrix D = [dij ] is Euclidean if and only if
WD = −12 (I − es
t)D(I − set) (1)
is positive semi-definite (p.s.d.) where I denotes the identity matrix of order n, e a vector all
of whose values are one and s any vector such that set = 1. This result was proved by [6] as a
generalisation of an earlier result of Schoenberg [12].
In the remainder of the paper it will be assumed that s = e/n so that the elements of WD may
be written as
(WD)ij = 12 (di. + dj. − dij − d..) for i /= j, (2)
(WD)ii = di. − d..2 , (3)
where di. = 1n
∑n
j=1 dij , d.j = 1n
∑n
i=1 dij and d.. = 1n
∑n
i=1 di.
In the forthcoming developments, we shall need the following two lemmas where, for k =
1, . . . , n, λk(M)denote the eigenvalues of anyn × nmatrix M, assumed to be ranked in decreasing
order.
Lemma 1. Let x > 0 and x = [δij ] with δij = x > 0 for i /= j and δii = 0. Define
W = −12
(
I − ee
n
t
)
x
(
I − ee
n
t
)
. (4)
Then we have
(W)ij = − x2n for i /= j and (W)ii =
(n − 1)x
2n
(5)
and
λk(W) = x2 for k = 1, . . . , n − 1 and λn(W) = 0. (6)
The proof of the lemma is straightforward by using (2) and (3).
Lemma 2. Consider three symmetric matrices A,B and C of order n with C = A + B and let H
denote a matrix satisfying
H−1AH = Diag(λj (A)).
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Then we have
(a) for k = 1, . . . ., n
min
j
|λk(C) − λj (A)|  ‖B‖2, (7)
where ‖ ‖2 is used for the spectral norm defined as the largest singular value of a matrix.
(b) if s of the intervals [λj (A) − ‖B‖2, λj (A) + ‖B‖2] form a connected domain which does
not overlap with the remaining intervals, then there are exactly s eigenvalues of C in this
domain.
Proof. The lemma is a simple corollary of a result of [2] which states that for k = 1, . . . n
min
j
|λk(C) − λj (A)|  ‖H−1‖2‖H‖2‖B‖2,
with non-necessarily symmetric matrices. Here, since A,B and C are assumed to be symmetric, it
follows that H is an orthogonal matrix satisfying ‖H‖2 = ‖H−1‖2 = 1 which proves (a). Bauer
and Fike’ result is also detailed by [15, pp. 87–88] who develops continuity arguments leading to
(b). 
3. Main results
Let x ∈ R+∗. Define Bx = [bij ] where bii = 0 and bij = 12 (x − dij ) for i /= j and let B˜x =
(I − eet
n
)Bx(I − eetn ). Then we have the following results.
Proposition 1. Consider
f : R+∗ → R
defined by
f (x) = x
2
4
− ‖B˜x‖2,
where ‖ ‖ denotes the Euclidean norm. If x ∈ R+∗ exists such that f (x) > 0, then D = [dij ] is
a Euclidean distance matrix.
Proof. Let x > 0 satisfying f (x) > 0. Consider WD defined in (1) with s = e/n and W defined
in (4). Then
WD = W + B˜x . (8)
We have to prove that WD is p.s.d. Because their rows and columns are centered (that is,
∑
i wij =∑
j wij = 0), bothWD andW have a trivial zero eigenvalue which is of no interest in our problem,
so that we shall focus on the remaining n − 1 eigenvalues.
Since f (x) > 0 we have
‖B˜x‖ < x2
from which, using the classical norm inequality
‖B˜x‖2  ‖B˜x‖
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we derive
0 <
x
2
− ‖B˜x‖  x2 − ‖B˜x‖2. (9)
By using (6) in Lemma 1, we see that (9) becomes
0 < λj (W) − ‖B˜x‖2 (10)
for j = 1, . . . , n − 1.
Therefore the n − 1 intervals [λj (W) − ‖B˜x‖2, λj (W) + ‖B˜x‖2] do not overlap with zero
for j = 1, . . . , n − 1 and by Lemma 2 we know that they contain the n − 1 non-trivial eigenvalues
of WD . Hence, WD is p.s.d. so that D is a Euclidean distance matrix. 
Lemma 3. The maximum value of f (x) is obtained for x = n
n−2d...
Proof. In order to prove the result, simply develop ‖B˜x‖2 by means of relations (2) and (3) in
order to express f (x) as
f (x) = x
2
4
−
n∑
i=1
[
di. − d..2 −
n − 1
2n
x
]2
− 1
4
∑
i /=j
[x
n
+ (di. + d.j − dij − d..)
]2
.
Then, noting that
n∑
i=1
(
di. − d..2
)
= −1
2
∑
i /=j
(di. + d.j − dij − d..)
(since the rows and columns of WD are centered), by simple but lengthy algebra we get
f (x) = 2 − n
4
x2 + nd..
2
x − ‖WD‖2
and
f ′(x) = 2 − n
2
x + nd..
2
.
Note that 2 − n < 0 for n > 2 so that f (x) is a polynomial of the second degree with a global
maximum for x = nd..
n−2 . This proves the result. 
As a simple consequence we have the following result:
Corollary 1. If f ( n
n−2d..
)
> 0, then D is a Euclidean distance matrix.
The explicit formulation of the condition in the above corollary is not easy to handle because
of the matrix (I − eet
n
) involved in the definition of f. However a more convenient condition may
be obtained by adapting the previous results in the following way.
Proposition 2. Consider
g : R+∗ → R
defined by
g(x) = x2 −
∑
i /=j
(x − dij )2.
If x exists such that g(x) > 0, then D is a Euclidean distance matrix.
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Proof. Let x > 0 satisfying g(x) > 0. Since
1
4
g(x) = x
2
4
− ‖Bx‖2
we then have
‖Bx‖ < x2
or equivalently
0 <
x
2
− ‖Bx‖. (11)
Noting that ‖I − eet
n
‖2 = 1, we get from a classical norm property
‖B˜x‖2 
∥∥∥∥I − eetn
∥∥∥∥
2
2
‖Bx‖2  ‖Bx‖
so that we have from (11)
0 <
x
2
− ‖B˜x‖2.
This inequality is identical to (9) in the proof of proposition 1. Therefore, the remaining of the
proof is similar to that of proposition 1. 
Lemma 4. g(x) is maximum when x = n2d..
n2−n−1 .
Proof. The result may be simply derived by developing g(x) as
g(x) = (−n2 + n + 1)x2 + 2n2d..x − ‖D‖2
and noting that
g′(x) = 2(−n2 + n + 1)x + 2n2d...
For n  2 we have −n2 + n + 1 < 0 so that g(x) is a polynomial of the second degree with a
global maximum for x = n2d..
n2−n−1 . 
As a simple consequence of Lemma 4 we get the following corollary:
Corollary 2. If g( n2d..
n2−n−1
)
> 0, then D is a Euclidean distance matrix.
Finally we have the following result:
Corollary 3. If the variance of the n(n − 1) values d2ij for i /= j satisfies
var
i /=j(dij ) <
n2
(n − 1)2(n2 − n − 1)d
2
..
then D is a Euclidean distance matrix.
Proof. The inequality in Corollary 3 is obtained by developing the condition in Corollary 2. For
brevity, the proof will not be detailed since it involves very simple algebra. It is only necessary
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to note that nd../(n − 1) is the mean of the n(n − 1) values dij for i /= j and use the following
decomposition:
n2d..
n2 − n − 1 =
n
n − 1d.. +
n
(n − 1)(n2 − n − 1)d... 
The bound obtained to vari /=j (dij ) in Corollary 3 depends on Bauer and Fike’ result and norm
inequalities used in the proof of Proposition 2. Therefore, it is interesting to see if it could be
proved that D is Euclidean through a weaker condition on vari /=j (dij ). This point is discussed in
the following section and a possible use of the condition (in relation with some transformations
making a pre-distance matrix Euclidean) is also suggested.
4. Discussion of the result
First, the following example will help us to discuss the accuracy of the bound obtained in
Corollary 3.
Consider the n × n pre-distance matrix D defined by d12 = d13 = a (for some constant a >
0) and dij = 1 for the pre-distances between all the other distinct objects. The mean of the
n(n − 1)values dij for is equal to
1 + 4(a − 1)
n(n − 1)
and their variance satisfies
var
i /=j(dij ) =
4(n2 − n − 4)
n2(n − 1)2 (a − 1)
2. (12)
Now, focus on the 4 × 4 sub-matrix corresponding to i  4 and j  4. It is easily seen by simple
geometric developments that this sub-matrix (and therefore D) cannot be Euclidean when a <
2 − √3 or a > 2 + √3. Letting n → +∞ and a → 2 − √3 (with a < 2 − √3) we then have
from (12):
var
i /=j(dij ) ≈
4(
√
3 − 1)2
n2
∼=2.143
n2
. (13)
Therefore, we see from (13) that any condition of the form vari /=j (dij ) < k/n2, ensuring that D
is Euclidean, will necessarily involve a constant k smaller than 2.143. Now, turning to Corollary
3 and letting n → +∞, we have d.. → 1 so that in this corollary the condition ensuring that
D is Euclidean becomes: vari /=j (dij ) < 1/n2. This bound may be considered as fairly accurate
in comparison to 2.143/n2 so that, for large size matrices, it should not be possible to improve
significantly the condition on vari /=j (dij ) given by the corollary.
The above example shows that a condition based only on a criterion of closeness of the dij
must be very strong in order to ensure that D is Euclidean. This condition will therefore be
satisfied by very few matrices. Indeed, the fact that the condition is very restrictive can be viewed
as the counterpart of its great simplicity since it involves only the variance of the elements of
D. Euclidean conditions satisfied by a wider set of pre-distance matrices will generally be more
sophisticated.
Despite its restrictive character, the condition may be of some interest when considering some
transformations making D Euclidean. First, we consider the power transformation. Referring to
Schoenberg [13] or more recently to Joly and Le Calvé [5], it is well known that there exists a
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constant α0 (0 < α0 < 1) such that the matrix Dα = (dαij ) with zero on the diagonal is Euclidean
for any α  α0. We do not know any analytical way of obtaining α0. Corollary 3 allows to know
by a simple variance computation that a specific value α is a lower bound to α0. This point may
be illustrated by considering the following pre-distance matrix with n = 4:
D =


0 9 1 1
9 0 1 1
1 1 0 9
1 1 9 0

 . (14)
It may be checked that λ4(WD) = −7/2 so that D is not Euclidean. It is easy to note that for
α = 0.27 we have vari /=j (dαij ) = 0.1457 while the right-hand side bound of Corollary 3 computed
for D0.27 is equal to 0.1466. Therefore we know that D0.27 is Euclidean. Furthermore, a numerical
approach based on the computation of the eigenvalues of WDα for different values of α allows
to see that α0=0.315. Therefore, in this example, the value α = 0.27 may be considered as fairly
close to α0.
Finally, it is worth underlining that the power transformation result works because Dα tends to
the standard simplex 1 as α tends to 0. As noted by [3], other transformations sharing a similar
property can be obtained by considering the cumulative distribution function H of any random
variable taking its values on ]0,+∞[. Defining
F(α, x) = 1 − H(αx)
and
G(α, x) = H(ax)
we see that, for any i /= j , F(α, dij ) tends to 1 as α tends to 0 and G(α, dij ) tends to 1 as α tends
to +∞. As a consequence we know by continuity arguments that there exist α0 and α1 such that
the matrix with zero on the diagonal and F(α, dij ) (respectively G(α, dij )) as current element is
Euclidean for α  α0 (respectively for α  α1).
This remark may be simply illustrated by considering the classical exponential distribution
with parameter θ defined by H(x) = 1 − exp(−θx). Taking θ = 1, we apply the transformation
G to the elements of D defined in (14). Letting D˜ = (d˜ij ) with d˜ij = 1 − exp(−αdij ) for no-
tational convenience, we have vari /=j (d˜ij ) = 0.0445 for α = 0.802. The right-hand side bound
of Corollary 3 computed for D˜ is now equal to 0.0446 so that we know that D˜ is Euclidean for
α = 0.802. Again it may be noted that this value of α is fairly close to α1 = 0.7 obtained by
further computations of eigenvalues.
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