High-throughput screening (HTS) is used in modern drug discovery to screen hundreds of thousands to millions of compounds on selected protein targets. It is an industrial-scale process relying on sophisticated automation and state-of-the-art detection technologies. Quality control (QC) is an integral part of the process and is used to ensure good quality data and minimize assay variability while maintaining assay sensitivity. The authors describe new QC methods and show numerous real examples from their biologist-friendly StatServer ® HTS application, a custom-developed software tool built from the commercially available S-PLUS ® and StatServer ® statistical analysis and server software. This system remotely processes HTS data using powerful and sophisticated statistical methodology but insulates users from the technical details by outputting results in a variety of readily interpretable graphs and tables. It allows users to visualize HTS data and examine assay performance during the HTS campaign to quickly react to or avoid quality problems. (Journal of Biomolecular Screening 2003:624-633) 
INTRODUCTION

H
IGH-THROUGHPUT SCREENING (HTS) is a complex industrial process that "manufactures" critical data for drug discovery. Quality of the manufactured product, the measured results, is defined by the ability of the assay to correctly select potent compounds for reconfirmation and follow-up.
An ideal assay would do a perfect job of discriminating and selecting potent compounds from impotent ones. Thus, such an assay would have false-positive and false-negative rates of 0. For a variety of reasons, such an ideal is impossible to achieve in practice because potent and impotent are relative terms. In reality, biological properties measured in HTS assays, such as relative binding strength, signaling strength, and so forth, vary among compounds along a continuous spectrum. Potency is determined by where along this spectrum of results one wishes to define the potency cutoff. This can be as much a function of economics and logistics as absolute potency: how many compounds on which one can afford to reconfirm and do further counterscreens and titrations or how many leads are available for medicinal chemistry. This is especially the case for initial screening in which structure-activity relationships and mechanisms of actions are not yet well understood so that there is no clear scientific basis for establishing cutoffs.
In reality, no assay can work perfectly for all compounds. Natural fluorescence, alternative binding modes, lack of appropriate binding motifs for signaling agents, and other biochemical anomalies can lead to inaccurate results for some compounds.
Finally, and central to our discussion, the presence of measurement variability always clouds results. When the measured result is some value, k, the "true" value may be considerably less than or greater than k. This variability will directly influence the falsepositive and false-negative rates if one tries to reduce the errors by adjusting cutoffs.
However, reducing assay variability while preserving sensitivity is always preferred. It is our purpose here to show how some of the statistical and graphical quality control (QC) tools that we have developed as part of the StatServer HTS System (SHS) can be used for this purpose.
Variability in any measurement system can be separated into 2 broad conceptually distinct categories: unsystematic and systematic. The former is called "random" variability and is typically short term, whereas the latter can be attributed to "assignable" causes. In most cases, one can determine causes of systematic variability or assign them to a known influence. Examples of systematic variability include plate-to-plate changes in mean levels of background or positive controls, shifts and trends due to changes in reagent or equipment (e.g., gradual decay in luminosity of a light source), or shifts due to changes in assay protocols. Systematic variability can be estimated and adjusted for statistically by using controls on a plate to adjust for overall plate-to-plate mean changes. Alternatively, the assay can be altered to correct the source of the problem and force the assay to perform in a more uniform, standard way (e.g., replacing a failing detector lamp or pumps on a fluid-dispensing system). The second alternative is always preferable, but not always possible; however, statistical adjustment can remove only "most" of the variability, at best.
The remaining "random" sources of variability are not truly random, because they are the result of a collection of numerous, small deterministic changes such as voltage variation, slight differences in tip geometry of fluid-dispensing tips, slight differences in reagents, slight variability in sample preparation procedures, and so forth.
What is important in this distinction between random and systematic variability is that one must live with the former but one can adjust for or eliminate the latter. Trying to adjust for random sources of variability actually adds noise to an assay, making it worse than if it were left alone, whereas failing to adjust for or eliminate "assignable" causes allows the assay to exhibit greater variability than it should. Both contribute to higher false positives and negatives, that is, poorer quality results. Such problems can be reduced by carefully monitoring assay performance using appropriate statistical and graphical methods. In this article, we describe such methods and show how they are applied to several examples. The methods and software used are part of the SHS described below.
MATERIALS AND METHODS
The methods described here are statistical, applicable to any HTS assay. As a result, we describe here the architecture and data flow for the SHS rather than the usual discussion of assay details. Our methods rely on the application of existing methodology and software that we have assembled in useful and, perhaps, new ways. Because this methodology is frequently complex and technical, we shall emphasize the statistical concepts in the main body of the article. More technical details can be found in the appendix to the companion article 1 and the references. To illustrate the functionalities of SHS, we have chosen the results from a campaign in which the assay performance was atypical of most HTS campaigns.
The system is built around 2 commercial pieces of software. The statistical engine responsible for the calculations is S-PLUS ® (Insightful Corporation, Seattle, WA), a commercial implementation of the widely respected S language for data analysis and visualization. Submission of data to and control of the engine is facilitated by commercial "middleware" software, StatServer ® (Insightful Corporation, Seattle, WA), which was specifically written for this purpose. Figure 1 . The general flow of a QC (and/or hit selection) analysis is as follows: a user opens the initial Web page and specifies the source of input data and initial set of analyses. This information is then sent to the server computer and StatServer ® , which then starts up S-PLUS ® (multiple S-PLUS ® processes can be run by more than 1 user), reads the data from the specified source, and then performs the initial set of analyses that was requested. Results are then sent back to the user. Graphs and tables are displayed in the browser (tables in a scrollable window) and can then be optionally downloaded into Word™ (Microsoft Corporation, Redmond, WA) or other documents or files. Users are then given options to produce additional graphs and tables, limit the analyses to particular (sequential) subsets of plates, or change some parameters of the analyses.
All graphs and tables are static in the current version. This is partially due to the limitations of the technology at the time the system was built and partially due to design. Nevertheless, the system encourages users to interactively look and learn (to evaluate current results and then easily request further results) or to look at subsets of the data (fitting with different parameters) that would be helpful to better understand or explore in greater detail what has been observed. The examples below demonstrate some of these capabilities using data from an HTS campaign that exhibited a systematic effect of unknown origin.
Readers may wonder why we designed and built a custom system like this. The reason is that we were unable to find a simple and economical data analysis tool with the integrated statistical and graphical functionality that we feel are necessary in any commercially available systems. Therefore, the SHS is used to complement existing data analysis systems already implemented in our research facility.
Results
QC plots for shifts and trends
After the data have been submitted in either a text file, an Excel™ file, or as a database query, a variety of QC plots can be used to examine assay performance and diagnose problems. No single plot is sufficient because different plots reveal different aspects of overall assay performance. Flexibility is important in displaying the data. For example, the user can specify the range of plates shown in any plot to track assay performance at an appropriate level of detail To demonstrate, results of a campaign consisting of 423 ninetysix-well plates are examined in a series of plots. Figure 2 plots the plate centers, versus sequence number, 1 to 423. This plot is intended to help monitor assays for trends and shifts in the level of (raw) responses. This can be useful to find and diagnose equipment problems, changes in reagents, or even the decay of biological potency due to temperature sensitivity.
The plotted "centers" are essentially the medians of the test samples on each plate (the estimated µ p from the robust fitting algorithm 1 ), whereas control wells are ignored for this plot. The plot is enhanced with vertical lines that delimit "runsets" (individual days when the assay was run) and a so-called "rugplot" of the overall distribution on the right (essentially demonstrating that it is pointless to look at the overall distribution when large trends and shifts occur). The text at top gives the assay dates for each runset. A robust smooth curve has been overlaid to more clearly reveal trends and shifts through the noisy data. This curve is computed similarly to a moving average of the plate medians, except unusually high or low medians are effectively ignored. The details of this calculation are described more fully in the appendix to the companion article. 1 There was clearly a major shift in the median of the raw values around plate 100 from about 4000 to about 9000 or 10,000. Note also that this shift occurred when switching from one runset to the next. A shift this dramatic would no doubt be noticed even without such plots. However, additional shifts and trends are clearly visible. For example, the downward trend from plate 100 to 180 and the gradual upward trend from 210 to 300 would be difficult to discern merely by looking at the raw data (and impossible from calculated activities, which tend to compensate for such shifts). We believe that such plots should be a standard part of the monitoring procedure for an HTS operation. It is important to emphasize that this plot must be of the raw (fluorescence, scintillation, etc.) data, not of standardized data that already adjusts for plate-to-plate level changes. There are 2 reasons for this: First, the raw data are required to detect the kinds of equipment and assay changes alluded to above. Second, one needs to view the raw data to understand how such changes may affect potency calculations and hit selection. Figure 3 gives the same plot for the high and low control averages. Note the scale on the high controls that has been extended by an outlier at the lower left of the plot; therefore, it is important to pay attention to the actual values.
The shift for the high controls was from about 6000 to 8500 or 9000; for the low controls, it was from about 1200 to 3000. This demonstrates 2 important issues.
• Prior to plate 100, the sample centers were consistently about 2000 below the high control values. This could be due to inherent fluorescence in the samples, positional biases in the detector or plates (controls were placed on the edges), and so forth. Whatever the cause, the consequence is that samples were measured consistently too low, which biased the controls-based activities too low, resulting in many false positives.1 • After plate 100, the high controls averaged about the same as the bulk of the samples, removing the bias. Note that both the high and low controls shifted upward by about the same amount, about 2500 to 3000. This means that the shift was an additive not a multiplicative shift. Thus, median-based activities would be inappropriate for this assay and would give incorrect results.1 Figure 4 plots the robust plate %CV. An ordinary %CV is usually calculated as 100 × plate standard deviation/plate mean. The descriptor robust here refers to a somewhat complex statistical algorithm that is based on 3 ideas:
1. Both the mean and standard deviation can be distorted by a few unusual values. Versions of these statistics that are unaffected by such outliers should be used instead. 2. Because plates are run in sequence, as much as possible and appropriate, information for plates close together in the sequence should be combined (pooled) to improve individual plate estimates of center (mean) and variability (standard deviation). 3. Systematic positional effects that can be estimated and compensated for should not be allowed to inflate the variability estimate.
All these ideas have been incorporated into the robust %CV. In outline, the method is as follows:
1. The plate center and initial positional (row and column) effects are calculated via a procedure known as 2-way "median polish." 2 As the name implies, the procedure is based on the use of medians instead of means. Medians have the advantage that they are unaffected by outliers; hence, the median of data containing a few wild values is almost the same as the same data without them. This confers outlier resistance to the procedure. Figure 2 has been superimposed.
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2. Adjusted values for each plate are computed by subtracting the systematic positional effects calculated in step 1 from the raw data (note that controls are not used in these calculations at all, as they can be distorted in unknown ways by positional effects, themselves). The algorithm then further adjusts the adjusted values for each well longitudinally, that is, over the plate sequence, using the robust smoothing procedure described in Brideau et al. 1 and illustrated by the overlaid trend curves of Figures 2 to 4 . This allows for certain kinds of local positional effects that cannot be adequately determined in step 1. Among these are, for example, a clogged tip producing a blank well response over a sequence of plates or a corner or a center that is consistently different. It also refines individual plate results by pooling over nearby plates. 3. In screening, most of these final adjusted values are expected to be about 0 (or impotent). Hence, the variability seen among them is mostly just the intrinsic variability in the impotent compounds plus short-term assay variability. A resistant estimate, the "mad" (median absolute deviation from the median 1, 3 ) is used to estimate this variability. A resistant estimate is used so that a few outliers that might well be potent compounds do not inflate the estimate. 4. Finally, the robust %CV is calculated as 100 × mad from step 3 divided by median polish plate center from step 1. 5. Hence, the plotted %CV tries to discount what seems to the algorithm as outliers and systematic assay effects. It measures the combined relative variability of both the measurement process and the samples, as there is no way to separate these without replicate measurements. For reasonably well-behaved assays, this variability should represent the random variation or the minimal variability in the assay that one must live with if all assignable causes could be removed.
Clearly, a dramatic reduction in this %CV occurred at plate 100, going from about 25% to 5% or 10% at that point. This is partially explained by the jump in the assay level: If the assay noise is constant, then more than doubling of the size of the centers results in more than halving of the %CV. However, the %CV after the shift is only about one-third or one-quarter of its size before. So there was an additional drop in the noise level, which could have been due either to a change in the samples (from a naturally fluorescent to nonfluorescent collection, for example) or assay variability. It would clearly be desirable to understand better why this change occurred.
Positional effects
A 2nd group of QC plots addresses the assay positional effects. Figure 5 shows boxplots of the percent row effects by row for all 423 plates. Thus, each box is a summary of the 423 row effects for 
FIG. 4.
Plot of the robust plate %CV for each plate. The vertical lines show the sequence of plates screened within each date. As described in the Results section, robust CV replaces the denominator of the ordinary CV by an estimate of the center of the plate values adjusting for possible systematic positional effects and ignoring isolated extreme outliers; it replaces the numerator by an estimate of sample variability that also adjusts for (or discounts) systematic positional effects and outliers. Thus, it represents the pure assay noise omitting outliers (which in many contexts are hits) and after known systematic effects are either removed or compensated for. A trend curve is superimposed as described previously.
the corresponding row. The center white line in the box is the median of the values; the upper and lower boundaries are the quartiles of the data, so the box contains the middle 50% of the values. The "whiskers" extend to what an algorithm believes are nonoutliers, with outliers plotted separately beyond the whiskers. 3, 4 Although the boxplots show a hint that row 1 might be slightly lower than the others, the effect is quite small and unimportant. On the whole, there does not appear to be any systematic row effect over the entire run of 423 plates. However, what one would like is to examine the possibility that there might be positional effects for some groups of plates but not for others. This is shown in the row effects heat map in Figure 6 . The horizontal axis in this plot is simply the plate sequence from 1 to 423; each horizontal row in the plot encodes the row effect for each corresponding plate by a colored line segment. The thermometer-type legend at the right gives the encoding. Note that red indicates positive row effects and blue indicates negative effects.
It can now be seen that there is a large positive effect for row 8 in plates 1 through 75, approximately 20% to 30% of the plate center. Specifically, there was an edge effect that biased results about 30% too high in this row (and to a lesser extent in row 7) for plates 1 though 75. This could result in some potent compounds being missed.
Plate maps
Finally, it is useful to visualize individual wells and plates in an overall map of the assay results to identify additional systematic assay effects that may have been missed in the previous plots. This exploits the remarkable pattern recognition capabilities of the human eye/brain. This can be done for the raw assay data, for the estimated systematic positional effects, and for the adjusted data that are the difference between these two. Figure 7 shows such a map for the raw data.
The values are encoded as saturation of a single color, "bluescale" encoding, as there are no negative values. A rectangular array of plots of this sort is known as a "trellis" display 5 ; each plot in the display encodes the data for 1 plate. Note that the first and last columns of each plate are missing because these contained controls; only the sample results are of interest.
It is surprising how much detail can be seen even at higher plate densities and for many plates to the page. Of course, users need the flexibility to look at these plots at whatever level of detail (usually several) they need. So the software allows the range of plates shown and the number of rows and columns of plates plotted per page to be specified by the user. There is no restriction on the number of pages, and all that are needed will be shown. As with all SHS output, results can either be downloaded into local files or printed, so that many pages can be simultaneously visualized by spreading out several sheets of plots on a flat surface, if so desired. Although such a technique may seem to be distinctly "low tech" compared to, for example, a screen display that would automatically flip pages, these plots require extensive scrutiny and comparison to be digested. Comparing several plots in a static space (on a table) is far more effective than trying to compare them in time (screen display), because one simply cannot retain the necessary detail in memory as the plots flip on a screen. Here, the range of plates has been chosen from 86 to 115 to span the shift around plate 100. The plots are arranged in the standard (English) reading order: left to right and top to bottom. The shift in overall plate response level is evident in the 2nd row (plate 95). There also appears to be a pattern of consistent high values in the plate center in plates 96 through 99. This pattern is approximated by the systematic effects obtained from the adjustment algorithm and is shown in the estimated background plot (Fig. 8) . However, it is clearly not perfect; the eye is often better at recognizing complex patterns than the software's pattern recognition algorithms.
The plot of the positional effects "background" shows a vertical blue stripe in plates 86 though 95 that was not evident in the raw data map. Nevertheless, once one knows what to look for, closer scrutiny of the raw data confirms its presence. The noisiness of the data made it difficult to see in the raw data plots, which is why visualization of both the raw data and results that have been filtered by statistical model fitting is helpful for effective hit selection and QC.
Finally, note the occasional white wells in the plates. These are either empty wells or low values, which for this assay are possible hits.
In our typical applications of 10,000 to 40,000 data points per assay run, the entire process including uploading data to and obtaining results and graphs from a remote server takes about 2 to 3 min, allowing the quick verification of the assay performance before setting up for the following assay run. Given that most of this is involved in the overhead of data transfer, much larger data sets (about 300,000 data points) are handled with little additional time required.
DISCUSSION
This article has described the use of a variety of graphical displays of assay statistics to monitor assay performance and diagnose or adjust for problems. The methods here are based on the statistical approaches to positional adjustment and the pooling of information over sequences of plates. The examples demonstrate how effective this approach can be in identifying and diagnosing problems and therefore in improving assay efficiency (fixing problems reduces retesting) and quality. In general, HTS assays undergo extensive validation before being committed to an HTS campaign. The SHS can also be effective during this step of the process as long as 5 or more plates are tested. Nevertheless, fluctuations in the raw data observed in this campaign were not revealed in the small-scale validation experiments. It is the analyst's deci- sion to accept or reject such data based on preestablished standard operating procedures. Usually the rejected assay plates would be repeated at the end of the campaign, if possible. However, using sophisticated algorithms 1 to detect systematic variability, "suspect" data can be adjusted accordingly. Therefore, in some instances in which cost or time is an issue, it may not be required to repeat the assays.
It is important to emphasize, however, that the methods and graphs shown here are not the only ones that could be used. Different HTS facilities will require different approaches. For example, when multiple detectors or liquid dispensers are used in parallel, it would usually be important to produce plots that compare results between detectors or dispensers to make sure that there are no large differences among them. On multiheaded or multistation robots, tracking results separately by the heads or stations would be similarly useful. In general, wherever there can be consistent, systematic sources of variability, it is important to monitor for them so that if problems arise, appropriate action can be taken.
The SHS system makes it easy for technicians and biologists managing HTS to get the information they need for quality control in a clear and understandable way. Although sophisticated statistical methods for positional adjustment and robust data smoothing underlie the results, readily interpretable graphs are the primary means of communicating them to scientists and technicians. There is no reason not to use the best and most appropriate statistical methods available, but equally no reason to require users to understand such technical details to use the information. Our screening laboratory has been using SHS successfully for the past 3 years. It has been easily integrated with our existing tools; however, future plans are to eliminate the data extraction step from our databases to upload into the SHS by linking it directly to our HTS database.
Drug discovery requires efficient and effective HTS. This requires good quality control as an integral part of any HTS operation, and this in turn requires effective data analysis and visualization. We believe that the SHS system described here embodies these features.
