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A LOCAL CONVERSE THEOREM FOR Sp2r
QING ZHANG
Abstract. In this paper, we prove the local converse theorem for Sp
2r(F ) over a p-adic field
F . More precisely, given two irreducible supercuspidal representations of Sp
2r(F ) with the same
central character such that they are generic with the same additive character and they have
the same gamma factors when twisted with generic irreducible representations of GLn(F ) for all
1 ≤ n ≤ r, then these two representations must be isomorphic. Our proof is based on the local
analysis of the local integrals which define local gamma factors. A key ingredient of the proof
is certain partial Bessel function property developed by Cogdell-Shahidi-Tsai recently. The same
method can give the local converse theorem for U(r, r).
1. Introduction
Let F be a p-adic field and ψ be a non-trivial additive character of F . Let G = Sp2r(F ) be the
symplectic group of rank r over F and let U be the maximal unipotent subgroup of a fixed Borel
subgroup of G. We can define a generic character ψU of U from ψ.
The purpose of this paper is to prove the following
Local Converse Theorem for Sp2r. Let π, π0 be two irreducible ψU -generic supercuspidal rep-
resentations of Sp2r(F ) with the same central character. If γ(s, π × τ, ψ) = γ(s, π0 × τ, ψ) for all
irreducible generic representations τ of GLk(F ) and for all k with 1 ≤ k ≤ r, then π ∼= π0.
Here the local γ-factors are defined from the local functional equations of local zeta integrals
which were considered in [GePS87, GiRS97, GiRS98]. In [Ka], it is proved that these gamma factors
agree with the local gamma factors arising from Langlands-Shahidi method. In particular, the local
gamma factors satisfy multiplicativity. Thus in the conditions of the above theorem, one only needs
to twist by irreducible generic supercuspidal representations of GLk(F ).
With similar proof, the above local converse theorem also holds for quasi-split unitary group
U(r, r). Here the local gamma factors are defined from the local functional equations of local zeta
integrals which were considered in [BAS].
The above theorem was conjectured by D. Jiang, see [Jng, JngN]. To the author’s understanding,
by considering local descent map from GL2r+1 to Sp2r, Jiang and Soudry [JngS, Theorem A7] can
reduce the above theorem to the Jacquet’s local converse conjecture for GLn, which was recently
proved by Chai [Ch] and Jacquet-Liu [JL] independently. But it seems that the proof of Jiang and
Soudry is still not published. On the other hand, modulo the results of [Ch, JL], the above local
converse theorem is equivalent to the irreducibility of the local descent from GL to Sp which is
claimed in [JngS, Theorem A7]. Thus our proof of the above theorem can serve as an alternative
proof of the irreducibility of the local descent map. In [ST], Soudry and Tanay considered the local
descent from GL2r to U(r, r) and proved the descent is irreducible, which could reduce the above
local converse theorem to the GL case. The details of a proof of the local converse theorem for
U(r, r) using descent recently appeared in [M], where the local gamma factors are Shahidi local
gamma factors.
In any case, it seems valuable to give a proof of the local converse theorem for Sp2r and U(r, r)
within the context of these groups themselves, i.e., without utilizing the local converse theorem for
GL. Furthermore, the method itself of our proof seems interesting and should be applicable to more
local problems.
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We now briefly discuss the method we used. Certain local converse theorems for small symplectic
and unitary groups were considered in [ChZh, Zh1, Zh2, Zh3], where the main tools are Howe vectors
developed by Baruch [Ba95, Ba97]. The difficulty to generalize the proof to higher rank groups is
certain “stability” property of Bessel functions, see Lemma 6.3 (3) and the remark after it. Recently,
Cogdell-Shahidi-Tsai [CST] developed a theory of partial Bessel functions which enabled them to
prove stability of the exterior square local gamma factors for GLn. It turns out the method used in
[CST] is general enough such that it can be applied to our case, which can overcome the difficulty
mentioned above. As mentioned above, we believe the method used here might have more local
applications.
This paper is organized as follows. In section 3, we review the definitions of the local gamma
factors. In section 4, we review the main tools we will use later: Howe vectors and the theory of
Cogdell-Shahidi-Tsai on partial Bessel functions. In section 5, we prepare some materials which will
be used in the proof of the main theorem. The proofs of the local converse theorem are given in
sections 6,7. In the final section 8, we briefly discuss the local converse theorem for U(r, r).
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2. Notations
Let F be a p-adic field, i.e., a local field of characteristic 0. Denote by o, p, ̟ the ring of integers
of F , the maximal ideal of o, and a fixed generator of p respectively.
Given two positive integers n,m, denote by In the identity matrix of rank n, and by Matm×n(F )
the ring of m× n matrices with coefficients in F .
Let r be a positive integer, Jr =

1
1
. .
.
1
, and wrℓ =
(
Jr
−Jr
)
. Let F 2r be the space
of row vectors of dimension 2r. We endow F 2r the symplectic form 〈 , 〉 defined by wrℓ , i.e.,
〈v1, v2〉 = 2v1 · w
r
ℓ ·
tv2, v1, v2 ∈ F
2r. 1
The group Sp2r(F ) is defined to be the isometry group of 〈 , 〉, i.e.,
Sp2r(F ) =
{
g ∈ GL2r(F ) : g · w
r
ℓ ·
tg = wrℓ
}
.
For a ∈ GLr(F ) and b ∈ Matr×r(F ) with bJr = Jrtb, we denote
mr(a) =
(
a
a∗
)
∈ Sp2r(F ),nr(b) =
(
Ir b
Ir
)
,
where a∗ = Jr
ta−1Jr.
Let Mr = {mr(a), a ∈ GLr(F )} , Nr = {nr(b) : b ∈Matr×r(F ), Jrtb = bJr} , and Pr = MrNr,
which is the Siegel parabolic subgroup of Sp2r(F ).
1 Unlike the literature [GiRS97, GiRS98, Ka], we add an extra 2 in front of the symplectic form, which will be
used to simplify certain Weil representation formulas.
A LOCAL CONVERSE THEOREM FOR Sp2r 3
For n < r, denote wr−n,n =

Ir−n
In
In
Ir−n
, and wn = ( In−In
)
∈ Sp2n(F ). For
n < r, we embed Sp2n(F ) into Sp2r(F ) by g 7→ diag(Ir−n, g, Ir−n). We will identify elements
g ∈ Sp2n(F ) with elements of Sp2r(F ) under this embedding. By this convention, we have
mn(a) = mr
(
Ir−n
a
)
, a ∈ GLn(F ).
We denote
w˜rn = w
−1
r−n,nwnwr−n,n =
 InI2(r−n)
−In
 .
Let Qrn = L
r
nV
r
n be the parabolic subgroup of Sp2r(F ) with Levi subgroup
Lrn = {mr(diag(a, an+1, . . . , ar)), a ∈ GLn(F ), ai ∈ GL1(F ), n+ 1 ≤ i ≤ r} .
Note that w−1r−n,nMnwr−n,n ⊂ L
r
n, w
−1
r−n,nPnwr−n,n ⊂ Q
r
n. In fact, we have
w−1n−r,nmn(a)wn−r,n = mr(diag(a, 1, . . . , 1)) ∈ L
r
n.
For a ∈ GLn(F ), we will write tn(a) = mr(diag(a, 1, . . . , 1)) ∈ Lrn.
Let Br = ArU r be the upper triangular Borel subgroup of Sp2r(F ) with maximal torus
Ar =
{
diag(a1, a2, . . . , ar, a
−1
r , . . . , a
−1
1 ), ai ∈ F
×, 1 ≤ i ≤ r
}
,
and maximal unipotent U r. We will also write U r as USp2r when we want to emphasize its dependence
on the group Sp2r. For an integer i with 1 ≤ i ≤ r, let αi be the simple root defined by
αi(diag(a1, a2, . . . , ar, a
−1
r , . . . , a
−1
1 )) = ai/ai+1, 1 ≤ i ≤ r − 1,
and
αr(diag(a1, a2, . . . , ar, a
−1
r , . . . , a
−1
1 )) = a
2
r.
Let ∆r = {αi, 1 ≤ i ≤ r} be the set of simple roots. Any root β of Sp2r(F ) can be uniquely written
as β =
∑r
i=1 ciαi, with ci ∈ {0,±1,±2}. The height of β is defined to be ht(β) =
∑
i ci.
For a root β of Sp2r(F ), let U
r
β be the root space of β and xβ : F → Uβ be a fixed isomorphism.
3. Review of the definition of the local gamma factors
In this section, we will give a review of definitions of local gamma factors for Sp2r×GLn following
[Ka].
3.1. The metaplectic group S˜p2n(F ). Let S˜p2n(F ) be the metaplectic double cover of Sp2n(F )
defined by the Rao cocycle [Rao], which is a map c : Sp2n(F ) × Sp2n(F ) → {±1}. The group
S˜p2n(F ) is then realized as Sp2n(F )× {±1} with multiplication
(g1, ǫ1)(g2, ǫ2) = (g1g2, ǫ1ǫ2c(g1, g2)).
We state here certain formulas we need for Rao cocycles. Let x : Sp2n(F )→ F
×/F×,2 be the map
defined in [Rao, Lemma 5.1]. The Rao cocycle is defined in [Rao, Theorem 5.3].
A typical element g˜ ∈ S˜p2n(F ) is of the form (g, ǫ), g ∈ Sp2n(F ), ǫ ∈ {±1}. An element g ∈
Sp2n(F ) is identified with (g, 1) ∈ S˜p2n(F ) (the map g 7→ (g, 1) is not a group homomorphism).
The map (g, ǫ) 7→ g defines the double cover projection map S˜p2n(F ) → Sp2n(F ). For a subset
S ⊂ Sp2n(F ), we denote by S˜ the inverse image of S under the projection S˜p2n(F )→ Sp2n(F ).
Let ψ be a non-trivial additive character of F . For a ∈ F×, let ψa be the character of F defined
by ψa(x) = ψ(ax). Let γ(ψ) be the Weil index of x 7→ ψ(x2), and let
γψ(a) =
γ(ψa)
γ(ψ)
, a ∈ F×,
see [Rao, Appendix]. We have the property γψ−1(x) = γ
−1
ψ (x), x ∈ F
×.
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Let F˜× be the double cover of F× defined by the Hilbert symbol, i.e., F˜× = F× × {±1} with
multiplication (a1, ǫ1) · (a2, ǫ2) = (a1a2, ǫ1ǫ2(a1, a2)F ), a1, a2 ∈ F×, ǫ1, ǫ2 ∈ F×. Here ( , )F is the
Hilbert symbol of F .
The function γψ satisfies the property γψ(ab) = γψ(a)γψ(b)(a, b)F , see [Rao, Theorem A.4]. Thus
γψ extends to a character of F˜
× by γψ(a, ǫ) = ǫγψ(a).
3.2. Weil representations of S˜p2n(F ). Let F
2n be the space of 2n-dimensional row vectors. Recall
that F 2n is endowed with a symplectic form 〈 , 〉 defined by 〈v1, v2〉 = 2v1 · wnℓ ·
tv2.
Let Hn = F
2n ⊕ F be the (2n+ 1)-dimension Heisenberg group. The group operation is defined
by
[v1, t1] · [v2, t2] =
[
v1 + v2, t1 + t2 +
1
2
〈v1, v2〉
]
, v1, v2 ∈ F
2n, t1, t2 ∈ F.
The group Hn can be embedded into USp2n+2 by
[(x, y), t] 7→

1 x y t
In Jn
ty
In −Jntx
1
 , (x, y ∈ Fn, t ∈ F ).
Denote Xn = {[(x, 0), 0] : x ∈ Fn} and Yn = {[(0, y), 0], y ∈ Fn}. For n < r, we will identify Xn, Yn
with a subgroup of Sp2r under the above identification and the embedding Sp2n+2 → Sp2r.
Let ψ be a nontrivial additive character F . Let ωψ be the Weil representation of Hn ⋊ S˜p2n
realized on S(Fn), the Bruhat-Schwarts functions on the row space Fn. We have the following
formulas:
ωψ([(x, 0), z])φ(ξ) = ψ(z)φ(ξ + x),
ωψ([(0, y), 0])φ(ξ) = ψ(2ξJn
ty)φ(ξ),
ωψ((mn(a), ǫ)) = ǫγψ(det(a))| det(a)|
1/2φ(ξa),
ωψ((nn(b), ǫ))φ(ξ) = ǫψ(ξJn
tbtξ)φ(ξ),
ωψ(wn)φ(ξ) = βψ
∫
Fn
φ(x)ψ(2xJn
tξ)dx.
Here φ ∈ S(F r), and βψ is certain fixed eighth root of unity. Recall that wn =
(
In
−In
)
. These
formulas look a little bit different from that in [GiRS98, Ka] since we used a little bit different
symplectic form. For these formulas, see [Ku].
3.3. Genuine induced representation of S˜p2n(F ). Recall that Pn = MnNn is the Siegel para-
bolic subgroup of Sp2n(F ) and M˜n is the inverse image of Mn in S˜p2n(F ). Then M˜n is the double
cover of Mn ∼= GLn(F ) defined by the Hilbert symbol ( , )F . Let τ be an irreducible representation
of GLn(F ) ∼=Mn, and ψ be a nontrivial additive character of F . Let s ∈ C, and let τs ⊗ γ
−1
ψ be the
genuine representation of M˜n defined by
τs ⊗ γ
−1
ψ ((a, ǫ)) = ǫγ
−1
ψ (det(a))| det(a)|
sτ(a), a ∈ GLn(F ), ǫ ∈ {±1} .
For s ∈ C, we consider the induced representation
I˜(s, τ, ψ) = Ind
S˜p2n(F )
P˜n
(τs−1/2 ⊗ γ
−1
ψ ).
A typical element fs ∈ I˜(s, τ, ψ) is a smooth function from S˜p2n(F ) to the space of τ , which satisfies
the relation
fs((mn(a), ǫ)ug˜) = ǫδ
1/2
Pn
(a)| det(a)|s−1/2γ−1ψ (det(a))τ(a)fs(g˜),
for a ∈ GLn(F ), ǫ ∈ {±1} , u ∈ Nn, g˜ ∈ S˜p2n(F ). Here δPn is the modulus character of Pn.
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Let ψUGLn be the generic character of the standard upper triangular unipotent subgroup UGLn of
GLn(F ) defined by
ψUGLn (u) = ψ
(
n−1∑
i=1
ui,i+1
)
.
Assume that τ is a generic irreducible representation of GLn(F ). We fix a nonzero Whittaker
functional
λ ∈ HomUGLn (τ, ψUGLn ).
Given an element fs ∈ I˜(s, τ, ψ), we consider the C-valued function on S˜p2n(F )×GLn(F ):
ξfs(g˜, a) = λ(τ(a)fs(g˜)).
From the quasi-invariance of fs, we have the following relation
ξfs((mn(u), ǫ)u
′g˜, In) = ǫψUGLn (u)ξfs(g˜, In),
for u ∈ UGLn , u
′ ∈ Nn, ǫ ∈ {±1}. We denote
V˜ (s, τ, ψ) =
{
ξfs , fs ∈ I˜(s, τ, ψ)
}
.
Here we remark that in the notation V˜ (s, τ, ψ), there are two places depending on ψ. The first one
is γψ and the second one is the fixed Whittaker functional λ ∈ HomUGLn (τ, ψUGLn ). If we replace ψ
by a different ψ′, one should change ψ to ψ′ in both places.
Let τ∗ denote the representation of GLn(F ) defined by τ
∗(a) = τ(a∗), where a∗ = Jn
ta−1Jn ∈
GLn(F ). Note that τ
∗ is isomorphic to the contragredient representation of τ .
There is a (standard) intertwining operator M(s, τ, ψ) : V˜ (s, τ, ψ)→ V˜ (1− s, τ∗, ψ) defined by
M(s, τ, ψ)ξs(g˜, a) =
∫
Nn
ξs(w
−1
n ug˜, dna
∗)du,
where dn = diag(−1, 1, . . . , (−1)n) ∈ GLn(F ). It is a standard fact that this intertwining operator
M(s, τ, ψ) is well-defined for Re(s) >> 0 and has a meromorphic continuation.
3.4. The local zeta integral and local gamma factors. Let ψ be a nontrivial additive character
of F . Let U = U r be the unipotent subgroup of the upper triangular Borel subgroup of Sp2r(F ).
We define a generic character ψU of U by
ψU (u) = ψ
(
r∑
i=1
ui,i+1
)
, u = (ui,j) ∈ U.
Let π be an irreducible ψU -generic representation of Sp2r(F ) and let W(π, ψU ) be its ψU -
Whittaker model. Let n be a positive integer with 1 ≤ n ≤ r and φ ∈ S(Fn). Let τ be an
irreducible generic representation of GLn(F ) and ξs ∈ V˜ (s, τ, ψ−1). Then for x ∈ Xn, the function
on S˜p2n(F )
g˜ 7→ ωψ−1(g˜)φ(x)ξs(g˜, In)
descends to a function on Sp2n(F ). For W ∈ W(π, ψU ), the Shimura type integral for π × τ is
defined by
Ψ(W,φ, ξs)(3.1)
=
{ ∫
Un\Sp2n
∫
Rr,n
∫
Xn
W (w−1r−n,n(rxg)wr−n,n)ωψ−1(g)φ(x)ξs(g, In)dxdrdg, n < r,∫
Ur\Sp2r
W (g)ωψ−1(g)φ(er)ξs(g, Ir)dg, n = r.
Here
Rr,n =
mr
Ir−n−1 y1
In
 ∈ Sp2r(F )
 ,
and er = (0, . . . , 0, 1) ∈ F r. We apologize to use r twice: one for the rank in Sp2r, the other one for
element in Rr,n. Hopefully the meaning of r is clear from the context.
Remark: These Shimura type integrals were first considered in [GeJ] when n = r = 1, and then in
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[GePS87] when n = r ≥ 1. The most general cases were considered in [GiRS97] (when n = 1) and
[GiRS98] (for general n, r). Note that when r < n, similar Shimura type integrals can be defined.
Since we are not going to use those cases, we did not include these integrals here.
The basic properties of these integrals about convergence, non-vanishing and meromorphic con-
tinuation were dealt with in [GiRS97, GiRS98].
Theorem 3.1. There exists a meromorphic function γ(s, π × τ, ψ) such that
Ψ(W,φ,M(s, τ, ψ)ξs) = γ(s, π × τ, ψ)Ψ(W,φ, ξs),
for all W ∈ W(π, ψU ), φ ∈ S(Fn), ξs ∈ V˜ (s, τ, ψ).
The proof of the existence of the local gamma factors depends on the uniqueness of Fourier-Jacobi
models for Sp2n(F ), which was recently proved in [GGP, Su]. Some more details can be found in
[Ka, §3,4].
Remark: Unlike in the [Ka] case, we did not normalize our intertwining operator. Let Γ(s, π×τ, ψ)
be the normalized local gamma factor which is defined on [Ka, p.408]. It is known that Γ(s, π×τ, ψ)
and γ(s, π× τ, ψ) differ by a factor which only depends on τ and the central character of π. Thus if
the local converse theorem is true if one uses γ(s, π×τ, ψ), then it is also true if one uses Γ(s, π×τ, ψ)
in the statement. On the other hand, it is shown in [Ka] that the gamma factors Γ(s, π× τ, ψ) have
multiplicativity properties. Thus one only has to use the twists by supercuspidal representations for
GLn(F ) in the local converse theorem.
4. Howe vectors and partial Bessel functions
Fix a positive integer r and denote G = Sp2r(F ). We will ignore the sup-script r from various
notations. For example we will write w˜rn as w˜n.
Let Z be the center of G. Note that Z = {±I2r} . Let ω be a character of Z and let C∞c (G,ω) be
the space of compactly supported smooth functions f on G such that f(zg) = ω(z)f(g), z ∈ Z, g ∈ G.
Note that if π is an irreducible super-cuspidal representation of G with central character ω, then the
space M(π) of matrix coefficients of π is a subspace of C∞c (G,ω).
Recall that U is the maximal unipotent subgroup of the Borel subgroup B. Let ψ be an unramified
non-trivial additive character of F and let ψU be the corresponding generic character of U . Denote
C∞(G,ψU , ω) the space of functionsW onG such thatW (zg) = ω(z)W (g),W (ug) = ψU (u)W (g) for
all z ∈ Z, u ∈ U, g ∈ G, and there exists an open compact subgroupK of G such thatW (gk) =W (g)
for all g ∈ G, k ∈ K. Note that if π is a ψU -generic irreducible representation of G with central
character ω, then its ψU -Whittaker model W(π, ψU ) is a subspace of C∞(G,ψU , ω).
4.1. Howe vectors. In this subsection, we give a review on Howe vectors following [Ba95]. The
proofs can be found in [Ba95].
Let m > 0 be a positive integer and K
Sp2r
m = (I2r +Mat2r×2r(p
m)) ∩ Sp2r(F ) be the standard
congruence subgroup of Sp2n(F ). Let ψ be a fixed additive character of F with conductor o. Consider
the character τm of Km defined by
τm((kij)) = ψ
(
̟−2m(
r∑
i=1
ki,i+1)
)
.
It is easy to check that τm is indeed a character. Let
em = diag(̟
−m(2r−1), ̟−m(2r−3), . . . , ̟−m, ̟m, . . . , ̟m(2r−1)) ∈ Sp2r(F )
and Hrm = emK
Sp2r
m e−1m . Define a character ψm on H
r
m by ψm(h) = τm(e
−1
m hem), h ∈ H
r
m. If
the group Sp2r is fixed, we will write Hm for H
r
m. Denote U
r
m = U
r ∩ Hrm. Note that we have
U r = ∪m≥1U rm.
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In matrix form we have
Hm =

1 + pm p−m p−3m p−5m . . . p−(4r−3)m
p3m 1 + pm p−m p−3m . . . p−(4r−5)m
p5m p3m 1 + pm p−m . . . p−(4r−7)m
p7m p5m p3m 1 + pm . . . p−(4r−9)m
. . . . . . . . . . . . . . . . . .
p(4r−1)m p(4r−3)m p(4r−5)m p(4r−7)m . . . 1 + pm
 ∩ Sp2r(F ).
Recall that, for a root γ, Uγ denotes the corresponding root space, and ht(γ) denotes the height
of γ. Denote Uγ,m = Uγ ∩Hm and denote by Σ+ the set of all positive roots of G.
Lemma 4.1. (1) The two characters ψU and ψm agree on Um = U ∩Hm.
(2) For a positive root γ of Sp2n, then
Uγ,m =
{
xγ(x) : x ∈ p
−(2ht(γ)−1)m
}
,
and
U−γ,m =
{
x−γ(x) : x ∈ p
(2ht(γ)+1)m
}
.
Moreover, we have
Um =
∏
γ∈Σ+
Uγ,m,
where the product on the right side can be taken in any fixed order of Σ+.
Let ω be a character of Z and we have defined the space C∞(G,ψU , ω). Given a function
W ∈ C∞(G,ψU , ω) such that W (1) = 1, and a positive integer m > 0, we consider the function Wm
on G defined by
Wm(g) =
1
vol(Um)
∫
Um
ψm(u)
−1W (gu)du.
Let C = C(W ) be an integer such that W is fixed by K
Sp2r
C on the right side, then a function Wm
with m ≥ C is called a Howe vector following [Ba95, Ba97].
Lemma 4.2. We have
(1) Wm(1) = 1;
(2) if m ≥ C, then Wm(gh) = ψm(h)Wm(g), for all h ∈ Hm.
The proof of the above lemma can be found in [Ba95, Lemma 3.2].
By (2) of Lemma 4.2, for m ≥ C, the function Wm(g) satisfies the relation
(4.1) Wm(ugh) = ψU (u)ψm(h)Wm(g), ∀u ∈ U, h ∈ Hm, g ∈ Sp2n(F ).
Due to this relation, we also call Wm a partial Bessel function.
Given f ∈ C∞c (G,ω), we consider
W f (g) =
∫
U
ψ−1U (u)f(ug)du.
Note that the above integral is well-defined since Ug is closed in G and f has compact support in
G. Since f is locally constant and has compact support, one can find a positive integer C = C(f)
such that W f (gk) = W f (g) for all g ∈ G, k ∈ KC . Thus W
f ∈ C∞(G,ψU , ω). We take a
function f ∈ C∞c (G,ω) such that W
f(1) = 1. Given a positive integer m > C(f), we consider the
corresponding partial Bessel function
(4.2) Bm(g, f) := (W
f )m(g) =
1
vol(Um)
∫
U×Um
ψ−1U (u)ψ
−1
m (u
′)f(ugu′)dudu′.
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4.2. Bruhat order. Let W = WG denote the Weyl group of G = Sp2r(F ). Denote by e the unit
element in W. For w ∈W, denote C(w) = BwB. The Bruhat order on W is defined by w ≤ w′ iff
C(w) ⊂ C(w′). We have
C(w′) =
∐
w:w≤w′
C(w).
For w ∈W, we denote Ωw =
∐
w′≥w C(w
′). For any w ∈W, C(w) is closed in Ωw.
Proposition 4.3. (1) If w,w′ ∈ W with w′ > w, then Ωw′ is an open subset of Ωw. In
particular, for any w ∈W, the set Ωw is open in G = Ωe.
(2) Let P be a standard parabolic subgroup of G and w ∈W, then PwP ∩ Ωw is closed in Ωw.
Proof. (1) We will show that Ωw − Ωw′ is closed in Ωw. Note that Ωw − Ωw′ is a union of Bruhat
cells. For C(w1) ⊂ Ωw − Ωw′ , we have w1 > w but w1 is not bigger than or equal to w′. We have
C(w1) =
∐
w2≤w1
C(w2), and thus
C(w1) ∩Ωw =
∐
w1≥w2≥w
C(w2).
For w2 with w1 ≥ w2 ≥ w, w2 is not bigger than or equal to w′ (otherwise, we will have w1 ≥ w′).
Thus C(w2) ⊂ Ωw −Ωw′ . This implies that C(w1) ∩Ωw ⊂ Ωw −Ωw′ and hence Ωw −Ωw′ is closed.
(2) Note that PwP is a union of Bruhat cells. Thus it suffices to show that if C(w1) ⊂ PwP ∩Ωw,
then C(w1)∩Ωw ⊂ PwP∩Ωw . Given C(w2) ⊂ C(w1)∩Ωw, we need to show that C(w2) ⊂ PwP∩Ωw .
Note that C(w2) ⊂ C(w1)∩Ωw implies that w1 ≥ w2 ≥ w. By Proposition 2 of [BKPST], the setD of
elements w′ ∈W such that C(w′) ⊂ PwP forms a Bruhat interval, i.e., there exists wmin, wmax ∈ D
such that w′ ∈ D if and only if wmin ≤ w′ ≤ wmax. By the assumption C(w1) ⊂ PwP , we get
w1 ∈ D. Since w ∈ D and w1 ≥ w2 ≥ w, we get w2 ∈ D, i.e., C(w2) ⊂ Pw2P . This completes the
proof. 
For a character ω of Z, and a subspace X of G which is Z invariant, we denote by C∞c (X,ω) the
space of smooth compactly supported functions f on X such that f(zx) = ω(z)f(x). Let Y be a
Z-invariant closed subset of X , we have the following exact sequence
0→ C∞c (X − Y, ω)→ C
∞
c (X,ω)→ C
∞
c (Y, ω)→ 0,(4.3)
where C∞c (X − Y, ω)→ C
∞
c (X,ω) is the map induced by zero extension, and the map C
∞
c (X,ω)→
C∞c (Y, ω) is the restriction map. See [BZ, §1.8].
Since Ωw is open in G, we have C
∞
c (Ωw, ω) ⊂ C
∞
c (G,ω). Since C(w) is closed in Ωw, we have
the exact sequence
0→ C∞c (Ωw − C(w), ω)→ C
∞
c (Ωw, ω)→ C
∞
c (C(w), ω)→ 0.(4.4)
4.3. Weyl elements which support Bessel functions. Let B(G) be the subset of W which
consists Weyl elements which can support Bessel functions, i.e., w ∈ B(G) if and only if for every
simple root α ∈ ∆ we have wα > 0 implies wα ∈ ∆. Recall that wℓ =
(
Jr
−Jr
)
, which represents
the long Weyl element in W. Then we know that w ∈ B(G) if and only if wℓw is the long Weyl
element of a standard Levi subgroup of G. For w ∈ B(G), let Pw =MwNw be the standard parabolic
subgroup such that wℓw = w
Mw
ℓ , where Mw is the Levi subgroup of Pw and w
Mw
ℓ is the long Weyl
element in Mw. Let θw be the subset of ∆ which consists all simple roots in Mw. Then we have
θw = {α ∈ ∆|wα > 0} ⊂ ∆.
The assignment w 7→ θw defines a bijection between the set B(G) and subsets of ∆. Given a subset
θ ⊂ ∆, we will write wθ for the corresponding element in B(G). We then have w∅ = wℓ, w∆ = e.
Lemma 4.4 (Proposition 2.1 of [CPSS]). Let w,w′ ∈ B(G). Then w′ ≤ w iff Mw ⊂ Mw′ iff
θw ⊂ θw′ .
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If w,w′ ∈ B(G) with w > w′, we set (following Jacquet [J])
dB(w,w
′) = max {m| there exist wi ∈ B(G) with w = wm > wm−1 > · · · > w0 = w
′} .
The number dB(w,w
′) is called the Bessel distance between w and w′. We now consider all elements
w ∈ W with dB(w, e) = 1. By Lemma 4.4, if dB(w, e) = 1, then there exists a simple root γ ∈ ∆
such that w = w∆−{γ}. There are totally r such Weyl elements. Actually one can check that they
are represented by w˜n:
w˜n = w∆−{αn}.
Here we didn’t distinguish an element in G and the Weyl element it represents.
Forw1, w2 ∈W with w1 < w2, denote by [w1, w2] the closed Bruhat interval {w ∈W|w1 ≤ w ≤ w2}.
Recall that Qn = LnVn is the parabolic subgroup of Sp2r with the Levi subgroup
Ln =
{
mr(a, an+1, . . . , ar), a ∈ GLn(F ), ai ∈ F
×, n+ 1 ≤ i ≤ r
}
.
Lemma 4.5. The set w ∈ W such that C(w) ⊂ Qnw˜nQn is the Bruhat interval [wmin, wmax]
with wmin = w˜n and wmax = w
Ln
ℓ w˜n, where w
Ln
ℓ is the long Weyl element in Ln
∼= GLn(F ) ×
(GL1(F ))
r−n.
Proof. By [BKPST, Proposition 2], we know that the set D = {w ∈W|C(w) ⊂ Qnw˜nQn} is a
Bruhat interval [wmin, wmax]. Note that the set of simple roots in Ln is θ˜ = {α1, . . . , αn−1}. Let
Wθ˜ be the Weyl group of Ln. It is known that D = Wθ˜ · w˜n ·Wθ˜, see [BT, Corollaire 5.20]. Since
θ˜ ⊂ ∆ − {αn} = θw˜n , we have w˜n(θ˜) > 0. Since the Weyl element represented by w˜n has order
2, we have w˜−1n (θ˜) > 0. Then by [Ca, Proposition 1.1.3] or [BKPST, Proposition 2 (2)], we have
wmin = w˜n. On the other hand, by [BKPST, Corollary 3], we know that every w ∈ Wθ˜ · w˜n ·Wθ˜
can be uniquely written as w = w˜nw
′ with w′ ∈Wθ˜, and ℓ(w) = ℓ(w˜n) + ℓ(w
′), where ℓ denotes the
length of a Weyl element. Thus wmax = w˜nw
Ln
ℓ . One can check easily that w˜nw
Ln
ℓ = w
Ln
ℓ w˜n. 
For w ∈ B(G), denote
Aw = {a ∈ A|α(a) = 1 for all α ∈ θw} ,
which is the center of Mw. Note that Me = G and Ae = Z.
4.4. Cogdell-Shahidi-Tsai’s theory on partial Bessel functions. In this subsection, we review
certain basic properties of partial Bessel functions developed by Cogdell, Shahidi and Tsai [CST]
recently, which has fundamental importance in the proof of our local converse theorem.
Theorem 4.6 (Cogdell-Shahidi-Tsai). (1) Let w ∈ B(G), m > 0 and f ∈ C∞c (Ωw, ω). Suppose
Bm(aw, f) = 0 for all a ∈ Aw. Then there exists f0 ∈ C∞c (Ωw−C(w), ω) which only depends
on f , such that for sufficiently large m depending only on f , we have Bm(g, f) = Bm(g, f0)
for all g ∈ G.
(2) Let w ∈ B(G). Let Ωw,0 and Ωw,1 be U × U and A-invariant open sets of Ωw such that
Ωw,0 ⊂ Ωw,1 and Ωw,1 − Ωw,0 is a union of Bruhat cells C(w′) such that w′ does not
support a Bessel function, i.e., w′ /∈ B(G). Then for any f1 ∈ C∞c (Ωw,1, ω) there exists
f0 ∈ C∞c (Ωw,0, ω) such that for all sufficiently large m depending only on f1, we have
Bm(g, f0) = Bm(g, f1), for all g ∈ G.
Proof. Part (1) is [CST, Lemma 5.13] and part (2) is [CST, Lemma 5.14]. Note that although the
results in [CST] were proved in a different setting, their proof is in fact general enough to include
our case. 
Corollary 4.7. Let f0, f ∈ C∞c (G,ω) with W
f (1) = W f0(1) = 1. Then for each i with 1 ≤ i ≤ r,
there exist functions fw˜i ∈ C
∞
c (Ωw˜i , ω) such that for sufficiently large m (depending only on f, f0)
we have
Bm(g, f)−Bm(g, f0) =
r∑
i=1
Bm(g, fw˜i).
This is the analogue of [CST, Proposition 5.3].
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Proof. For m ≥ max {C(f), C(f0)} , t ∈ Z, we have
Bm(t, f) =
1
vol(Um)
∫
U×Um
f(utu′)ψ−1U (u)ψ
−1
m (u
′)dudu′ = ω(t)W f (1) = ω(t).
Similarly, we have Bm(t, f0) = ω(t) for t ∈ Z. Thus we get Bm(t, f) = Bm(t, f0) for all t ∈ Ae = Z
and m ≥ max {C(f), C(f0)}. By applying Theorem 4.6 (1) to the Weyl element e, there exists a
function f1 ∈ C
∞
c (G−B,ω) such that Bm(g, f − f0) = Bm(g, f1) for all g ∈ G and m large. Denote
Ωe,0 =
⋃
w∈B(G),w 6=1
Ωw =
⋃
w∈B(G),dB(w,1)=1
Ωw =
⋃
1≤i≤r
Ωw˜i ,
and Ωe,1 = G−B. Then we have Ωe,0 ⊂ Ωe,1, and Ωe,1 −Ωe,0 is a union of Bruhat cells C(w′) such
that w′ /∈ B(G).
By Theorem 4.6 (2), there exists a function f2 ∈ C∞c (Ωe,0, ω) such that
Bm(g, f − f0) = Bm(g, f1) = Bm(g, f2),
for all g ∈ G and m large enough. As in the proof of [CST, Proposition 5.3], we can follow Jacquet
[J] to write
f2 =
∑
i
fw˜i with fw˜i ∈ C
∞
c (Ωw˜i , ω)
using a partition of unity argument. We then get
Bm(g, f)−Bm(g, f0) =
r∑
i=1
Bm(g, fw˜i),
for all g ∈ G and m large (which only depends on f and f0). 
4.5. Outline of the proof of the local converse theorem. We now repeat the main theorem
of this paper.
Theorem 4.8. Let π, π0 be two irreducible ψU -generic supercuspidal representations of Sp2r(F ) with
the same central character. If γ(s, π×τ, ψ) = γ(s, π0×τ, ψ) for all irreducible generic representations
τ of GLk(F ) and for all k with 1 ≤ k ≤ r, then π ∼= π0.
When r = 1, the above theorem is proved in [ChZh, Zh3].
We outline our proof of the above theorem.
Let π be an irreducible ψU -generic supercuspidal representation of G = Sp2r(F ) with central char-
acter ω. We haveM(π) ⊂ C∞c (G,ω). We can consider the linear functionalM(π)→ C
∞(G,ψU , ω),
f 7→W f defined by
W f (g) =
∫
U
ψ−1U (u)f(ug)du.
Since π is assumed to be ψU -generic, this linear functional f 7→ W f is non-zero. Thus we can take
f ∈M(π) such that W f (1) = 1 and then consider the partial Bessel functions Bm(g, f) for m > 0.
Let π, π0 be two irreducible ψU -generic supercuspidal representations with the same central char-
acter ω. Given a positive integer k, denote by C(k) the following condition:
γ(s, π × τ, ψ) = γ(s, π0 × τ, ψ),
for all irreducible generic representations τ of GLi(F ),
and for all i, with 1 ≤ i ≤ k.
To make some statements cleaner, we will denote by C(0) the condition that π and π0 have the
same central character. The condition C(0) is always assumed.
We fix f ∈ M(π), f0 ∈ M(π0) such that W f (1) = W f0(1) = 1. We are going to show that the
condition C(r) implies Bm(g, f) = Bm(g, f0) for all g ∈ G and m large enough (which only depends
on f, f0). This will imply that π ∼= π0 by irreducibility and the uniqueness of Whittaker model.
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Corollary 4.7 says that the condition C(0) implies there exist functions fw˜i ∈ Ωw˜i for 1 ≤ i ≤ r
such that
Bm(g, f)−Bm(g, f0) =
r∑
i=1
Bm(g, fw˜i),(4.5)
for all g ∈ G and large enough m depending on f, f0 only. In §4, we will use induction to show
that for 1 ≤ k ≤ r − 1 the condition C(k) implies that there exist functions f ′w˜i ∈ C
∞
c (Ωw˜i , ω) with
k + 1 ≤ i ≤ r such that
Bm(g, f)−Bm(g, f0) =
r∑
i=k+1
Bm(g, f
′
w˜i).
Thus the condition C(r − 1) implies that
Bm(g, f)− Bm(g, f0) = Bm(g, fw˜r),
for some fw˜r ∈ C
∞
c (Ωw˜r , ω). In §5, we will show that the condition C(r) implies that Bm(g, f) −
Bm(g, f0) = 0 for all g ∈ G and m large. We have to deal with the cases 1 ≤ k ≤ r − 1 and k = r
separately because the local zeta integrals in these two cases are different, see Eq.(3.1).
5. Preparations for the proof of the main theorem
5.1. Sections of induced representations. Let τ be an irreducible generic representation of
GLn(F ) and ψ be an unramified character of F . In this section, we construct certain sections in
the induced representation I˜(s, τ, ψ−1) which will be used in the proof of our main theorem. These
sections appeared in [ChZh] when n = 1 and in [Zh2] when n = 2. The ideas of these constructions
go back to [Ba95].
Recall that Pn = MnNn denotes the Siegel parabolic subgroup of Sp2n(F ). Let Pn = MnNn be
the opposite of Pn. For b ∈Matn×n(F ) with bJn = Jntb, denote
n¯n(b) =
(
In
b In
)
.
Then Nn = {n¯n(b)|b ∈ Matn×n(F ), bJn = Jntb} . For a positive integer i
Nn,i =
{
n¯n(b)|n¯r
(
0 0
b 0
)
∈ Hri
}
.
Let D be an open compact subgroup of Nn and i be a positive integer. For x ∈ D, we consider the
set
S(x, i) =
{
y¯ ∈ Nn|y¯x ∈ Pn ·Nn,i
}
.
For a positive integer c, denote KGLnc = In +Matn×n(p
c).
Lemma 5.1. The following statements hold.
(1) For any positive integer c, there exists an integer i1 = i1(D, c) such that for all i ≥ i1, x ∈
D, y¯ ∈ S(x, i), we can write
y¯x = nn(b)mn(a)y¯0,
with nn(b) ∈ Nn, a ∈ KGLnc and y¯0 ∈ Nn,i.
(2) There exists an integer i2 = i2(D) such that S(x, i) = Nn,i for all x ∈ D and i ≥ i2.
See [Ba95, Lemma 4.1] for a similar statement for the group GLn.
Proof. For x ∈ D, y¯ ∈ S(x, i), we assume that y¯x = pn¯n(b0)−1 for p ∈ Pn, n¯n(b0) ∈ Nn,i. We have
y¯−1p = xn¯n(b0). By abuse of notation, we write y¯
−1 = n¯n(y), y ∈ Matn×n(F ). Let p = nn(b
′)mn(a).
We have
y¯−1p =
(
a b′a∗
ya (yb′ + In)a
∗
)
.
On the other hand, we denote x = nn(b) with b ∈Matn×n(F ). We have
xn¯n(b0) =
(
In + bb0 b
b0 In
)
.
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From the equality y¯−1p = xn¯n(b0), we get
a = In + bb0, and y = b0a
−1 = b0(In + bb0)
−1.
Since the entries of b are bounded and the entries of b0 go to zero as i→∞, it follows that for any
positive integer c, we can take i1 = i1(D, c) such that if i ≥ i1, we have a ∈ KGLnc . This proves (1).
Next we show that y¯−1 = n¯n(y) ∈ Nn,i. We have y = b0a−1 = b0(In + bb0)−1. Since n¯n(b0) ∈
Nn,i, we have
b0 ∈
p(4r−2n+1)i p(4r−2n−1)i . . . p(4r−4n+3)i. . . . . . . . . . . .
p(4r−1)i p(4r−3)i . . . p(4r−2n+1)i
 .
Since b has bounded entries, we assume that b ∈ Matn×n(p−d) for a positive integer d. Then we
have
bb0 ∈
p(4r−4n+3)i−d p(4r−4n+3)i−d . . . p(4r−4n+3)i−d. . . . . . . . . . . .
p(4r−2n+1)i−d p(4r−2n+1)i−d . . . p(4r−2n+1)i−d
 .
Thus we have
b0bb0 ∈
p(8r−6n+4)i−d p(8r−6n+4)i−d . . . p(8r−6n+4)i−d. . . . . . . . . . . .
p(8r−4n+2)i−d p(8r−4n+2)i−d . . . p(8r−4n+2)i−d
 .
We can take an integer i′2(D) such that for i ≥ i
′
2(D)
b0bb0 ∈
p(4r−2n+1)i p(4r−2n−1)i . . . p(4r−4n+3)i. . . . . . . . . . . .
p(4r−1)i p(4r−3)i . . . p(4r−2n+1)i
 ,
i.e., n¯n(b0bb0) ∈ Nn,i. One can check that the same argument implies that for i ≥ i2(D), we have
nn(b0(bb0)
k) ∈ Nn,i. Since
y = b0(In + bb0)
−1 = b0 − b0(bb0) + b0(bb0)
2 + · · ·
we get n¯n(y) ∈ Nn,i. This shows that S(x, i) ⊂ Nn,i.
We next show that there exists an integer i′′2(D) such that Nn,i ⊂ S(x, i) for i ≥ i
′′
2(D). We write
x = nn(b) as above. For n¯(b0) ∈ Nn,i, we want to show that n¯(b0) ∈ S(x, i). For i large, we can
assume the det(In + b0b) 6= 0. From this assumption, we can check that n¯(b0)x ∈ P ·N . Thus we
can write
n¯(b0)x = pn¯n(y).
We need to show that n¯n(y) ∈ Nn,i for i large. The argument is the same as the proof of S(x, i) ⊂
Nn,i. We omit the details. 
Note that the double cover S˜p2n splits over Nn but not over Nn in general. Let K
n
0 = Sp2n(o) and
Knm = (1 +Mat(2n)×(2n)(p
m)) ∩K. Since in this subsection we only consider subgroups of Sp2n, we
will drop n from the notationKnm and write it asKm. It is known that there exists an integerm0 ≥ 0
such that the double cover S˜p2n(F )→ Sp2n(F ) splits over Km0 , see [K, Lemma 3, p.959], i.e., there
exists a continuous open map s : Km0 → S˜p2n(F ) such that it is a group homomorphism and the
composition Km0 → S˜p2n(F ) → Sp2n(F ) is the inclusion map. When the residue characteristic
is odd, we can take m0 = 0, see [MVW, p.43], and the splitting is known to be unique, see [GS,
p.1662] for example. In general, there exists an integer m1 > m0 such that s|Km1 is unique. In fact,
a splitting s : Km0 → S˜p2n(F ) has the form s(k) = (k, ǫ(k)) for a cocylce ǫ : Km0 → {±1}. From
this one can check that any two splittings differ by a quadratic character of Km0 . Thus it suffices
to show that any quadratic character of Km0 vanishes on Km1 for certain m1 ≥ m0. To do so, we
consider the square map Km0 → Km0 , x 7→ x
2. The image of the square map is open and thus
contains a Km1 for some m1 ≥ m0. It’s clear that any quadratic character of Km0 is trivial on Km1 .
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Let (τ, Vτ ) be an irreducible generic representation of GLn(F ). For i > 0 and v ∈ Vτ , we consider
the function f i,vs : S˜p2n(F )→ Vτ by
f i,vs (g˜) =
 ǫγ
−1
ψ−1(det(a))δ
1/2
Pn
(a)| det(a)|s−1/2τ(a)v, if g˜ = (nn(b)mn(a), ǫ)s(y¯),nn(b) ∈ Nn,
a ∈ GLn(F ), y¯ ∈ Nn,i, ǫ ∈ {±1} .
0, otherwise.
Lemma 5.2. For any fixed v ∈ Vτ , there exists an integer i0(v) such that if i ≥ i0(v), f i,vs defines
an element in I˜(s, τ, ψ).
Proof. In the group S˜p2n(F ) we have
(nn(b0)mn(a0), ǫ0)(nn(b)mn(a), ǫ)
=(nn(b0)mn(a0)nn(b)mn(a0)
−1, 1)(mn(a0a), ǫ0ǫ(det(a0), det(a))F ).
On the other hand, we have γ−1ψ−1(det(a0a)) = γ
−1
ψ−1(det(a0))γ
−1
ψ−1 (det(a))(det(a0), det(a))F . From
these formulas, we can check that
f i,vs ((nn(b0)mn(a0), ǫ0)g˜) = ǫ0γ
−1
ψ−1(det(a0))δ
1/2
Pn
(a0)| det(a0)|
s−1/2f i,vs (g˜).
Next we need to check that f i,vs is right invariant under an open compact subgroup of S˜p2n(F ).
For v ∈ Vτ , we can find a positive integer c such that v is fixed by 1 +Mn×n(pc) ⊂ GLn(F ) by
smoothness of τ . We require c large such that 1 + pc ⊂ F×,2 (such c exists since F×,2 is an open
subgroup of F×). Let i0(v) = max {c, i1(Kc ∩Nn, c), i2(Kc ∩Nn)} and Nn,i0 ⊂ Km1 . Now take an
integer i such that i ≥ i0. Let m ≥ m1 be large such that Nn ∩ Km ⊂ Nn,i. Note that m ≥ m1
implies that the splitting s : Km → S˜p2n(F ) exists and is unique. On the other hand, since m1 is
fixed, m only depends on i.
We will show that f i,vs (g˜s(k)) = f
i,v
s (g˜) for all k ∈ Km, for i ≥ i0(v). We have the decomposition
Km = (Nn ∩Km)(Mn ∩Km)(Nn ∩Km).
For k ∈ Nn ∩Km ⊂ Nn,i, we have f i,vs (g˜s(k)) = f
i,v
s (g˜) by the definition of f
i,v
s .
Formn(a) ∈Mn∩Km, we have det(a) ∈ 1+pm ⊂ F×,2. Thus c(mn(a),mn(a0)) = (det(a), det(a0))F =
1 for mn(a),mn(a0) ∈ Mn ∩Km. It follows that a 7→ (a, 1) from Mn ∩Km to S˜p2n(F ) is a group
homomorphism. By the uniqueness of the splitting, we get s(mn(a)) = (mn(a), 1).
Formn(a0) ∈Mn∩Km, and nn(b)mn(a) ∈ P , we have c(nn(b)mn(a),mn(a0)) = (det(a), det(a0))F =
1, and thus
(nn(b)mn(a), ǫ)s(y¯)s(mn(a0)) = (nn(b)mn(a)mn(a0), ǫ)s(mn(a0)
−1y¯mn(a0)).
We can check that mn(a0)
−1y¯mn(a0) ∈ Nn,i. Thus
f i,vs ((nn(b)mn(a), ǫ)s(y¯)s(mn(a0)))
=ǫγ−1ψ−1(det(aa0))δ
1/2
P (aa0)| det(aa0)|
s−1/2τ(aa0)v
=ǫγ−1ψ−1(det(a))δ
1/2
P (a)| det(a)|
s−1/2τ(a)v
=f i,vs ((nn(b)mn(a), ǫ)s(y¯)),
where we used | det(a0)| = 1 and τ(a0)v = v.
Next, we consider k ∈ Nn ∩Km ⊂ N ∩Kc. By assumption and the above lemma, we get
S(k, i) = S(k−1, i) = Nn,i.
In particular, for y¯ ∈ Nn,i, we have y¯k ∈ Pn · Nn,i and y¯k−1 ∈ Pn · Nn,i. Thus g ∈ Pn · Nn,i if
and only if gk ∈ Pn ·Nn,i. Moreover, by (1) of last lemma, we can write y¯k = nn(b0)mn(a0)y¯′ with
a0 ∈ 1 +Matn×n(pc), which fixes v. From this, we can check that f i,vs (g˜s(k)) = f
i,v
s (g˜). 
Let i ≥ i0(v), we can consider the C-valued function ξi,vs on S˜p2n ×GLn associated with f
i,v
s
ξi,vs (g˜, a) = λ(τ(a)f
i,v
s (g˜)),
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for a fixed ψ−1-Whittaker functional λ of τ . We have
(5.1) ξi,vs (g˜, In) =

ǫγ−1ψ−1(det(a))δ
1/2
Pn
(a)| det(a)|s−1/2Wv(a) if g˜ = (nn(b)mn(a), ǫ)s(y¯),
nn(b) ∈ Nn, a ∈ GLn(F ),
y¯ ∈ Nn,i, ǫ ∈ {±1} .
0, otherwise.
Denote ξ˜i,v1−s =M(s, τ, ψ
−1)ξi,vs ∈ V˜ (1− s, τ
∗, ψ−1). Let D be an open compact subset of Nn, we
evaluate ξ˜i,vs (wnx) for x ∈ D.
Lemma 5.3. There is an integer I(D, v) ≥ i0(v) such that for all i ≥ I(D, v), we have ξ˜
i,v
1−s(wnx, In) =
vol(Nn,i)v for all x ∈ D.
Proof. Let dn = diag(−1, 1,−1, . . . ) ∈ GLn. Recall that
ξ˜i,v1−s(wnx, In) =
∫
Nn
ξi,vs (w
−1
n uwnx, dn)du
=
∫
Nn
ξi,vs (dnw
−1
n uwnx, In)du.
Let c be a positive integer such that v is fixed by 1 + Matn×n(p
c) under the action of τ , and
1 + pc ⊂ F×,2. Let I(D, v) = max{i0(v), i1(D, c), i2(D)}. By definition of ξi,vs and Lemma 5.1,
ξi,vs (dnw
−1
n uwnx, In) 6= 0 if and only if dnw
−1
n uwnx ∈ Pn ·Nn,i if and only if dnw
−1
n uwn ∈ Nn,i. On
the other hand, for dnw
−1
n uwn ∈ Nn,i = S(x, i), by Lemma 5.1(1), we can write
dnw
−1
n uwn = nn(b)mn(a)y¯, with a ∈ 1 +Matn×n(p
c), y¯ ∈ Nn,i,
and thus
ξi,vs (dnw
−1
n uwnx, In) = τ(a)v = v,
where we used γ−1ψ−1(det(a)) = 1 (since det(a) ∈ 1 + p
c ⊂ F×,2), and | det(a)| = 1. We now get
ξi,vs (dnw
−1
n uwn, In) =
{
v, if dnw
−1
n uwn ∈ Nn,i
0, otherwise.
Now the assertion follows. 
Since ξ˜i,v1−s ∈ V˜ (1− s, τ
∗, ψ−1), we get
(5.2) ξ˜i,v1−s((nn(b)mn(a), ǫ)(wnx, 1)) = vol(Nn,i)ǫδ
1/2
Pn
(a)| det(a)|1/2−sγ−1ψ−1(det(a))W
∗
v (a),
for x ∈ D, i ≥ I(D, v), where W ∗v is the Whittaker function of the representation τ
∗ associated with
v.
5.2. The Schwartz functions φnm,r, n < r. As usual we fix the positive integer r and the group
G = Sp2r(F ). For positive integers m,n with 1 ≤ n < r, we consider the function φ
n
m,r ∈ S(F
n)
defined by
φnm,r(x1, . . . , xn) = Charp(2r−1)m (x1)Charp(2r−3)m (x2) · · ·Charp(2r−2n+1)m(xn).
Recall that Um = Hm ∩ U r. Denote
N ′n,m =
{
nn(b)|nr
(
0 b
0(r−n)×(r−n) 0
)
∈ Um
}
.
As usual, let ψ be an unramified additive character of F . We then have the Weil representation
ωψ−1 of S˜p2n on S(F
n). In the following, we will write φnm,r as φ
n
m since r is fixed.
Lemma 5.4. We have ωψ−1(nn(b))φ
n
m = φ
n
m for all nn(b) ∈ N
′
n,m.
Proof. We have
ωψ−1(nn(b))φm(x) = ψ(xJn
tbtx)φm(x).
For x ∈ Supp(φm),nn(b) ∈ Um, we can check that xJntbtx ∈ pm and thus the assertion follows. We
omit the details. 
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5.3. The Schwartz function φnm,r, n = r. We consider the function φ
r
m,r ∈ S(F
r) defined by
φrm,r(x1, . . . , xr) = Charp(2r−1)m (x1)Charp(2r−3)m (x2) · · ·Charp3m(xr−1)Char1+pm(xr).
We will omit r from the notation if r is understood. Thus we will sometimes write φrm,r as φm.
Let ψ be an unramified additive character of F , we then consider the Weil representation ωψ−1
of S˜p2r.
Lemma 5.5. (1) For u ∈ Nr ∩Hm, we have ωψ−1(u)φm = ψ
−1
U (u)φm.
(2) Given a = (aij) ∈ GLr(F ). If ari ∈ p−(2i−1)m for all i with 1 ≤ i ≤ r, then ω(wr)φm(era) 6=
0.
Recall that er = (0, 0, . . . , 0, 1) ∈ F r.
Proof. (1) Write u = nr(b) ∈ Nr ∩Hm. Then we have
b = (bij) ∈

p−(2r−1)m p−(2r+1)m . . . p−(4r−3)m
. . . . . . . . . . . .
p−3m p−5m . . . p−(2r+1)m
p−m p−3m . . . p−(2r−1)m
 .
We have
ωψ−1(u)φm(x) = ψ
−1(xbJr
tx)φm(x).
For x = (x1, . . . , xn) ∈ Supp(φm), we can check that xbJrtx ≡ bn1x2n ≡ bn1 mod o. Thus
ωψ−1(u)φm = ψ
−1(bn1)φm = ψ
−1
U (u)φm.
(2) Denote x = era = (ar1, . . . , arr) ∈ F r. We have
ωψ−1(wn)φm(x)
= βψ−1
∫
F r
φm(y)ψ
−1(2yJr
tx)dy
= βψ−1
∫
p(2r−1)m
ψ−1(2y1arr)dy1
∫
p(2r−3)m
ψ−1(2y2ar(r−1))dy2· · ·
∫
1+pm
ψ−1(2yrar1)dyr.
Now the assertion follows from the fact that ψ−1 has conductor o. 
5.4. A result of Jacquet-Shalika.
Proposition 5.6. Let W ′ be a smooth function on GLn(F ) which satisfies W
′(ug) = ψ(u)W ′(g) for
all u ∈ UGLn and for each m, the set {g ∈ GLn|W
′(g) 6= 0, | det(g)| = qm} is compact modulo UGLn .
Assume, for all irreducible generic representation τ of GLn(F ) and for all Whittaker functions
W ∈ W(τ, ψ−1), the following integral vanishes for Re(s) << 0,∫
UGLn\GLn
W ′(g)W (g)| det(g)|−s−k = 0,
where k is a fixed number, then W ′ ≡ 0.
This is a corollary of [JS, Lemma 3.2]. One can find an argument that [JS, Lemma3.2] implies
the current form of the above proposition in [Chen, Corollary 2.1].
6. Inductive Step
We fix the notations as in §2.5. To avoid ambiguity, we repeat part of the notations. We fixed
two ψU -generic irreducible representations π, π0 of Sp2r(F ) with the same central character ω. Let
f ∈ M(π), f0 ∈ M(π0) such that W f (1) = W f0(1) = 1. We have defined partial Bessel functions
Bm(g, f) and Bm(g, f0).
In this section, we will use induction to prove the following
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Proposition 6.1. Given an integer n with 0 ≤ n < r. The condition C(n) implies that there exist
functions fw˜i ∈ C
∞
c (Ωw˜i , ω), n+ 1 ≤ i ≤ r such that
Bm(g, f)−Bm(g, f0) =
r∑
i=n+1
Bm(g, fw˜i),
for all g ∈ G and all sufficiently large m depending only on f, f0.
The base case when n = 0 is just Corollary 4.7. We now consider the induction step. Let n
be an integer such that 1 ≤ n < r. We assume that we know C(n − 1) implies that there exist
fw˜i ∈ C
∞
c (Ωw˜i , ω), such that
(6.1) Bm(g, f)−Bm(g, f0) =
r∑
i=n
Bm(g, fw˜i),
for all g ∈ G and large enough m.
Recall that Qn = LnVn denotes the standard parabolic subgroup of Sp2r(F ) with Levi subgroup
Ln = {mr(a, an+1, . . . , an), a ∈ GLn(F ), ai ∈ F×, n+ 1 ≤ i ≤ n}.
Denote
E−n =

In x yI2r−2n x′
In
 ∈ Sp2r
 ,
and
E+n =

u1 u2
u′1
 ∈ Sp2r, u1 ∈ UGLn , u2 ∈ USp2r−2n
 .
Then U = E+n ·E
−
n , E
−
n ⊂ Vn. Moreover, by [Ca, p.12], the product map
Qn × {w˜n} × E
−
n → Qnw˜nQn
induces an isomorphism.
Recall that Um denotes U ∩Hm.
Lemma 6.2. For u0 ∈ E
−
n −(E
−
n ∩Um), u
+ ∈ E+n ∩Um, then u
′
0 := (u
+)−1u0(u
+) ∈ E−n −(E
−
n ∩Um).
Proof. We suppose that
u0 =
In x yI2r−2n x′
In
 , u+ =
u1 u2
u′1
 ,
with x ∈Matn×(2r−2n), y ∈ Matn×n, u1 ∈ UGLn , u2 ∈ USp2r−2n . Then
u′0 =
In u−11 xu2 u−11 yu′1I2r−2n u−12 x′u′1
In
 .
From a detailed analysis of the exponents in each entry of the matrix, one can show that u′0 /∈
E−n ∩ Um. We omit the details. 
Lemma 6.3. (1) We have
Bm(mr(a), f)−Bm(mr(a), f0) = 0, a ∈ GLr(F ),
for large enough m depending only on f, f0.
(2) We have Qnw˜nQn ∩ Ωw˜i = ∅ for i ≥ n+ 1. In particular, we have
Bm(g, fw˜i) = 0,
for all g ∈ Qnw˜nQn and i ≥ n+ 1, and thus
Bm(g, f)−Bm(g, f0) = Bm(g, fw˜n), g ∈ Qnw˜nQn,
for m large.
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(3) Let fw˜n ∈ C
∞
c (Ωw˜n , ω) be as in Eq.(6.1). For sufficiently large m depending only on fw˜n
(and hence only on f,f0), we have
Bm(tn(a)w˜nu0, fw˜n) = 0,
for all a ∈ GLn(F ) and u0 ∈ E−n − (Um ∩ E
−
n ),
(4) For a fixedm, and each integer k, the set
{
a ∈ GLn(F )|Bm(tn(a)w˜n, fw˜n) 6= 0, | det(a)| = q
k
}
is compact modulo UGLn .
Remark: From (2) and (3) of the above lemma, one sees that
Bm(tn(a)w˜nu0, f)−Bm(tn(a)w˜nu0, f0) = 0,
for a ∈ GLn(F ), u0 ∈ E
−
n − (Um ∩ E
−
n ) and m large. This is certain “stability” property of partial
Bessel functions, which is the key in our proof of the local converse theorem. For similar “stability”
properties of partial Bessel functions for other groups and some special cases for Sp2r, see [Ba95,
Lemma 6.2.2. and Lemma 6.2.6], [Ba97, Proposition 5.7(c)], [Zh2, Proposition 2.5 and Proposition
4.2] and [Zh4, Theorem 3.11].
One can see in the following proof, we don’t use the assumption n < r and thus the assertions of
the lemma work for n = r.
Proof. (1) We have GLr(F ) = ∪w∈WGLrBGLrwBGLn ⊂ ∪w∈WGLrBwB, where BGLr is the upper
triangular Borel subgroup of GLr(F ), and WGLr is the Weyl group of GLr which is viewed as a
subgroup ofW by the embedding GLr ∼=Mr ⊂ G. By Eq.(6.1), it suffices to show that for w ∈WGLr
we cannot have w ≥ w˜i for any i ≥ n. In fact, if w ≥ w˜i, then w˜i ∈WGLr . Contradiction.
(2) Suppose that there exists w ∈ W such that C(w) ⊂ Qnw˜nQn ∩ Ωw˜i for some i ≥ n + 1. By
Lemma 4.5, we have
wmax := w
Ln
ℓ w˜n ≥ w ≥ w˜i.
A matrix calculation shows that wℓwmax has the matrix form
−In
Jr−n
−Jr−n
−In
 ,
which is the long Weyl element of the Levi subgroup Mwmax
∼= GLn1 ×Sp2(r−n). Thus wmax ∈ B(G).
Moreover, the set of simple roots in Mwmax is
θwmax = {αi, n+ 1 ≤ i ≤ r} .
Since θw˜i = ∆ − {αi}, it follows that θwmax 6⊂ θw˜i for i ≥ n + 1. By Lemma 4.4, we cannot have
wmax ≥ w˜i. Contradiction.
(3) Since Qnw˜nQn is closed in Ωw˜n by Proposition 4.3(2), and fw˜n ∈ C
∞
c (Ωw˜n , ω), the function
fw˜n has compact support on Qnw˜nQn. Thus there exists open compact subsets Q
′ ⊂ Qn, E′ ⊂ E−n
such that if fw˜n(xw˜nu) 6= 0 for x ∈ Qn, u ∈ E
−
n implies that x ∈ Q
′, u ∈ E′. We take m large
enough such that E′ ⊂ Um ∩E−n . Note the choice of m depends only on E
′, which depends only on
fw˜n . Recall that,
Bm(tn(a)w˜nu0, fw˜n) =
1
vol(Um)
∫
U×Um
ψ−1U (u
′)ψ−1m (u)fw˜n(u
′tn(a)w˜nu0u)dudu
′,
see Eq.(4.2). We write u = u+u− with u+ ∈ E+n ∩ Um, u
− ∈ E− ∩ Um. By the previous lemma,
u′0 = (u
+)−1u0u
+ ∈ E−n − (E
−
n ∩ Um). We have
fw˜n(u
′tn(a)w˜nu0u) = fw˜n(u
′tn(a)w˜nu0u
+u−)
= fw˜n(u
′tn(a)w˜nu
+u′0u
−)
= fw˜n(u
′tn(a)w˜nu
+w˜−1n w˜nu
′
0u
−).
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Note that u′tn(a)w˜nu
+w˜−1n ∈ Qn. By the above analysis, if fw˜n(u
′tn(a)w˜nu0u) 6= 0, we have
u′tn(a)w˜nu
+w˜−1n ∈ Q
′ and u′0u
− ∈ E′ ⊂ Um ∩ E−n . Since u
− ∈ Um ∩ E−n , we get u
′
0 ∈ Um ∩ E
−
n .
Contradiction. This implies that for any u′ ∈ U, u ∈ Um,
fw˜n(u
′tn(a)w˜nu0u) = 0.
Thus
Bm(tn(a)w˜nu0, fw˜n) = 0.
(4) From the Iwasawa decomposition of GLn, it suffices to show that the set
A(k) =
{
t = diag(a1, . . . , an)|ai ∈ F
×,
∏
i
|ai| = q
k, Bm(tn(t)w˜n, fw˜n) 6= 0
}
is compact. Recall that, for a root β, we have fixed an isomorphism xβ : F → Uβ , where Uβ is the
root space of β. For i with 1 ≤ i ≤ r, we denote xαi by xi for simplicity. For example, if r > 2, then
x2(x) = t3
1 1 x
1
 .
For i < n, we have
w˜nxn−i(x) = xi(−x)w˜n.
Take t ∈ A(k), we have
tn(t)w˜nxn−i(x) = xi(−αi(t)x)tn(t)w˜n.
For x ∈ o, we get xn−i(x) ∈ Hm. By Eq.(4.1), we get
ψ(x)Bm(tn(t)w˜n, fw˜n) = ψ(−αi(t)x)Bm(tn(t)w˜n, fw˜n).
Since Bm(tn(t)w˜n, fw˜n) 6= 0, we get
ψ(−αi(t)x) = ψ(x) = 1, ∀x ∈ o.
Since ψ has conductor o by assumption, we get αi(t) ∈ o for all i with 1 ≤ i < n. This implies that
|a1| ≤ |a2| ≤ · · · ≤ |an|. Similarly, we consider the root β = w˜n(αn), which is a negative root. We
have w˜nxβ(x) = xn(cx)w˜n, where c ∈ {±1}. Thus we get
tn(t)w˜nxβ(x) = xn(αn(t)cx)tw˜n.
Now take x ∈ p(−2ht(β)+1)m, so that xβ(x) ∈ Hm, see Lemma 4.1. By Eq.(4.1), we have
Bm(tn(t)w˜n, fw˜n) = ψ(αn(t)cx)Bm(tn(t)w˜n, fw˜n).
Thus ψ(αn(t)cx) = 1 for all x ∈ p(−2ht(β)+1)m. Since ψ has conductor o, we get αn(t) ∈ p(2ht(β)−1)m.
From this condition, we get an upper bound of |an|. Now it is easy to see that A(k) is compact. 
Proposition 6.4. Let n be an integer with 1 ≤ n < r. The condition C(n) implies that
Bm(tn(a)w˜n, fw˜n) = 0,
for all a ∈ GLn(F ) and sufficiently large m depending only on f, f0.
When n = 1, the calculations appeared in the following proof was carried out in [Zh4]. In the
following proof, the integer r and n are fixed. For simplicity, we will drop r, n from various sub-
and sup-script. We will write j(g) = w−1r−n,ngwr−n,n, for g ∈ G. Here we recall that tn(a) =
mr(a, 1, . . . , 1) = j(mr(1, . . . , 1, a)) = j(mn(a)), and w˜n = j(wn).
Proof. Let m be a positive integer which is large enough such that all of the assertions of Lemma
6.3 hold. We have defined a function φm = φ
n
m ∈ S(F
n) in §3.2. In the following proof, for
simplicity, we will write the Weil representation as ω(g)φm rather than ωψ−1(g)φm. Note that the
Weil representation is smooth, and thus for i large enough, we have ω(s(u¯))φm = φm for all u¯ ∈ Nn,i.
Here s : Km1 → S˜p2n(F ) is a splitting of the double cover map S˜p2n(F )→ Sp2n(F ). We also require
that m ≥ m1.
Let (τ, Vτ ) be an irreducible generic representation of GLn(F ). Let v ∈ Vτ . We consider an
integer i such that i ≥ max
{
m, i0(v), I(N
′
n,m, v)
}
and such that ω(s(u¯))φm = φm for all u¯ ∈ Nn,i.
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See §3.2 for the notation N ′n,m and §3.1 for the definition of the notations i0(v) and I(N
′
n,m, v). By
Lemma 5.2, we have a section ξi,vs ∈ V˜ (s, τ, ψ
−1).
We will compute the integral Ψ(W fm, φm, ξ
i,v
s ). Since NnMnNn ⊂ Sp2n is open and dense, we
will replace Un \ Sp2n by U
n \ NnMnNn ∼= UGLn \ GLn × Nn. Note that for g = nn(b)mn(a)u¯ ∈
NnMnNn, the quotient Haar measure on U
n \ NnMnNn ∼= UGLn \ GLn × Nn can be taken as
dg = | det(a)|−(n+1)du¯da.
Ψ(W fm, φm, ξ
i,v
s )
=
∫
Un\Sp2n
∫
Rr,n
∫
Xn
W fm(j(rxg))ω(g)φm(x)ξ
i,v
s (g, In)dxdrdg
=
∫
UGLn\GLn
∫
Nn
∫
Rr,n
∫
Xn
W fm(j(rxmn(a)u¯))
· ω(mn(a)u¯)φm(x)ξ
i,v
s (mn(a)u¯, In)| det(a)|
−(n+1)dxdrdu¯da.
For u¯ /∈ Nn,i, we have ξi,vs (mn(a)s(u¯), In) = 0. By assumption on i, we have ω(s(u¯))φm = φm for
u¯ ∈ Nn,i. On the other hand, if we assume u¯ = n¯n(b) ∈ Nn,i, we have
j(u¯) = w−1r−n,nu¯wr−n,n = n¯r
(
0 0
b 0
)
∈ Nr ∩H
r
m,
by the assumption i ≥ m and the definition of Nn,i.
Thus by Eq.(4.1), we have
W fm(j(rxmn(a)u¯)) =W
f
m(j(rxmn(a))).
From the above discussion, we get
Ψ(W fm, φm, ξ
i,v
s )(6.2)
= vol(Nn,i)
∫
UGLn\GLn
∫
Rr,n
∫
Xn
W fm(j(rxmn(a)))
· ω(mn(a))φm(x)ξ
i,v
s (mn(a), In)| det(a)|
−(n+1)dxdrda.
We can write
r = mr
Ir−n−1 y1 0
In
 , rx = mr
Ir−n−1 y1 x
In
 ,
with y ∈Mat(r−n−1)×n(F ), x ∈Mat1×n(F ). By abuse of notation, we will write
r(y, x) = mr
Ir−n−1 y1 x
In
 , y ∈ Mat(r−n−1)×n(F ), x ∈Mat1×n(F ).
From the matrix form, we can check that
j (r(y, x)mn(a)) ∈Mr.
By Lemma 6.3(1), we get
W fm (j (r(y, x)mn(a))) =W
f0
m (j (r(y, x)mn(a))) .
Thus by Eq.(6.2), we can get
Ψ(W fm, φm, ξ
i,v
s ) = Ψ(W
f0
m , φm, ξ
i,v
s ).
By the local functional equation and the assumption γ(s, π × τ, ψ) = γ(s, π0 × τ, ψ), we then get
(6.3) Ψ(W fm, φm, ξ˜
i,v
1−s) = Ψ(W
f0
m , φm, ξ˜
i,v
1−s).
20 QING ZHANG
We now consider the integral Ψ(W fm, φm, ξ˜
i,v
1−s). Since NnMnwnNn ⊂ Sp2n is open and dense, we
will replace Un \Sp2n by U
n \NnMnwnNn = UGLn \GLnwnNn in the integral of Ψ(W
f
m, φm, ξ˜
i,v
1−s).
We then have
Ψ(W fm, φm, ξ˜
i,v
1−s)
=
∫
UGLn\GLn
∫
Nn
∫
Rr,n
∫
Xn
W fm(j(r(y, x)mn(a)wnu))
· ω(mn(a)wnu)φm(x)ξ˜
i,v
1−s(mn(a)wnu, In)| det(a)|
−(n+1)dxdyduda.
There is a similar expression for Ψ(W f0m , φm, ξ
i,v
s )
We have
j(r(y, x)mn(a)wnu) = j(mn(a)r(ya, xa)wnu)
= j(mn(a)wnr
′(ya, xa)wnu)
= tn(a)w˜nj(r
′(ya, xa))j(u),
where r′(y, x) = w−1n r(y, x)wn. In matrix form, we have
r′(y, x) = nr
yx
Jn
tx Jn
tyJr−n−1
 ,
and
j(r′(y, x)) = nr
Jntx JntyJr−n−1 y
x
 .
For u ∈ Nn, we write u = nn(b). Then
j(u) = nr
(
0 b
0 0
)
,
and
j(r′(y, x))j(u) = nr
Jntx JntyJr−n−1 by
x
 .
Thus j(r′(y, x))j(u) ∈ E−n . In particular, we have (j(r(y, x)mn(a)wnu) ∈ Qnw˜nQn. By Lemma
6.3(2) and the above analysis, we have
W fm(j(r(y, x)mn(a)wnu))−W
f0
m (j(r(y, x)mn(a)wnu))
= Bm(j(r(y, x)mn(a)wnu), fw˜n)
= Bm(tn(a)w˜nj(r
′(ya, xa))j(nn(b)), fw˜n)
where we assumed u = nn(b).
From the above analysis and Eq.(6.3), we get
0 =
∫
UGLn\GLn
∫
Nn
∫
Rr,n
∫
Xn
Bm(tn(a)w˜nj(r
′(ya, xa))j(nn(b)), fw˜n)(6.4)
· ω(mn(a)wnnn(b))φm(x)ξ˜
i,v
1−s(mn(a)wnnn(b), In)| det(a)|
−(n+1)dydxdbda
=
∫
UGLn\GLn
∫
Nn
∫
Rr,n
∫
Xn
Bm(tn(a)w˜nj(r
′(ya, xa))j(nn(b)), fw˜n)
· γψ−1(det(a))ω(wnnn(b))φm(xa)ξ˜
i,v
1−s(mn(a)wnnn(b), In)| det(a)|
−(n+1)+1/2dydxdbda
=
∫
UGLn\GLn
∫
Nn
∫
Rr,n
∫
Xn
Bm(tn(a)w˜nj(r
′(y, x))j(nn(b)), fw˜n)
· γψ−1(det(a))ω(wnnn(b))φm(x)ξ˜
i,v
1−s(mn(a)wnnn(b), In)| det(a)|
−r−1/2dydxdbda.
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Denote
Dm =
{
(x, y, b)|j(r′(y, x))j(nn(b)) ∈ E
−
n ∩Hm
}
.
By Lemma 6.3(3), if (x, y, b) /∈ Dm, we have
Bm(tn(a)w˜nj(r
′(y, x))j(nn(b)), fw˜n) = 0.
If (x, y, b) ∈ Dm, by Eq.(4.1), we have
Bm(tn(a)w˜nj(r
′(y, x))j(nn(b)), fw˜n) = Bm(tn(a)w˜n, fw˜n).
On the other hand, for (x, y, b) ∈ Dm, by Lemma 5.4, we have
ω(wnnn(b))φm(x) = ω(wn)φm(x).
By Eq.(5.2) and the assumption on i, we have
ξ˜i,v1−s(mn(a)wnnn(b), In) = vol(Nn,i)γ
−1
ψ−1(det(a))| det(a)|
(n+2)/2−sW ∗v (a).
A simple calculation shows that
∫
x∈Dm∩Xn
ω(wm)φm(x)dx 6= 0. Now Eq.(6.4) reads
0 =
∫
UGLn\GLn
Bm(tn(a)w˜n, fw˜n)W˜
∗
v (a)| det(a)|
−s+(n+1)/2−rda.
This is true for any τ and v ∈ Vτ . Then by Proposition 5.6 and Lemma 6.3(4), we getBm(tn(a)w˜n, fw˜n) =
0 for all a ∈ GLn(F ). 
Proof of Proposition 6.1. Let wmax = w
Ln
ℓ w˜n be as in the proof of Lemma 6.3. Then Mwmax
∼=
GLn1 × Sp2r−2n. Thus the center of Mwmax is
Awmax =
{
mr(diag(a1, a2, . . . , an, 1, . . . , 1)), ai ∈ F
×, 1 ≤ i ≤ n
}
× Z.
Recall that Z = {±I2r} is the center of G = Sp2r(F ). For any a ∈ Awmax , we can write a = ztn(a0)
with a0 a diagonal element in GLn. Since tn(a0)w
Ln
ℓ has the form tn(b) for certain b ∈ GLn(F ), we
get
Bm(awmax, fw˜n) = Bm(aw
Ln
ℓ w˜n, fw˜n) = ω(z)Bm(tn(a0)w
Ln
ℓ w˜n, fw˜n) = 0
by Proposition 6.4.
For any w ∈ B(G) with w˜n ≤ w ≤ wmax, we can write w = w′w˜n for a Weyl element w′ of the
Levi Ln, which has a realization of the form tn(b
′) for certain b′ ∈ GLn(F ). We have Aw ⊂ Awmax
by Lemma 4.4. A similar consideration as above shows that
Bm(aw, fw˜n) = 0, ∀a ∈ Aw.
Denote
Ω′w˜n =
⋃
w∈B(G),w>wmax
dB(w,wmax)=1
Ωw.
By Theorem 4.6, there exists a function f ′w˜n ∈ C
∞
c (Ω
′
w˜n
, ω) such that
Bm(g, fw˜n) = Bm(g, f
′
w˜n),
for m large enough.
By a partition of unity argument, for each w ∈ B(G) with w > wmax and dB(w,wmax) = 1, there
exists a function f ′w˜n,w such that
f ′w˜n =
∑
w∈B(G),w>wmax
dB(w,wmax)=1
f ′w˜n,w.
Thus
Bm(g, fw˜n) =
∑
w∈B(G),w>wmax
dB(w,wmax)=1
Bm(g, f
′
w˜n,w),
for m large enough. From the proof Lemma 6.3, we see that
θwmax = {αi, n+ 1 ≤ i ≤ r} .
22 QING ZHANG
For w ∈ B(G), w > wmax and dB(w,wmax) = 1, by Lemma 4.4, we get
θw = θwmax − {αi} ,
for some i with n+ 1 ≤ i ≤ r. Recall that
θw˜i = ∆− {αi} .
Thus we have θw ⊂ θw˜i , and hence w ≥ w˜i. Thus Ωw ⊂ Ωw˜i . By Proposition 4.3, Ωw is in fact open
in Ωw˜i . Thus by the basic exact sequence Eq.(4.3), fw˜n,w ∈ C
∞
c (Ωw, ω) ⊂ C
∞
c (Ωw˜i , ω). Now define
f ′w˜i = f
′
w˜n,w + fw˜i ∈ C
∞
c (Ωw˜i , ω).
By the above argument and Eq.(6.2), we get
Bm(g, f)−Bm(g, f0) =
r∑
i=n+1
Bm(g, f
′
w˜i).
This finishes the proof of Proposition 6.1. 
7. Proof of the main theorem
In this section, we finish the proof of Theorem 4.8.
By Proposition 6.1, the condition C(r− 1) implies that there exists a function fw˜r ∈ C
∞
c (Ωw˜r , ω)
(7.1) Bm(g, f)− Bm(g, f0) = Bm(g, fw˜r),
for all g ∈ G and large enough m depending on f, f0. Note that w˜r = wr.
Recall that, in §3.3, we have constructed a Schwartz function φk = φrk,r ∈ S(F
r) for k > 0.
Proposition 7.1. Let m be a large enough integer and k be an integer such that k ≥ m. Assume
the condition C(r), we have
Bm(mr(a)w˜r , fw˜n)(ω(wr)φk)(era) = 0,
for all a ∈ GLr(F ).
Proof. The proof is similar to that of Proposition 6.4. In the following proof, we still write the Weil
representation ωψ−1 as ω for simplicity.
We take the integer m large such that Lemma 6.3(3) and Eq.(7.1) hold. We then take a positive
integer k such that k ≥ m. Let (τ, Vτ ) be an irreducible generic representation of GLr(F ). Fix a
vector v ∈ Vτ . Let i be a positive integer with i ≥ max {m, i0(v), I(Nr ∩ Um, v)} and such that
ω(s(u¯))φk = φk for all u¯ ∈ Nr,i. We then have a section ξi,vs ∈ V˜ (s, τ, ψ
−1).
As in the proof of Proposition 6.1, we have
Ψ(W fm, φk, ξ
i,v
s ) = Ψ(W
f0
m , φk, ξ
i,v
s ).
Thus from the assumption on the local gamma factors and the local functional equation, we can get
(7.2) Ψ(W fm, φk, ξ˜
i,v
1−s) = Ψ(W
f0
m , φk, ξ˜
i,v
1−s).
Similar as in the proof of Proposition 6.1, we have
Ψ(W fm, φk, ξ˜
i,v
1−s)
=
∫
UGLr\GLr
∫
Nr
W fm(mr(a)wru)ω(mr(a)wru)φk(er)
·ξ˜i,v1−s(mr(a)wru, Ir)| det(a)|
−(r+1)duda.
There is a similar expression for Ψ(W f0m , φk, ξ˜
i,v
1−s). By Eq.(7.1) and Eq.(7.2), we can get
0 ≡
∫
UGLr\GLr
∫
Nr
Bm(mr(a)wru, fw˜r)ω(mr(a)wru)φk(er)(7.3)
· ξ˜i,v1−s(mr(a)wru, Ir)| det(a)|
−(r+1)duda.
By Lemma 6.3(3), if u /∈ Um ∩Nr, we then get
Bm(mr(a)wru, fw˜r) = 0.
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For u ∈ Um ∩Nr, by Eq.(4.1), we have
Bm(mr(a)wru, fw˜r) = ψU (u)Bm(mr(a)wr , fw˜r).
By Lemma 5.5(1), for u ∈ Nr ∩ Um ⊂ Nr ∩ Uk, we have
ω(u)φk = ψ
−1
U (u)φk.
On the other hand, by Eq.(5.2) and our assumption on i, for u ∈ Nr ∩ Um, we have
ω(mr(a)wru)φk(er)ξ˜
i,v
1−s(mr(a)wnu)
=vol(N r,i)| det(a)|
(r+3)/2−sω(wr)φk(era)W
∗
v (a).
Now Eq.(7.3) becomes∫
UGLr\GLr
Bm(mr(a)wr , fw˜r)ω(wr)φk(era)W
∗
v (a)| det(a)|
−s+(−r+1)/2da = 0.
The above equation is true for all irreducible generic representations (τ, Vτ ) and all v ∈ Vτ . Then
by Proposition 5.6 and Lemma 6.3(4), we get
Bm(mr(a)wr , fw˜r)ω(wr)φk(era) = 0
for all a ∈ GLr(F ). 
We now can finish the proof of Theorem 4.8.
Proof of Theorem 4.8. We are going to show that the condition C(r) implies that Bm(g, f) =
Bm(g, f0) for sufficiently large m depending only on f, f0. By Eq.(7.1), it suffices to show that
Bm(g, fw˜r) = 0 for all g ∈ G. By Theorem 4.6, it suffices to show that Bm(aw, fw˜r ) = 0 for all
a ∈ Aw and all w ∈ B(G) with w ≥ w˜r = wr.
By Lemma 4.4, for w ∈ B(G), w ≥ wr, we have θw ⊂ θwr = ∆ − {αr}. In particular, β :=
−w(αr) > 0. Let t = mr(diag(a1, . . . , ar)) ∈ A and x ∈ p(2ht(β)+1)m. We have x−β(x) ∈ U−γ,m by
Lemma 4.1. On the other hand, we have
twx−β(x) = txαr (cx)w = xαr (a
2
rcx)tw,
where c ∈ {±1}. Thus by Eq.(4.1), we have
Bm(tw, fw˜r ) = ψ(a
2
rcx)Bm(tw, fw˜r ).
Thus if Bm(tw, fw˜r ) 6= 0, we get ψ(a
2
rcx) = 1 for all x ∈ p
(2ht(β)+1)m and thus a2r ∈ p
−(2ht(β)+1)m.
Equivalently, if a2r /∈ p
−(2ht(β)+1)m, we have Bm(tw, fw˜r ) = 0.
On the other hand, we can write w = w′wn with w
′ ∈ WGLr . Here WGLr is the Weyl group of
GLr and any w
′ ∈WGLr has a representative of the form mr(a0) with a0 ∈ GLr(F ) a permutation
matrix. Let a = diag(a1, . . . , ar)a0. Thus we can write tw = mr(a)wn.
We now assume that a2r ∈ p
−(2ht(β)+1)m. Note that ar is in the last row of the matrix a. By
Lemma 5.5(2), we can take k large such that ω(wr)φk(era) 6= 0. Then by Proposition 7.1, we get
Bm(tw, fw˜r ) = Bm(mr(a)wr, fw˜r ) = 0.
This finishes the proof of Theorem 4.8. 
Note that, throughout the above proof, we fixed an unramified character ψ. If π and π0 are
generic with respect to ψU for a ramified character ψ, we only need to modify the definition of Howe
vectors and similar proofs go through.
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8. Local converse theorem for unitary groups
8.1. The local converse theorem for U(r, r). Let E/F be a quadratic extension of local fields
and let U(r, r) be the unitary group of rank defined by the skew-Hermitian form
(
Jr
−Jr
)
. In
[BAS], global and local zeta integrals for U(r, r) × GLn(E) for 1 ≤ n ≤ r were studied. The local
integrals are quite similar to that of the symplectic groups which were reviewed in Section 3. We
give a very brief review of that. Let µ be a fixed character of E× such that µ|F× is the class field
theory character. The skew Hermitian form defines an embedding U(r, r) →֒ Sp4r(F ). The character
µ defines a splitting of the double cover S˜p4r(F )→ Sp4r(F ) over U(r, r), i.e., defines an embedding
U(r, r) → S˜p4r(F ). Thus for a nontrivial additive character ψ of F , one has a Weil representation
ωµ,ψ of U(r, r) on S(Er).
Note that the Levi subgroup of the Siegel parabolic subgroup Pr of U(r, r) is isomorphic to
GLr(E). Given a generic irreducible representation τ of GLr(E), we can consider the induced
representation I(s, τ) = Ind
U(r,r)
Pr
(τ⊗| det |
s−1/2
E ). Fix a Whittaker functional λ of τ . For fs ∈ I(s, τ),
we can consider the function ξs(g, a) = λ(τ(a)fs(g)) on U(r, r) ×GLr(E). Let V (s, τ) be the space
of ξs.
Let U = U r be the upper triangular unipotent subgroup of U(r, r) and let ψU be a generic
character of U . Let π be an irreducible ψU -generic representation of U(r, r) and τ be a generic
irreducible smooth representation of GLn(E) with 1 ≤ n ≤ r. For W ∈ W(π, ψU ), ξs ∈ V (s, τ) and
φ ∈ S(Er), the Shimura type integral for π × τ is defined by
Ψ(W,φ, ξs)(8.1)
=
{ ∫
Un\U(n,n)
∫
Rr,n
∫
Xn
W (w−1r−n,n(rxg)wr−n,n)ωµ,ψ−1(g)φ(x)ξs(g, In)dxdrdg, n < r,∫
Ur\U(r,r)
W (g)ωµ,ψ−1(g)φ(er)ξs(g, Ir)dg, n = r.
Here Rr,n, Xn, wr−n,n can be defined similarly as in the symplectic group case.
Following the uniqueness of Fourier-Jacobi model in the unitary group case [GGP, Su], one can
define local gamma factors via local functional equations: there exists a meromorphic function
γ(s, π × (τµ), ψ) such that
Ψ(W,φ,M(s, τ)ξs) = γ(s, π × (τµ), ψ)Ψ(W,φ, ξs),
for all W ∈ W(π, ψU ), φ ∈ S(En), ξs ∈ V (s, τ). Here M(s, τ) is the standard intertwining operator.
The same proof as in the symplectic case will give the local converse theorem in the unitary group
case. We just record the theorem here.
Theorem 8.1. Let π, π0 be two ψU -generic irreducible smooth representations of U(r, r) with the
same central character. If γ(s, π × (τµ), ψ) = γ(s, π0 × (τµ), ψ) for all irreducible generic represen-
tations of GLn(E) with 1 ≤ n ≤ r, then π ∼= π0.
Some small ranked case of the above theorem has been worked out in [Zh1, Zh2]. Recently, K.
Morimoto proved the above theorem using descent theory, see [M, Theorem 9.4]. It should be noted
that the local gamma factors Morimoto used are arising from Langlands-Shahidi method. It is still
not known that the local gamma factors we used are essentially the same with Langlands-Shahidi
gamma factors, although it is expected to be true like the Sp2n case.
8.2. Unitary group at split places. In this final subsection, we explain how our method might
give a new proof of the Jacquet’s local converse conjecture for GL2n.
Let E/F be a quadratic extension of number fields and let U(r, r) be the unitary group associated
with E/F defined by the skew-Hermitian form as in last subsection. In [BAS], the authors considered
a global zeta integral associated with a generic cusp automorphic representation π of U(r, r)(AF ), a
generic cuspidal automorphic representation τ of GLn(AE) and a Bruhat-Schwartz function on the
space of AnE . This integral is Eulerian, represent the local L-function of U(r, r)(Fv) × GLn(Ev) at
unramified places, and give the local zeta integral considered in last subsection at inert places. If v is
a place of F which splits over E, then Ev = F
2
v , U(r, r)(Fv) = GL2r(Fv) and GLn(Ev) = GLn(Fv)⊕
GLn(Fv). At such a place v, the representation τv is a pair (τ1,v, τ2,v) of generic representations
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of GLn(Fv). Thus at a split place v, the local functional equation of the corresponding local zeta
integral of [BAS] gives a local gamma factor γ(s, πv, τ1,v, τ2,v, ψv). At the unramified places, one has
γ(s, πv, τ1,v, τ2,v, ψ) = γ(s, πv × τ1,v, ψv)γ(s, π˜v × τ2,v, ψ) up to a normalizing factor, where π˜v is the
contragredient representation of πv, and γ(s, πv × τ1,v, ψv) is the standard local gamma factor for
GL2r ×GLn. One would expect this is true in general.
Now assume F is a p-adic field and π, π0 are two irreducible generic supercuspidal representation
of GL2r(F ) with the same central character. Our method of the proof of the local converse theorem
should also give a local converse theorem of GL2r using the local gamma factors γ(s, π, τ1, τ2, ψ),
i.e., if γ(s, π, τ1, τ2, ψ) = γ(s, π0, τ1, τ2, ψ) for all pairs (τ1, τ2) of irreducible generic representations
of GLn(F ) with 1 ≤ n ≤ r, then we have π ∼= π0. This would give a different proof of Jacquet’s local
converse conjecture for GL2n modulo the expected property γ(s, π, τ1, τ2, ψ) = γ(s, π×τ1, ψ)γ(s, π˜×
τ2, ψ). To obtain a proof of the Jacquet’s conjecture for GL2r+1, one should consider local gamma
factors of the local zeta integrals at the split places of the unitary group U2r+1 of [BAS]. The author
is working on these projects. This is in fact the original motivation of author’s work on the local
converse theorem for unitary group.
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