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Abstract
The aim of this work is to combine three successful
AI techniques –Reinforcement Learning (RL), Heuris-
tics Search and Case Based Reasoning (CBR)– cre-
ating a new algorithm that allows the use of cases
in a case base as heuristics to speed up Reinforce-
ment Learning algorithms. This approach, called
Case Based Heuristically Accelerated Reinforcement
Learning (CB-HARL), builds upon an emerging tech-
nique, the Heuristic Accelerated Reinforcement Learn-
ing (HARL), in which RL methods are accelerated by
making use of heuristic information. Empirical evalu-
ations were conducted in a simulator for the RoboCup
Four-Legged Soccer Competition, and the results ob-
tained show that using CB-HARL, the agents learn
faster than using either RL or HARL methods.
Introduction
Reinforcement Learning (RL) (Sutton and Barto 1998) is a
very successful Artiﬁcial Intelligence sub-area. It is con-
cerned with the problem of learning from interaction to
achieve a goal. Given an autonomous agent interacting with
its environment via perception and action, on each interac-
tion step the agent senses the current state s of the environ-
ment, and chooses an action a to perform. The action a
alters the state s of the environment, and a scalar reinforce-
ment signal r (a reward or penalty) is provided to the agent
to indicate the desirability of the resulting state. The policy
 is some function that tells the agent which actions should
be chosen, and it is learned through trial-and-error interac-
tions of the agent with its environment.
RL algorithms are very useful for solving a wide variety
problems when the model is not known in advance, with
many algorithms possessing guarantees of convergence to
equilibrium (Watkins 1989; Sutton and Barto 1998). Un-
fortunately, the convergence of any RL algorithm may only
be achieved after an extensive exploration of the state-action
space, which is usually very time consuming.
One way to speed up the convergence of RL algorithms is
by making use of a heuristic function in a manner similar to
the use of heuristics in informed search algorithms. Heuris-
tically Accelerated Reinforcement Learning (HARL) meth-
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ods, which have been recently proposed (Bianchi, Ribeiro,
and Costa 2008), apply a conveniently chosen heuristic
function for selecting the appropriate actions to perform in
order to guide exploration during the learning process. Al-
though several methods have been successfully applied for
deﬁning the heuristic function, a very interesting option has
not been explored yet: the reuse of previously learned poli-
cies, using a Case Based Reasoning approach to deﬁne an
heuristic function.
Case Based Reasoning (Aamodt and Plaza 1994;
Lopez de Mantaras et al. 2005) is an AI technique that
has been shown to be useful in a multitude of domains,
withwidespreadapplicationsrangingfromthediagnosisand
treatment of many medical problem to the synthesis of high
quality expressive music. CBR uses knowledge of previous
situations (cases) to solve new problems, by ﬁnding a simi-
lar past case and reusing it in the new problem situation. In
the CBR approach, a case usually describes a problem and
its solution, i.e., the state of the world in a given instant and
the sequence of actions to perform to solve that problem.
This paper investigates the combination of Case Based
Reasoning (CBR) and Heuristically Accelerated Reinforce-
ment Learning (HARL) techniques, with the goal of speed-
ing up RL algorithms by using previous domain knowledge
as heuristics, stored as a case base. To do so, we propose
a new algorithm, the Case Based Heuristically Accelerated
Q–Learning (CB-HAQL), which incorporates Case Based
Reasoning techniques into an existing HARL algorithm, the
Heuristically Accelerated Q–Learning (HAQL). The results
shown in this paper were ﬁrst published at the ICCBR’09
Conference (Bianchi, Ros, and Lopez de Mantaras 2009).
Heuristically Accelerated Reinforcement
Learning
A Heuristically Accelerated Reinforcement Learning
(HARL) algorithm (Bianchi, Ribeiro, and Costa 2008) is a
way to solve a MDP problem with explicit use of a heuristic
function H : S  A ! < for inﬂuencing the choice of
actions by the learning agent. H(s;a) deﬁnes the heuristic
that indicates the importance of performing action a when
visiting state s. The heuristic function is strongly associated
with the policy indicating which action must be taken
regardless of the action-value of the other actions that couldTable 1: The HAQL algorithm.
Initialize ^ Qt(s;a) and Ht(s;a) arbitrarily.
Repeat (for each episode):
Initialize s.
Repeat (for each step):
Update the values of Ht(s;a) as desired.
Select an action a using equation 1.
Execute the action a, observe r(s;a), s0.
Update the values of Q(s;a) according to equation 3.
s   s0.
Until s is terminal.
Until some stopping criterion is reached.
be used in the state.
The ﬁrst HARL algorithm proposed was the Heuristi-
cally Accelerated Q–Learning (HAQL) (Bianchi, Ribeiro,
and Costa 2008), as an extension of the Q–Learning algo-
rithm (Watkins 1989). The only difference between the two
algorithms is that in the HAQL makes use of an heuristic
function H(s;a) in the    greedy action choice rule, that
can be written as:
(s) =
(
argmaxa
h
^ Q(s;a) + H(s;a)
i
if q  p;
arandom otherwise;
(1)
where H(s;a) is the heuristic function that plays a role in
the action choice,  and  are design parameters that control
theinﬂuenceoftheheuristicfunction, q andpareparameters
thatdeﬁnetheexploration/exploitationtradeoffandarandom
is an action randomly chosen among those available in state
s.
As a general rule, the value of H(s;a) used in HAQL
should be higher than the variation among the ^ Q(s;a) values
for the same s 2 S, in such a way that it can inﬂuence the
choice of actions, and it should be as low as possible in order
to minimize the error. It can be deﬁned as:
H(s;a) =
(
max
i
^ Q(s;i)   ^ Q(s;a) +  if a = H(s);
0 otherwise:
(2)
where  is a small real value (usually 1) and H(s) is the
action suggested by the heuristic policy.
The Q-values are updated using the Q-learning equation:
^ Q(s;a)   ^ Q(s;a) + 
h
r +  max
a0
^ Q(s0;a0)   ^ Q(s;a)
i
;
(3)
where s is the current state; a is the action performed in s; r
is the reward received; s0 is the new state;  is the discount
factor (0   < 1); and  is the learning rate.
Convergence of the HAQL algorithm was presented by
Bianchi, Ribeiro and Costa (Bianchi, Ribeiro, and Costa
2008), together with the deﬁnition of an upper bound for the
error in the estimation of Q. The complete HAQL algorithm
is presented in Table 1.
Case Deﬁnition
The case deﬁnition used in this work is the one proposed by
Ros (2009), which is composed of three parts: the problem
description (P), the solution description (A) and the case
scope (K), and it is formally described as a 3-tuple:
case = (P;A;K):
The problem description P corresponds to the situation in
which the case can be used. For example, for a robotic soc-
cer problem, the description of a case can include the robot
position, the ball’s position and the positions of the other
robots in the game. For a game with n robots (teammates
and opponents), P can be:
P = fxB;yB;xR1;yR1;:::;xRn;yRng:
The solution description is composed by the sequence of
actions that each robot must perform to solve the problem,
and can be deﬁned as:
A = fR1 : [a11;a12;:::;a1p1];:::;Rm : [am1;am2;:::;ampm]g;
where m is the number of robots in the team, aij is an in-
dividual or joint action that robot Ri must perform and pi
corresponds the number of actions the robot Ri performs.
The case scope deﬁnes the applicability boundaries of the
cases to be used in the retrieval step. In the case of a robot
soccer problem, K can be represented as ellipsoids centered
on the ball’s and the opponents’ positions indicated in the
problem description. It can be deﬁned as:
K = f(x
B;
y
B);(x
R1;
y
R1):::;(x
Rl;
y
Rl)g;
where x
B;
y
B corresponds to the x and y radius of the el-
lipsoid region around the ball and (x
R1;
y
R1):::;(x
Rl;
y
Rl)
the radius of the regions around the l opponent robots in the
game.
Case retrieval is in general driven by a similarity measure
between the new problem and the solved problems in the
case base. In this work we use the case retrieval method
proposed by Ros (2009), which considers the similarity be-
tween the problem and the case, the cost of adapting the
problem to the case, and the applicability of the solution of
the case. These functions and the complete case retrieval
algorithm are described in detail in Ros (2009).
Combining Case Based Reasoning and
Reinforcement Learning
In order to provide HARL algorithms the capability of
reusing previous knowledge from a domain, we propose a
new algorithm, the Case Based HAQL, which extends the
HAQL algorithm with the abilities to retrieve a case stored
in a base, adapt it to the current situation, and build a heuris-
tic function that corresponds to the case.
Inside this HAQL main loop, before the action selection
is made, we added steps to compute the similarity of the
cases with the current state and the cost of adaptation of
these cases. A case is retrieved if the similarity is above
a certain threshold, and the adaptation cost is low. After a
case is retrieved, an heuristic is computed using Equation 2
and the sequence of actions suggested by the case selected.
This heuristic is used for a certain amount of time, equal to
the number of actions of the retrieved case. After that time,Table 2: The CB-HAQL algorithm.
Initialize ^ Qt(s;a) and Ht(s;a) arbitrarily.
Repeat (for each episode):
Initialize s.
Repeat (for each step):
Compute similarity and cost.
If there is a case that can be reused:
Retrieve and Adapt if necessary.
Compute Ht(s;a) using Equation 2 with the
actions suggested by the case selected.
Select an action a using equation 1.
Execute the action a, observe r(s;a), s0.
Update the values of Q(s;a) according to equation 3.
s   s0.
Until s is terminal.
Until some stopping criterion is reached.
a new case can be retrieved. The complete CB-HAQL algo-
rithm is presented in Table 2.
Although this is the ﬁrst work that combines CBR with
RL using an explicit heuristic function, this is not the ﬁrst
work on combining the both ﬁelds. Drummond (2002) was
probably the ﬁrst to use CBR to speed up RL, proposing to
accelerate RL by transferring parts of previously learned so-
lutions to a new problem. Sharma et al. (2007) make use
of CBR as an approximation function for RL, and RL as a
revision algorithm for CBR in a hybrid architecture system;
Juell and Paulson (2003) exploit the use of RL to learn simi-
larity metrics and Auslander et al. (2008) use CBR to adapt
quickly an RL agent to changing conditions of the environ-
ment.
Our approach differs from all previous research combin-
ing CBR and RL because it makes use of cases only as
heuristics. If the case base contains a case that can be used in
a given situation, then there will be a speed up in the conver-
gence time. But if the case base does not contain any useful
case –or even if it contains cases that implement wrong so-
lutions to the problem– the agent will still learn the optimal
solution by using the RL component of the algorithm.
Experiments in the Robotic Soccer Domain
Empirical evaluations of the CB-HAQL approach were car-
ried out in an extended version of the PuppySim 2 simula-
tor (Ros et al. 2009). This simulator represents the basic
aspects of the RoboCup Standard Platform League, Four-
Legged Soccer Competition.
Using this simulator experiments were performed using
two attackers against a defender and a goalie. The attack-
ers are two robots controlled by one of the algorithms to be
evaluated: the Q–Learning, the HAQL or the CB-HAQL and
we have also compared them to the results of the CBR sys-
tem used by Ros (2009). The opponents perform the same
reactive behavior when playing against any of the evaluated
approaches. The defender and the goalie have a home re-
gion which cannot go beyond. If the ball is within its home
region, then the robot moves towards the ball and clears it.
Otherwise, the robot remains in the boundary of its home
region, facing the ball to maintain it in view.
Figure 1: The PuppySim2 users’ interface showing the
robots at one possible initial positions.
Each trial begins with the attackers being positioned in
the ﬁeld in a random position, and the defender, the goalie
and the ball in a ﬁxed location (ball in the center, and de-
fender and goalie in the center of their home region). Figure
1 shows the PuppySim 2 users’ interface with one starting
conﬁguration. A trial ends when either the attackers score
a goal, the ball goes out of the ﬁeld or the goalie touches
it. The heuristic used in the HAQL algorithm was deﬁned
using a simple rule: if holding the ball, go to the opponents
goal, not taking into account the opponents positions, leav-
ing the task of how to divert the opponent to the learning
process. The heuristic used in the CB-HAQL is computed
during the games. The case base used for the experimenta-
tion is composed of 136 cases, which cover the most signif-
icant situations that can occur in the evaluation presented in
this work. From this set, 34 cases are initially deﬁned, while
the remaining ones are automatically generated using spa-
tial transformations exploiting the symmetries of the soccer
ﬁeld. The reward the agents receive are the same for all al-
gorithms:  100 every time the ball goes out of the ﬁeld or
the goalie touches it, and +100 a robot scores a goal.
In order to evaluate each trial we classify the possible out-
comes as: “goal” (the ball enters the goal), “close” (the ball
goes out of the ﬁeld but passes at less than 25cm of the goal-
post), “block” (the goalie stops or kicks the ball) and “out”
(the ball goes out the ﬁeld without being a goal or close to
goal). We also consider the “to-goal” balls, which corre-
spond to balls that are either goals or close to goal. This
measure indicates the degree of goal intention of the kicks.
Thus, although the balls might not enter the goal, at least
they were intended to do so.
Twenty ﬁve training sessions were run for the three al-
gorithms, with each session consisting of 1000 trials. The
parameters used in the experiments were the same for all the
algorithms:  = 0;9, the exploration/ exploitation = 0:2,
 = 0:9 and  = 1. HAQL parameters  and  are set to 1.
Values in the Q table were randomly initiated.
Table 3 summarizes the ball classiﬁcation outcome ob-
tained (results in percentage) using the CBR approach and
the three learning algorithms. The results for the CBR ap-
proach are the average of 500 trials, and the results for the
Q–learning, HAQL and CB-HAQL are the average of 100Table 3: Ball outcome classiﬁcation (results in percentage).
Approach Goal Close To-Goal Blocked Out
CBR 35 5 40 38 22
Q–Learning 2 2 4 22 74
HAQL 16 4 20 20 60
CB-HAQL 40 7 47 36 17
trials, using the Q-table that the three algorithms had at the
end of the 1000th trial. As we can see the percentage of balls
to goal with the CB-HAQL approach is higher compared to
either the HAQL or the Q-Learning algorithms. Moreover,
the percentage of balls out are lower when using CBR and
CB-HAQL, indicating that the defender had less opportuni-
ties to take the ball and kick it out of the ﬁeld, and that the
agent performed less random exploration.
Finally, Figure 2 shows the learning curves for all algo-
rithms presenting the percent of goals scored by the learning
team. It is possible to verify that at the beginning of the
learning phase HAQL has worse performance than the CB-
HAQL, and as the trials proceed, the performance of both
algorithms become similar, as expected, since all the algo-
rithms converge to equilibrium. The Q–learning is clearly
the one with the worst performance, since it takes much
more trials for it to start to learn even basic policies, as not
to kick the ball out of the ﬁeld. In this ﬁgure it can also be
observed the constant performance of two agents using only
the case-based approach (i.e. without learning). Student’s t–
test was used to verify the hypothesis that the use of heuris-
tics speeds up the learning process. Using the data from
Fig. 2, the result is that the CB-HAQL is better (makes more
goals)thanHAQLandQ–Learninguntilthe300th trial, with
a level of conﬁdence greater than 95%.
Conclusion
This work presented a new algorithm, called Case Based
Heuristically Accelerated Q–Learning (CB-HAQL), which
allows the use of a case base to deﬁne heuristics to speed
up the well-known Reinforcement Learning algorithm Q–
Learning. This approach builds upon an emerging tech-
nique, the Heuristic Accelerated Reinforcement Learning
(HARL), in which RL methods are accelerated by making
use of heuristic information.
The experimental results obtained showed that CB-HAQL
attained better results than HAQL and Q–Learning for the
domain of robotic soccer games. For example, the Q–
Learning, after 1000 learning trials, still could not produce
policies that scored goals on the opponent, while the HAQL
was able to score some goals but signiﬁcantly less than the
CBR alone and the CB-HAQL. Another interesting ﬁnding
is that the number of goals scored by the CB-HAQL after
1000 trials was even slightly higher than the number of goals
scored by the CBR approach alone, indicating that the learn-
ing component of the CB-HAQL algorithm was able to im-
prove the initial case base.
Finally, since Heuristic functions allow RL algorithms to
solve problems where the convergence time is critical, as
in many real time applications, in future work we plan to
incorporate CBR in other well known RL algorithms, like
SARSA, Q(), Minimax-Q, and Nash-Q.
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Figure 2: Percentage of goals scored in each trial using the
CBR (constant line at 35%), Q–learning, the HAQL and the
CB-HAQL algorithms.
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