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Nesse trabalho apresentamos um estudo sobre a caracterização do nível do Passo da Montanha
para a seguinte classe de problemas autônomos, para N ≥ 2 :
−∆u = h(u), em RN ,
em que h satisfaz algumas hipóteses especíﬁcas. Em seguida, também para N ≥ 2, fazemos um estudo
do seguinte problema:
−∆u+ V (x)u = f(u), em RN ,
em que f é assintoticamente linear, e satisfaz, assim como o potencial V , certas condições previamente
estabelecidas. Nossa ﬁnalidade é, por meio de técnicas variacionais, obter uma solução positiva e uma
solução de energia mínima para o problema.
Palavras-chave: Princípio Variacional de Ekeland; Sequência de Cerami; Geometria do Passo da
Montanha; Identidade de Pohozaev.
iii
Abstract
In this work, we present a study about the characterization of Mountain Pass level of the following
class of autonomous problems, when N ≥ 2 :
−∆u = h(u), em RN ,
where h satisﬁes some speciﬁc hypothesis. After that, also for N ≥ 2, we study the following problem:
−∆u+ V (x)u = f(u), em RN ,
where f is asymptotically linear and satisﬁes, as well as the potential V , certain previously established
conditions. Our purpose is using variational techniques to get a positive solution and a least energy
solution of the problem.




BR bola aberta centrada em zero com raio R;
BR(x) bola aberta centrada em x com raio R;
BR[x] bola fechada centrada em x com raio R;
un → u convergência forte (em norma);
un ⇀ u convergência fraca;
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ω ⊂⊂ Ω ω¯ é compacto e está contido em Ω;
|Ω| medida de Ω;
Ω¯ fecho de Ω;
∂Ω fronteira de Ω;
v
diam(Ω) diâmetro de Ω;
p′ =
p
p− 1 conjugado do expoente holderiano p;





supp f suporte da função f ;
C(X,Y ) espaço das funções contínuas de X em Y ;
C1(X,Y ) espaço das funções continuamente
diferenciáveis de X em Y ;
X ′ espaço dual de X;
Lp(Ω) espaço de Lebesgue das funções p-integráveis;
Lploc(RN ) L
p
loc(Ω) = {u ∈ Lp(Ω′), ∀ Ω′ ⊂⊂ Ω};
W k,p(Ω) W k,p(Ω) = {u ∈ Lp(Ω) : Dαu ∈ Lp(Ω), ∀ |α| ≤ k};
H1(Ω) espaço de Sobolev W 1,2(Ω);
H−1(Ω) espaço dual de H1(Ω);
H2(Ω) espaço de Sobolev W 2,2(Ω);
H2loc(Ω) W
2,2





norma usual de H1(RN );
‖u‖ =
(
‖∇u‖22 + ‖V (x)u‖22
)1/2












, ∀ p ∈ [1,+∞) norma usual de Lp(Ω), p ∈ [1,∞);
‖u‖∞ = sup
x∈RN
ess |u(x)| norma usual de L∞(RN );
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Introdução
O objetivo principal desse trabalho é estudar o resultado devido a Jeanjean e Tanaka [16] que,
sob certas condições, garante a existência de uma solução positiva u ∈ H1(RN ) para o problema
−∆u+ V (x)u = f(u), em RN , (1)
cujas principais vantagens estão em assumir hipóteses que tornam a não linearidade assintoticamente
linear e o problema associado ao inﬁnito autônomo. Trabalhamos por meio de métodos variacionais,













em que F (u) =
∫ u
0
f(s) ds, e com isso, a ﬁm de obter solução fraca para (1), o objetivo é encontrar um
ponto crítico não trivial para I. Para tanto, sob as hipóteses do problema, mostramos que I possui a
geometria do Passo da Montanha; que existe uma sequência de Cerami no nível do Passo da Montanha
para I, que é limitada em H1(RN ); e que tal sequência possui uma subsequência convergente para um
ponto crítico não trivial de I. Desse modo nossos maiores desaﬁos são mostrar a limitação da sequência
de Cerami e garantir a convergência de uma subsequência para um ponto crítico não trivial.
A nossa diﬁculdade em provar a limitação da sequência de Cerami está relacionada com o fato de
considerarmos um problema assintoticamente linear. Geralmente, para garantir a limitação da sequên-
cia de Cerami, a maioria dos autores assume a seguinte condição de superlinearidade introduzida por
Ambrosetti e Rabinowitz [3]:
∃ µ > 2 : 0 < µF (s) ≤ f(s)s, para todo s > 0. (2)






contudo, tal hipótese de crescimento é contrária àquelas com as quais trabalhamos.
Existem poucos trabalhos tratando de problemas assintoticamente lineares em domínios ilimi-
tados. Provavelmente o primeiro resultado nessa linha é devido Stuart e Zhou [23], no qual os autores
estudaram um problema como dado em (1), contudo trabalharam com a hipótese de simetria radial e com
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essa condição, de certo modo, o problema ﬁca deﬁnido em R, o que garante a compacidade. O estudo
mais próximo ao que será desenvolvido nesse trabalho, foi apresentado por Jeanjean [15] e se trata de um
problema da forma
∆u+Ku = f(x, u), em RN ,
em que K > 0 é uma constante e f(x, s) é assintoticamente linear em s e periódica em x ∈ RN . Depois
disso, vale mencionar que fazendo uso de algumas técnicas utilizadas em [15], Stuart e Zhou apresentaram
um estudo mais detalhado sobre problemas radialmente simétricos no RN (cf. [24]). E também não
podemos deixar de citar como inspiração o trabalho em [25], devido a Szulkin e Zou, que trata sistemas
Hamiltonianos de primeira ordem com uma parte assintoticamente linear.
Seguindo a linha de raciocínio desenvolvida em [15], a limitação da sequência de Cerami demons-
trada nesse trabalho é baseada em [18]. Contudo, dessa vez devido à estrutura espectral e a falta de
invariância por translações, o argumento é um pouco mais soﬁsticado.
No que diz respeito ao segundo desaﬁo desse trabalho, isto é, mostrar que uma subsequência da
sequência de Cerami converge para um ponto crítico não trivial, a situação é um pouco mais complicada.
A grande maioria dos autores trabalha sob a hipótese de que a função s 7→ f(s)s−1 é não decrescente, e
assim, sob tal condição, fazem uso de uma restrição natural do espaço ambiente. Como exemplo podemos
citar [20] e [22]. No entanto, não seguimos essa linha, em vez disso, tiramos vantagem das propriedades
de dilatação da função t 7→ u(x/t).
A ideia é explorar o problema no inﬁnito que é autônomo. Para isso, analisamos problemas
autônomos da forma
−∆u = h(u), em RN . (3)
Assim, a chave para avançar está nos resultados sobre problemas autônomos estabelecidos por -estycki
e Lions [6] quando N ≥ 3, e por Berestycki, Gallouët e Kavian [5], para N = 2. Por meio desses
resultados obtemos uma condição necessária para que o problema no inﬁnito possua solução. Então
relacionando o problema dado em (1) com aquele associado no inﬁnito, desenvolvemos um argumento
que, por contradição, prova a existência de um ponto crítico não trivial para I.
O presente trabalho está estruturado como segue. No Capítulo 1, apresentamos um breve estudo
sobre o Princípio Variacional de Ekeland, tal ferramenta é de suma importância na obtenção da sequência
de Cerami no nível do Passo da Montanha para I, utilizada na argumentação do Capítulo 3. Exibimos
uma prova para o teorema principal baseada em [10], [9] e [12]. Em seguida, ainda com base nas referências
anteriores, assim como em [14], mostramos como aplicar tal resultado para obter uma sequência de Cerami
para determinado funcional, tanto no nível de mínimo, quanto no nível do Passo da Montanha.
No Capítulo 2, estudamos problemas autônomos como dado em (3). Para isso tomamos como
referência [6] e [5] para, sob certas hipóteses, garantir uma solução de energia mínima satisfazendo a
Identidade de Pohozaev (cf. Apêndice B.2). Com isso, explanamos o resultado apresentado por Jeanjean
e Tanaka em [17]. Neste trabalho os autores caracterizam o nível do Passo da Montanha para o funcional










em que H(u) =
∫ u
0
h(s) ds, mostrando que tal nível coincide com o nível de mínimo do mesmo
funcional. O ponto crucial do Capítulo 2 está em construir um caminho adequado, a ﬁm de garantir
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que o nível do Passo da Montanha para J esteja bem deﬁnido, esse caminho é também a ferramenta
principal para provar a igualdade dos níveis supracitados. Além disso, algo que vale a pena ressaltar é
que para provar a existência desse caminho especíﬁco, relacionamos resultados apresentados em [16] e
[17]. Na verdade, o que fazemos é provar um resultado que é mais geral que o exigido em [17], mas que
é apresentado em [16] e portanto utilizado na solução do problema dado em (1).
Por ﬁm, no Capítulo 3, começamos por garantir que o funcional I associado ao problema (1)
possui a Geometria do Passo da Montanha e para tanto utilizamos as hipóteses de crescimento assumidas
sobre a função f e o potencial V . Depois de certiﬁcar que I tem a geometria do Passo da Montanha,
fazemos uso dos resultados do Capítulo 1 e garantimos a existência de (un), uma sequência de Cerami
para I no nível do Passo da Montanha. Logo após, baseados no Princípio de Concentração e Compacidade
desenvolvido em [18], supomos por contradição que (un) é ilimitada, assim utilizamos um argumento de




e por meio da teoria espectral obtemos uma
contradição, o que prova a limitação de (un).
Em seguida, a ﬁm de mostrar que o limite fraco de uma subsequência de (un) é um ponto
crítico não trivial I, lançamos mão dos resultados do Capítulo 2 para estudar o problema associado ao
inﬁnito. Como H1(RN ) é reﬂexivo, a convergência fraca de (un), a menos de subsequência, é garantida,
e ainda sob as hipóteses do problema (1) conseguimos provar a não negatividade do limite fraco u.
Portanto resta mostrar que u é não nulo. Outra vez argumentando por contradição, a ideia é mostrar
uma desigualdade estrita entre a energia do funcional I e a energia do funcional associado ao problema
no inﬁnito, quando estes são aplicados ao caminho construído no Capítulo 2. De fato, desenvolvendo
esse raciocínio chegamos a uma desigualdade do tipo c < c, em que c é o nível do Passo da Montanha
para I. Desse modo, concluímos por contradição que u 6= 0 é uma solução positiva para o problema.
Finalizando esse trabalho, ainda no Capítulo 3, apresentamos um resultado particular que garante uma
solução de energia mínima para o problema dado em (1), para isso argumentamos assumindo o resultado
provado ao longo do capítulo, isto é, a existência de uma solução positiva para o problema.
Além disso, a ﬁm de facilitar a compreensão do trabalho, acrescentamos os Apêndices A e B.
No primeiro, demonstramos a diferenciabilidade dos funcionais I e J deﬁnidos acima. E no segundo
apresentamos alguns resultados importantes que são usados fortemente ao longo do trabalho. Para um
estudo mais aprofundado de tais resultados, deixamos suas respectivas referências.
Finalmente ressaltamos que ao longo do trabalho a letra C, bem como a letra M e algumas
variantes, denotam várias constantes positivas cujo valor exato pode mudar de uma linha para outra, mas
não é essencial para a análise do problema. Também informamos que quando tomamos uma subsequência
de (un), ainda a denotamos por (un).
Capítulo
1
O Princípio Variacional de Ekeland
Nesse primeiro capítulo vamos abordar o Princípio Variacional de Ekeland, que é uma ferramenta
variacional bastante usada na resolução de problemas elípticos, a ﬁm de obter um ponto crítico não trivial
para determinado funcional. Esse estudo será baseado nos trabalhos [10], [9] e [12].
1.1 Sequências Palais-Smale e Sequências de Cerami
A aplicação do Princípio Variacional de Ekeland tem como objetivo, sob certas hipóteses, a ob-
tenção de uma sequência Palais-Smale ou uma sequência de Cerami, para um determinado funcional.
Nessa seção vamos deﬁnir o conceito de sequência Palais-Smale e sequência de Cerami.
Deﬁnição 1.1. Seja X um espaço de Banach e I : X → R, um funcional de classe C1. Suponha
que existam c ∈ R e (un) ⊂ X tais que
I(un)→ c e ‖I ′(un)‖ → 0,
então dizemos que (un) é uma sequência Palais-Smale no nível c para I, ou de forma abreviada, (un)
é uma sequência (PS)c para I. Além disso, dizemos que I satisfaz a condição Palais-Smale no nível c,
quando toda sequência (PS)c para I, possui subsequência convergente.
Deﬁnição 1.2. Seja X um espaço de Banach e I : X → R, um funcional de classe C1. Suponha
que existam c ∈ R e (un) ⊂ X tais que




então dizemos que (un) é uma sequência de Cerami no nível c para I, ou de forma abreviada, (un) é uma
sequência (Ce)c para I. Além disso, dizemos que I satisfaz a condição de Cerami no nível c, quando toda
sequência (Ce)c para I, possui subsequência convergente.
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Observe que toda sequência (Ce)c para I, é também uma sequência (PS)c para I. Além disso,
por meio de uma dessas sequências, utilizando algum argumento de compacidade, é possível concluir que,
a menos de subsequência, ela converge para um ponto crítico do funcional em questão, o que fornece uma
solução para o problema associado ao funcional.
1.2 Uma Sequência de Cerami no Nível de Energia Mínima
O objetivo dessa seção é enunciar e provar o Princípio Variacional de Ekeland, e mais ainda





um espaço métrico completo e I : x → (−∞,+∞] um funcional
semicontínuo inferiormente. Suponha que I seja limitado inferiormente, ou seja, inf
u∈X
I(u) > −∞. Então
dado ε > 0 e v0 ∈ X tais que
I(v0) ≤ inf
u∈X
I(u) + ε, (1.1)
existe uε ∈ X, tal que
(a) I(uε) ≤ I(v0) ≤ inf
u∈X
I(u) + ε;
(b) d(v0, uε) ≤
√
ε;
(c) Para cada w ∈ X,w 6= uε, vale que
I(uε) < I(w) +
√
ε d(uε, w).




a seguinte relação de ordem parcial:
w ≺ v ⇔ I(w) ≤ I(v)−√ε d(w, v).
Vamos mostrar que ≺ é reﬂexiva, antissimétrica e transitiva. De fato, dado w ∈ X, vale que
I(w) = I(w)−√ε d(w,w),
ou seja, w ≺ w, e com isso, vemos que ≺ é reﬂexiva. Também, dados w, v ∈ X tais que w ≺ v e v ≺ w,
segue que
I(w) ≤ I(v)−√ε d(w, v) e I(v) ≤ I(w)−√ε d(v, w),
logo, somando tais desigualdades, obtemos que
0 ≤ −2√ε d(w, v) ≤ 0,
ou seja, d(w, v) = 0 e w = v, assim ≺ é antissimétrica. Por ﬁm, dados w, v e u ∈ X tais que w ≺ v e
v ≺ u, vale que
I(w) ≤ I(v)−√ε d(w, v) e I(v) ≤ I(u)−√ε d(v, u).
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Então somando tais desigualdades e aplicando a desigualdade triangular, obtemos
I(w) ≤ I(u)−√ε d(w, v)−√ε d(v, u)
≤ I(u)−√ε d(w, u),
isto é, w ≺ u e ≺ é transitiva. Assim, concluímos que ≺ é relação de ordem parcial.
Agora considere a sequência (An) de subconjuntos de X, de modo que
A0 = {w ∈ X : w ≺ v0},





A1 = {w ∈ X : w ≺ v1}.








A2 = {w ∈ X : w ≺ v2},
e procedendo recursivamente, para todo n ∈ N, como vn−1 ∈ An−1, então An−1 6= ∅, assim tomando








An = {w ∈ X : w ≺ vn}.
E observe que An ⊃ An+1, para todo n ∈ N, pois dado w ∈ An+1 segue que w ≺ vn+1 e como vn+1 ∈ An,
então vn+1 ≺ vn e pela transitividade w ≺ vn, e w ∈ An.
Além disso, An é fechado, pois dada (wk) ⊂ An tal que wk → w ∈ X, quando k →∞, segue que




Também, como I é semicontínuo inferiormente, então se k →∞, vale que
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De fato, note que vk ∈ An para k ≥ n, além disso, dados k > l ≥ n segue que An ⊃ Al ⊃ Ak, logo vk ≺ vl
e por (1.2), obtemos que















portanto (vn) é sequência de Cauchy em An, para todo n ∈ N. Assim (vn) converge para uε ∈ An, para
todo n ∈ N, ou seja, uε ∈
∞⋂
n=0





De fato, dado w ∈ An vale que w ≺ vn ≺ vn−1 e assim
√
ε d(w, vn) ≤ I(vn)− I(w).
Como w ∈ An ⊂ An−1, então −I(w) ≤ − inf
u∈An−1
I(u) e por (1.2), vale que
















Com isso, para quaisquer w, v ∈ An, segue que











Dessa forma, como diam(An) = sup
w,v∈An




An = {uε}, caso contrário, haveria v ∈
∞⋂
n=0
An, com v 6= uε, e assim diam(An) ≥ d(v, uε) > 0,
para todo n ∈ N, contradizendo que diam(An)→ 0, quando n→∞.
Por ﬁm, vamos mostrar que uε satisfaz (a), (b) e (c). De fato, como uε ∈ A0, por deﬁnição segue
que uε ≺ v0 e assim
I(uε) ≤ I(v0)−
√
ε d(uε, v0) < I(v0),
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o que prova (a). Também observe que −I(uε) ≤ − inf
u∈X
I(u) e por (1.1), vale que















o que prova (b). E por último, dado w 6= uε, note que w não está relacionado com uε, caso contrário,
valeria que
w ≺ uε ≺ vn, ∀ n ∈ N,
e com isso, w ∈
∞⋂
n=0




o que prova (c), e completa o resultado. 
Para o caso particular no qual
(
X, ‖ · ‖) é um espaço de Banach, a ﬁm de utilizar o Teorema
1.1 para provar a existência de uma sequência de Cerami para I no nível m = inf
u∈X
I(u), vamos deﬁnir
uma nova métrica δ : X ×X → R+ sobre X e mostrar que a métrica dada pela norma e a métrica δ se
relacionam.
Deﬁnição 1.3. Seja c ∈ C([0, 1];X) uma curva qualquer, deﬁnimos o comprimento geodésico `(c)





1 + ‖c(t)‖ dt.
Com isso, podemos deﬁnir também δ : X ×X → R+, a distância geodésica entre dois pontos u e v ∈ X,
como sendo dada por
δ(u, v) := inf
{
`(c) : c ∈ C1([0, 1], X), c(0) = u, c(1) = v} . (1.3)
Claramente δ(u, v) ≤ ‖u − v‖, pois dado c˜(t) = (1 − t)u − tv ∈ C1([0, 1];X), segue que





1 + ‖(1− t)u− tv‖ dt ≤ ‖u− v‖,
e aplicando o ínﬁmo,
δ(u, v) ≤ ‖u− v‖.
Por outro lado, dado qualquer conjunto B ⊂ X limitado na norma de X, existe R > 0, tal que ‖x‖ ≤ R,
para todo x ∈ B, isto é, B ⊂ BR[0] ⊂ X. Assim, dado c ∈ C1([0, 1], BR[0]), tal que c(0) = u e c(1) = v,
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Com isso, aplicando o ínﬁmo sobre todos os caminhos c ∈ C1([0, 1], BR[0]), concluímos que existe β > 0,
tal que
δ(u, v) ≥ β‖u− v‖, ∀ u, v ∈ B.
Dessa forma, B ⊂ X é limitado na métrica da norma de X se, e somente se, B é limitado na
métrica δ. Mais ainda, qualquer sequência de Cauchy em δ, é sequência de Cauchy na métrica da norma,
logo é convergente na métrica da norma, pois
(
X, ‖ · ‖) é espaço de Banach, e pela relação acima entre




é um espaço métrico completo, e
podemos aplicar sobre ele o Teorema 1.1.
Corolário 1.1. Sejam
(
X, ‖ · ‖) um espaço de Banach, e I : X → R um funcional de classe C1, e






)‖I ′(un)‖X′ → 0.
Isto é, existe uma sequência de Cerami para I no nível m.
Prova. Como
(
X, ‖·‖) é espaço de Banach, pelas considerações acima, concluímos que (X, δ) é um
espaço métrico completo. Também por hipótese I é semicontínuo inferiormente e é limitado inferiormente.
Com isso, dado n ∈ N, tome ε = 1
n2








e por (c), vale que
I(w) ≥ I(un)− 1
n
δ(w, un), ∀ w ∈ X.
Desse modo, obtemos uma sequência (un) ⊂ X, com n ∈ N, tal que
inf
u∈X





, ∀ n ∈ N,
1.3 Uma Sequência de Cerami no Nível do Passo da Montanha 10
portanto, segue que
lim
n→∞ I(un) = infu∈X
I(u).
Além disso, fazendo w = un + tu, para t > 0 e u ∈ X arbitrários, segue que
I(un + tu)− I(un) ≥ − 1
n
δ(un, un + tu).
















1 + ‖un + su‖ ,
então, fazendo t→ 0, como I é de classe C1, concluímos que





Agora como u é arbitrário, trocando u por −u, obtemos também














o que implica em






)‖I ′(un)‖X′ = 0.
E dessa forma, (un) é a sequência de Cerami procurada. 
1.3 Uma Sequência de Cerami no Nível do Passo da Montanha
Nessa seção, vamos deﬁnir a geometria do Passo da Montanha e o nível do Passo da Montanha
para um dado funcional I : X → R, em que (X, ‖ · ‖) é um espaço de Banach. Em seguida, vamos usar o
Princípio Variacional de Ekeland para provar a existência de uma sequência de Cerami no nível do Passo
da Montanha para um funcional I que possua a geometria do Passo da Montanha.
Deﬁnição 1.4. Considere (X, ‖ · ‖) um espaço de Banach, e I : X → R um funcional tal que
I(0) = 0, dizemos que I possui a geometria do Passo da Montanha, ou abreviadamente, a geometria PM,
quando I satisfaz:
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(PM1) Existem ρ, α > 0 tais que I(u) ≥ α > 0, para todo u ∈ X, com ‖u‖ = ρ;
(PM2) Existe e ∈ X, com ‖e‖ > ρ, tal que I(e) < 0.
Deﬁnição 1.5. Considere
(
X, ‖ · ‖) um espaço de Banach, e I : X → R um funcional que possui
a geometria do Passo da Montanha, então ﬁca bem deﬁnido o nível do Passo da Montanha para I, ou







Γ˜ = {γ˜ ∈ C([0, 1], X) ; γ˜(0) = 0, γ˜(1) = e}. (1.5)
Note que, de fato, Γ˜ = {γ˜ ∈ C([0, 1], X) ; γ˜(0) = 0, γ˜(1) = e} 6= ∅, pois se γ˜(t) = te, então
γ˜ ∈ Γ˜. Além disso, pela deﬁnição de c concluímos que c ≥ α > 0. A seguir apresentaremos um resul-
tado que é de suma importância na resolução de inúmeros problemas, pois garante a existência de uma
sequência de Cerami no nível PM para um funcional de classe C1, desde que este satisfaça a geometria PM.
Teorema 1.2. Sejam
(
X, ‖ · ‖) um espaço de Banach, e I : X → R um funcional de classe C1
que possui a geometria do Passo da Montanha, então existe uma sequência de Cerami para I no nível do
Passo da Montanha, isto é, existe (un) ⊂ X, tal que




quando n→∞, em que c é dado por (1.4).
Prova. A ideia é seguir os passos do Corolário 1.1 para obter a sequência de Cerami procurada.
Para isso, dado Γ˜ ⊂ C([0, 1], X), deﬁnido em (1.5), considere-o como subespaço métrico de C([0, 1], X)




é um espaço métrico tal que
d(γ˜1, γ˜2) = ‖γ˜1 − γ˜2‖∞ = max
t∈[0,1]
‖γ˜1(t)− γ˜2(t)‖, ∀ γ˜1, γ˜2 ∈ Γ˜.
Assim, como C([0, 1], X) é espaço métrico completo, basta mostrar que Γ˜ é fechado, com respeito a




é um espaço métrico completo. Dessa forma, dada (γ˜n) ⊂ Γ˜ uma
sequência convergindo para γ˜ em (C([0, 1], X) , quando n → ∞, note que γ˜n(0) = 0 e γ˜n(1) = e, para
todo n ∈ N. Logo como ‖γ˜n− γ˜‖∞ → 0, quando n→∞, então γ˜(0) = 0 e γ˜(1) = e, assim γ˜ ∈ Γ˜, e segue
que Γ˜ é fechado, portanto
(
Γ˜, d) é um espaço métrico completo. Com isso, podemos utilizar a métrica









é também um espaço métrico completo, logo
podemos aplicar o Teorema 1.1 para esse espaço.
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Para cada t ∈ [0, 1] ﬁxado, considere Xt =
{
γ˜(t) ; γ˜ ∈ Γ˜
}
⊂ X. Como por hipótese I : X → R é de classe
C1, então é semicontínuo inferiormente, e denotando por It a restrição I|Xt , segue que It : Xt → R é
semicontínuo inferiormente. Mas observe que Ψ = max
t∈[0,1]
It, e como It é semicontínuo inferiormente, para
todo t ∈ [0, 1], segue que Ψ é semicontínuo inferiormente.
Por outro lado, dado γ˜ ∈ Γ˜, como I satisfaz a geometria PM, e vale γ˜(0) = 0, ‖γ˜(1)‖ > ρ
e γ˜ ∈ C([0, 1], X), então existe t0 ∈ (0, 1) com ‖γ˜(t0)‖ = ρ, e por (PM1), segue que
Ψ(γ˜) ≥ I(γ˜(t0)) ≥ α > 0,





de forma semelhante a prova do Corolário 1.1 , dado n ∈ N e ε = 1
n2












Ψ(γ) ≥ Ψ(γ˜n)− 1
n









e tomando t˜n ∈Mn, por (1.7) segue que
c ≤ I(γ˜n(t˜n)) ≤ c+ 1
n2
, ∀ n ∈ N,
isto é,
lim
n→∞ I(γ˜n(t˜n)) = c. (1.9)
Além disso, ﬁxado n ∈ N, considere γ˜ ∈ C([0, 1], X) arbitrário, tal que ‖γ˜‖Γ˜ = ‖γ˜(t˜n)‖, e
γ˜(0) = γ˜(1) = 0, então fazendo γ(s) = γ˜n(s) + tγ˜(s), com t > 0, como γ˜n ∈ Γ˜, segue que γ ∈ Γ˜, e para
t suﬁcientemente pequeno, pela continuidade vale que max
s∈[0,1]









)− I(γ˜n(t˜n)) ≥ − 1
n
δΓ˜ (γ˜n + tγ˜, γ˜n) .
Com isso, dividindo ambos os lados da desigualdade acima por t, e relembrando a deﬁnição da distância







)− I(γ˜n(t˜n))] ≥ − 1
nt





















1 + ‖γ˜n(t˜n) + sγ˜(t˜n)‖
.
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E como I é de classe C1, aplicando o limite com t→ 0, obtemos que






Agora como γ˜ é arbitrário, trocando γ˜ por −γ˜, obtemos





























‖I ′(γ˜n(t˜n))‖X′ = 0. (1.10)
Por ﬁm, considerando (un) ⊂ X, tal que un = γ˜n(t˜n), para todo n ∈ N, por (1.9) e (1.10) segue que
lim
n→∞ I(un) = c e limn→∞
(
1 + ‖un‖
)‖I ′(un)‖X′ = 0.
Portanto obtemos uma sequência de Cerami para I no nível PM. 
Desse modo, encerramos o capítulo com a garantia da existência de uma sequência de Cerami no
nível PM para um funcional I sob as hipóteses do Teorema 1.2.
Capítulo
2
Um Problema Autônomo no RN
O objetivo desse capítulo é analisar determinada classe de problemas autônomos, a ﬁm de relaci-
onar o nível do Passo da Montanha com o nível de mínimo do funcional associado ao problema. Para isso
faremos uso de resultados clássicos devidos a Berestycki e Lions [6] para N ≥ 3, e a Berestycki, Gallouët
e Kavian [5], para N = 2. Considere o problema apresentado em (3), na introdução desse trabalho, isto
é,
−∆u = h(u), em RN ,
para o qual vamos assumir as seguintes hipóteses sobre h:
(h0) h : R→ R é contínua e ímpar;








= −L < 0,




= −L ∈ (−∞, 0);
(h2) se N ≥ 3, lim
s→+∞ |h(s)|s
−(N+2)/(N−2) = 0,
se N = 2, para cada α > 0 existe um Cα > 0, tal que
|h(s)| ≤ Cαeαs2 , para todo s ∈ R.









em que H(u) =
∫ u
0
h(s) ds. Sob as hipóteses (h0)-(h2) podemos concluir que J está bem deﬁnido, e
além disso, é de classe C1 (cf. Apêndice A.1). Almejamos mostrar que J possui a geometria do Passo da
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γ(t) ∈ C([0, 1], H1(RN )); γ(0) = 0, J(γ(1)) < 0} , (2.3)
pois estamos interessados pelo caso em que b é um nível crítico para o funcional J .
Dizemos que uma solução w para o problema dado em (3) é uma solução com energia mínima se
J(w) = m, em que
m = inf {J(u);u 6= 0 e J ′(u) = 0} . (2.4)
Note que m é um nível crítico para o funcional J . Dessa forma, o principal resultado desse capítulo está
enunciado no teorema a seguir, e consiste em caracterizar o nível PM para J , relacionando-o com o nível
crítico de energia mínima para J .
Teorema 2.1. Sob as hipóteses (h0)-(h2), segue que
b = m,
onde m, b > 0, são o nível crítico de energia mínima para J , e o nível PM para J , deﬁnidos em (2.2)
e (2.4), respectivamente. Além disso, para qualquer solução com energia mínima w(x) para o problema
dado em (3), existe um caminho γ ∈ Γ tal que w(x) ∈ γ([0, 1]) e
max
t∈[0,1]
J(γ(t)) = J(w) = m. (2.5)
A ﬁm de provar o Teorema 2.1, vamos proceder como Berestycki e Lions em [6], para N ≥ 3,
e como Berestycki, Gallouët e Kavian em [5], para N = 2, usando as propriedades de dilatação da fun-
ção ut(x) = u(x/t). Vamos utilizar tais resultados para obter uma solução com energia mínima para
o problema dado em (3), e então construir um caminho γ ∈ Γ que satisfaça (2.5). Em seguida, vamos
usar a Identidade de Pohozaev (cf. apêndice B.2), para concluir que b = m, e assim completar o resultado.
2.1 A Geometria do Passo da Montanha
Nessa seção vamos mostrar que o funcional J deﬁnido em (2.1) possui a geometria do Passo
da Montanha. Para isso vamos provar dois resultados. O primeiro garantirá que J satisfaz a primeira
condição PM, e o segundo mostrará que J satisfaz a segunda condição PM. Portanto com esses dois
resultados cumprimos o objetivo da seção.
Lema 2.1. Sob as hipóteses (h0)-(h2), concluímos que J(u) possui a primeira condição da geome-
tria do Passo da Montanha, isto é, J(0) = 0 e J satisfaz:
(PM1) Existem ρ0 > 0 e δ0 > 0 tais que J(u) ≥ δ0, para todo u ∈ H1(RN ), com ‖u‖H1 = ρ0.
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Prova. Como H(0) = 0, então J(0) = 0. Para provar (PM1) vamos separar os casos em que
N ≥ 3 e N = 2.
Para N ≥ 3. Por (h1), dado ε > 0 existe δε > 0, tal que
h(s)
s




≤ −L, para 0 < s < δε,
e então
−h(s) ≥ (L− ε)s, para 0 ≤ s < δε.
Também por (h2), dado ε > 0, existe Aε > 1, tal que
|h(s)|
s(N+2)/(N−2)
≤ ε, para s > Aε > 1,
logo,
−h(s) ≥ −εs(N+2)/(N−2), para s > Aε > 1.
E como podemos supor, sem perda de generalidade, que 0 < δε < 1, então [δε, Aε] 6= ∅ é compacto, e a
função s 7→ |h(s)|
s(N+2)/(N−2)
é contínua, com isso atinge seu máximo Mε no compacto [δε, Aε], ou seja
−h(s) ≥ −Mεs(N+2)/(N−2), ∀ s ∈ [δε, Aε].
Portanto, fazendo Cε = max{Mε, ε}, segue que
−h(s) ≥ (L− ε)s− Cεs(N+2)/(N−2), ∀ s ≥ 0. (2.6)
Assim, lembrando que 2∗ =
2N




h(t) dt ≥ 1
2




, ∀ s > 0.







(L− ε)|s|2 − C ′ε|s|2
∗
, ∀ s ∈ R. (2.7)
Então pela continuidade das imersões de Sobolev (cf. Apêndice B.1), segue que H1(RN ) ↪→ L2∗(RN ),





























min{1, L− ε} − C ′′ε ‖u‖4/(N−2)H1
)
‖u‖2H1 , ∀ u ∈ H1(RN ).
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Assim, tomando ρ0 > 0 suﬁcientemente pequeno, de modo que
1
2
min {1, L− ε} − C ′′ε ρ4/(N−2)0 > 0,





min{1, L− ε} − C ′′ε ρ4/(N−2)0
)
ρ20 = δ0 > 0.
O que mostra (PM1).
Para N = 2. Por (h1), dado ε =
L
2










, sempre que 0 ≤ s < δ.
Também por (h2), obtemos que
|h(s)| ≤ Cαeαs2 ≤ Cαs4eαs2 , ∀ s ≥ 1,
logo,
−h(s) ≥ −Cαs4eαs2 , ∀ s ≥ 1.
Mais ainda, considerando, sem perda de generalidade, que 0 < δ < 1, segue que [δ, 1] 6= ∅ é compacto, e
portanto a função contínua s 7→ |h(s)|
s4eαs2
atinge seu máximo M no compacto [δ, 1]. Assim, obtemos que
−h(s) ≥ −Ms4eαs2 , ∀ s ∈ [δ, 1].





















































2 − 1), ∀ s ∈ R. (2.9)
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Com isso, aplicando a desigualdade de Hölder (cf. Apêndice B.3), e novamente utilizando as imersões de










































































para u ∈ H1(R2), tal que 0 < ‖u‖ < ρ0. Em que M˜ e ρ0 são obtidos por meio da desigualdade de Moser-







dx ≤ M˜, ∀ ‖u‖H1 ≤ 1.






dx ≤ M˜, ∀ ‖u‖H1 ≤ C. (2.10)






















































ρ20 = δ0 > 0.
O que mostra (PM1) e completa a prova do lema. 
Lema 2.2. Sob as hipóteses (h0)-(h2), concluímos que J satisfaz a segunda condição da geometria
do Passo da Montanha, ou seja, J satisfaz:
(PM2) Existe u0 ∈ H1(RN ), tal que ‖u0‖H1 > ρ0 e J(u0) < 0.
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Em particular, segue que J possui a geometria PM e o nível b do Passo da Montanha para J ,
dado em (2.2), está bem deﬁnido e é positivo.
Prova. Primeiramente observe que pela prova do Lema 2.1, vale que J(u) > 0, ∀ u ∈ H1(RN ),
com 0 < ‖u‖H1 ≤ ρ0, em que ρ0 é dado em (PM1). Assim se mostrarmos que
Γ = {γ(t) ∈ C([0, 1], H1(RN )) ; γ(0) = 0, J(γ(1)) < 0} 6= ∅,
existe γ ∈ Γ e u0 = γ(1) satisfaz que J(u0) < 0, e então, necessariamente, ‖u0‖H1 > ρ0. Como na seção
seguinte vamos exibir um caminho γ ∈ Γ, podemos assumir que Γ 6= ∅, portanto J satisfaz (PM2).
Com isso, J tem a geometria PM, e dessa forma, faz sentido deﬁnir b. Agora, dado γ ∈ Γ, como
γ ∈ C([0, 1], H1(RN )), ‖γ(0)‖H1 = 0, e também J(γ(1)) < 0, o que implica em ‖γ(1)‖H1 > ρ0, então
pela continuidade existe t¯ ∈ (0, 1), com ‖γ(t¯)‖H1 = ρ0 e assim max
t∈[0,1]
J(γ(t)) ≥ J(γ(t¯)) ≥ δ0, em que δ0 é





J(γ(t)) ≥ δ0 > 0,
o que completa o resultado. 
2.2 A Existência de um Caminho γ ∈ Γ
O intuito dessa seção é mostrar que Γ =
{
γ(t) ∈ C([0, 1], H1(RN )); γ(0) = 0, J(γ(1)) < 0} 6= ∅,
e que existe γ ∈ Γ que satisfaça (2.5). Para isso, vamos fazer uso dos resultados de Berestycki e Lions
[6] e Berestycki, Gallouët e Kavian [5], que garantem a existência de uma solução com energia mínima
para o problema dado em (3) sob as hipóteses (h0)-(h2), contanto que H(s0) > 0, para algum s0 > 0. O
resultado é enunciado a seguir.
Proposição 2.1. Sob as hipóteses (h0)-(h2), vale que
(i) Se H(s0) > 0 para algum s0 > 0, então m > 0 e existe uma solução w para o problema dado
em (3), com energia mínima, tal que w > 0 em RN , e como qualquer ponto crítico de J , w satisfaz a








(ii) O problema dado em (3) tem uma solução não trivial se, e somente se, H(s0) > 0, para
algum s0 > 0.
Prova. (i) Para N ≥ 3, o resultado segue de Berestycki e Lions [6], pelos Teoremas 1 e 2. Para
N = 2, o resultado segue de Berestycki, Gallouët e Kavian [5], pelo Teorema 1.
(ii) Por (i) se existe s0 > 0, tal que H(s0) > 0, então existe uma solução não trivial para o
problema dado em (3). Por outro lado, suponha que o problema dado em (3) possui uma solução u, não
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Desse modo, como u é solução não trivial do problema em (3), então H(u(x)) ∈ L1(RN ), ou seja, u
não é constante, logo ‖∇u‖22 > 0, e pela Identidade de Pohozaev, concluímos que
∫
RN
H(u) dx > 0.
Isso implica que existe s0 ∈ R, tal que H(s0) > 0, caso contrário, a integral não seria positiva. Além
disso, por hipótese h é ímpar, logo H é par e assim, sem perda de generalidade, podemos considerar
s0 > 0, já que H(s0) = H(−s0) > 0. Agora considerando N = 2, por Berestycki, Gallouët e Kavian [5],
u é solução clássica do problema em (3) e também satisfaz a Identidade de Pohozaev, assim segue que
H(u(x)) é contínua em R2, e
∫
R2
H(u) dx = 0. Dessa forma, supondo que H(s) ≤ 0, ∀ s ∈ R, então
H(u(x)) ≤ 0, ∀ x ∈ R2, e pela continuidade de H(u(x)), isso implica que H(u(x)) = 0, para todo
x ∈ R2, o que gera contradição. Portanto, existe x0 ∈ R2, tal que s0 = u(x0) > 0, e H(s0) > 0. 
Agora, com a garantia da existência de uma solução para o problema apresentado em (3), vamos
utilizá-la para construir o caminho que satisfaça (2.5). Para isso, utilizamos o resultado a seguir.
Proposição 2.2. Sob as hipóteses (h0)-(h2) e supondo que H(s0) > 0, para algum s0 > 0. Seja
v uma solução clássica para problema dado em (3) com v(x) > 0, para todo x ∈ RN . Então, existe um
caminho γ ∈ C([0, 1], H1(RN )), tal que γ(t)(x) > 0, para todo x ∈ RN e t ∈ (0, 1], também γ(0) = 0,




Em particular, para a solução com energia mínima w obtida pela Proposição 2.1, concluímos que




J(γ(t)) ≤ J(w) = m. (2.11)
A ﬁm de provar a Proposição 2.2 vamos precisar de alguns resultados precedentes. Primeiramente,
dado v ∈ H1(RN ), um ponto crítico não trivial de J , vamos deﬁnir a função
vt(x) = v(x/t), para t > 0.
Os próximos dois resultados garantem algumas propriedades para tal função.
Lema 2.3. Para N ≥ 2 e para qualquer t > 0, a função vt satisfaz as seguintes propriedades:
(i) ‖∇vt‖22 = tN−2‖∇v‖22;




< +∞, vale que
∫
RN
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(iii) ‖vt‖qq = tN‖v‖qq, para qualquer q ∈ [2,∞).
Prova. (i) Como ∇vt(x) = 1
t








|∇v(x/t)|2 dx = tN−2
∫
RN
|∇v(y)| dy = ‖∇v‖22,
concluindo (i).
(ii) Como v > 0 é solução do problema em (3), então para N ≥ 3, por Berestycki e Lions [6],
Teorema 1, e para N = 2, por Berestycki, Gallouët e Kavian [5], Teorema 1, sabemos que v é radial e
decrescente, portanto v é limitada. Logo existeM > 0, tal que |v(x)| ≤M, ∀ x ∈ RN . Além disso, como




= S < +∞, segue que dado ε = 1 existe δ > 0, tal que |F (s)| < (S + 1)s2,
sempre que 0 < s < δ. Sem perda de generalidade, considerando δ < M , como F é contínua, a função
s 7→ |F (s)|
s2
assume seu máximo C˜ no compacto [δ,M ]. Desse modo, se C = max{C˜, S + 1}, então




Com isso, obtemos que∫
RN





(v(x))2 dx ≤ C
∫
RN
(v(x))2 dx < +∞,
logo F ∈ L1(RN ) e a integral faz sentido. Assim, aplicando a mudança de variáveis y = v/t, obtemos que∫
RN
F (vt(x)) dx =
∫
RN




o que mostra (ii).




= |s|q−2 = 0 < +∞,
logo vale que ∫
RN




mas isso implica que ‖v‖qq = ‖v‖qq, o que mostra (iii). 




H(vt) dx = 0;
(ii) J(vt) = J(v);




h(vt)vt dx = t
2‖∇v‖22.
Prova. (i) Como v é ponto crítico de J , então pela Proposição 2.1, v satisfaz a Identidade de
Pohozaev. Além disso, H é contínua, e usando (h1), obtemos que























= L < +∞,
logo, fazendo F = H em (ii) do Lema 2.3 com N = 2, segue que∫
R2










|∇w|2 dx = 0,





























onde usamos (i) e o Lema 2.3 com N = 2, e assim concluímos (ii).
(iii) Como v é ponto crítico de J , então J ′(v)v = 0, ou seja, ‖∇v‖22 =
∫
R2
h(v)v dx, assim como
h é contínua, e








= L < +∞,
fazendo F (s) = h(s)s em (ii) do Lema 2.3 com N=2, segue que∫
R2




h(v(x))v(x) dx = t2‖∇v‖22,
o que conclui (iii). 
Prova da Proposição 2.2. Vamos separar a prova em dois casos:




























(b) J(vt)→ −∞, quando t→ +∞;
(c) ‖vt‖2H1(RN ) → 0, quando t→ 0.






























= −(N − 2)‖∇v‖22
< 0.
Assim, t = 1 é ponto de máximo da função t 7→ J(vt), ou seja, max
t>0
J(vt) = J(v1) = J(v), e obtemos (a).
Para ver (b), basta fazer t → +∞ em (2.12). E para provar (c), usamos (i) do Lema 2.3, e
(iii) do Lema 2.3, com q = 2, e assim concluímos que
‖vt‖2H1(RN ) = ‖∇vt‖22 + ‖vt‖22 = tN−2‖∇v‖22 + tN‖v‖22 → 0, quando t→ 0.
Portanto, por (b) podemos escolher l > 1 tal que J(v
l
) < 0, e então aﬁrmamos que
γ : [0, 1]→ H1(RN ), dado por γ(t) = v
lt
, para t ∈ (0, 1], e γ(0) = 0, é o caminho que estamos procurando.
De fato, por Berestycki Lions [6] e Berestycki, Gallouët e Kavian [5], obtemos que v é solução clássica
para problema em (3), então v ∈ C2(RN ) e assim γ(t) = v(x/(lt)) é contínua em (0, 1]. Para mostrar a
continuidade de γ(t) em t = 0, lembramos que por (c), vale que
‖γ(t)‖2H1(RN ) = ‖vlt‖2H1(RN ) → 0 = γ(0), quando t→ 0.
Desse modo, γ ∈ C([0, 1], H1(RN )). Além disso, γ(t)(x) = v
lt
(x) = v(x/(lt)) > 0, ∀ v ∈ RN e t ∈ (0, 1],
pois v é positiva em RN . Também, γ(0) = 0, por deﬁnição, e J(γ(1)) = J(v
l
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ou seja, max
t∈[0,1]
J(γ(t)) = J(v). O que conclui o caso 1.
Caso 2. Para N = 2. Nesse caso a construção do caminho é mais complicada. Em primeiro lugar
observamos que pelas hipóteses (h0)-(h2), existem constantes α,C > 0, tais que
|h(s)| ≤ Ceαs2 |s|, ∀ s ∈ R.
Com efeito, por (h1), dado ε = 1, existe δ > 0, tal que |h(s)| < (1 + L)|s|, ∀ 0 < s < δ. Agora, como
α dado por (h2) é positivo, então eαs
2
> 1, e segue que
|h(s)| ≤ (1 + L)|s| < (1 + L)eαs2 |s|, ∀ 0 < s < δ.
Também, considerando R = max{1, δ}, por (h2) existe Cα > 0, tal que
|h(s)| ≤ Cαeαs2 ≤ Cαeαs2 |s|, para s > R.
E por ﬁm, pela continuidade de h, dada por (h0), a função s 7→ |h(s)|
eαs2 |s| assume seu máximo M no
compacto [δ,R], ou seja, vale que |h(s)| ≤ Meαs2 |s|, para todo δ ≤ s ≤ R. Com isso, fazendo
C = max{1 + L,Cα,M}, e lembrando que por (h0) h é ímpar, segue que
|h(s)| ≤ Ceαs2 |s|, ∀ s ∈ R. (2.13)

















Assim, pelo Lema 2.3 e por (2.13), obtemos que
d
dθ































v2 dx > 0,





) ≥ 0, ∀ θ ∈ [0, 1],
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ou seja, θ 7→ J(θv
l






) = J(v), ∀ θ ∈ [0, 1]. (2.14)




































H(θvr) dx é crescente em θ = 1. Dessa forma, é possível considerar θ1 ∈ (1,+∞),
suﬁcientemente perto de 1, de modo que usando (ii) do Lema 2.4, vale que
J(θvr) ≤ J(vr) = J(v), ∀ θ ∈ [1, θ1], (2.15)





H(vr) dx = 0.
Agora, considere para t ≥ 1 a sequência (θ1vr)t = θ1vrt. Então novamente pelo Lema 2.3 (i) e

















Portanto a função t 7→ J(θ1vrt) é decrescente, para t ≥ 1, e J(θ1vrt) → −∞, quando t → +∞. Com
isso, é possível escolher s >> 1, suﬁcientemente grande, tal que J(θ1vrs) < 0. Além disso, por (2.15)
concluímos que
J(θ1vrt) ≤ J(θ1vr) ≤ J(v), ∀ t ≥ 1. (2.16)
Finalmente, de acordo com as conclusões acima, deﬁnimos os seguintes caminhos:
• φ1 : [0, 1]→ H1(R2), dado por φ1(θ) = θvl ;
• φ2 : [l, r]→ H1(R2), dado por φ2(t) = vt;
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• φ3 : [1, θ1]→ H1(R2), dado por φ3(θ) = θvr;
• φ4 : [1, s]→ H1(R2), dado por φ4(t) = θ1vrt.
E reparametrizando-os, para o intervalo [0, 1], obtemos:
• γ1 : [0, 1]→ H1(R2), dado por γ1(t) = φ1(t);
• γ2 : [0, 1]→ H1(R2), dado por γ2(t) = φ2((1− t)l + tr);
• γ3 : [0, 1]→ H1(R2), dado por γ3(t) = φ3((1− t) + tθ1);
• γ4 : [0, 1]→ H1(R2), dado por γ4(t) = φ4((1− t) + ts).
Desse modo, deﬁnindo γ : [0, 1]→ H1(R2), dado por:
γ(t) =

γ1(4t), se 0 ≤ t ≤ 1/4,
γ2(4t− 1), se 1/4 ≤ t ≤ 1/2,
γ3(4t− 2), se 1/2 ≤ t ≤ 3/4,
γ4(4t− 3), se 3/4 ≤ t ≤ 1,
construímos o caminho desejado. De fato, como v é solução clássica do problema dado em (3), então
v ∈ C2(R2) o que garante a continuidade de γ2 e γ4. Além disso, γ1 e γ3 são segmentos de reta, logo são







































desse modo, concluímos que γ é contínuo, ou seja, γ ∈ C([0, 1], H1(RN )). Observe também que
γ(0) = γ1(0) = 0 · vl = 0 e J(γ(1)) = J(γ4(1)) = J(φ4(s)) = J(θ1vrs) < 0.
E ainda que,













= γ2(4t˜− 1) = γ(t˜), com t˜ = 1
4




E como r > 1 > l, então 0 <
1− l












, ou seja, v = γ(t˜) ∈ γ([0, 1]).




• se 0 ≤ t ≤ 1
4
. Por (2.14), segue que
J(γ(t)) = J(γ1(4t)) = J(4tvl) ≤ J(v).
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E lembrando que v(x) > 0, para todo x ∈ R2, então
γ(t)(x) = 4tv
l
(x) = 4tv(x/l) > 0, t 6= 0.
• se 1
4
≤ t ≤ 1
2
. Considerando t¯ = 4t− 1 e t∗ = (1− t¯)l+ t¯r, observe que 0 < t¯ < 1 e l < t∗ < r,
logo pelo Lema 2.4 (ii), segue que
J(γ(t)) = J(γ2(t¯)) = J(φ2(t
∗)) = J(vt∗) = J(v).
Também, γ(t)(x) = vt∗ = v(x/t∗) > 0, pois v é positiva.
• se 1
2
≤ t ≤ 3
4
. Fazendo t¯ = 4t− 2 e t∗ = (1− t¯) + t¯θ1, veja que 0 < t¯ < 1 e 1 < t∗ < θ1, logo
por (2.15), vale que
J(γ(t)) = J(γ3(t¯)) = J(φ3(t
∗)) = J(t∗vr) ≤ J(v).
E ainda, γ(t)(x) = t∗vr(x) = t∗v(x/r) > 0, pois v é positiva.
• se 3
4
≤ t ≤ 1. Tomando t¯ = 4t − 3 e t∗ = (1 − t¯) + t¯s, note que 0 < t¯ < 1 e 1 < t∗ < s, logo
por (2.16), obtemos que
J(γ(t)) = J(γ4(t¯)) = J(φ4(t
∗)) = J(θ1vrt∗) ≤ J(v).
E ainda, γ(t)(x) = θ1vrt∗ = θ1v(x/(rt∗)) > 0, pois v é positiva.
Portanto, concluímos que γ(t)(x) > 0, para todo x ∈ R2, t ∈ (0, 1] e também, como 0 < t˜ < 1, concluímos
que





J(γ(t)) = J(v). O que conclui o caso 2.
Para completar a prova, considerando w uma solução de energia mínima obtida pela Proposição
2.1, uma vez que construímos γ ∈ Γ, tal que
max
t∈[0,1]
J(γ(t)) = J(w) = m,
concluímos que






J(γ(t)) = J(w) = m.
Com isso, provamos que 0 < b ≤ m, e completamos a prova da proposição. 
Note que além de garantir a existência de um caminho γ ∈ Γ satisfazendo (2.5), a Proposição
2.2 mostra que b ≤ m. Logo resta provar que m ≤ b para concluir a prova do Teorema 2.1.
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2.3 Uma Caracterização do Nível do Passo da Montanha
Nessa seção desejamos mostrar que m ≤ b, e por meio de (2.11) concluir que m = b, caracte-
rizando b, o nível PM para J , como sendo o nível crítico de energia mínima para J deﬁnido em (2.4).
Para provar que b ≥ m, vamos deﬁnir o conjunto P das funções não triviais que satisfazem a Identidade
de Pohozaev, então vamos mostrar que m = inf
u∈P
J(u) e que γ([0, 1]) ∩ P 6= ∅, ∀ γ ∈ Γ. Disso vamos
concluir que b ≥ m, o que completará o resultado.
Lema 2.5. Considere P =
{
u ∈ H1(RN ) \ {0} ; (N − 2)
∫
RN
|∇w|2 dx − 2N
∫
RN
H(w) dx = 0
}
,




em que m é o nível crítico de energia mínima para J deﬁnido em (2.4).
Prova. Vamos separar a prova em dois casos, para N ≥ 3 e para N = 2.
Para N ≥ 3. Nesse caso vamos usar a ideia de Coleman, Glazer e Martin [8], assim como em
Berestycki e Lions [6]. Primeiramente deﬁnimos
S =
{
u ∈ H1(RN );
∫
RN
H(u) dx = 1
}
.

































Logo Φ(u) satisfaz a Identidade de Pohozaev, e como 0 6∈ S, então u 6= 0, logo Φ(u) 6= 0, ou seja,











‖∇u‖2/N2 , segue por (2.17) que∫
RN










H(u) dx = 1.
Portanto u¯ ∈ S e vale que
Φ(u¯)(x) = u¯(x/tu¯) = u(xt¯/tu¯) = u(x),



























Assim Φ é sobrejetiva. Para mostrar a injetividade de Φ, note que dados u1, u2 ∈ S com Φ(u1) = Φ(u2),
segue que
u1(x/tu1) = u1(x/tu2), ∀ x ∈ RN .
Portanto, basta mostrar que tu1 = tu2 para concluir que u1 = u2. Ou seja, basta mostrar que








portanto, concluímos que ‖∇u1‖2 = ‖∇u2‖2 e vale que u1 = u2, portanto Φ é injetiva. Dessa forma,























































Agora por Berestycki e Lions [6] (cf. Teorema 2), sabemos que inf
u∈S
‖∇u‖22 é atingido em algum u˜ ∈ S e
que Φ(u˜) ∈ P é uma solução com energia mínima para o problema em (3). Portanto, concluímos que





Assim provamos o lema para N ≥ 3.
ParaN = 2. Nesse caso o conjunto das funções não triviais deH1(R2) que satisfazem a Identidade
de Pohozaev é dado por
P =
{
u ∈ H1(R2) \ {0} ;
∫
R2
H(u) dx = 0
}
,
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com isso obtemos que J(u) =
1
2
‖∇u‖22, para u ∈ P. Por Berestycki, Gallouët e Kavian [5] (cf. Etapa 4,
prova do Teorema 1), segue que inf
u∈P
‖∇u‖22 é atingido em algum u˜ ∈ P e que Φ(u˜) ∈ P é uma solução









‖∇u‖22 = J(u¯) = m.
O que completa a prova do lema. 
Lema 2.6. Considere P e m como deﬁnidos no Lema 2.5, e em (2.4), respectivamente. Então para
qualquer γ ∈ Γ, o conjunto γ([0, 1]) ∩ P é não vazio.







H(u) dx = NJ(u)− ‖∇u‖22.
Vamos novamente separa os casos N ≥ 3 e N = 2.
Para N ≥ 3. Em primeiro lugar aﬁrmamos que existe ρ˜0 > 0, tal que 0 < ‖u‖H1 < ρ˜0 implica
que P (u) > 0. De fato, como na prova do Lema 2.1, obtemos



































































‖u‖2H1 = δ˜0 > 0,
para todo u ∈ H1(RN ), com 0 < ‖u‖H1 < ρ˜0. Uma vez que para cada γ ∈ Γ vale que γ(0) = 0, e
como γ ∈ C([0, 1], H1(RN )), existe t˜ ∈ (0, 1), suﬁcientemente pequeno, tal que ‖γ(t˜)‖H1 < ρ˜0, e assim
P (γ(t˜)) > 0. Também
P (γ(1)) = NJ(γ(1))− ‖∇(γ(1))‖22 ≤ NJ(γ(1)) < 0.
Além disso, como P (u) = NJ(u) − ‖∇u‖22 é contínuo, pois J é contínuo, segue que t 7→ P (γ(t)) é
contínua em [0, 1]. Portanto existe tγ ∈ (t˜, 1), tal que P (γ(tγ)) = 0, o que implica em ‖γ(tγ)‖H1 > ρ˜0,
pois P (u) > 0, para 0 < ‖u‖H1 < ρ˜0. Agora, como γ(tγ) ∈ γ([0, 1]) e
γ(tγ) ∈ P =
{
u ∈ H1(RN ) \ {0} ;P (u) = 0
}
,
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segue que γ(tγ) ∈ γ([0, 1]) ∩ P, ou seja, γ([0, 1]) ∩ P é não vazio, provando o lema para N ≥ 3.
Para N = 2. Nesse caso P (u) = −2
∫
R2
H(u) dx, logo P não possui a componente




ρ(x) dx = 1 e ρ(x) ≥ 0, ∀ x ∈ R2, deﬁnimos para qualquer γ ∈ Γ e para ε > 0,




em que ρε(x) = ε−Nρ(x/ε), para todo x ∈ R2. E com isso aﬁrmamos que
i) Para todo ε > 0 e para cada t ∈ [0, 1], γε ∈ H1(R2) ∩ L∞(R2);
ii) γε(t) : [0, 1]→ L∞(R2) é contínuo;
iii) max
t∈[0,1]
‖γε(t)− γ(t)‖H1 → 0, quando ε→ 0.
De fato, dados ε > 0, t ∈ [0, 1] como ρε tem suporte compacto em R2, considere Ωε ⊂⊂ R2, com
supp ρε ⊂ Ωε. Então, como ρε é contínua, é limitada em Ωε e segue que ρε ∈ L∞(Ωε) ⊂ L2(Ωε), e





ρε(y)γ(t)(x− y)dy ≤ ‖ρε‖L2(Ωε)‖γ(t)‖L2(Ωε), q.t.p. em R2,
isto é,
‖γε(t)‖∞ ≤ ‖ρε‖L2(Ω)‖γ(t)‖L2(Ωε) < +∞.
Ou seja, γε(t) ∈ L∞(R2). Além disso, como γ(t) ∈ H1(R2), então γ(t) ∈ L2(R2), e como ρε ∈ C∞0 (R2),
segue que
Dαγε(t) = (D
αρε) ∗ γ(t) ∈ L2(R2), ∀ |α| ≤ 1,
e mais ainda, pela desigualdade de Hölder e pelo Teorema de Tonelli (cf. Apêndices B.3 e B.4), obtemos
‖(Dαρε) ∗ γ(t)‖22 ≤
∫
R2
















= ‖Dαρε‖2L1(Ωε)‖γ(t)‖2L2(R2) < +∞, ∀ |α| ≤ 1.
Logo (Dαρε) ∗ γ(t) ∈ L2(R2), ∀ |α| ≤ 1, e assim ρε ∗ γ(t) ∈ H1(R2). Portanto γε ∈ H1(R2) ∩ L∞(R2).
O que prova (i). Também dados s1, s2 ∈ [0, 1] aplicando outra vez a desigualdade de Hölder, vale que












≤ ‖ρε‖|L2(Ωε)‖γ(s1)− γ(s2)‖H1 → 0,
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quando s1 → s2, pois γ ∈ C([0, 1], H1(R2)). Assim γε ∈ C([0, 1], L∞(R2)), o que prova (ii). Agora
considere a função β : [0, 1]2 → R, dada por β(t, ε) = ‖γε(t) − γ(t)‖H1 . Observe que novamente pelo
Teorema de Tonelli, para todo |α| ≤ 1, vale que
‖(Dαρε) ∗ (γ(s1)− γ(s2))‖22 ≤ ‖Dαρε‖L1(Ωε)‖(γ(s1)− γ(s2))‖2L2(Ωε) → 0,
quando s1 → s2. Logo pela continuidade de γ, obtemos também que γε ∈ C([0, 1], H1(R2)). Com isso, β
é contínua na variável t. Mais ainda, como [0, 1] é compacto, β é uniformemente contínua em t. Assim
dado ε˜ > 0, existe δ˜ > 0, tal que |s1 − s2| < δ˜, implica que
0 < β(s1, ε) <
ε˜
2
+ β(s2, ε). (2.18)
Então vamos escrever [0, 1] =
i=k⋃
i=0
[ti, ti+1], em que |ti − ti+1| < δ˜, para todo i = 0, 1, ..., k. Logo para
qualquer i ∈ {1, ..., k}, dados s1, s2 ∈ [ti, ti+1] vale (2.18). Além disso, pelo Teorema B.5.1 (cf. Apêndice
B.5), para qualquer t ∈ [0, 1] ﬁxado, como ρε ∈ C∞0 (R2), segue que
Dαγε(t) = (D
αρε) ∗ γ(t)→ Dαγ(t), em L2(R2), ∀ |α| ≤ 1,
quando ε→ 0. Ou seja, γε(t) = ρε ∗ γ(t)→ γ(t), em H1(R2), quando ε→ 0. Isto é,
β(t, ε)→ 0, quando ε→ 0. (2.19)
Com isso, para cada i ∈ {1, ..., k} tome t˜i ∈ (ti, ti+1), e note que por (2.19) existe δ˜i > 0, tal que




sempre que 0 < ε < δ˜i. E deﬁnindo δ = min
0≤i≤k
{δ˜i}, para qualquer t ∈ [0, 1] existe i ∈ {1, ..., k}, tal que
t ∈ [ti, ti+1], assim, por (2.18) e por (2.20), concluímos que
0 < β(t, ε) <
ε˜
2
+ β(t˜i, ε) < ε˜,
sempre que 0 < ε < δ. Dessa forma, obtemos que max
t∈[0,1]





quando ε→ 0, o que prova (iii).
Agora por (h1), dado ε =
L
2
existe δ > 0, tal que
∣∣∣∣h(s) + Ls
∣∣∣∣ < ε, para 0 < s < δ, e com isso
−h(s) ≥ Ls
2
> 0 e −H(s) ≥ Ls
2
4
> 0, para 0 ≤ s < δ. Logo se 0 < ‖u‖∞ < δ, concluímos que
P (u) = −2
∫
R2
H(u) dx ≥ L
2
‖u‖22 > 0. (2.21)
Assim, como J é contínuo e por (iii), segue que γε(t) → γ(t) em H1(R2), quando ε → 0, para qualquer
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t ∈ [0, 1], observamos que para ε > 0 suﬁcientemente pequeno, segue que











Além disso, note que, para todo ε > 0, vale que γε(0) = γ(0) = 0, e como concluímos em (ii) que
γε(t) ∈ C([0, 1], L∞(R2)), logo para t suﬁcientemente pequeno, vale que ‖γε(t)‖∞ < δ implicando por
(2.21) que P (γε(t)) > 0. Dessa forma, considerando ε > 0 suﬁcientemente pequeno, por (2.22), vale que
P (γε(1)) < 0, e ainda vale que P (γε(t)) > 0, para t ≈ 0. Então como t 7→ P (γε(t)) é contínua, existe
tε ∈ (0, 1) com P (γε(tε)) = 0, e por (2.21), concluímos que ‖γε(tε)‖∞ > δ, com isso, γε(tε) ∈ P.
Por ﬁm, considerando εn → 0, com tεn → tγ , para algum tγ ∈ (0, 1), quando n → +∞, segue
que
‖γεn(tεn)− γ(tγ)‖H1 ≤ ‖γεn(tεn)− γ(tεn)‖H1 + ‖γ(tεn)− γ(tγ)‖H1
≤ max
t∈[0,1]
‖γε(t)− γ(t)‖H1 + ‖γ(tεn)− γ(tγ)‖H1 ,
e então por (iii) e pela continuidade de γ, segue que o lado direito da desigualdade acima converge para
zero, quando n→∞. Ou seja,
‖γεn(tεn)− γ(tγ)‖H1 → 0, (2.23)
quando n→∞. Portanto pela continuidade de P concluímos por (2.23) que
P (γ(tεn))→ P (γ(tγ)),
quando n→∞. E como γεn(tεn) ∈ P, para todo n ∈ N, então P (γεn(tεn)) = 0, e passando o limite com
n → ∞, obtemos P (γ(tγ)) = 0. Para concluir que γ(tγ) ∈ P, resta mostrar que γ(tγ) 6= 0. Para isso,
relembramos que por Berestycki, Gallouët e Kavian [5] (cf. Etapa 3, prova do Teorema 1), segue que
inf
u∈P
‖∇u‖22 = 2m ≥ 2b > 0.
Portanto ‖u‖H1 ≥
√
2m, ∀ u ∈ P, logo ‖γεn(tεn)‖H1 ≥
√
2m, ∀n ∈ N, e assim por (2.23), quando




Ou seja, γ(tγ) 6= 0, com isso γ(tγ) ∈ P e como γ(tγ) ∈ γ([0, 1]), segue que γ(tγ) ∈ γ([0, 1])∩P. Provando
que γ([0, 1]) ∩ P é não vazio, também quando N = 2. O que encerra a prova do lema. 
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Assim concluímos que b = m e como na seção anterior já havíamos obtido um caminho que satisfaz (2.5),
completamos a prova do Teorema 2.1.
Capítulo
3
Uma Solução Positiva para um
Problema Assintoticamente Linear e
Autônomo no Inﬁnito
Considere o problema dado em (1), mencionado na introdução desse trabalho, cujas principais
vantagens são o fato de assumirmos hipóteses que tornam a não linearidade assintoticamente linear, e
fazem com que o problema associado ao inﬁnito seja autônomo. Lembremos que estamos nos referindo
ao problema dado por
−∆u+ V (x)u = f(u), x ∈ RN ,
em que N ≥ 2. E assumimos que o potencial V ∈ C(RN ,R) satisfaz:
(V1) existe α > 0, tal que V (x) ≥ α, para todo x ∈ RN ;
(V2) lim
|x|→+∞
V (x) = V (+∞) ∈ (0,+∞);
e que o termo não linear f ∈ C(R+,R) satisfaz:
(f1) f(s)s−1 → 0, quando s→ 0+;
(f2) existe a ∈ (0,+∞), tal que f(s)s−1 → a, quando s→ +∞, e
a > infσ
(−∆ + V (x)),
em que σ
(−∆ + V (x)) denota o espectro do operador autoadjunto −∆ + V (x) : H2(RN )→ L2(RN ).
O objetivo desse capítulo é utilizar os resultados dos capítulos anteriores para demonstrar que,
sob certas condições, garantimos a existência de u ∈ H1(RN ), uma solução positiva, e logo após, a exis-
tência de uma solução com energia mínima, para o problema em questão. A princípio, vamos estudar
dois resultados:
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(f3) existe δ > 0, tal que 2F (s)s−2 ≤ V (+∞)− δ, para todo s ∈ R+.
Segue que o problema dado em (1) tem uma solução positiva.
Teorema 3.2. Sob as hipóteses (V1) e (V2), assim como
(V3) V (x) ≤ V (+∞), para todo x ∈ RN ,
e supondo (f1) e (f2), assim como
(f4) deﬁnindo G : R+ → R por G(s) = 1
2
f(s)s− F (s), vale que
(i) G(s) ≥ 0, para todo s ≥ 0;
(ii) existe δ > 0, tal que
2F (s)s−2 ≥ V (+∞)− δ ⇒ G(s) > δ.
Segue que o problema dado em (1) tem uma solução positiva.
Observações: (1) Os Teoremas 3.1 e 3.2 serão provados por um argumento variacional. Como
estamos buscando soluções positivas, vamos assumir sem restrição, que f(s) = 0, para todo s ≤ 0.
(2) Se G(s) ≥ 0, ∀ s ≥ 0, e a < V (+∞), então (f3) é válido. De fato, supondo que
G(s) ≥ 0, ∀ s ≥ 0, segue que 2F (s)
s2


















≥ 0, ∀ s > 0.








> 0, existe s0 > 0 tal que
2F (s)
s2
< a + ε ≤ V (+∞) − δ, para todo s > s0, em que
0 < δ ≤ (V (+∞)− a)− ε. E como 2F (s)
s2











< a+ ε ≤ V (+∞)− δ, para todo s ∈ R+, ou seja, vale (f3).
(3) Se f(s)s−1 é uma função não decrescente, para todo s > 0, então (f4) é válido. Com efeito,
por (f1) segue que f(s)s−1 não é constante, e supondo que seja não decrescente, dado t > 0, para todo
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= G(t), ∀ 0 ≤ s < t,
e assim, G(s) é uma função não decrescente para s ≥ 0, em particular, G(s) > G(0) = 0, para todo s > 0,
o que veriﬁca (f4) (i).
Para mostrar que vale (f4) (ii), vamos supor por contradição que não existe δ > 0, tal que
2F (s)s−2 ≥ V (+∞)− δ, implica que G(s) > δ,




≥ V (+∞)− 1
n




então claramente, G(sn)→ 0, quando n→∞. ComoG(s) é não decrescente, para s ≥ 0, entãoG(sn)→ 0
implica que sn → 0+, quando n → ∞. Caso contrário, existiria s˜ > 0, tal que sn ≥ s˜ > 0, para todo
n > n0, para algum n0 ∈ N. Logo, G(sn) ≥ G(s˜) > 0, para todo n > n0, o que contradiria G(sn) → 0,








e fazendo n→∞, por (V2), obtemos que
0 < V (+∞) ≤ 2F (sn)
s2n
≤ ε→ 0, quando ε→ 0+,
o que gera contradição. Portanto, (f4) (ii) é satisfeita.




1 + |x| + C2,
38
em que C1 e C2 são constantes positivas. De fato, para (V1) fazendo α = C2 segue que V (x) ≥ α, para
todo x ∈ RN . Também, fazendo V (+∞) = C1 + C2 ∈ (0,+∞), segue que lim|x|→+∞V (x) = V (+∞), o que
nos dá (V2). Além disso,
V (x) =
C1|x|
1 + |x| + C2 ≤ V (+∞), para todo x ∈ R
N ,
o que garante (V3).





, se s > 0,
0, se s ≤ 0,





→ 0, quando s→ 0+,




→ C, quando s→ +∞.
Para (f3), observamos que, para todo s ∈ R+ vale que











≤ V (+∞)− δ,







logo, f(s)s−1 é crescente, em particular, não decrescente, para s ≥ 0. Assim, pela observação (3), vale (f4).
Iniciando o argumento variacional, a ﬁm de resolver o problema apresentado em (1), associamos












F (u) dx, (3.1)
em que F (u) =
∫ u
0





|∇u|2 + V (x)u2
)
dx.
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Por (V1) e (V2), podemos concluir que esta norma é equivalente à norma padrão de H1(RN ). De fato,
como V é contínua, por (V2) segue que V é limitada. Com efeito, dado ε > 0 existe r > 0, tal que
V (x) < ε + V (+∞), para todo x ∈ RN , com |x| > r, e como V é contínua, atinge seu máximo M no
compacto Br[0] ⊂ RN , então se deﬁnimos V˜ = max{ε+V (+∞),M}, obtemos que V (x) < V˜ , ∀ x ∈ RN .
















≤ (V˜ + 1)‖u‖2H1 ,
o que prova a equivalência das normas.
3.1 A Geometria do Passo da Montanha
O objetivo dessa seção é mostrar que quando o funcional I está sob as hipóteses (V1), (f1) e (f2),
ele possui a geometria PM. Lembrando que I(0) = 0, por meio do Lema 3.1 e do Lema 3.2, chegamos
a conclusão desejada. Também almejamos obter uma sequência de Cerami no nível PM de I, para isso
vamos aplicar o Princípio Variacional de Ekeland, estudado no Capítulo 1.
Lema 3.1. Sob as hipóteses (V1), (f1) e (f2), concluímos que I(u) =
1
2
‖u‖2 + o(‖u‖2) e
I ′(u)u = ‖u‖2 + o(‖u‖2), quando u→ 0, em H.
Prova. Por (f1) e (f2), ﬁxado p ∈ (2, 2∗) e dado ε > 0, considerando s > 0, existe δε > 0, tal que∣∣∣∣f(s)s
∣∣∣∣ < ε, quando 0 < s < δε, logo |f(s)| < ε|s|, sempre que 0 < s < δε. Também, existe Aε > 1, tal
que
∣∣∣∣f(s)s
∣∣∣∣ < a+ ε, quando s > Aε. Logo
|f(s)| < (a+ ε)|s| < (a+ ε)|s|p−1, sempre que s > Aε,
pois |s| < |s|p−1, já que s > 1 e p− 1 > 1. Portanto, se 0 < s < δε, ou se s > Aε, então segue que
|f(s)| < ε|s|+ (a+ ε)|s|p−1.
Agora, como s 7→ |f(s)||s|p−1 é função contínua em [δε, Aε], assume máximo Mε no compacto [δε, Aε], assim
|f(s)| ≤Mε|s|p−1, ∀ s ∈ [δε, Aε].
Logo, estabelecendo Cε = max{Mε, (a + ε)} concluímos que |f(s)| ≤ ε|s| + Cε|s|p−1, para todo s > 0.
Como consideramos f(s) = 0, para s ≤ 0, então a desigualdade vale trivialmente para s ≤ 0, e portanto
obtemos
|f(s)| ≤ ε|s|+ Cε|s|p−1, ∀ s ∈ R. (3.2)
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E como F (s) = 0, quando s ≤ 0, segue que




|s|p, ∀ s ∈ R. (3.3)
















Como por hipótese p ∈ (2, 2∗), pelas imersões de Sobolev (cf. Apêndice B.1), vale que
H1(RN ) ↪→ Lp(RN ). Além disso, como a norma de H é equivalente a norma usual de H1(RN ), então
obtemos que H ↪→ Lp(RN ) e portanto existe uma constante positiva Cp, que depende unicamente de p,
tal que ‖u‖p ≤ Cp‖u‖. Assim, obtemos que∣∣∣∣∫
RN
F (u) dx
∣∣∣∣ ≤ ε2C22‖u‖2 + Cεp Cpp‖u‖p.
E quando u→ 0 em H, considerando ‖u‖ < 1, consequentemente ‖u‖p < ‖u‖2, então segue que∣∣∣∣∫
RN
F (u) dx
∣∣∣∣ ≤ (ε2C22 + Cεp Cpp)‖u‖2.
E a desigualdade acima implica que
∫
RN
F (u) dx = o(‖u‖2), quando u → 0 em H. De forma análoga,




















= ε‖u‖22 + Cε‖u‖pp
≤ εC22‖u‖2 + CεCpp‖u‖p
≤ (εC22 + CεCpp) ‖u‖2.
O que implica que
∫
RN
f(u)u dx = o(‖u‖2), quando u→ 0 em H. E assim concluímos o lema. 
Corolário 3.1. Sob as hipóteses (V1), (f1), (f2), existe ρ0 > 0 satisfazendo:
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(i) qualquer ponto crítico não trivial u de I satisfaz ‖u‖ ≥ ρ0;
(ii) para qualquer sequência Palais-Smale (un) no nível b 6= 0, vale que lim inf
n→∞ ‖un‖ ≥ ρ0.
Prova. (i) Suponha por contradição que existe (un) ⊂ H uma sequência de pontos críticos
não triviais de I, tal que ‖u‖ → 0 em H, quando n → ∞. Então como I ′(un) = 0, ∀ n, segue que







‖un‖2 = 1 +
o(‖un‖2)
‖un‖2 ,
o que é uma contradição, pois lim
n→∞
o(‖un‖2)
‖un‖2 = 0. Portanto vale (i).
(ii) Dada (un) ⊂ H, uma sequência Palais-Smale no nível b 6= 0, segue que I(un) → b e
I ′(un) → 0, quando n → ∞. Suponha que para tal sequência lim inf
n→∞ ‖un‖ = 0. Então existe (vn) uma
subsequência de (un), tal que lim
n→∞ ‖vn‖ = 0, logo vn → 0 em H, e então pelo Lema 3.1, segue que
b = lim







Ou seja, uma contradição. Portanto lim inf
n→∞ ‖un‖ ≥ ρ0 > 0, para algum ρ0 > 0.
Lema 3.2. Sob as hipóteses (V1), (f1) e (f2) existe v ∈ H satisfazendo ‖v‖ > ρ0 e I(v) < 0.
Prova. Como o operador −∆ + V (x) é autoadjunto, pois é simétrico, o ínﬁmo de seu espectro
pode ser caracterizado como segue (cf. Apêndice B.6)
inf σ
(−∆ + V (x)) = inf
u∈H: ‖u‖2=1




〈·, ·〉 denota o produto interno de L2(RN ). Como por hipótese vale que inf σ(−∆ + V (x)) < a,
pela deﬁnição de ínﬁmo é possível encontrar u˜ ∈ H, tal que ||u˜||2 = 1 e ‖u˜‖ < a. Substituindo, se






= L < 0. (3.5)
De fato, se mostrarmos que vale (3.5), então dado ε > 0, com L + ε < 0, existe tε > 0, tal que t ≥ tε
implica que
∣∣∣∣I(tu˜)t2 − L
∣∣∣∣ < ε. Assim I(tu˜) < (ε + L)t2 < 0, logo v = tu˜, para algum t ≥ tε, garante o











Para isso vamos separar os casos em que u˜(x) > 0 e u˜(x) = 0. Como u˜ é deﬁnida q.t.p. em RN , podemos
supor, sem perda de generalidade, que u˜ está deﬁnida em todo RN . Desse modo, considere primeiro
x ∈ RN tal que u˜(x) > 0, dado ε > 0, assim como na prova do Lema 3.1, por (f2), se s > Aε, então
3.1 A Geometria do Passo da Montanha 42
∣∣∣∣f(s)− ass
∣∣∣∣ < ε, e como t→∞ podemos considerar t > Aε, e segue que
∣∣∣∣F (t)t2 − 12a










Agora, como a função s 7→ |f(s) − as| é contínua, assume máximo M˜ no compacto [0, Aε], e com isso,
obtemos que ∣∣∣∣F (t)t2 − 12a
∣∣∣∣ ≤ M˜Aεt2 + ε2t2 (t2 −A2ε) = 2M˜Aε − εA2ε2t2 + ε2 .
Assim, lim sup
t→+∞
∣∣∣∣F (t)t2 − 12a






















Agora dado x tal que u˜(x) = 0, segue que
F (tu˜(x))
t2
= F (0) = 0 =
1
2
a(u˜(x))2, ∀ t > 0. (3.9)








a(u˜(x))2, q.t.p. em RN . (3.10)
Por outro lado, por (f1) e (f2) existe uma constante C > 0, tal que
0 ≤
∣∣∣∣f(s)s
∣∣∣∣ ≤ C, para todo s ∈ R. (3.11)
De fato,
∣∣∣∣f(s)s
∣∣∣∣ < ε, quando 0 < s < δε, e ∣∣∣∣f(s)s
∣∣∣∣ < a+ ε, quando s > Aε, e pela continuidade da função
s 7→
∣∣∣∣f(s)s
∣∣∣∣, segue que ela assume máximo C˜ε > 0 no compacto [δε, Aε] e então ∣∣∣∣f(s)s
∣∣∣∣ ≤ C˜ε, quando
s ∈ [δε, Aε]. Logo, ∣∣∣∣f(s)s
∣∣∣∣ ≤ C = max{a+ ε, C˜ε},
sempre que s > 0 e como f(s) = 0, se s ≤ 0, então concluímos (3.11). Com isso, |f(s)| ≤ C|s|, ∀ s ∈ R,
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e portanto
0 ≤ |F (s)||s|2 ≤
C
2
, ∀ s ∈ R. (3.12)
Consequentemente, fazendo s = tu˜(x), q.t.p. em RN , obtemos que




(u˜(x))2, q.t.p. em RN . (3.13)
Agora, como (u˜(x))2 ∈ L1(RN ) e por (3.10) vale a convergência q.t.p. em RN , aplicando o Teorema da


































(‖u˜‖2 − a) < 0, (3.15)
com isso, obtemos (3.5) e fazendo v = tεu˜, segue o resultado. 


































Assim, podemos tomar ε > 0 suﬁcientemente pequeno, tal que
1− εC22
2
= 2ρ˜ > 0,







, então vale que
I(u) ≥ ρ2(2ρ˜− ρ˜) = ρ2ρ˜ = α > 0, ∀ u ∈ H, com ‖u‖ = ρ > 0,
o que mostra a primeira condição da geometria PM para I. Além disso, como o Lema 3.2 garante a
existência de v = tu˜, tal que I(v) < 0, e t pode ser tomado suﬁcientemente grande de modo que ‖v‖ > ρ,
segue a segunda condição da geometria PM para I. Portanto, concluímos que I possui a geometria PM.
Desse modo, deﬁnindo
Γ = {γ ∈ C([0, 1], H), γ(0) = 0 e I(γ(1)) < 0},
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que é chamado nível do Passo da Montanha para I.
Além disso, podemos ainda deﬁnir alternativamente
Γ˜ = {γ˜ ∈ C([0, 1], H), γ˜(0) = 0 e γ˜(1) = v}.






aﬁrmamos que c˜ = c. De fato, como I(γ˜(1)) = I(v) < 0, para todo γ˜ ∈ Γ˜, então Γ˜ ⊂ Γ. Dessa forma, pela
deﬁnição de ínﬁmo, segue que c ≤ c˜. Agora dado um caminho arbitrário γ˜ ∈ Γ˜, deﬁna e = 2v = 2tεu˜,
onde estamos usando a deﬁnição de v dada no Lema 3.2. Assim deﬁnindo γ como sendo o caminho
γ(t) =
{
γ˜(2t), se 0 ≤ t ≤ 1/2,
2tv, se 1/2 ≤ t ≤ 1,
segue que γ ∈ Γ, pois como 2tε > tε, pela prova do Lema 3.2, concluímos que I(γ(1)) = I(e) < 0. Observe






logo, aplicando o ínﬁmo sobre Γ, segue que c˜ ≤ c, e concluímos a igualdade.
Com isso, podemos considerar a deﬁnição alternativa para o nível do Passo da Montanha, dada
em (3.16). Além disso, como o funcional I tem a geometria PM, podemos aplicar o Princípio Variacional
de Ekeland (cf. Teorema 1.2), e então garantir a existência de uma sequência de Cerami para I no nível
c, isto é, uma sequência (un) ⊂ H, tal que
I(un)→ c e ‖I ′(un)‖H−1(1 + ‖un‖)→ 0, quando n→∞.
3.2 A Limitação da Sequência de Cerami
Nessa seção buscamos limitar a sequência de Cerami obtida na seção anterior. Para isso,
vamos supor por contradição que existe uma subsequência de (un), ainda denotada por (un), tal que
||un|| → +∞, quando n → ∞. Então, para tal subsequência, deﬁnimos wn = un||un||−1, para todo
n ∈ N, e chegaremos a uma contradição. Veja que (wn) é limitada e que, a menos de subsequência,
satisfaz exatamente uma das seguintes alternativas:
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w2n dx ≥ α > 0; (3.17)
(2) para qualquer r > 0
lim
n→∞ supy ∈ RN
∫
y+Br
w2n dx = 0. (3.18)
Onde Br = {x ∈ RN ; |x| ≤ r}.
Por meio dos Lemas 3.3, 3.4 e 3.5, vamos concluir que nenhum desses dois casos pode ocorrer, e
assim chegaremos a contradição desejada.
Lema 3.3. Sob as hipóteses (V1), (V2), (f1), (f2) e (f3) ou (f4), concluímos que (3.18) é impossível
para (wn).
Prova. Suponha por contradição que (wn) satisfaça (3.18). Por (V2), dado ε > 0 existe Rε > 0,
tal que |x| > Rε implica |V (x) − V (+∞)| < ε, e como V é contínua, a função x 7→ |V (x) − V (+∞)| é
contínua no compacto BRε = {x ∈ RN ; 0 ≤ |x| ≤ Rε}, então assume máximo M˜ > 0 nesse compacto,
logo se M = max{M˜, ε}, segue que
|V (x)− V (+∞)| ≤M, ∀ x ∈ RN .





























V (x)− V (+∞))w2n(x) dx
∣∣∣∣∣











= (M + 1)ε.




V (x)− V (+∞))w2n dx→ 0, quando n→∞. Portanto






|∇wn|2 + V (+∞)
)







V (x)− V (+∞))w2n dx








|∇wn|2 + V (+∞)
)












V (+∞) . (3.19)




























Desse modo, sob a hipótese (f3), combinando (3.19) e (3.20), chegamos uma contradição. De
fato, por (f3) obtemos δ > 0 tal que, para quase todo x ∈ RN , vale que
2F (un(x))
u2n(x)
≤ V (+∞)− δ.






















onde a última desigualdade segue de (3.19), assim chegamos a contradição esperada.
Agora, sob a hipótese (f4), considerando δ > 0 dado em (f4), deﬁnimos
Ωn =
{





V (+∞)− δ)} .













(V (+∞)− δ) 1
V (+∞) ,
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∣∣RN\Ωn∣∣ = +∞. (3.22)
Para mostrar isso, suponha por contradição que lim sup
n→+∞








Além disso, dada uma sequência (vn) ⊂ H satisfazendo (3.18) pelo Lema de Lions (cf. Apêndice B.8),
segue que vn → 0 fortemente em Lq(RN ), para qualquer q ∈ (2, 2∗). Com isso, tomando q ∈ (2, 2∗) e
usando a desigualdade de Hölder (cf. Apêndice B.3), com expoentes s =
q
2

























Assim, combinando (3.23) e (3.24), sob a hipótese de que lim sup
n→+∞




















em que χRN\Ωn denota a função característica do conjunto R







w2n dx = 0. (3.25)
O que contradiz (3.21), e assim (3.22) está provado.
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Além disso, observamos que como G(s) ≥ 0, ∀ s ∈ R e como por (f4) vale que G(un) ≥ δ,











G(un) dx = +∞. Mas, como (un) é sequência de Cerami, então segue que
∫
RN
G(un) dx = I(un)− 1
2
I ′(un)un → c,
quando n → ∞. O que novamente gera contradição. Portanto sob as hipóteses (f3) ou (f4), mostramos
que (3.18) é impossível para (wn), e o lema está provado. 
Como pelo Lema 3.3 mostramos que (3.18) é impossível para (wn), então necessariamente (wn)
satisfaz (3.17). Porém vamos mostrar que (3.17) também não pode ocorrer para (wn). Para isso, será
necessário separar os casos quando (yn) é limitado ou ilimitado. Os resultados são apresentados a seguir.
Lema 3.4. Sob as hipóteses (V1), (V2), (f1) e (f2) e supondo que (yn) seja limitada, concluímos
que (3.17) é impossível para (wn).
Prova. Como a sequência (wn) é limitada, a menos de subsequência, wn ⇀ w ∈ H. Vamos seguir
alguns passos para chegar ao resultado.
Passo 1. O limite fraco w é não negativo.
Supondo (3.17) e que (yn) seja limitado, aﬁrmamos que w 6= 0. De fato, pela limitação de (yn),
dado R > 0, existe R˜ > 0, tal que BR+yn ⊂ BR˜, ∀ n ∈ N, e como BR˜ é domínio limitado, pela
compacidade das imersões de Sobolev (cf. Apêndice B.1) obtemos que H1(BR˜) ↪→↪→ L2(BR˜). Assim,
como wn ⇀ w ∈ H1(BR˜), a menos de subsequência, segue que wn → w em L2(BR˜), e isso implica que











≥ α > 0.
Portanto w 6= 0. Além disso, como (un) é uma sequência de Cerami, então sabemos que
−∆un + V (x)un = f(un) + εn, em H−1(RN ), (3.26)
com εn → 0 em H−1(RN ), quando n → ∞. De fato, como ‖I ′(un)‖ → 0, quando n → ∞, então
∀ v ∈ H, segue que












∇un∇v + V (x)unv − f(un)v
)
dx
= I ′(un)v → 0,
quando n→∞, ou seja, εn → 0 em H−1(RN ). Portanto dividindo (3.26) por ‖un‖, observamos que




‖un‖ , em H
−1(RN ). (3.27)
Assim multiplicando (3.27) por w−n = max{−wn, 0} e integrando, obtemos que∫
RN
(
























quando n→∞. Portanto, por (3.28), concluímos que ||w−n || → 0, quando n→∞. Agora como wn ⇀ w
em H, a menos de subsequência, wn → w em L2loq(RN ), logo wn(x) → w(x), q.t.p. em RN , quando
n → ∞. E assim, como w−n → 0 em H, a menos de subsequência, w−n (x) → 0, q.t.p. em RN , quando
n→∞. Dessa forma, fazendo n→∞, obtemos que
wn(x) = w
+
n (x) + w
−
n (x)→ w+(x) + 0 = w(x), q.t.p. em RN ,
concluindo o Passo 1.
Passo 2. w é um autovetor de −∆ + V (x) associado ao autovalor a.
Para provar que −∆w+V (x)w = aw, vamos mostrar a formulação fraca do problema, para isso,









De fato, se mostrarmos (3.29), para todo ϕ ∈ C∞0 (RN ), dado v ∈ H, tomando uma sequência
(vn) ⊂ C∞0 (RN ), com vn → v em H, segue que vn → v em L2(RN ), e então vn ⇀ v em L2(RN ),
assim como (vn)xi ⇀ vxi , ∀ i = 1, ..., n em L2(RN ). Logo pela caracterização da convergência fraca,
lembrando que ∇w, V (x)w, w ∈ L2(RN ), concluímos que∫
RN
(






∇w∇v + V (x)wv
)
dx,









quando n→∞. Assim, obtemos que∫
RN
(





wv dx, ∀ v ∈ H,
e veriﬁcamos a formulação fraca do problema concluindo que w é autovetor de −∆+V (x) associado ao au-
tovalor a. Sendo assim, vamos mostrar (3.29). Dado ϕ ∈ C∞0 (RN ), arbitrariamente ﬁxado, multiplicando































De fato, dado Ω ⊂⊂ RN com suppϕ ⊂ Ω, a menos de subsequência, segue pela compacidade
das imersões de Sobolev (cf. Apêndice B.1) que wn ⇀ w e ∇wn ⇀ ∇w em L2(Ω). Como
∇ϕ, V (x)ϕ, ϕ ∈ L2(Ω), novamente pela caracterização da convergência fraca, segue que as sequências
de integrais convergem, concluindo (3.32).








Pois se mostrarmos (3.33), combinando (3.30)-(3.33), obtemos (3.29) e concluímos o Passo 2. Para provar
(3.33) primeiramente vamos mostrar que
f(un)
un
wnϕ→ awϕ, q.t.p em RN . (3.34)
Para isso, vamos supor, sem perda de generalidade, que w(x) está deﬁnido, para todo x ∈ RN e distinguir





e como wn(x)→ w(x) = 0, obtemos que
f(un(x))
un(x)
wn(x)ϕ(x)→ 0 = aw(x)ϕ(x).
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Também, dado x ∈ RN tal que w(x) 6= 0, necessariamente un(x) → +∞, pois como wn(x) = un(x)‖un‖ e
supomos que ‖un‖ → +∞, daí se (un(x)) fosse limitada, teríamos wn(x)→ 0 6= w(x), uma contradição.
Logo un(x)→ +∞, quando n→∞, e por (f2), segue que f(un(x))
un(x)
→ a. Assim, já que wn(x)→ w(x),
q.t.p. em RN , segue que
f(un(x))
un(x)
wn(x)ϕ(x)→ aw(x)ϕ(x), q.t.p. em RN ,
quando n→∞, o que prova (3.34).
Por ﬁm, como Ω é um domínio limitado, novamente pela compacidade das imersões de Sobolev
(cf. Apêndice B.1), segue que H1(Ω) ↪→↪→ L1(Ω), o que implica, a menos de subsequência, que wn → w
em L1(Ω). Além disso, pelo Teorema de Vainberg (cf. Apêndice B.9), existe h ∈ L1(Ω), tal que
|wn(x)| ≤ h(x), q.t.p. em Ω,
e usando novamente (3.11), para todo n ∈ N, segue que∣∣∣∣f(un)un wnϕ
∣∣∣∣ ≤ C|wn||ϕ| ≤ C|ϕ|h, q.t.p. em Ω. (3.35)
Agora usando (3.34) e (3.35) e aplicando o Teorema da Convergência Dominada de Lebesgue
















ou seja, obtemos (3.31), o que ﬁnaliza o Passo 2.
Passo 3. Como por hipótese, a > inf σ
(−∆+V (x)), o operador −∆+V (x) não possui autovetores
não negativos associados ao autovalor a.
Suponha por contradição que exista u ∈ H não negativo e que satisfaça
−∆u+ V (x)u = au, em RN .
Primeiramente, ﬁxando uma constante A > 0, tal que
inf σ
(−∆ + V (x)) < A < a,
pela caracterização do ínﬁmo do espectro de um operador autoadjunto (cf. Apêndice B.6), segue que
inf σ









Além disso, como C∞0 (RN ) é denso em H, consideramos v ∈ C∞0 (RN ).
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Agora, tomando R > 0, tal que supp v ⊂ BR, e considerando o problema de Dirichlet para




< A < a. (3.36)
Por outro lado, como l = inf
(








é um autovalor de −∆ + V (x) associado a um autovetor vR e, pela caracterização acima, segue que
vR ≥ 0, ou vR ≤ 0 em BR. Com isso, pelo Princípio do Máximo Forte (cf. Apêndice B.10), concluímos
















pois vR > 0 em BR, e vR = 0 em ∂BR. Então, usando integração por partes, duas vezes, obtemos que
l〈u, vR〉BR =
〈











































(−∆ + V (x))u, vR
〉
BR
= a〈u, vR〉BR , (3.37)
em que 〈·, ·〉BR denota o produto interno de L2(BR). Mas como u ≥ 0 e vR > 0, observamos que
〈u, vR〉BR > 0, e por (3.37) concluímos que l ≥ a, o que contradiz (3.36), e completa o Passo 3.
Por ﬁm, combinando os Passos 1, 2 e 3, chegamos novamente a uma contradição, pois mostramos
no Passo 1 que w ≤ 0, no Passo 2 que w é autovetor de −∆+V (x) associado ao autovalor a, e no Passo 3
que −∆ + V (x) não possui autovetores não negativos associados ao autovalor a. Portanto a contradição
vem da suposição inicial de que (wn) satisfaz (3.17). Com isso, vemos que (3.17) é impossível para (wn)
e o lema está provado. 
Lema 3.5. Sob as hipóteses (V1), (V2), (f1) e (f2), e supondo que, a menos de subsequência,
|yn| → +∞, quando n→∞, concluímos que (3.17) é impossível para (wn).
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Prova. Deﬁnindo u˜n(x) = un(x+ yn) e w˜n(x) = wn(x+ yn), por (3.27), segue que





com ε˜n → 0 em H−1(RN ), quando n→∞. De fato,
ε˜n





















e se v ∈ H, então vn(x) = v(x + yn) ∈ H e ‖vn‖ = ‖v‖. Além disso, como (w˜n) é limitada, pois
(wn) é limitada, então, a menos de subsequência, w˜n ⇀ w˜ fracamente em H e supondo novamente por









w2n dx ≥ α > 0.
Assim, fazendo n→∞, como w˜n ⇀ w˜ em H, então w˜n ⇀ w˜ em H1(Br) e como Br é domínio limitado,
pela compacidade das imersões de Sobolev (cf. Apêndice B.1), segue que H1(Br) ↪→↪→ L2(Br). Logo, a
menos de subsequência, w˜n → w˜ em L2(Br), o que implica em








= ‖w˜‖2L2(Br) ≤ ‖w˜‖2L2(RN ),
logo concluímos que w˜ 6= 0.
Também, analogamente ao Lema 3.4 vamos mostrar que w˜ satisfaz
−∆w˜n + V (+∞)w˜ = aw˜, (3.39)
e como −∆ não possui autovetor no RN , com isso, chegaremos a uma contradição. Novamente, para










Então ﬁxado ϕ ∈ C∞0 (RN ) dado arbitrariamente, multiplicando (3.38) por ϕ e integrando, obtemos que∫
RN
(
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De fato, novamente considerando Ω ⊂⊂ RN tal que suppϕ ⊂ Ω, segue por (V2) que V (x+yn)→ V (+∞),
uniformemente em Ω. Com efeito, dado ε > 0, ∀ x ∈ Ω existe nε ∈ N, tal que
|x+ yn| ≥ |yn| − |x| > A > 0, ∀ n ≥ nε,
pois |yn| → +∞, quando n→∞, assim, pela deﬁnição de limite,
∣∣V (x+ yn)−V (+∞)∣∣ < ε, sempre que






V (x+ yn)− V (+∞)
)
w˜nϕdx




w˜nϕdx ≤ ε‖ϕ‖∞ → 0, quando ε→ 0+.
Ou seja, vale que ∫
Ω
(
V (x+ yn)− V (+∞)
)
w˜nϕdx→ 0, quando n→∞.






























pois como w˜n ⇀ w˜ em L2(Ω), a penúltima igualdade segue da caracterização da convergência fraca em
L2(Ω).








Para isso, vamos proceder como no Lema 3.4 Primeiramente vamos mostrar que
f(u˜n)
u˜n
w˜nϕ→ aw˜ϕ, q.t.p em RN . (3.43)
Supondo, sem perda de generalidade, que w˜(x) está deﬁnido ∀ x ∈ RN , vamos distinguir os casos em
3.3 Um Ponto Crítico Não-Trivial 55




e como w˜n(x)→ w˜(x) = 0, obtemos que
f(u˜n(x))
u˜n(x)
w˜n(x)ϕ→ 0 = aw˜(x)ϕ.
Também, considerando x ∈ RN tal que w˜(x) 6= 0, necessariamente u˜n(x) → +∞, quando n → ∞,
pois como w˜n(x) =
u˜n(x)
‖u˜n‖ e supomos que ‖u˜n‖ → +∞, quando n → ∞, daí se (u˜n(x)) fosse limitada,








w˜n(x)ϕ(x)→ aw˜(x)ϕ(x), q.t.p. em RN ,
o que prova (3.42). Agora, como Ω é um domínio limitado, novamente pela compacidade das imersões de
Sobolev (cf. Apêndice B.1), vale que H1(Ω) ↪→↪→ L1(Ω), o que implica, a menos de subsequência, que
w˜n → w˜ em L1(Ω). Além disso, pelo Teorema de Vainberg (cf. Apêndice B.9), existe h˜ ∈ L1(Ω), tal que
|w˜n(x)| ≤ h˜(x), q.t.p. em Ω,
e usando novamente (3.11), para todo n ∈ N, segue que∣∣∣∣f(u˜n)u˜n w˜nϕ
∣∣∣∣ ≤ C|w˜n||ϕ| ≤ C|ϕ|h˜, q.t.p. em Ω. (3.44)
Assim, por (3.43) e (3.44), e aplicando novamente o Teorema da Convergência Dominada de Lebesgue
















o que prova (3.42). Passando o limite em (3.41), obtemos (3.40), o que conclui a prova do lema. 
Assim, mostramos que (wn) não satisfaz (3.17) nem (3.18), o que é uma contradição. Portanto,
não existe subsequência de (un) que seja ilimitada. Ou seja, (un) é uma sequência de Cerami limitada
para I, no nível PM.
3.3 Um Ponto Crítico Não-Trivial
O objetivo dessa seção é provar que, a menos de subsequência, a sequência de Cerami (un),
que obtivemos e mostramos ser limitada, converge fracamente para um ponto crítico não trivial de I.
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Primeiramente, considere o problema associado ao inﬁnito, isto é, o problema autônomo dado por
−∆u+ V (+∞)u = f(u), em RN . (3.45)
Note que esse é um caso particular do problema apresentado em (3). Vamos fazer uso de alguns
resultados do Capítulo 2, para estudá-lo.













em que F (u) =
∫ u
0
f(s) ds. Uma vez que qualquer solução para (3.45) é não negativa, já que f(s) = 0,
para s ≤ 0, podemos considerá-la como uma solução para o problema dado em (3) em que
h(s) =
{ − V (+∞)s+ f(s), para s ≥ 0,
− h(−s), para s < 0.
(3.46)
De fato, note que h satisfaz as hipóteses (h0)-(h2) apresentadas no Capítulo 2, pois vale que:
• como f é contínua, então h é contínua, e por construção h é ímpar, satisfazendo (h0);







−V (+∞) + f(|s|)|s|
)
= −V (+∞) < 0, satisfazendo
(h1);












(h2) para N ≥ 3;
• fazendo ε = α = p > 0, concluímos por (3.2) que
|h(s)| ≤ (1 + V (+∞)) (s+ f(s))
≤ C
[










satisfazendo (h2) para N = 2.
Portanto se pela Proposição 2.1 (i), obtivermos uma solução com energia mínima para o problema apre-
sentado em (3), com h dada por (3.46), essa será também uma solução com energia mínima para o
problema em (3.45), e a recíproca é verdadeira.
Diante das considerações feitas acima, o resultado seguinte garante que, sob as hipóteses
do Teorema 3.1 ou do Teorema 3.2, existe um ponto crítico não trivial para I que é o limite fraco da
sequência de Cerami com a qual estamos trabalhando.
Lema 3.6. Sob as hipóteses (V1), (V2), (f1) e (f2), dada (un) ⊂ H uma sequência limitada (PS)c
para I, a menos de subsequência, vale que un ⇀ u > 0 e I
′(u) = 0, desde que ocorra uma das condições
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abaixo:
(i) (f3) é satisfeita;
(ii) (f4) é satisfeita e
V (x) ≤ V (+∞), ∀ x ∈ RN e V (x) 6≡ V (+∞). (3.47)
Prova. Como (un) é limitada em H, a menos de subsequência, un ⇀ u em H. Primeiramente
vamos mostrar que I ′(u) = 0. Como C∞0 (RN ) é denso em H, para obter que I ′(u) = 0, como vimos




produto interno em H associado a norma escolhida, obtemos que
I ′(un)ϕ− I ′(u)ϕ =
(










quando n → ∞, pois como un ⇀ u fracamente em H, então pela compacidade das imersões de Sobolev
(cf. Apêndice B.1), a menos de subsequência, segue que un → u, fortemente em Lqloc(RN ), para
q ∈ [2, 2∗), e assim un(x) → u(x), q.t.p. em RN , quando n → ∞. Logo, como f é contínua em RN ,
obtemos que f(un(x)) → f(u(x)), q.t.p. em RN , quando n → ∞. Além disso, dado Ω ⊂⊂ RN tal que
suppϕ ⊂ Ω, obtemos também, pelo Teorema de Vainberg (cf. Apêndice B.9), uma função h ∈ L1(Ω) tal










ϕ→ 0, q.t.p. em RN , então pelo Teorema da Convergência Dominada de Lebesgue












quando n→∞. E lembrando também que I ′(un)→ 0, quando n→∞, obtemos que
I ′(u)ϕ = −
[(











+ I ′(un)ϕ→ 0,
quando n→∞, assim segue que I ′(u)ϕ = 0, ∀ ϕ ∈ C∞0 (RN ), e portanto I ′(u) = 0.
Por ﬁm, para obter o resultado, resta mostrar que u 6= 0. Procurando obter uma contradição,
supomos que u = 0. Nesse caso, aﬁrmamos que (un) é também uma sequência (PS)c para I˜. De fato,





V (+∞)− V (x))u2n dx→ 0,
pois V (x)→ V (+∞), quando |x| → +∞. Então dado ε > 0, existe Rε > 0, tal que
∣∣V (x)−V (+∞)∣∣ < ε,
quando |x| > Rε, assim como s 7→ |V (+∞) − V (x)| é função contínua, assume máximo Mε > 0 em
BRε . Também, como (un) é limitada em H, é limitada em L
2(RN ), ou seja, ‖un‖22 ≤ C2, para alguma
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constante C > 0, assim concluímos que
∣∣I˜(un)− I(un)∣∣ ≤Mε‖un‖2L2(BRε ) + ε‖un‖2L2(RN\BRε ) ≤Mε‖un‖2L2(BRε ) + εC2,
e como un → 0 em L2loc(RN ), quando n → ∞, então lim sup
n→∞
∣∣I˜(un) − I(un)∣∣ ≤ εC2, e fazendo ε → 0+,
segue que




V (+∞)− V (x))u2n dx→ c+ 0 = c,
quando n→∞. De forma análoga, observamos que
sup
‖v‖≤1















≤ Mε‖un‖2L2(BRε ) sup‖v‖≤1
‖v‖2L2(RN ) + Cε sup‖v‖≤1
‖v‖2L2(RN )
≤ Mε‖un‖2L2(BRε ) + Cε→ 0,
quando n→∞, e ε→ 0+, logo (un) é sequência (PS)c para I˜.





u2n dx ≥ α > 0. (3.48)
De fato, por (3.2) para qualquer u ∈ H, vale que∫
RN
|f(u)u| dx ≤ ε‖u‖22 + Cε‖u‖pp
≤ εC2 + Cε‖u‖pp (3.49)





w2n dx = 0, (3.50)
e dessa forma, pelo Lema de Lions (cf. Apêndice B.8), segue que (un)→ 0 em Lq(RN ), para q ∈ (2, 2∗),
quando n→∞, e portanto por (3.49)∣∣∣∣∫
RN
f(un)un dx
∣∣∣∣ ≤ εC2 + Cε‖un‖pp → εC2,
quando n→∞, e fazendo ε→ 0+, concluímos que∫
RN
f(un)un dx→ 0, quando n→∞. (3.51)
Por outro lado, I ′(un)un → 0, quando n→∞, pois ‖un‖ ≤ C, ∀ n ∈ N e ‖I ′(un)‖ → 0, quando n→∞,




f(un)un dx→ 0, quando n→∞.
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Então assumindo que (un) satisfaça (3.50), concluímos que ‖un‖ = I ′(un)un +
∫
RN
f(un)un dx → 0,
quando n → ∞, o que contradiz o Corolário 3.1 (ii), que aﬁrma que lim inf
n→∞ ‖un‖ ≥ ρ0 > 0, para algum
ρ0 > 0 . Portanto (un) é uma sequência que satisfaz (3.48).
Agora deﬁnindo u˜n(x) = un(x+ yn), como (un) é uma sequência (PS)c para I˜, então o mesmo
















































Mais ainda, como (un) é limitada emH, então (u˜n) também é limitada emH, pois ‖u˜n‖ = ‖un‖, ∀ n ∈ N.



















≤ (V (+∞) + 1)〈u˜n − u˜, ϕ〉H1 + ∣∣∣∣∫RN (f(u˜n)− f(u˜))ϕdx
∣∣∣∣→ 0,
quando n → ∞, já que 〈·, ·〉
H1
representa o produto interno usual de H1(RN ) e como u˜n ⇀ u˜ em H,
vale que u˜n ⇀ u˜ em H1(RN ) com a norma usual,isto é,
〈
u˜n − u˜, ϕ
〉
H1
→ 0, quando n → ∞. E pelo







∣∣∣∣ → 0, quando n → ∞.
Assim, como I˜ ′(un)ϕ→ 0, quando n→∞, concluímos que I˜ ′(u˜)ϕ = 0, ∀ ϕ ∈ C∞0 (RN ), implicando que





u˜2n dx ≥ α > 0,
e pela convergência fraca, e a compacidade das imersões de Sobolev em domínios limitados (cf. Apêndice
B.1), a menos de subsequência, segue que u˜n → u˜ em L2loc(RN ), o que implica em
‖u˜‖2 ≥ ‖u˜‖2L2(Br) = limn→∞
∫
Br
u˜2n dx ≥ α > 0,
ou seja, u˜ 6= 0. Com isso, concluímos que I˜ tem um ponto crítico não trivial no nível c.













< 0, ∀ s > 0,
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então pela Proposição 2.1 (ii), o problema dado em (3) não possui solução não trivial. Entretanto, como














F (u) dx = I˜(u),
e como concluímos que o problema em (3) não possui solução não trivial, então I˜ não possui pontos
críticos não triviais, o que gera contradição com u˜ 6= 0.
Por outro lado, se ocorre (ii), então G(s) ≥ 0, para todo s ∈ R, e pelo Lema de Fatou











































Pois como u˜n → u˜ em Lqloc(RN ), para q ∈ (2, 2∗), então u˜n(x) → u˜(x), q.t.p. em RN , quando n → ∞,
e como G é contínua, então G(u˜n(x))→ G(u˜(x)), q.t.p. em RN , quando n→∞, ou seja,
lim inf
n→∞ G(u˜n(x)) = G(u˜(x)), q.t.p. em R
N .
Também como I˜ ′(u˜) = 0, segue que I˜ ′(u˜)u˜ = 0, desse modo por (3.52), concluímos que I˜(u˜) ≤ c. Além
disso, u˜ 6= 0 é um ponto crítico de I˜, e assim, pela Proposição 2.1 (ii), existe s0 > 0, com H(s0) > 0.
Portanto, procedendo para u˜− como procedemos para w−, no Passo 1 da prova do Lema 3.4, concluímos
que u˜ ≥ 0, e pelo Princípio do Máximo Forte (cf. Apêndice B.10), segue que u˜ > 0 em RN . Assim, pela
Proposição 2.2, existe um caminho γ(t) ∈ C([0, 1], H) tal que γ(t, x) > 0, ∀ x ∈ RN , ∀ t ∈ (0, 1],




Agora, como estamos sob a hipótese em (3.47), segue que






I˜(γ(t)) = I˜(u˜) ≤ c.
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Ou seja, uma contradição. A contradição vem de supormos que u = 0, portanto, concluímos que u 6= 0.
Por ﬁm procedendo para u−, como procedemos para w− no Passo 1 do Lema 3.4, concluímos que u é não
negativo, e pelo Princípio do Máximo Forte (cf. Apêndice B.10), segue que u > 0, completando a prova
do lema. 
Prova dos Teoremas 3.1 e 3.2. Em primeiro lugar, relembramos que uma sequência de Cerami
no nível c para I, é também uma sequência (PS)c para I. Além disso, exceto quando V (x) ≡ V (+∞),
observamos também que o Lema 3.6 está nas hipóteses do Teorema 3.1 quando ocorre (i), e do Teorema
3.2 quando ocorre (ii). Desse modo, como foi feito nas seções anteriores, sob tais hipóteses obtemos uma
sequência de Cerami limitada para I no nível c, que por sua vez é também uma sequência (PS)c para I
e portanto aplicando o Lema 3.6, garantimos a existência de um ponto crítico não trivial para I no nível
c, que é uma solução positiva para o problema dado em (1), o que conclui os resultados dos Teoremas 3.1
e 3.2, exceto quando V (x) ≡ V (+∞).
Então considerando a partir de agora V (x) ≡ V (+∞), note que I = I˜, vale que
σ
(−∆ + V (+∞)) = [V (+∞),+∞),
e por (f2), segue que a > V (+∞). Portanto quando ε > 0 é suﬁcientemente pequeno, existe s > 0, tal
que














a− V (+∞))− εs2
> 0. (3.53)









e assim existe Aε > 0, tal que s > Aε implica que
∣∣∣∣F (s)s2 − 12a









a− V (+∞)) > ε,
vale que H(s0) > 0. Assim, pela Proposição 2.1 (i), obtemos um ponto crítico não trivial para I˜ = I, que
é uma solução positiva para o problema dado em (3.45), que nesse caso coincide com o problema dado
em (1). Com isso, estão provados os Teoremas 3.1 e 3.2. 
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3.4 Uma Solução de Energia Mínima
Nessa última seção, almejamos apenas encontrar uma solução de energia mínima para o problema
dado em (1), sob as hipóteses do Teorema 3.2. Para isso, vamos utilizar o fato provado pelas seções an-
teriores, de que I possui um ponto crítico não trivial.
Teorema 3.3. Sob as hipóteses do Teorema 3.2, o problema dado em (1) tem uma solução com
energia mínima. Mais precisamente, existe uma solução v ∈ H, tal que I(v) = m, onde
m = inf{I(u) ; u ∈ H \ {0}, I ′(u) = 0}.
Prova. Em primeiro lugar, aﬁrmamos que m está bem deﬁnido e satisfaz
0 ≤ m ≤ c,
onde c é o nível PM para I. De fato, por (f4) (i), para qualquer ponto crítico u de I, vale que












G(u) dx ≥ 0,
pois como G(s) ≥ 0, ∀ s ∈ RN , então G(u(x)) ≥ 0, q.t.p. em RN , e portanto
∫
RN
G(u) dx ≥ 0, logo
I(u) ≥ 0, e pela deﬁnição de m, concluímos que m ≥ 0. Por outro lado, no Lema 3.6, obtemos um ponto
crítico não trivial u de I, como um limite fraco de uma sequência limitada (un), (PS)c para I. Portanto,



























Então I(u) ≤ c, e pela deﬁnição de m, segue que m ∈ [0, c]. Por ﬁm, seja (vn) uma sequência
de pontos críticos não triviais de I satisfazendo I(vn) → m ∈ [0, c], quando n → ∞, pelo
Corolário 3.1 (i), vale que lim inf
n→+∞ ||vn|| ≥ ρ0 > 0. Agora, procedendo para (vn) assim como procedemos
com (un) nas seções anteriores, concluímos que (vn) é limitada, converge fracamente para v 6= 0, e v é um
ponto crítico não trivial de I. Assim, pela deﬁnição de m, segue que I(v) ≥ m. Por outro lado, usando
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outra vez (f4) (i) e o Lema de Fatou (cf. Apêndice B.11), observamos que



























Assim I(v) = m, mostrando que v é uma solução com energia mínima para o problema dado em (1). 
Apêndice
A
Diferenciabilidade dos Funcionais J e I
O objetivo desse apêndice é garantir a diferenciabilidade dos funcionais J e I, deﬁnidos respecti-
vamente em (2.1) e (3.1). Para tanto, vamos deﬁnir e provar a diferencialidade de funcionais auxiliares,















|∇u|2 + V (x)u2
)
dx, (A.2)




F (u) dx, (A.3)
com F (s) =
∫ s
0
f(t) dt e f(s) ∈ C(R+,R), satisfazendo (f1)-(f2), como no Capítulo 3.
Vamos precisar de algumas deﬁnições.
Deﬁnição A.1. Dado um espaço de Banach X e um funcional φ : X → R, dizemos que φ possui
Derivada de Fréchet no ponto u ∈ X quando existe um funcional linear T ∈ X ′, tal que
lim
‖v‖→0
φ(u+ v)− φ(u)− Tv
‖v‖ = 0. (A.4)
Quando existe, T é dita a Derivada de Fréchet de φ no ponto u ∈ X, e é o único funcional linear que
satisfaz (A.4). Vamos denotar a Derivada de Fréchet por φ′(u).
Deﬁnição A.2. Se A é um subconjunto aberto de X, dizemos que um funcional φ : X → R é de
classe C1 em A, ou que φ ∈ C1(A,R), quando existe a Derivada de Fréchet de φ, para todo ponto u ∈ A,
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e aplicação φ′ : A→ X ′ é contínua.
Deﬁnição A.3. Dado um espaço de Banach X e um funcional φ : X → R, dizemos que φ possui
Derivada de Gateaux no ponto u ∈ X quando existe um funcional linear T0, tal que
lim
t→0
φ(u+ tv)− φ(u)− T0v
t
= 0, ∀ v ∈ X. (A.5)
Quando existe, T0 é dita a Derivada de Gateaux de φ no ponto u ∈ X, e é o único funcional linear que
satisfaz (A.5). Vamos denotar a Derivada de Gateaux por Dφ(u).
De acordo com o Lema de Schwartz (cf. [21]), um funcional φ : X → R é de classe C1 se, e
somente se, satisfaz:
(i) Para todo u ∈ X a Derivada de Gateaux Dφ(u) : X → R existe, e é um operador linear
limitado;
(ii) O operador diferencial Dφ : X → X ′ é contínuo.
E nesse caso a Derivada de Gateaux de φ coincide com a Derivada de Fréchet de φ.
Vamos usar tal equivalência para mostrar que os funcionais auxiliares deﬁnidos em (A.1), (A.2)
e (A.3) são de classe C1.
Proposição A.1. O funcional Υ : H1(RN ) → R, deﬁnido em (A.1) pertence a C1(H1(RN ),R), e




h(u)v dx, ∀ v ∈ H1(RN ).
Prova. Para mostrar a diferenciabilidade de Υ, como já mencionamos, vamos usar a equivalência
do Lema de Schwartz. A ﬁm de encontrar a Derivada de Gateaux, dados x ∈ RN e t ∈ [0, 1], deﬁna





































= h(u(x))v(x), q.t.p. em RN .
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= ν(x), q.t.p. em RN .
Além disso, como u, v ∈ H1(RN ), usando a desigualdade de Hölder e a continuidade das imersões de
Sobolev (cf. Apêndices B.3 e B.1), obtemos que H1(RN ) ↪→ Lq(RN ), com q ∈ [2, 2∗], e com isso, segue
que∫
RN



























‖u‖‖v‖+ ‖u‖2 + ‖u‖2∗−1‖v‖+ ‖v‖2∗
]
< +∞.




















O que garante a existência da Derivada de Gateaux de Υ.



















Portanto a aplicação Derivada de Gateaux DΥ(u) : H1(RN ) → R é linear e limitada, para todo
u ∈ H1(RN ).
Agora considere uma sequência arbitrária (un) ⊂ H1(RN ), tal que un → u em H1(RN ),
quando n → ∞. Vamos mostrar que DΥ(un) → DΥ(u), quando n → ∞, e assim concluir
que o operador DΥ : H1(RN ) → H−1(RN ) é contínuo. Primeiramente, como a imersão
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H1(RN ) ↪→ L2(RN ) ∩L2∗(RN ) é contínua, e un → u em H1(RN ), então un → u em L2(RN ) ∩L2∗(RN ).
Além disso, se (2∗)′ é o expoente conjugado de 2∗, segue que





com isso, para todo u ∈ L2(RN ) ∩ L2∗(RN ) vale que h(u) ∈ L2(RN ) + L(2∗)′(RN ), e uma vez que
un → u em L2(RN ) ∩ L2∗(RN ) por Willem [26] (cf. Teorema A.4), segue que
h(un)→ h(u), em L2(RN ) + L(2∗)′(RN ).
E como por deﬁnição segue que
‖h(u)‖2∨(2∗)′ = inf
{
‖h1‖2 + ‖h2‖(2∗)′ : h1 ∈ L2(RN ), h2 ∈ L(2
∗)′(RN ), h(u) = h1 + h2
}
,
tomando v ∈ H1(RN ), pelas imersões de Sobolev, vale que v ∈ L2(RN )∩L2∗(RN ), então concluímos que
‖v‖2∨2∗ = ‖v‖2 + ‖v‖2∗ .
Assim dados hn1 , h1 ∈ L2(RN ), e hn2 , h2 ∈ L2
∗
(RN ) tais que h(un) = hn1 + hn2 e h(u) = h1 + h2,
aplicando a desigualdade de Hölder, segue que






|(hn1 − h1) + (hn2 − h2)||v| dx
≤ ‖hn1 − h1‖2‖v‖2 + ‖(hn2 − h2‖(2∗)′‖v‖2∗
≤
(
‖hn1 − h1‖2 + ‖(hn2 − h2‖(2∗)′
)
‖v‖2∨2∗ .
E utilizando mais uma vez as imersões de Sobolev, obtemos que
∣∣DΥ(un)v −DΥ(u)v∣∣ ≤ inf {‖hn1 − h1‖2 + ‖(hn2 − h2‖(2∗)′} ‖v‖2∨2∗







≤ C˜‖h(un)− h(u)‖2∨(2∗)′ → 0,
quando n→∞. O que mostra a continuidade do operador DΥ, e a igualdade DΥ = Υ′, para N ≥ 3.
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= ν(x), q.t.p. em R2.
Dados u, v ∈ H1(R2), existe C > 0, tal que ‖u‖H1 , ‖v‖H1 ≤ C, assim escolhendo α > 0 adequadamente, e
usando (2.10), além da desigualdade de Hölder, e da continuidade das imersões de Sobolev H1(R2) ↪→
Lq(R2), com q ∈ [2,+∞), concluímos que∫
R2
































































































































































‖u‖‖v‖+ ‖u‖2 + (‖u‖8‖v‖2 + ‖v‖10)1/2 + ‖u‖4‖v‖+ ‖v‖5]
+ C˜
[[‖u‖16‖v‖4 + ‖v‖20]1/2 + ‖u‖8‖v‖2 + ‖v‖10]1/2
< +∞.
69



















O que garante a existência da derivada de Gateaux para Υ. Além disso, dados u, v ∈ H1(RN ), novamente
considerando C > 0 tal que ‖u‖H1 ≤ C, para α = σ0
2C2
> 0, concluímos ao usar (2.10), a desigualdade




























‖u‖2‖v‖2 + C ′α‖(e2αu
2 − 1)‖1/21 ‖u‖410‖v‖10 + C ′α‖u‖45‖v‖5
≤ L
2






Portanto a aplicação Derivada de Gateaux DΥ(u) : H1(R2) → R é linear e limitada, para todo
u ∈ H1(R2).
Agora considere uma sequência arbitrária (un) ⊂ H1(R2), tal que un → u em H1(R2),
quando n → ∞. Note primeiro que como a imersão H1(R2) ↪→ L2(R2) ∩ L5(R2) é contínua, e como
un → u em H1(R2), então un → u em L2(R2)∩L5(R2). Além disso, como (un) é convergente, é limitada









































≤ 25M˜1/2‖un‖510 + 25‖un‖55
< +∞.
Logo, como (5)′ =
5
4


























Desse modo, como un ∈ L2(R2) ∩ L5(R2) vale que h(un) ∈ L2(R2) + L(5)′(R2), e uma vez que un → u
em L2(R2) ∩ L5(R2) por Willem [26] (cf. Teorema A.4), segue que
h(un)→ h(u), em L2(R2) + L(5)′(R2).
Mais ainda, como por deﬁnição vale que
‖h(u)‖2∨(5)′ = inf
{
‖h1‖2 + ‖h2‖(5)′ : h1 ∈ L2(R2), h2 ∈ L(5)
′
(R2), h(u) = h1 + h2
}
,
tomando v ∈ H1(R2) pelas imersões de Sobolev, segue que v ∈ L2(R2) ∩ L5(R2), logo segue que
‖v‖2∨5 = ‖v‖2 + ‖v‖5.
Assim dados hn1 , h1 ∈ L2(R2), e hn2 , h2 ∈ L5(R2) tais que h(un) = hn1 +hn2 e h(u) = h1 +h2, aplicando
a desigualdade de Hölder, segue que






|(hn1 − h1) + (hn2 − h2)||v| dx
≤ ‖hn1 − h1‖2‖v‖2 + ‖(hn2 − h2‖(5)′‖v‖5
≤
(
‖hn1 − h1‖2 + ‖(hn2 − h2‖(5)′
)
‖v‖2∨5.
E utilizando mais uma vez as imersões de Sobolev, obtemos que
∣∣DΥ(un)v −DΥ(u)v∣∣ ≤ inf{‖hn1 − h1‖2 + ‖(hn2 − h2‖(5)′}‖v‖2∨5
= ‖(hn1 − h1) + (hn2 − h2)‖2∨(5)′
(‖v‖2 + ‖v‖5)
≤ C˜‖h(un)− h(u)‖2∨(5)′‖v‖.
Dessa forma, concluímos que
∥∥DΥ(un)−DΥ(u)∥∥H−1 = sup‖v‖≤1 ∣∣DΥ(un)v −DΥ(u)v∣∣
≤ C˜‖h(un)− h(u)‖2∨(5)′ → 0,
quando n→∞. O que mostra a continuidade do operador DΥ, e a igualdade DΥ = Υ′, para N = 2.
Portanto, mostramos as condições (i) e (ii) do Lema de Schwartz para N ≥ 2, logo provamos que
Υ é de classe C1. 
Proposição A.2. O funcional Φ : H1(RN ) → R, deﬁnido em (A.2) pertence a C1(H1(RN ),R), e





∇u∇v + V (x)uv
)
dx, ∀ v ∈ H1(RN ).
Prova. Para mostrar que Φ é de classe C1, vamos novamente usar o Lema de Schwartz. A ﬁm
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∇u∇v + V (x)uv
)
dx.
Assim, dados u, v ∈ H1(RN ), segue que




representa o produto interno associado a norma ‖ · ‖, adotada em H, que como vimos
no Capítulo 3, é equivalente a norma usual de H1(RN ). Assim segue que a aplicação Derivada de
Gateaux DΦ(u) : H1(RN ) → R é linear e limitada, para todo u ∈ H1(RN ). O que conclui (i) do Lema
de Schwartz.
Agora para (ii) considere uma sequência arbitrária (un) ⊂ H1(RN ), tal que un → u em
H1(RN ), quando n→∞. Observe que





∇(un − u)∇v dx+
∫
RN








= ‖un − u‖ → 0,
quando n → ∞. Com isso, mostramos que DΦ(un) → DΦ(u), quando n → ∞, e concluímos que
o operador DΦ = Φ′ : H1(RN ) → H−1(RN ) é contínuo. Portanto, mostramos (ii), e pelo Lema de
Schwartz segue que Φ é de classe C1. 
Observe que pela Proposição A.2 obtemos que Φ é de classe C1, assim, em particular o funcional











∇u∇v dx, ∀ v ∈ H1(RN ).
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Mais ainda, como o funcional J deﬁnido em (2.1) é tal que
J(u) = Λ(u)−Υ(u), ∀ u ∈ H1(RN ),
então pela Proposição A.1, concluímos que J é a diferença de dois funcionais de classe C1, portanto J é







h(u)v dx, ∀ v ∈ H1(RN ).
Proposição A.3. O funcional Ψ : H1(RN ) → R, deﬁnido em (A.3) pertence a C1(H1(RN ),R), e




f(u)v dx, ∀ v ∈ H1(RN ).
Prova. Vamos outra vez usar o Lema de Schwartz. Para encontrar a derivada de Gateaux de Ψ,





































= f(u(x))v(x), q.t.p. em RN .





























= κ(x), q.t.p. em RN .
Agora como u, v ∈ H1(RN ), usando a desigualdade de Hölder e a continuidade das imersões de Sobolev
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H1(RN ) ↪→ Lq(RN ), com q ∈ [2, 2∗], obtemos que∫
RN























‖u‖‖v‖+ ‖u‖2 + ‖u‖p−1‖v‖+ ‖v‖p
]
< +∞.



















O que garante a existência da Derivada de Gateaux de Ψ. Também, novamente pela desigualdade de

















Desse modo, concluímos que a aplicação Derivada de Gateaux DΨ(u) : H1(RN )→ R é linear e limitada,
para todo u ∈ H1(RN ).
Agora considere uma sequência arbitrária (un) ⊂ H1(RN ), tal que un → u emH1(RN ), quando
n → ∞. A ﬁm de mostrar a continuidade de DΨ : H1(RN ) → H−1(RN ) observe que como a imersão
H1(RN ) ↪→ L2(RN ) ∩ Lp(RN ) é contínua, e un → u em H1(RN ), então un → u em L2(RN ) ∩ Lp(RN ).
Além disso, se p′ é o expoente conjugado de p, então segue que





assim, para todo u ∈ L2(RN ) ∩ Lp(RN ) vale que f(u) ∈ L2(RN ) + Lp′(RN ), e uma vez que un → u em
L2(RN )∩Lp(RN ) por Willem [26] (cf. Teorema A.4), segue que f(un)→ f(u) em L2(RN ) +Lp′(RN ). E
como por deﬁnição vale que
‖f(u)‖2∨p′ = inf
{
‖f1‖2 + ‖f2‖p′ : f1 ∈ L2(RN ), f2 ∈ Lp′(RN ), f(u) = f1 + f2
}
,
tomando v ∈ H1(RN ), pelas imersões de Sobolev, segue que v ∈ L2(RN )∩Lp(RN ), então concluímos que
‖v‖2∨p = ‖v‖2 + ‖v‖p.
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Assim dados fn1 , f1 ∈ L2(RN ) e fn2 , f2 ∈ Lp(RN ) tais que f(un) = fn1 +fn2 e f(u) = f1 +f2, aplicando
a desigualdade de Hölder, segue que






|(fn1 − f1) + (fn2 − f2)||v| dx
≤ ‖fn1 − f1‖2‖v‖2 + ‖(fn2 − f2‖p′‖v‖p
≤
(
‖fn1 − f1‖2 + ‖(fn2 − f2‖p′
)
‖v‖2∨p.
E utilizando mais uma vez as imersões de Sobolev, obtemos que
∣∣DΨ(un)v −DΨ(u)v∣∣ ≤ inf{‖fn1 − f1‖2 + ‖(fn2 − f2‖p′}‖v‖2∨p
= ‖(fn1 − f1) + (fn2 − f2)‖2∨p′
(‖v‖2 + ‖v‖p)
≤ C‖f(un)− f(u)‖2∨p′‖v‖.
Com isso, concluímos que
∥∥DΨ(un)−DΨ(u)∥∥H−1 = sup‖v‖≤1 ∣∣DΨ(un)v −DΨ(u)v∣∣
≤ C‖f(un)− f(u)‖2∨p′ → 0,
quando n → ∞. Mostrando que DΨ(un) → DΨ(u), quando n → ∞, e assim o operador DΦ = Ψ′ :
H1(RN )→ H−1(RN ) é contínuo. Portanto, pelo Lema de Schwartz, segue que Ψ é de classe C1. 
Por ﬁm, observe que o funcional I deﬁnido em (3.1) é tal que
I(u) = Φ(u)−Ψ(u), ∀ u ∈ H1(RN ),




B.1 Imersões de Sobolev
Seja Ω ⊆ RN um conjunto aberto, com fronteira suave. Então o Espaço de Sobolev dado por
W 1,2(Ω) = H1(Ω) =
{
u : Ω→ R : Dαu ∈ L2(Ω), ∀ |α| ≤ 1} ,




(|∇u|2 + |u|2) dx)1/2 .
Deﬁnição B.1.1. Sejam E1, E2 espaços normados tais que E1 ⊂ E2. Dizemos que E1 está imerso
continuamente em E2, e denotamos E1 ↪→ E2, quando a aplicação inclusão i : E1 → E2 dada por
i(x) = x, é contínua.
Deﬁnição B.1.2. Sejam E1, E2 espaços normados tais que E1 ⊂ E2. Dizemos que E1 está imerso
compactamente em E2, e denotamos E1 ↪→↪→ E2, quando a aplicação inclusão i : E1 → E2 dada por
i(x) = x, é compacta.
Os resultados a seguir são baseados em [2], [7] e [12].
Teorema B.1.1. (Imersões Contínuas de H1(Ω)) Seja Ω ⊆ RN um conjunto aberto, com fron-
teira suave. Então as seguintes Imersões de Sobolev são contínuas:
• para N ≥ 3 e q ∈ [2, 2∗], em que 2∗ = 2N
N − 2 , vale que H
1(Ω) ↪→ Lq(Ω);
• para N = 1, 2 e q ∈ [2,+∞), vale que H1(Ω) ↪→ Lq(Ω).
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E como consequência, dado q para o qual vale a continuidade da imersão, existe Cq > 0 constante, tal
que
‖u‖q ≤ Cq‖u‖H1(Ω), ∀ u ∈ H1(Ω).
Teorema B.1.2. (Imersões Compactas de H1(Ω)) Seja Ω ⊂ RN um conjunto aberto e limi-
tado, com fronteira suave. Então as seguintes imersões de Sobolev são compactas:
• para N ≥ 3 e q ∈ [2, 2∗), em que 2∗ = 2N
N − 2 , vale que H
1(Ω) ↪→ Lq(Ω);
• para N = 1, 2 e q ∈ [2,+∞), vale que H1(Ω) ↪→ Lq(Ω).
B.2 Identidade de Pohozaev
Sejam Ω ⊆ RN um domínio com fronteira suave, g : R → R, uma função contínua e
u ∈ H10 (Ω) ∩H2loc(Ω¯) uma solução fraca para o problema{−∆u = g(u), em Ω,
u = 0, em ∂Ω.













em que G(s) =
∫ s
0
g(t) dt, e η(x) é o vetor normal exterior no ponto x ∈ ∂Ω.









B.3 Desigualdade de Hölder
Sejam Ω ⊆ RN um conjunto mensurável, e 1 ≤ p ≤ +∞. O espaço de Lebesgue dado por
Lp(Ω) =
{
u : Ω→ R :
∫
Ω
|u|p dx < +∞
}
,







B.4 Teorema de Tonelli 77







é o expoente conjugado de p. E convencionamos p′ = +∞, quando p = 1.
O seguinte resultado é baseado em [2] e [7].
Teorema B.3.1. Dado 1 ≤ p ≤ +∞, considere u ∈ Lp(Ω) e v ∈ Lp′(Ω). Então uv ∈ L1(Ω) e∫
Ω
|uv| dx ≤ ‖u‖Lp(Ω)‖v‖Lp(Ω).









Então o produto f = f1 · · · fk ∈ Lp(Ω) e
‖f‖Lp(Ω) ≤ ‖f1‖Lp1 (Ω) · · · ‖fk‖Lpk (Ω).
Em particular, se f ∈ Lp(Ω)∩Lq(Ω) com 1 ≤ p ≤ q ≤ +∞, então f ∈ Lr(Ω), para todo r ∈ [p, q],











, para 0 ≤ α ≤ 1.
B.4 Teorema de Tonelli
O teorema dessa seção é um caso particular do resultado encontrado em [4] (cf. Teorema 10.9).
Teorema B.4.1. Sejam Ω1, Ω2 ⊆ RN conjuntos Lebesgue-mensuráveis e seja F : Ω1 × Ω2 → R
uma função Lebesgue-mensurável e não negativa. Então vale que∫
Ω1×Ω2










F (x, y) dy dx.
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B.5 Funções Regularizantes
Na presente seção vamos apresentar resultados baseados em [2] e [7].
Deﬁnição B.5.1. Uma sequência de Funções Regularizantes (ρε) para ε > 0, é uma sequência de
funções com domínio em RN , tal que
(i) ρε ∈ C∞0 (RN );




ρε dx = 1;
(iv) ρε ≥ 0, em RN .
É fácil garantir a existência de uma sequência de funções regularizantes começando com uma








, se |x| < 1,
0, se |x| ≥ 1.







O seguinte resultado é devido a [7] (cf. Teorema 4.22).
Teorema B.5.1. Suponha que u ∈ Lp(RN ) com 1 ≤ p < +∞. Então, quando ε→ 0,
(ρε ∗ u)→ u, em Lp(RN ).
B.6 Caracterização Espectral de um Operador Autoadjunto
Seja H um espaço de Hilbert e T : H → H um operador linear limitado. Identiﬁcando H com seu
espaço dualH ′, podemos considerar que T ∗, o operador adjunto de T , é um operador limitado deH emH.










, ∀ u, v ∈ H.
O seguinte resultado pode ser encontrado em [7] (cf. Proposição 6.9).
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Então σ(T ) ⊂ [m,M ] e m, M ∈ σ(T ). Além disso, ‖T‖ = max{|m|, |M |}.







= m = minσ(T ).
B.7 Teorema da Convergência Dominada de Lebesgue
O teorema apresentado nessa seção é um caso particular do resultado encontrado em [4] (cf.
Teorema 5.6), e [13] (cf. (2.24)).
Teorema B.7.1. Seja Ω ⊆ RN um conjunto Lebesgue-mensurável, e (fn) uma sequência de fun-
ções Lebesgue-mensuráveis e integráveis, deﬁnidas sobre Ω. Suponha que exista uma função Lebesgue-
mensurável f : Ω→ R, tal que
fn(x)→ f(x), q.t.p. em Ω.
Suponha também que exista uma função integrável g : Ω→ R, tal que
|fn| ≤ g, q.t.p. em Ω, ∀ n ∈ N.
Então f é integrável e vale que ∫
Ω





B.8 Lema de Lions
O seguinte teorema é caso especial do resultado obtido em [18] (cf. Lema I.1).





|un|p dx→ 0, quando n→∞.
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Então para N ≥ 3, vale que
lim
n→∞ ‖un‖Lq(RN ) = 0, quando 2 < q < 2
∗.
E para N = 2, vale que
lim
n→∞ ‖un‖Lq(RN ) = 0, quando 2 < q < +∞.
B.9 Teorema de Vainberg
O seguinte resultado devido a Vainberg e pode ser encontrado em [7] (cf.Teorema 4.9).
Teorema B.9.1. Sejam Ω ⊆ RN um conjunto Lebesgue-mensurável, (fn) uma sequência de funções
em Lp(Ω), e f ∈ Lp(Ω), tal que
‖fn − f‖Lp(Ω) → 0,
quando n→∞. Então existem uma subsequência (fnk) e uma função h ∈ Lp(Ω), tais que
(a) fnk(x)→ f(x), q.t.p. em Ω;
(b) |fnk(x)| ≤ h(x), q.t.p. em Ω, para todo k ∈ N.
B.10 Princípio do Máximo Forte
Os resultados dessa seção estão baseados em [11] (cf. § 6.4.2).
Deﬁnição B.10.1. Sejam Ω ⊆ RN um aberto conexo, e L : H1(Ω) → R um operador diferencial








Dizemos que L é simétrico quando
aij = aji, ∀i, j = 1, ..., N.
Além disso, dizemos que L é uniformemente elíptico quando existe uma constante θ > 0, tal que, para




Para o próximo resultado conhecido como Princípio do Máximo Forte, vamos considerar L como
sendo um operador diferencial parcial, simétrico, uniformemente elíptico, com os coeﬁcientes aij , bi, e c
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contínuos.
Teorema B.10.1. Sejam Ω ⊆ RN um aberto conexo, e u ∈ C2(Ω) ∩ C(Ω¯). Além disso, suponha
que o coeﬁciente c de L é tal que
c(x) ≥ 0, ∀ x ∈ Ω.
Então, vale que
(i) se Lu ≤ 0 em Ω, e u atinge máximo não negativo sobre Ω¯, em um ponto interior, então u é
constante em Ω;
(ii) se Lu ≥ 0 em Ω, e u atinge mínimo não positivo sobre Ω¯, em um ponto interior, então u é
constante em Ω.
Pelo resultado do Teorema B.10.1 podemos observar que se u ∈ C2(Ω) ∩ C(Ω¯) é uma solução
clássica não constante, e não negativa, para o problema{
Lu = f(u), em Ω,
u = 0, em ∂Ω,
então supondo que f(u) ≥ 0 em Ω, por (ii) concluímos que:
(a) ou min
Ω¯
u = 0 é não positivo, e assim não pode ser assumido em um ponto interior de Ω, já
que u não é constante. Portanto, concluímos que u > 0 em Ω;
(b) ou min
Ω¯
u é assumido em um ponto interior de Ω, mas então min
Ω¯
u > 0 e assim u > 0 em Ω¯,
em particular u > 0 em Ω.
Portanto, em ambos os casos concluímos que u > 0 em Ω. Note também que como o operador
possui coeﬁcientes contínuos, se u ∈ H1(RN ) é uma solução fraca para o problema em questão, pela
Teoria de Regularidade (cf. [11] § 6.3), concluímos que tal solução é clássica.
B.11 Lema de Fatou
O resultado da presente seção é um caso particular do Lema de Fatou encontrado em [4] (cf.
Lema 4.8), e [13] (cf. (2.18)).
Teorema B.11.1. Seja Ω ⊆ RN um conjunto Lebesgue-mensurável, e (fn) uma sequência de funções
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