A new algorithm for two-dimensional numerical continuation  by Melville, R. & Mackey, D.S.
Pergamon 
Computers Math. Applic. Vol. 30, No. 1, pp. 31-46, 1995 
Copyright©1995 Elsevier Science Ltd 
Printed in Great Britain. All rights reserved 
0898-1221(95)0006S.8 0898-1221/95 $9.50 + 0.00 
A New Algor i thm for 
Two-Dimensional  Numerical  Continuation 
R.  MELVILLE  
Room 2c203, AT&T Bell Laboratories 
Murray Hill, NJ 07974, U.S.A. 
D .  S.  MACKEY 
Department of Mathematics, State University of New York at Buffalo 
Buffalo, NY 14260, U.S.A. 
(Received November 1994; accepted January 1995) 
Abst ract - -Cons ider  a smooth mapping F from R n+2 into Rn; such a mapping can be interpreted 
as a system of n functions in n + 2 unknowns. The zero-set of the mapping is typically a smooth 
two-dimensional manifold (surface) embedded in the ambient space of dimension + 2. Our paper 
describes a numerical algorithm for generating a representation f such a surface which can be dis- 
played graphically. The defining equations are given in implicit form; not only is such a formulation 
convenient, but it allows surfaces with "folds" in which there is not a functional relationship between 
the n state space variables and the two distinguished continuation parameters. The algorithm is 
built as a layer on top of an existing one-dimensional continuation solver, and has been successfully 
applied to problems with a high-dimensional state space using efficient sparse matrix techniques. 
Applications in electronic ircuit simulation are described. 
Keywords - -Numer ica l  continuation, Two-dimensional continuation, Two-dimensional manifold, 
Response surface, Electronic ircuit simulation. 
1. INTRODUCTION 
Insight into both the qual i tat ive and quant i tat ive behavior of nonlinear systems can be achieved 
by geometr ical ly  displaying the response of a system to variat ion of one or more parameters.  Nu- 
merical continuation is an important  method for comput ing this response, even in state-spaces 
of very high dimension (e.g., several thousand).  Sophist icated software packages for continua- 
t ion studies with respect to one parameter  are available [1-3] and widely used in engineering 
discipl ines [4-6]. Our citat ions are but a small sample of a large body of l i terature; reference [7] 
contains an extensive bibliography. The extension of continuation to two parameters  i mathemat -  
ically natural ,  but  there are far fewer working codes for this problem than in the one-dimensional  
case. 
This article describes ¢on2d, a program implementing a new algor i thm for two-dimensional  
numerical  cont inuat ion that  computes an approximat ion to a port ion of a two-dimensional  man-  
ifold which is the solution set of a system of n equations in n + 2 unknowns. No restr ict ion is 
placed on the form of the equations, only that  collectively they represent a smooth mapping from 
R n+~ into R n. Workable values of n are l imited only by available l inear a lgebra technology. Be- 
cause the solution manifold is defined by the system of equations only implicitly, this program is 
Numerous and detailed iscussions with K. Smith, P. Schorr, P. Feldmann, C. Schevon, W. Rheinboldt, S. Fortune, 
N. Schryer, D. McIlory, B. Coughran and E. Grosse are gratefully acknowledged. Thanks to E. Allgower and 
R. Widmann for the code which generated Figure 6a. 
31 
32 
X 1 • . X n 
R. MELVILLE AND D. S. MACKEY 
Region 
%. 
r Xn+l  
Figure 1. Manifold patch over exercise region. 
fundamentally more powerful than plotting packages which require an explicit parameterization, 
even in the case of a surface in a three-dimensional ambient space (i.e., n = 1). 
The present version of the algorithm handles only the topologically simplest casc when the 
portion of the solution set being investigated is diffeomorphic to D 2, the closed unit disc in R2; 
nonetheless, uch a computation can be numerically challenging when the dimension of the am- 
bient space is large, or when the solution set has very sharp folds. The code is designed for a 
scenario in which the last two coordinates {~0, #i} of the ambient space R n+2 are thought of as 
natural continuation parameters embedded in a set of modeling equations, to be varied over a 
specified rectangular exercise region: 
lo(~o) <_ ~o <_ hi(~o), 
IO(pl) <_ /~1 <-- hi(/~l). (I) 
The manifold patch computed by the program is then interpreted as a response surface of the 
modeling equations as the two continuation parameters range over the exercise region. 
This code is based on predictor-corrector techniques, rather than simplicial methods [8,9]. 
Thus, the program is in the same family with Rheinboldt's ctrgma [i0] or the more recent work 
of Hohmann [11], Henderson [12], or Brodzik and Rheinboldt [13], and may be viewed as a 
natural extension of one-parameter a c-length continuation methods [7, Chapter 7] to the two- 
parameter case. Simplicial continuation methods generalize immediately to the two-parameter 
case [7, Chapter 14] and do not require the computation of the Jacobian matrix for the system of 
equations under study. However, con2d targets applications with high-dimensional state spaces, 
where simplicial methods become computationally expensive. Moreover, in our immediate ap- 
plication (electronic ircuit simulation) the Jacobian matrix is needed for purposes other than 
continuation studies, and so is available anyway. 
The program con2d differs from all existing two-dimensional continuation codes in its soft- 
ware architecture. Our program is designed to be added as a "layer" on top of a code base 
which already supports one-dimensional continuation. It seems reasonable that users wishing 
to perform two-dimensional continuation studies will already be familiar with one-dimensional 
techniques; therefore, con2d uses an available one-dimensional solver, and its associated linear al- 
gebra routines, to trace out a web-like pattern of one-dimensional paths over the two-dimensional 
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manifold of interest. The web of paths is organized into cells, which are each written out to a 
file for subsequent computation or graphical rendering. If graphical rendering is desired, the user 
specifies a display function, which maps points from the ambient space into three dimensions. 
A rendering of the resulting surface is then possible using standard techniques from computer 
graphics; in particular, con2d can generate an output file compatible with the popular GeomView 
program [14]. 
This architecture achieves a measure of code reuse. Moreover, any improvement to the under- 
lying one-dimensional solver or linear algebra routines immediately benefits the two-dimensional 
package. Since con2d makes few assumptions about the available linear algebra, it is thus rel- 
atively easy to retrofit into an application which manipulates large sparse matrices. The exact 
demands which con2d makes of the underlying continuation solver and linear algebra are de- 
scribed later in terms of a required subroutine interface. 
In the general family of predictor-corrector continuation codes, it seems likely that one-dimen- 
sional methods will always be the most robust and have the most sophisticated step-size control. 
Since con2d is explicitly designed to leverage off the robustness of the underlying one-dimensional 
solver, it is thus able to navigate around sharp bends and folds in the two-dimensional manifold of 
interest. Our experience using one-dimensional continuation i  electronic ircuit simulation shows 
that a certain amount of "tuning" of a one-dimensional solver and its associated linear algebra 
is usually necessary to achieve robust behavior, particularly on larger examples. The approach 
taken by con2d facilitates extension to two-dimensional studies without repeating such tuning 
on a completely new code. As might be expected, the robustness and convenient architecture of 
the code incur some performance penalties. Also, an extension of the scheme described here to 
manifolds of dimension higher than two seems unworkably clumsy. 
2. PRESENTATION OF  THE PROBLEM 
We assume the manifold of interest is described implicitly as the solution set 
F = {x e R n+2 IF(x) = 0}, (2) 
where F is a smooth mapping from Rn+2 into R n. In component form, F is a system of n 
equations in n + 2 unknowns: 
/1 (x1 , . . ,  Xn+2) = O, 
/2(Xl,...,Xn+2) = 0, 
/~(Xl  . . . . .  zn+2) = o. 
(3) 
We make the assumption--standard in applied continuation work-- that  zero is a regular value 
of F, and hence, that the solution set F is a two-dimensional manifold [15,16]. We also assume a
seed point y such that F(y) = 0. The program will construct an approximation to a portion of the 
component of F containing y. Consistent with the interpretation of the last two coordinates as 
physical continuation parameters, the seed point should have Yn+l = lo(#0) and Yn+2 = lo(#1). 
In other words, y should lie "above" a corner of the exercise region. 
An extra equation adjoined to a given system of equations will be referred to as an augmenting 
equation for the system. When an augmenting equation g(xl,x2,...xn+2) = 0 defined by a 
smooth function g from R n+2 into • is appended to the system (3) defining the solution manifold, 
the result is a collection of n + 1 equations in n + 2 unknowns, whose solution set can be tracked 
with a one-dimensional solver. If two such augmenting equations are appended to (3), then the 
total system has the same number of equations as unknowns, and thus, generically has solutions 
which are isolated points in the ambient space ~n+2. 
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Figure 2. Biting off a chunk of M. 
3. THE ALGORITHM 
In this section, we give a high-level description of the algorithm. 
3.1. In fo rmal  Overv iew 
The underlying eometric idea guiding the development of this algorithm is quite simple. At any 
stage in the computation, the unexplored region M of the solution manifold F is homeomorphic to
a two-dimensional disc (or disjoint union of such discs) with a boundary curve B homeomorphic 
to a circle. To compute a new chunk of M, stand at a point b of the boundary curve B and 
construct some sphere-like hypersurface S centered at b, which will (generically) intersect M in 
a one-dimensional curve. This curve together with a portion of B delimits a cell C, which is now 
considered explored territory of F. The unexplored region M and its boundary B are updated 
by "removal" of the cell C, and the computation is repeated. Figuratively speaking, then, the 
algorithm iteratively bites off chunks of the unexplored portion of F, chewing inward around the 
edges until the manifold is exhausted. (See Figure 2.) 
3.2 .  P ie rc ing  Computat ions  
The idea of a piercing computation is crucial to the robustness of our algorithm. Consider a one- 
dimensional continuation problem with a component of its solution set passing through a point x0 
in ]R d. Typically, such a component is diffeomorphic to the real line or the circle, S 1 [16,17]. 
Assume the latter case. How can a continuation solver reliably detect he periodic nature of the 
component? The solver enumerates points x0, xl, x2 . . . .  along the solution curve; eventually some 
pair of points xk and xk+l will bracket x0 in the sense of increasing arc-length (see Figure 3a). 
A simple proximity check would terminate the continuation when xk+l falls within a ball of pre- 
determined radius centered on x0, then close the circle by connecting xk to x0. However, this 
scheme is fraught with difficulties. Choice of the proximity radius is clearly problem-dependent. 
The solver may be enumerating successive points very close together during a high-curvature 
portion of the path, but relatively far apart when the solution path becomes traighter. Imagine 
a component which is diffeomorphic to the circle, but which exhibits several sharp turning points 
very close to x0. A proximity check is easily confused by such an arrangement. 
The construction of a piercing hyperplane provides a robust alternative which contains fewer 
problem-dependent parameter settings. First, calculate a unit vector f0 in the null-space of 
the (rectangular) Jacobian matrix associated with the continuation path being traversed. This 
vector is tangent o the path at the point xo. Construct he hyperplane H0 through x0 with f0 
as normal vector. Now let the continuation solver traverse the solution component, using its own 
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Figure 3. Piercing computation. 
step-size control algorithm to select the spacing of enumerated points. Whenever a successive 
pair of points x,n and xm+l fall on opposite sides of H0, construct the segment from xm to Xm+l, 
and compute the unique intersection of this segment with H0. The actual continuation path 
will pierce H0 somewhere near this intersection, because the step-size control of the continuation 
solver will have adjusted the spacing between xm and xm+l to be appropriate for the section of 
the solution path between these points. 
Finally, consider the system of equations consisting of the d - 1 equations in d unknowns 
defining the curve being followed by the continuation solver, augmented by the equation for H0. 
Apply Newton's method on this system as a corrector starting from the segment intersection 
mentioned above. The corrector should converge quickly to the point at which the solution path 
intersects H0 and which is bracketed by xm and Xm+l, again in the sense of arc-length. Declare 
the periodic path complete only if this piercing point is very close to x0; i.e., the tolerance radius 
can be chosen on the basis of the precision of the machine arithmetic, rather than geometric 
properties of the manifold under investigation. For a complicated manifold, the solution path 
can wind back and forth across H0 several times before finally returning to x0; half of the crossings 
can be ruled out by an obvious parity check. This construction is illustrated in Figure 3b. 
Of course no numerical scheme can be foolproof, especially if the manifold has geometric 
features which are close in size to the resolution of the underlying machine arithmetic. Also, the 
robustness of the scheme described above depends on the quality of the step-size control algorithm 
of the one-dimensional solver; fortunately, this topic has been well-treated in the literature [6,18]. 
There are several points in our algorithm where a reliable termination condition for a one- 
dimensional continuation computation is needed, including the problem described above of de- 
tecting the closure of a periodic component of a one-dimensional solution set. Whenever such 
a termination condition is required, con2d uses a piercing computation analogous to the one 
outlined in this section. 
3.3. The  Boundary  and Its Data  Structure 
A disc-like portion M of the solution manifold is delimited by a boundary B, which will be 
represented as a circular sequence (v0,vl , . . . ,  vn-1, vo,v l , . . . )  of vertices. Each vertex v of this 
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sequence satisfies the manifold's defining equations (3), and has associated to it an augmenting 
equation aug(v) which it also satisfies. 
The boundary can also be viewed as consisting of a sequence of arcs: 
(~/0, ~/1,. •., 7n-1,70,. . . )  
connecting the vertices, e.g., the arc ~k connects vk to Vk÷ 1. More specifically, 7k is a portion of 
the one-dimensional solution set of the system (3) augmented with aug(vk). We will also write 
B[vk, vk+l) to denote the arc 7k. This notation emphasizes that the augmenting equation for vk 
is used from vk up to but not including vk+l, at which point the augmenting equation for Vk+l 
takes over. As a consistency condition, Vk+l will always satisfy aug(vk), but the boundary is 
usually not smooth across such junctures. A natural extension of this notation is the expression 
B[vk, vt), used to denote the union of the arcs ~/k, 7k+1,-.., 7~-1. 
Augmenting equations have a second important role to play besides that of defining arcs on 
the solution manifold F. The boundary B delimits an unexplored isc-like patch M of F which 
we will refer to as the inside of the boundary. Given a point b on the boundary B and a tangent 
vector t to F at b, we need an effective test to decide whether t points towards the unexplored 
region inside the boundary or towards the rest of F outside the boundary. If b E B(vk,vk+l), 
then b satisfies the augmenting equation aug(vk), which is always taken to be in the form g -- 0; 
in fact, all that is stored in the label aug(vk) is a pointer to the function g. Now of course 
both of the equations g = 0 and -g  = 0 define the same arc on F and so would seem to be 
equivalent, but maintaining the distinction between the two gives us a simple solution to the 
orientation problem of distinguishing the inside from the outside of B. The function g to be used 
in the augmenting equation aug(vk) is chosen so that a tangent vector t to F at any point of 
the arc B(vk, vk+l) points toward the inside of B if and only if the tangent vector has a positive 
component in the direction of the gradient vector of g at b; i.e., iff t • Vbg > O. This single 
scalar product suffices to distinguish unexplored territory from the rest of F, thus keeping the 
computation from backtracking over previously explored or out-of-bounds regions. 
During the course of the computation, ew cells may be computed which result in the break-up 
of the unexplored region of the solution manifold into disjoint disc-like components, each delimited 
by its own circular boundary (see Section 3.5). On the other hand, a newly computed cell may 
also sometimes complete the exploration of a component, hus decreasing the total number of 
boundary components in the unexplored region. A boundary queue organizes the survey of the 
unexplored region's circular boundary components, each represented as a circular linked list of 
vertices labeled by augmenting equations, as described above. 
3.4. Computing the Initial Boundary 
The first task performed by con2d is to delimit a portion M of the solution manifold F by 
computing an initial boundary B diffeomorphic to S 1 and passing through the seed point y. 
This boundary is represented as a circular linked-list of vertices computed by the underlying 
one-dimensional solver. Thus, a vertex of the initial boundary is a point in ](n+2 which satis- 
fies (3) and an appropriate augmenting equation (described below) to within an error tolerance 
determined by the underlying solver. 
The inequalities (1) describe a rectangle in the plane of the last two coordinates. This rectangle 
can be approximated by a smooth curve with the equation 
which develops harper and sharper corners as p gets larger. Here rapt(#) is the center of the 
exercise region, computed as (lo(#) + hi(#))/2,  and a and b are the semiaxes of the rectangular 
exercise region. The solution set of (4) can be geometrically interpreted as a hyper-cylinder built 
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on a base in the plane of the two continuation parameters. Appending (4) to (3) has the effect 
of intersecting this hyper-cylinder with F, resulting in a smooth curve on F passing through the 
seed point. 
However, this curve need not be diffeomorphic to $1! Suppose a component of the solution 
diverges to infinity for a value of either continuation parameter along the boundary of the exercise 
region (1). In such a case, the intersection will never return to the seed point. This kind of quali- 
tative behavior is quite possible in practical problems. Therefore, con2d extends the smoothed 
rectangle idea of (4) to coordinates other than just the last two (i.e., the continuation parameters). 
Imposing an additional constraint on coordinate g is expressed by the equation 
( xk -- m-~pt(Xk) ~ P = o, (5) 1-- 
k=~,n÷l,n÷2 ak / 
where lllpt(Xk) and ak are computed from user-specified bounds. As an extreme case, the user 
could prescribe bounds on evew component of the state space, but this is rarely necessary. 
One of our examples below studies the breakdown phenomenon [19] in a detailed transistor 
model which requires a 27-dimensional state space. As the collector voltage---one of the two 
continuation parameters--exceeds 120volts, the transistor can draw arbitrarily large amounts of 
current. Thus, an attempt o exercise this parameter in the range [0 Volts, 150 Volts] will fail. We 
generated a closed initial boundary by imposing a constraint on only one additional coordinate, 
the state variable representing collector current, in addition to the continuation parameters. If
graphical rendering is desired (probably the typical application of the program), any portion 
of the boundary which activates a coordinate constraint other than the ones for the last two 
coordinates can be color-coded to signal possible unexpected behavior of the solution. 
All vertices of the initial boundary have the same augmenting equation (4) or (5); however, as 
the computation proceeds and the boundary of the unexplored region changes, new augmenting 
equations will be introduced and attached to various vertices of the updated boundary. The 
boundary data structure contains an appropriate representation f the current set of augmenting 
equations and manages the memory for the equation records using a mark-and-collect policy. 
3.5. I terat ive Decompos i t ion  
In this section, we describe how conPd "takes a bite" out of the unexplored region M of the 
solution manifold, that is to say how new cells are computed. Consider a vertex v0 on the current 
boundary B, and construct a hypersphere S with radius r and center v0. Following the boundary 
data structure from v0 in the direction of its links, let it ex/t S for the first time at a point w0, 
then enter S at the point u0 before returning to v0 (see Figure 4a). The exact coordinates 
of w0 and u0 are computed in the following fashion, which is a simple variation of the piercing 
computation described in Section 3.2. Find a pair of consecutive vertices vk, Vk+l of B which are 
on opposite sides of S--i.e., the function g defining S by the equation g = 0 has a different sign 
when evaluated at these two vertices (the transversality computation of Section 3.6 insures that 
this test is well-conditioned). Construct he straight line segment from Vk to Vk+l and determine 
the zero of the equation for S along this segment; his is easily done for a hypersphere S by solving 
a quadratic equation, or for more general augmenting equations (see Section 3.8 below) by calling 
a one-dimensional root finder. Now form a system of n÷2 equations in n÷2 unknowns, consisting 
of (3), aug(vk), and the equation for S. Apply Newton's method to this system starting from the 
segment intersection computed above. The point so computed is added to the current boundary 
as a new vertex in between vk and vk+l. The computation is efficient because Newton's method 
has been provided with a good initial guess. This construction is indicated in Figure 4b. 
Next employ the one-dimensional solver to track the path S N M defined by appending the 
equation for the hypersphere to (3). Start the process at the point w0, proceed in the direction 
towards the unexplored region M inside the boundary B as defined in Section 3.3, and terminate 
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Figure 4. Basic decomposition step. 
the process when it reaches u0.1 A robust termination check is performed with a piercing com- 
putation similar to that used to detect closure of the initial boundary. The main difference lies 
in the choice of a target piercing hyperplane Ho through u0. The point u0 satisfies its associated 
augmenting equation aug(u0); for H0 use the tangent plane to the solution set of aug(u0) at u0. 
The portion of M inside of S is called a cell C, and is represented by its boundary, formed by 
combining B[uo, wo) with the path SAM from w0 back to u0 computed by the continuation solver. 
The user-specified graphical display function is applied to the boundary vertices of the cell and 
a sequence of points in ~3 is written to the output file. This is the fundamental approximation 
made by con2d--that a cell of M can be adequately represented by its boundary, formed by the 
combination of B[uo, wo) and S A M. Of course, if S is too large, the inside of the cell could 
have an arbitrarily complex structure which is not explored by the algorithm. The user specifies 
the radius r above to be appropriate for the problem at hand. When GeomView displays the cells 
computed by our algorithm, it fills in the interior of each cell with a smooth shaded surface. The 
overall effect is visually pleasing. 
To complete the decomposition step, the algorithm updates the current boundary B by replac- 
ing B[uo, wo) with the portion of SAM from u0 to w0. The augmenting equation for each segment 
of the updated portion is, of course, just the equation for S. This is how different augmenting 
equations are introduced into the boundary data structure. 
In the most common case, the basic decomposition step described above can be repeated on 
one boundary component B until a last step at which B fits entirely inside of S (that is, the exit 
and entry points described above do not exist). At this point the algorithm writes out B itself 
as the final cell and terminates. 
However, the relationship between B and S can be more complicated than shown in Figure 4a 
in (at least) two ways: 
• the intersection of S with B may not be transversal in the sense of differential topology 
(see references [16, 20]); 
• there may be more than one pair of exit/entry points. 
Both of these possibilities are rather rare, but have been observed in our computational experience 
on practical problems. Proper treatment of these two difficulties is essential to the robustness of 
con2d. In practical terms, a nontransversal intersection of B with S means that two consecutive 
1The Pitcon code allows the user to perform continuation i  either direction from a given seed point. 
Two-Dimensional Numerical Continuation 39 
vertices vk and Vk+l of B are zeros of the hypersphere quation within a tolerance near the 
resolution of the floating-point number system. This is undesirable since B[vk,vk+l) does not 
pierce S cleanly; computation of w0 or u0 is ill-conditioned. 
The simplest response to either of these difficulties (biting off more than you can chew?) is to 
reduce the radius of S and try again. Under this policy, the time spent investigating the initial 
relationship between S and B has been wasted and the algorithm may be forced to take bites 
much smaller than it really needs to. 
The program con2d adopts a somewhat different policy. First, a transversal intersection be- 
tween S and B is obtained by perturbing the radius r of S. This process is described in the next 
section. Given a transversal intersection, there must be an even number of well-defined piercing 
points, which may be classified as exit points wk and entry points Uk, and appear alternately 
w0, u0, wl, ul, w2,. • • along an oriented traversal of B (see the Appendix). If there are more than 
two such exit/entry pairs (Wk,Uk), the algorithm backtracks and tries again with the sphere ra- 
dius r cut in half. This is the only case in which the algorithm backs up, and is rarely encountered 
in practical examples. Failure is declared if r falls below a user-prescribed value min_rad without 
reducing the number of exit/entry point pairs to one or two. 
So finally we may assume that there is either one exit/entry point pair, as depicted in Figure 4a, 
or two such pairs (wo,uo) and (Wl,Ul) as in Figure 5a. For the latter case, it is tempting to 
think that the one-dimensional path S A M starting from w0 must hit u0 first (as in the figure). 
However this is not true; both u0 and ul are possible termination points. To determine which is 
the termination point, two target piercing hyperplanes are computed, H0 at u0 and H1 at ul, and 
vertices are compared against both hyperplanes as they are enumerated by the one-dimensional 
solver proceeding along S A M. Suppose the solver connects exit point w0 with entry point u 
(either u0 or Ul). The algorithm then generates a clone of this path with vertices linked in 
reverse order; i.e., one path leads from w0 to u and the other from u to w0. The original 
boundary component B is cut into two pieces at the points w0 and u; then the cloned paths 
between w0 and u are spliced in order to generate two (new) circular boundary components with 
disjoint interiors. Both of these boundary components are returned to the boundary queue. Note 
that the augmenting equations for the oppositely oriented arcs of this cloned path pair are given 
different signs, in order that the inside of the corresponding cells can be properly recognized. 
In the case of two exit/entry point pairs, the algorithm does not make any contribution to 
the graphical output file. However, progress has been made in the sense that the portion of the 
manifold remaining to be processed has been cut into two smaller pieces (see Figure 5b). 
B 
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(a) (b) 
Figure 5. Second case for decomposition. 
3.6. T ransversa l i ty  Computat ion  
In this section, we describe how to perturb the radius r of S in order to insure a clean in- 
tersection with B. Construct emporary hyperspheres SA of radius 0.97" and SB of radius 1.1r~ 
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concentric with S. The values 0.9 and 1.1 are not critical, it is just necessary to get radii which 
are slightly smaller and larger than r. Now traverse the entire boundary and collect a sublist of 
those vertices of B which fall inside of SB but outside or on SA. If this list is empty, leave r 
unmodified and return. Otherwise, let there be K _> 1 points which fall in between the two 
spheres. Construct K + 1 nested spherical shells between SA and Ss from the K + 2 concentric 
spheres Sk, 0 < k < K + 1, where Sk has radius 0.gr + (2k/(K + 1))0.1r. Assign the K vertices 
between SA and SB to one of the K + 1 shells, with shell k containing vertices inside Sk but 
outside (or on) Sk-1. Note that this step is confined to the points already identified so is typically 
much more efficient han inspecting all of B again. Now at least one shell must be empty---so 
return a perturbed value of r which is the radius of a sphere sitting inside this empty shell, e.g., 
0.9r + ((2~ - 1) / (K + 1))0.1r where ~ _> 1 is the index of the empty shell. 
3.7. Pseudo-Code for the  Complete  A lgor i thm 
Finally, here is a pseudo-code description of the complete algorithm. 
1. Compute an initial boundary component B, using augmenting equation (4) or (5); 
2. Initialize the boundary queue with the single entry B; 
3. whi le the queue is not empty do 
4. remove a boundary B from the queue; 
5. set s_rad equal to max_tad, a user-prescribed parameter; 
6. perform the transversality computation of Section 3.6 to get the 
decomposition radius d_.rad, a perturbation from s_rad; 
however, if B is contained entirely inside 
the innermost sphere constructed in the transversality check, then 
write the corresponding cell to the graphical output file, and 
jump to the bottom of the main loop (note that the queue has become smaller); 
7. construct he hypersphere S of radius d_rad; 
8. compute the exit point(s) and entry point(s) for B with respect 
to S--note that this is well-defined because of the transversality computation i  step 6; 
9. if there are more than two pairs of exit/entry points, repeat from step 5 
with s_rad half as large; however, if s_rad falls below 
a user-prescribed threshold rain_tad, then terminate the algorithm in failure; 
10. i f  one exit/entry pair then 
perform decomposition according to Figure 4a; 
put the single updated boundary back onto the queue 
else 
perform decomposition according to Figure 5b [or its variant]; 
put two new boundaries onto the queue 
end i f  
end while 
3.8. An  Improvement  on  the  Bas ic  A lgor i thm 
The algorithm described in the previous section used hyperspheres to bite off chunks of the 
unexplored region of F and form new cells. Better results are obtained by incorporating tangent 
plane information into the augmenting equations. 
Consider a vertex v0 on the boundary of the unexplored region. By the regularity assumption 
of Section 2, F is a two-dimensional manifold, and hence, the tangent plane to F at v0 is a two- 
dimensional linear subspace [16,17,21]. We first need to compute an orthonormal basis {f0, f l} 
for this tangent plane. Any such orthonormal basis would do equally well; we describe a method 
to compute a particular basis where f0 is not just tangent o F at v0, but also tangent to the 
boundary. 
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Let J be the (n) x (n + 2) Jacobian matrix at v0 for the system (3) defining F; the desired 
tangent space is the nullspace of J. Appending the equation aug(v0) to the bottom of (3), the 
Jacobian matrix J1 (at v0) for this system of n + 1 equations in n + 2 unknowns will have a 
one-dimensional nullspace (because of transversality) which is the tangent space to the boundary 
at v0. Computation of a basis vector f0 in this null-space is easy if a QR decomposition of J1 is 
available; this is exactly the scheme used in [10]. However, we wish to avoid basing con2d on any 
particular linear algebra scheme; for example, sparse direct methods or even iterative methods 
are necessary for problems with a high-dimensional state space. Therefore, the following device 
is used to compute f0. Augment J1 with a last row populated by calling a random number 
generator; let the resulting matrix be called J2- Solve the (n + 2) x (n + 2) linear system 
,12fo = en+2, where en+~ has a single one in its last position. Finally, normalize f0. Note that 
the dot product of f0 and each of the first n + 1 rows of J2 is zero; thus f0 is in the null-space 
of J1. To get f l ,  solve the linear system J2fl = e,~+l, where J2 is Yl augmented with last row f0 
just computed; f l  so computed will be in the null-space of J and orthogonal to f0. This scheme 
assumes only that the underlying linear algebra can solve linear systems with square coefficient 
matrices of dimension + 2, which is a reasonable expectation for one-dimensional continuation 
solvers based on predictor-corrector methods. 
(a) 
(b) 
Figure 6. Flattened sphere. 
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Now given a vertex Vo and a tangent plane to F at vo spanned by {fo, f i}, we define an 
object diffeomorphic to a hypersphere which we call a flattened sphere. This flattened sphere has 
three parameters in addition to the center vo and flattening plane span{fo, fi}; a radius r and 
a thickness h with 0 < h <_ r, and a squareness parameter p >_ 1. If h = r and p = 1, then the 
flattened sphere is simply a hypersphere; however as h approaches zero (keeping r > 0 constant), 
the object becomes thinner and thinner in directions perpendicular to the flattening plane. In the 
limit as h --~ 0, the flattened sphere becomes a subset of the tangent plane to F at vo, in fact, a 
two-dimensional disc of radius r centered at vo. We intersect M with a flattened sphere in order 
to "shave off" a relatively flat portion of the manifold in the vicinity of vo. A suitably modified 
transversality computation ensures that the flattened spheres used have a clean intersection with 
the boundary B. 
More precisely, we define the flattened sphere S(vo, fo, fi, r, h,p) centered at vo and aligned 
along spem{fo, f i  } as the zero set of a mapping R n+2 --~ ll~. For a vector y E •n+2, let yt denote 
the projection of y onto span{fo, fi}; i.e., yt = (yTf0) f0 + (yTfl)  f l .  We note in passing that 
this is the only place where the vectors fo and f l  are used, to compute this projection onto 
span{fo, fl}; any other orthonormal basis for the tangent plane would work just as well. Now 
define the flattened sphere by the equation 
¢( l l (x  - v0)*l J ,  I I (x - v0)  - (x  - v0)* l l )  = 0, (6)  
where 
¢(u, v) = + - 1, 
and p is a positive integer used to control the squareness of the cross section. Clearly this 
definition reduces to the equation Of a hypersphere when r = h and p -- 1. 
Figure 6a shows S(0, e0, el, 1.0,0.25, 6) in three-dimensional ambient space. This figure was 
generated using Widmann's algorithm [22] for triangulation of surfaces in three-dimensional am- 
bient space. Figure 6b compares (in cross section) a sphere S and flattened sphere Q with the 
same radius, both centered on a vertex v0 of the manifold. Using flattened spheres like Q rather 
than hyperspheres to carve out new cells from the unexplored region M results in an increased 
sensitivity to the local geometry of the manifold. In effect it plays the role of a kind of poor 
man's two-dimensional step-size control. 
4. EXAMPLES 
Our first example is a two-dimensional manifold in an ambient space of dimension three. Each 
cross section parallel to the xz-plane is a smooth but sharp step curve defined by the function 
z = atan(/3x), where 3 is a parameter which adjusts the sharpness of the step. The exercise 
region for the last two coordinates x, y is defined by the rectangle -1  < x < 1 and -1  < y < 1. 
Figure 7 shows the result of our program on this example with 3 = 20. Thin flattened spheres 
were used for this decomposition, with radius r = 0.75 and thickness h = 0.05. The regions in 
the high curvature portions of the manifold clearly exhibit the effect of using flattened spheres. 
Example two is a voltage reference implemented with only npn transistors; the complete circuit 
is described in [23]. The complete system of modeling equations for a single transistor involves 12 
equations in 12 unknowns and more than 50 parameters. Because of the detailed transistor model 
used, the final system of equations for this example has 135 unknowns. Manipulating these 
equations into nonimplicit form would place an intolerable burden on a modeling engineer. The 
circuit-simulation platform Sframe has been previously described [4], and supports a well-tested 
one-dimensional continuation facility using the PITCON code, linked with a sparse matrix solver. 
Figure 8 was generated after integrating con2d into Sframe, with no changes to the existing one- 
dimensional continuation solver or linear algebra package. The figure shows the output voltage 
of the circuit plotted against ambient emperature in the range [0 degC, 125 degC], and the value 
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of a certain conductance in the circuit in the range [0 siemen, 304.9 micro-siemen]. Variation 
of the conductance parameter causes a qualitative change in the operation of the circuit, as 
demonstrated by the fold in the response. The figure clearly shows the bistable nature of the 
output voltage. Note also the (desirable) feature that the upper stable solution branch of the 
manifold is relatively insensitive to temperature variation. 
Figure 7. Manifold generated from atan function. 
Figure 8. Output voltage of reference circuit versus temperature and a conductance. 
\ 
Figure 9. Difficult slit example. 
The third example in Figure 9 is designed to test the robustness of two-dimensional continuation 
codes. This surface is defined as the upper component of the following subset of R3: 
{(z;x,y) I a2z3(b 2 - z 2) - zx 2 + e = 0) 
with a = b = 1 and e on the order of 10-5~ Following our notational conventions, the two 
continuation parameters are x and y, and the exercise region is [-1, +1] × [-1, ~-1]. Note the 
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narrow slit parallel to the y axis. A one-dimensional solver with good predictor and step-size 
control is able to follow the sharp curvature without falsely "jumping across" the slit. 
Our final example, illustrated in Figure 10, exhibits a naturally-motivated xample of a so- 
called "cusp" catastrophe [24]. The picture shows a bipolar transistor in secondary breakdown [19]. 
The continuation parameters are collector voltage Vcc and the value of a current-limiting resis- 
tor rc. The complete transistor model for this example requires 27 state-space unknowns, one of 
which is the temperature of the transistor junction (T j), chosen as the display function. For small 
values of rc the device has a triple-solution region which deforms moothly into a single-solution 
region as rc varies. 
Figure 10. Secondary breakdown of a bipolar transistor. 
5. EXTENSIONS 
The main memory requirement of the program is clearly for the boundary components in the 
queue, and places an upper limit on problem size. Consider an example in an ambient space 
of dimension 1,000 in which the queue never contains more than 1,000 vertices. The memory 
requirement for such an example is roughly 1,000,000 double-precision numbers, say 16roB in 
total. This is quite comfortable for present-day workstations. Our program could be extended 
to larger examples by storing portions of a boundary on disk; because the vertices of a boundary 
are accessed only in a serial fashion, such a scheme is easy to implement. 
A more difficult extension would relax the restriction that the portion of the manifold explored 
by the algorithm be diffeomorphic to the disc D 2. Instead of starting with an initial outer bound- 
ary and chewing off chunks inward until the manifold within the initial boundary is exhausted, 
one could begin with a small initial cell containing the seed point y and chew off chunks outwards 
from this small initial inner boundary (as done in [10] and [12]). If the connected component of F 
containing y is compact (e.g., diffeomorphic to a sphere or a torus), then con2d as described in 
this paper will terminate after mapping out all of this component, regardless of its global topol- 
ogy. Unfortunately, in practice, it is difficult to know a priori whether a manifold defined by a 
set of equations is compact or not, or to have any useful bound on its size even if it is compact. 
Thus, the question of termination for this variation of con2d is problematic, and may necessitate 
a more sophisticated data structure or some other mechanism to limit the survey of F to within 
a user-specified bounded region of R n+2 to guarantee termination. For the class of problems for 
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which con2d was designed (electronic ircuit simulation in higher dimensions), the present code 
seems adequate. 
APPENDIX  
In the main body of the paper, we have assumed with little comment several properties of flat- 
tened spheres and their intersection with the problem manifold. The purpose of this appendix is 
to discuss these properties further, indicating how they may be put on a more solid mathematical 
footing. 
Consider first the flattened sphere S introduced in Section 3.8. We need to see that flattened 
spheres behave like ordinary hyperspheres in two ways: first that flattened spheres are diffeomor- 
phic to hyperspheres, and hence, separate the ambient space into two regions (an inside and an 
outside), second that flattened spheres can be "nested" in a manner similar to hyperspheres, thus 
making feasible a transversality computation analogous to the one described for hyperspheres in 
Section 3.6. Both of these properties are consequences of the convexity of flattened solid spheres L
defined by the inequality ¢(u, v) < 0, where ¢ = 0 (equation (6)) is the defining equation for S. It 
can be shown in a straightforward manner that such flattened solid spheres are compact, convex, 
smooth (n + 2)-dimensional manifolds-with-boundary; thus L is diffeomorphic to the closed unit 
ball in ~n+2. Since the flattened sphere S is exactly OL (i.e., the boundary of L), we can im- 
mediately conclude that S is diffeomorphic to a hypersphere S n+l. Furthermore, the inequality 
¢(u, v) < ~ defines "similar" flattened solid spheres L~ for any ~ > -1,  which collectively have the 
desired nesting property: L~I C_ IntL,2 iff E1 < e2. Thus, Le2\ L~ 1 is a "shell" analogous to the 
ones constructed from nested hyperspheres u ed in the transversality computation of Section 3.6. 
Finally, we consider the intersection of the problem manifold with a hypersphere or flattened 
sphere S. Let M C_ R n+2 be the fragment being computed of the implicitly-defined problem 
manifold F. We assume that M is a submanifold (with boundary) of R n+2, and that M is 
diffeomorphic to the closed unit disc in IR 2. Note that M as actually computed by the algorithm 
has a finite number of nonsmooth "corners" at the vertices of the boundary. We may assume 
that these corners have been "rounded off" to make 0M smooth. So M is a compact, connected 
2-manifold-with-boundary, with 0M diffeomorphic to S 1 in the case we are considering. Let 
xo C tOM, and let S be a flattened sphere (or hypersphere) centered at x0 and aligned with the 
tangent space of M at x0. 
Generically, a manifold-with-boundary M intersects a manifold S transversally [16]. Although 
transversal intersection can never be guaranteed numerically, adjusting S by the "transversality 
computation" of Section 3.6 increases confidence that at least B = OM intersects S transversally. 
So we may reasonably assume that the intersection of M with S is transversal. By standard 
results on such intersections [16], we know that Y - M n S must be a compact 1-manifold-with- 
boundary with OY =cOM n S. Then the classification theorem for compact 1-manifolds [16] 
allows us to conclude that Y is diffeomorphic to a finite union of circles and closed unit intervals, 
which we may refer to as circular and interval components, respectively. Now, in two distinct 
ways, we can see that the cardinality of OY is even. 
1. Assign an orientation to OM and traverse OM once starting and ending at x0 E IntL.  By 
the Jordan separation theorem, we see that OM must alternately "exit" and "enter" L by 
crossing S = OL. 
2. Each interval component of Y contributes two points to OY, each circular component con- 
tributes none. Thus, the cardinality of OY is twice the number of interval components. 
Note that the first argument only needs the hypothesis that OM intersects S transversally, while 
the second argument requires the stronger assumption that all of M (both In tM and OM) be 
transverse to S. However, the second argument has the additional benefit of establishing a natural 
geometric pairing of the points in OY. 
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