We study the dual G * of a standard semisimple Poisson-Lie group G from a perspective of cluster theory. We show that the coordinate ring O(G * ) can be naturally embedded into a cluster Poisson algebra with a Weyl group action. We prove that O(G * ) admits a natural basis which has positive integer structure coefficients and satisfies an invariance property with respect to a braid group action. We continue the study of the moduli space P G,S of G-local systems introduced in [GS19], and prove that the coordinate ring of P G,S coincides with its underlying cluster Poisson algebra.
to study the Poisson-Lie structure of G * in the context of cluster theory.
The coordinate ring O(G * ) of G * is a Poisson algebra, whose quantization gives rise to the quantum group U q (g). In general, the Poisson algebra O(G * ) may not carry a compatible cluster structure. To resolve this issue, one approach is to extend the family of cluster algebras. For example, Gekhtman, Shapiro, and Vainstein showed in [GSV18] that the dual GL * n carries a compatible generalized cluster structure. In this paper, we propose a different approach by embedding O(G * ) into a larger cluster Poisson algebra together with a Weyl group action.
Our main tool is the moduli spaces of G-local systems studied in [GS19] . Let S be an oriented surface with punctures and marked boundary points. The moduli space P G,S parametrizes G-local systems over S together with some boundary data (Definition 3.1). Theorem 1.12 of [GS19] asserts that the space P G,S carries a natural cluster Poisson structure, which gives rise to a cluster Poisson algebra O cl (P G,S ) as defined in (10).
We prove the following stronger result in Section 4.1.
Theorem 1.1. The cluster Poisson algebra O cl (P G,S ) coincides with the ring O(P G,S ) of regular functions on P G,S .
Of particular interest to us is the case when S = ⊙ is a once-punctured disk with two marked points on its boundary. Our starting point is Theorem 2.25 in [GS19] , which asserts that the dual group G * is identified with the moduli space L G,⊙ . As established in [GS19] , the Weyl group W acts on P G,⊙ as cluster Poisson transformations. The subalgebra O(P G,⊙ ) W of W -invariant regular functions on P G,⊙ inherits a Poisson structure from O(P G,⊙ ). The outer monodromies µ 1 , . . . , µ r are Poisson central elements in O(P G,⊙ ) W that correspond to the simple positive roots of G. Let I be the ideal generated by µ i − 1 for i = 1, . . . , r. One of our main results is as follows. (1) Theorem 1.2 allows us to apply cluster theory to the study of O(G * ). Lusztig constructed a braid group B G action on the quantum group U q (g), e.g., see [Lus94, Part VI] . After the specialization q = 1, the Braid group acts on G * as Poisson automorphisms. We apply Gross, Hacking, Keel, and Kontsevich's construction of theta bases of cluster algebras [GHKK18] in this situation and obtain a natural basis for O(G * ).
Theorem 1.3. The ring O(G * ) admits a natural linear basis Θ with positive integer structure coefficients. The basis Θ, as a set, is invariant under the braid group action.
We expect that Theorems 1.2 & 1.3 can be generalized to the quantum setting. In particular, we conjecture that the quantum group U q (g) admits a natural basis invariant under the braid group action, which can be viewed as an extension of Lusztig's dual canonical basis for U q (n). We verify this conjecture for g = sl 2 via a straightforward calculation (Example 4.6).
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Preliminaries

Cluster Poisson Algebras
Denote by F the field of rational functions in independent variables x 1 , . . . , x n with complex coefficients. Let ε = ( ε ij ) be an n × n rational skew-symmetric matrix. It gives rise to a Poisson bracket on F such that
(2)
Fix a positive integer m ≤ n. The multipliers d 1 , . . . , d m are positive integers such that
The chart x k gives a transcendence basis of F. The Poisson bracket (2) in terms of
It determines an n × m integer matrix ε ′ whose entries are
The process of obtaining the new seed Σ k = (x k , ε ′ ) from Σ is called a seed mutation in the direction k. We say that a seed Σ ′ is mutation equivalent to Σ and denote by Σ ′ ∼ Σ if it can be obtained from Σ by a sequence of seed mutations.
n ] denote the ring of Laurent polynomials in x 1 , . . . , x n . The upper bound associated with a seed Σ is a ring
The cluster Poisson algebra associated with Σ is the intersection of Laurent polynomial rings for all seeds Σ ′ that are mutation equivalent to Σ:
The following crucial lemma is a direct consequence of [GHK15, Theorem 3.9]. 
Poisson-Lie groups
For the convenience of the reader, we recall several basic concepts about Poisson-Lie groups. See [CP94, Ch.1] for a detailed exposition.
Let G be a Lie group. Its Lie algebra g = Lie(G) carries a Lie bracket [, ] : g ⊗ g → g. The group G is said to be a Poisson-Lie group if it is also a Poisson manifold such that the multiplication map G× G → G is a Poisson map. The Poisson structure on G induces a Lie bracket δ on the dual space g * that is compatible with the bracket [, ] . The triple (g, [, ], δ) is called a Lie bialgebra. The main theorem of Poisson-Lie theory, due to Drinfeld, asserts that the functor F : G → Lie(G) is an equivalence between the category of connected and simply connected Poisson-Lie groups and the category of Lie bialgebras. For a finite dimensional Lie bialgebra (g, [, ] , δ), its dual (g * , δ * , [, ] * ) is a Lie bialgebra. In the group setting, we say the Poisson-Lie groups G and G * are dual to each other if their corresponding Lie bialgebras are dual to each other. Now assume G is a connected complex semisimple Lie group. Its Lie algebra g carries a Cartan-Killing form B( * , * ). Let b + and b − be a pair of opposite Borel subalgebras of g so that their intersection h = b + ∩ b − is a Cartan subalgebra. The Drinfeld double D(g) := g ⊕ g admits an invariant non-degenerate bilinear form
Let p + be the diagonal Lie subalgebra of D(g). There is another Lie subalgebra
Note that D(g) = p + ⊕ p − as vector spaces. Both p + and p − are isotropic with respect to the bilinear form (4). The datum (D(g), p + , p − ) is called a Manin triple, which determine a Lie bialgebra structure on g ∼ = p + in the following way. The bilinear form (4) induces an isomorphism p − ∼ = p * + . The Lie algebra structure on p − corresponds to a compatible Lie coalgebra structure on the dual p + . Putting them together, we get a Lie bialgebra structure on p + = g, which further determines the standard Poisson-Lie structure on G.
The Manin triple determines a Lie bialgebra structure on g * ∼ = p − in a similar way. Let B + and B − be the Borel subgroups of G corresponding to b + and b − respectively. The
Quantization of Poisson algebras
Let K = C[q ±1 ] be the ring of Laurent polynomials in the variable q. Let A q be a possibly non-commutative K-algebra. We assume that A q is free as a K-module and that
Denote by f → f the projection from A q to A. By (6), A becomes a commutative algebra and carries a bilinear map {, } :
It is easy to check that the bracket {, } is skew-symmetric and satisfies the Jacobi identity and the Leibniz identity. Therefore A is a commutative Poisson algebra. The algebra A is called the semiclassical limit of A q . Conversely, A q is called a quantization of A.
Recall the dual Poisson-Lie group G * . Its coordinate ring O(G * ) is a Poisson algebra. Let U q (g) be the quantum group associated to g. It is well-known that U q (g) can be realized as a free K-algebra over a suitable rescaled PBW basis, and its semiclassical limit is O(G * ). See [GS19, Sec.11.4] for a geometric interpretation of the rescaled PBW basis.
Example 2.3. The quantum group U q (sl 2 ) is a K-algebra generated by E, F, K ±1 and satisfies the relations
It semiclassical limit becomes O(PGL
* 2 ) ∼ = C[e, f, k, k −1 ] with the Poisson bracket {k, e} = 2ek, {k, f } = −2f k, {e, f } = 2(k −1 − k).
Recall the cluster Poisson algebra
The algebra T (Σ ′ ) is a quantization of the Laurent polynomial ring C[x ± Σ ′ ]. By utilizing the quantum dilogarithm, Fock and Goncharov introduced a quantization of the cluster Poisson transformations in [FG09] . Therefore we get a K-algebra
Note that K is a principal ideal domain and T (Σ ′ ) is a free K-module. Therefore O q (Σ) is free as a submodule of T (Σ ′ ). Consider the semiclassical limit
There is a natural injective Poisson algebra homomorphism
We conjecture that (8) is an isomorphism and therefore O q (Σ) is a quantization of the cluster Poisson algebra O(Σ).
Moduli spaces of G-local systems
In this section we rapidly review the definition and elementary properties of the moduli space P G,S following [GS19].
Definition
The 
The space of pinnings is a left principal homogeneous G-space, also known as a left G-torsor. We sometimes will fix a pinning p and refer it as a standard pinning. Let S be an oriented topological surface with interior punctures and at least one marked point on each of its boundary circle. The marked points cut the boundary circles into disconnected intervals which are called boundary intervals.
A G-local system L over S is a principal G-bundle over S with flat connections. Denote by L B := L × G B its associated B-bundle.
• L is a G-local system over S;
• for every puncture p, the data B p is a flat section of L B over the circle around p;
• for every marked point i, the data B i is a section of L B over i;
• for every boundary interval e with endpoints i and j, the associated pair (B i , B j ) is generic, and p e is a pinning over
Example 3.2. Let S = D n be a regular n-gon with marked boundary points sitting on its vertices. Since π 1 (D n ) = 0, the local systems over D n are trivial. The space P G,Dn parametrizes G-orbits of the tuples (B 1 , ..., B n ; p 1 , ..., p n ) such that every p i (i ∈ Z/nZ) is a pinning over the generic pair (B i , B i+1 ). Elements of P G,D 5 are pictured as follows.
Following Theorem 2.30 in [SW19] , the space P G,Dn is a smooth affine variety. The cyclic group Z/n acts on P G,Dn by rotation.
Cluster Poisson structures
As shown in [GS19] , there are four groups acting on P G,S :
• the mapping class group of S,
• the group of outer automorphisms of G,
• the product of Weyl groups over punctures of S,
• the product of braid groups over boundary circles of S. Below we briefly recall the cluster Poisson structure on P G,S . Let us focus on the case when S is a triangle t. The Poisson structure on P G,t can be described by quivers. When G = PGL r+1 , its corresponding quiver Q is constructed by Fock and Goncharov [FG06b] , and is shown on Figure 3 .2. The number of vertices of Q is n = dim P PGL r+1 ,t = dim B + rkG = (r + 5)r 2 .
The quiver Q encodes a skew-symmetric n × n matrix ε = ( ε ij ), where ε ij = #{arrows from i to j} − #{arrows from j to i}.
The space P PGL r+1 ,t has a cluster Poisson chart x whose coordinates x 1 , . . . , x n correspond to the vertices of Q. The coordinates x i corresponding to the bold vertices in Figure 3 .2 are mutable and are defined by taking the triple ratios of certain derived flags ([FG06b, §9.3]). The group PGL r+1 is simply-laced and the multipliers d i are taken to be 1. Putting them together, we obtain a seed Σ = (x, ε) for P PGL r+1 ,t .
For an arbitrary semisimple group G, the quivers and cluster Poisson coordinates for P G,t are systematically constructed in Section 5.3 of [GS19] . Let v be a vertex of t and let i be a reduced decomposition of the longest Weyl group element w 0 . By generalizing the amalgamation procedure developed in [FG06a] , the paper [GS19] constructed a quiver Q v,i for every pair (v, i). Here are several features of Q v,i .
• The mutable part of the quiver Q v,i coincides with the mutable part of the quiver for the double Bruhat cell G e,w 0 :
• The frozen part of the quiver Q v,i contains 3r vertices, where r = rkG.
• In general the quiver Q v,i is not planar. However one may still place Q v,i on the top of t such that each side of t contains r frozen vertices. 
where T is an ideal triangulation, i t is a reduced decomposition of w 0 assigned to every triangle t ∈ T , and v t is a vertex of t. By amalgamating the local seeds Σ vt,it along the frozen vertices on corresponding edges of t's, with t running through the triangles of T , we obtain a seed Σ T for P G,S . By Definition 2.1, we consider the cluster Poisson algebra
Theorem 5.11 of [GS19] states that the seeds Σ T associated to all the decorated triangles T are mutation equivalent. Therefore O cl (P G,S ) is independent of the T chosen.
Proofs
Proof of Theorem 1.1
The proof of Theorem 1.1 uses a standard codimension 2 argument as in [BFZ05] . When S = D n is a polygon, by definition we have
where Conf e w n−2 0 (A ad ) is a double Bott-Samelson variety in [SW19] . In this case, the proof goes through the same steps as in the proof of Theorem 3.44 of [SW19] . In fact, as we will see soon, it suffices to first prove the cases when n = 3, 4, which correspond to the double Bruhat cells G e,w 0 and G w 0 ,w 0 ; the theorem follows easily from Theorem 2.10 of [BFZ05] . Let T = (T, {v t }, {i t }) be a decorated triangulation of an arbitrary surface S. The edges of the ideal triangulation T that are not boundary intervals of S are called diagonals.
For an arbitrary diagonal e, let Σ T ,e be the seed obtained from Σ T by freezing all the mutable vertices that are placed on the diagonals different from e. Proof. Let q be the qudralateral in T that contains e as a diagonal. As illustrated below, the surface S can be obtained by gluing q and the triangles of T that do not contain e.
By [GS19, Lemma 2.12], there is an gluing map γ :
which identifies the pinnings on the corresponding pairs of glued edges. By definition, the image of γ is the subspace P T,e G,S . The pull-back of γ is an injective algebra homomorphism
Recall the procedure of amalgamaion. The pull-back of γ induces an injection of cluster Poisson algebras
Here if i is a vertex on a diagonal f = e, then γ * (x i ) is the product x ′ i x ′′ i of variables on corresponding edges of the righthand side of (12). Otherwise γ * (x i ) remains invariant.
By the above discussion on polygon cases, we get 
Let F be a rational function of P T,e G,S . We have
The Lemma is proved. 
Proof of Theorem 1.2
Let S = ⊙ be a once punctured disk with two marked points on its boundary. Its fundamental group π 1 (⊙) = Z. Local systems over ⊙ are determined by the monodromies surrounding the puncture. The space P G,⊙ parametrizes G-orbits of the data (g, B, B 1 , B 2 , p 1 , p 2 ) as follows
Here the group element g is contained in the Borel subgroup B assigned to the puncture. If g is regular and semisimple, then the set of Borel subgroups containing g is a Weyl group torsor. The Weyl group acts birationally on P G,⊙ by altering B.
Fix a pinning p = (B + , B − , x i , y i ; i ∈ I). The next Lemma gives an alternative description of P G,⊙ . As an easy corollary, P G,⊙ is a smooth variety but not affine.
Lemma 4.2. The space P G,⊙ is naturally isomorphic to a subvariety of B + × B − × B:
Proof. Every element in P G,⊙ contains a unique representative with its left pinning p 1 = p. Along the path near B 1 (illustrated by the blue arrow in the above figure) , there is a unique element b 1 ∈ B + transporting p 1 to p 2 . Similarly, there is an element b 2 ∈ B − along the path near B 2 transporting p 1 to p 2 . The monodromy g = b 1 b −1 2 ∈ B. In this way, we get a morphism from P G,⊙ to the righthand side of (13). It is clear the the morphism is invertible.
By forgetting the flags assigned to the puncture of ⊙, we get a natural projection
Lemma 4.3. The birational Weyl group action on P G,⊙ induces automorphisms of the coordinate ring O(P G,⊙ ). The pull-back of (14) gives an isomorphism:
Proof. It is a direct consequence of Proposition 4.4.
Consider the Grothendieck-Springer resolution
The second projection π 2 from G to B makes G a smooth B-bundle over B. The first projection π 1 from G to G generically is |W |-to-1. The Weyl group birationally acts on G by altering the flag B. We include a careful proof of the following result. 
We obtain a morphism η : G −→ G × H, (g, B) −→ (g, π B (g)).
Denote by G a the image of η. Note that G a is affine but not smooth in general. For example, when G = SL 2 , then
In this case, G a has two singular points when g = h = ±I 2 . We show that G a is an affinization of G. For every g ∈ G, the dimension of its centralizer Z(g) is greater or equal to the rank of G. The element g is defined to be regular if dim Z(g) = rkG.
For instance, when G = SL n , an element g is regular if and only if its Jordan normal form contains a single Jordan block for each eigenvalue. See [Ste65] for further expositions.
Let us set Q = (g, B) ∈ G g is irregular .
For every B ∈ B, the subvariety Q ∩ π −1 2 (B) consists of irregular elements in B and is of codimension 2 in the fiber π −1 2 (B). Therefore Q is of codimension 2 in G. By [Ste65, Thm.1.1 & 1.2], the projection η from G to G a is an ismorphism outside Q. Therefore we get
The W -action on H extends to a regular W -action on G a . By definition, the projection η from G to G a is W -equivarient. Therefore W maps regular functions of G to regular functions, which complete the proof of the first claim. The fibers of the projection from G a to G are W -orbits. Hence the the pull-back of the projection give an injective homomorphism
It remains to show the surjectivity. Let F ∈ O( G a ) W . Since G a is an affine subvariety of G × H, the function F can be obtain as the restriction of a function
Let us write
Without loss of generality, let us assume that the functions Q i are W -invariant. Otherwise, one may consider the W -orbit containingF and then take the average. By the Chavelley restriction theorem, there is a canonical isomorphism
Therefore F can be obtained from a function r i=1 P i Q ′ i ∈ O(G) and (17) is surjective.
Define the outer monodromy map
Following (5), the dual Poisson-Lie group G * is a subgroup of B + × B − , given by the fiber over e of the outer monodromy map τ . Let α 1 , . . . , α r be simple positive roots of G. The outer monodromy functions are
Let I be an ideal of O(P G,⊙ ) W generated by µ i − 1 for 1 ≤ i ≤ r. Then we get an isomorphism
Let O q (P G,⊙ ) be the quantized algebra as in (7). The Weyl group action are cluster transformations and therefore can be lift to an action on O q (P G,⊙ ). The functions µ i belong to the Poisson center of O(P G,⊙ ) and are expressed as Laurent monomials in every seed of O(P G,⊙ ). Therefore, by the quantum Lift Theorem in [GS19, Appendix.A3], the functions µ i can be uniquely lift to the central elements in O q (P G,⊙ ) W . We still denote by I the ideal of O q (P G,⊙ ) W generated by µ i − 1.
Theorem 2.19 of [GS19] shows that there is a canonical map of * -algebra:
Taking the semiclassical limit of κ, we get a Poisson-algebra homomorphism
By comparing definitions, the map κ coincides with the isomorphism (19), which concludes the proof of Theorem 1.2.
Braid group actions
Let C = (C ij ) be the Cartan matrix associated to G. For any i = j ∈ I, we set m ij = 2, 3, 4 or 6 according to whether C ij C ji is 0, 1, 2 or 3. The braid group B G is generated by σ i (i ∈ I), and satisfies the relations
with both sides have m ij factors. The paper [GS19] presents a geometric braid group action on P G,⊙ and proves its cluster nature. Under the projection (14), the braid group action on P G,⊙ descends to a braid group action on B + × B − and further on G * by restriction. By Theorem 2.26(4) of [GS19] , when G is simply laced, the cluster quantization of this braid group action on G * recovers Lusztig's braid group actions on the quantum group U q (g).
Below we present an explicit description of the induced braid group action on B + × B − . 
where δ ij is the Kronecker delta. For i ∈ I, we get an Poisson automorphism
.
The maps σ i satisfy the braid relation and therefore gives rise to a B G -action on B + × B − . The outer monodromy map τ in (18) intertwines the braid group action on B + × B − with the Weyl group action on H. Therefore it induces a B G -action on the fiber G * := τ −1 (e).
Proof of Theorem 1.3
Gross, Hacking, Keel, and Kontsevich constructed a formal basis (called Θ-basis) for cluster Poisson algebras. If the underlying quiver admits a maximal green sequence (or more generally a reddening sequence), then the Θ-basis is an actual linear basis for the cluster Poisson algebra ([GHKK18, Prop.0.7]). Now let us focus on the quantum cluster algebra O(P G,⊙ ). When G = PGL n , the existence of reddening sequences of O(P G,⊙ ) has been proved in [GS18] . For general G, let us first describe an underlying quiver for O(P G,⊙ ). We take an ideal triangulation of ⊙ and use the puncture as the chosen vertex for both triangles as follows
We further choose reduced decompositions i and i ′ of w 0 for these two triangles. Fix a bipartite coloring on the Dynkin diagram for G. Let b ∈ W be the product black simple reflections and w ∈ W the product of white ones. Consider the Coxeter element c = bw. If G is not of type A 2n , then the Coxeter number h is even, and we use the reduced decomposition w 0 = c h/2 for both i and i ′ . If G is of type A 2n , then the Coxeter number h is odd. In this case, we will use the following two reduced decompositions as i and i ′ :
Putting them together, we get w 2 0 = c h as braid group elements. Denote by Q i,i ′ the quiver of P G,⊙ associated to the above data. By the amalgamation procedure, the mutable part of Q i,i ′ coincides with the quiver Q h (g) in [IIO19] . By Theorem 2 of [IIO19] , the quiver Q i,i ′ admits a maximal green sequence.
Combining the aforementioned results, we obtain a linear basis Θ of O(P G,⊙ ). The basis Θ admits positive integer structure coefficients. The quasi cluster transformations of P G,⊙ , which in particular contains the Weyl group and the Braid group actions, preserve the basis Θ as a set.
The Weyl group W acts on the basis Θ. For every W -orbit c ⊂ Θ, we define 
where the structure coefficients c(θ, µ a ; θ i ) are non-negative integers. Meanwhile µ −a ∈ Θ.
By comparing both sides of (22), we see that there is only term on the right hand side of (21). Therefore θ · µ a ∈ Θ.
By Lemma 4.5, we obtain a Z n action on Θ. The functions µ i are invariant under the W -action. Therefore the induced Z n action commutes with the W -action, and descends
