Abstract. The logarithm of the Knizhnik-Zamolodchikov (KZ) associator Φ is a Lie series. We give a formula for log(Φ) in terms of MZV's (multiple zeta values), analogous to the formula of Le and Murakami for Φ.
Introduction
Let A 0 , A 1 be noncommutative variables. Let F 2 be the free associative algebra generated by A 0 and A 1 , let f 2 ⊂ F 2 be its (free) Lie subalgebra generated by A 0 and A 1 . Let F 2 and f 2 be the degree completions of F 2 and f 2 (A 0 and A 1 have degree 1).
The KZ associator Φ is defined ( [Dr] ) as the renormalized holonomy from 0 to 1 of the differential equation
i.e., Φ = G 1 G ⊗ V (here F ≥n 2 is the part of F 2 of degree ≥ n).
We recall Le and Murakami's formula for Φ ( [LM] ). We say that a sequence (a 1 , . . . , a n ) ∈ {0, 1} n is admissible if a 1 = 1 and a n = 0. If (a 1 , . . . , a n ) is admissible, we set
where ω 0 (t) = dt/t, ω 1 (t) = dt/(t − 1) and
Up to sign, the ω a1,... ,an are MZV's (multiple zeta values).
If (i 1 , . . . , i n ) is an arbitrary sequence in {0, 1} n , and (a 1 , . . . , a n ) is an admissible sequence, define integers C a1,... ,an i1,... ,in by the relation
, where for any S ⊂ {α|a α = 0}, T ⊂ {β|a β = 1}, A(a 1 , . . . , a n ) S,T := α∈[1,n]\(S∪T ) A aα (the product is taken in decreasing order of the α's).
The series log(Φ) belongs to f 2 . We will prove:
Here CBH n (x 1 , . . . , x n ) is the multilinear part of the Lie series log(e x1 · · · e xn ), where x 1 , . . . , x n are formal noncommutative variables.
1. Proof of Theorem 0.2 1.1. Regularizations. In this section, we introduce regularized iterated integrals (
, asymptotic expansion at 0 sucessively shows that the constant terms of f n , . . . , f 0 , then their degree 1 terms, etc., vanish, hence the f i are zero.
for any ε ∈]0, 1[.
Proof.
One proves by induction on n the existence of P
with the same properties, where O ′ = {formal series in X with bounded coefficients}.
This implies the uniqueness of P i1,... ,in .
Definition 1.4. For any (i 1 , . . . , i n ) ∈ {0, 1} n , we set
, where G is any invertible solution of (1). Then
the ideal of functions vanishing at the origin.
Proof. When y is fixed, Φ 1−y x x A0 has a limit as x → 0 + . This means that
Using the fact that y −A1 Φ 1−y x has a limit as y → 0 + , one proves similarly that e
We have a commutative diagram of ring morphisms
Here ev is P (X, X ′ ) → P (0, 0). The map i is the natural injection. The map ℓ takes f to lim 0 + (f ). The map ϕ is induced by the injection described in Lemma 1.1. Set
Then Ψ(x, y) is the image of Ψ(X, X ′ , Y, Y ′ ) under id ⊗ϕ ⊗2 , and Φ is the image of Ψ(x, y) under id ⊗ℓ ⊗2 . Therefore Φ is equal to the image of Ψ(X,
(here we understand P → P (0, 0, 0, 0) as the tensor square of the morphism
Lemma 1.6. We have Φ = Φ(0, 0, 0, 0).
′ , and from the fact that
Proof. Apply Lemma 1.6 and Definition 1.4.
Proof. It suffices to compare the coefficients of A in · · · A i1 in Proposition 1.7 and in Theorem 0.1.
Expansion of log(Φ).
Lemma 1.9. Let O [a,b] the ring of analytic functions on [a, b] (a < b ∈ R). Fix h(z) ∈ f 2 ⊗O [a,b] and let H be the holonomy from a to b of the differential equation
, where x * y = CBH(x, y). Fix a degree k and let h k,n be the degree k part of h n . The limit for n → ∞ of the contributions to h k,n of the homogeneous Lie polynomials (in the Campbell-Baker-Hausdorff series with n variables) with degree > 1 in one variable is 0. Moreover, if δ = (δ i ) i is a sequence with δ i ∈ {0, 1}, the degree δ part of x 1 * · · · * x n is CBH p (x i1 , . . . , x ip ), where i 1 < · · · < i p are the integers such that δ i = 1. The lemma follows. Corollary 1.10.
, and its reduction modulo the augmentation ideal of F 2 is 1, hence its logarithm is well-defined and belongs to the same algebra.
Together with the injectivity proved in Lemma 1.1 and with Corollary 1.10, this implies the lemma.
, and its reduction modulo the augmentation ideal of F 2 is 1, hence its logarithm is well-defined and belongs to the same algebra. Lemma 1.12.
⊗2 as a topological Lie algebra; as before, x * y = CBH(x, y)).
Proof. This follows from the definition (2) of Ψ, together with Lemma 1.11.
The image of log Ψ(X, X ′ , Y, Y ′ ) by id ⊗ϕ ⊗2 (where ϕ is as in diagram (3)) is the function (x, y) → log Ψ(x, y), where Ψ(x, y) has been defined in (4). The image of (x, y) → log Ψ(x, y) by id ⊗ℓ ⊗2 is log Φ. Therefore log Φ = (id ⊗(ev • id) ⊗2 ) log Ψ(X, X ′ , Y, Y ′ ) = log Ψ(0, 0, 0, 0).
Now Lemma 1.12 implies that log Ψ(0, 0, 0, 0) = n≥1 (i1,... ,in)∈{0,1} n P i1,... ,in (0, 0, 0, 0) CBH n (A in , . . . , A i1 ).
Then (6) Then Corollary 1.8 implies Theorem 0.2.
