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Abstract
In this paper we deﬁne the class of near-ideal clutters following a similar concept due to Shepherd [Near perfect matrices, Math.
Programming 64 (1994) 295–323] for near-perfect graphs. We prove that near-ideal clutters give a polyhedral characterization
for minimally nonideal clutters as near-perfect graphs did for minimally imperfect graphs. We characterize near-ideal blockers of
graphs as blockers of near-bipartite graphs. We ﬁnd necessary conditions for a clutter to be near-ideal and sufﬁcient conditions for
the clutters satisfying that every minimal vertex cover is minimum.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
From a polyhedral point of view the concepts of perfection and idealness of clutter matrices (i.e. 0–1 matrices
without dominating rows) have strong “symmetric” deﬁnitions: a matrix A is perfect if and only if the polyhedron
P(A) = {x0 : Ax1} is integral and it is ideal if and only if Q(A) = {x0 : Ax1} is integral. In addition,
perfection and idealness are both hereditary properties, i.e. the matrices of minors of a perfect (ideal) clutter are perfect
(ideal).
This symmetry can be also observed in the behavior of the antiblocker and the blocker of a clutter. Lovász’s Perfect
Graph Theorem states that if the matrix of a clutter C is perfect, the matrix of its antiblocker a(C) is also perfect. In
the same way, Lehman [11] proved that if the matrix of a clutter C is ideal, the matrix of its blocker b(C) is also ideal.
For imperfect and nonideal matrices we have the symmetric concepts of minimally imperfect and minimally nonideal
matrices, both of them preserved through antiblocker and blocker operations on clutters, respectively. Moreover, for
general imperfect matrices, two imperfection indices preserved under antiblocker operation, were deﬁned in [2,8]. In
this sense, in [1,4] symmetric nonidealness indices were presented, both of them preserved under blocker operation.
Another way of classifying imperfection is through the inequalities needed to describe P ∗(A), the convex hull of
integer points in P(A) (see [9]). Following this idea, Shepherd [14] proposed to call a matrix A near-perfect if P ∗(A)
can be described by the inequalities in P(A) and the rank constraint∑
i∈V
xi(A),
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where(A) is the stability number ofA.He strengthened the result of Padberg [12] stating that everyminimally imperfect
clutter is near-perfect, by showing that minimally imperfect matrices correspond precisely to imperfect clutters C such
that both C and its antiblocker a(C) are near-perfect. This result had given a polyhedral characterization of minimally
imperfect graphswhile their graph theoretical characterization concernedwith Berge’s Strong Perfect GraphConjecture
(which is now a theorem) was an open problem.
Taking advantage of the polyhedral symmetry between perfection and idealness mentioned before, it is quite natural
to deﬁne near-ideal clutters as the clutters C such that Q∗(C), the convex hull of integer solutions in Q(C), is obtained
by adding to the inequalities in Q(C), the rank constraint∑
i∈V
xi(C),
where (C) is the covering number of the clutter C.
This paper is organized as follows: in Section 2 we present the notation, necessary deﬁnitions and previous results
and we deﬁne the class of near-ideal clutters following a similar concept due to Shepherd [14] for near-perfect graphs.
In Section 3 we give several properties of near-ideal clutters and we prove that near-ideal clutters give a polyhedral
characterization for minimally nonideal clutters as near-perfect graphs did for minimally imperfect graphs. In Section
4 we study the particular case of near-ideal graphs and we characterize near-ideal blockers of graphs as blockers of
near-bipartite graphs. In Section 5 we look for sufﬁcient conditions for near-idealness among the necessary conditions
obtained in Section 3. We ﬁnd three equivalent pairs of necessary conditions which imply all the remaining properties
near-ideal clutters satisfy.
An extended abstract of this paper without proofs appeared in [3].
2. Deﬁnitions and notation
Given a polyhedron K ⊂ Rn we denote by K∗ the convex hull of the integral points of K , i.e. K∗ = conv(K ∩ Zn).
Following [7], K ⊂ Rn+ is a blocking type polyhedron if for every x ∈ K and yx, y ∈ K . It is known that K is a
blocking type polyhedron if and only if K = {x ∈ Rn+ : Ax1}, where A is a nonnegative matrix with no zero rows.
The blocker KB of K is also a blocking type polyhedron deﬁned by
KB = { ∈ Rn+ : x1 for all x ∈ K}.
It is known that (KB)B=K , and we can refer to K and KB as a blocking pair of polyhedra. Moreover, if B is a matrix
whose rows are the extreme points of K , then KB = { ∈ Rn+ : B1}.
A clutter C is a pair (V (C),E(C)), where V (C) is a ﬁnite set andE(C) is a family of subsets of V (C) none of which
is included in another. The elements of V (C) and E(C) are the vertices and the edges of C respectively. A clutter C is
trivial if it has no edge or if ∅ is its unique edge. In the following, whenever the meaning is clear from the context, we
denote V and E instead of V (C) and E(C) respectively. In general we consider V = {1, . . . , n} and |E| = m.
Given a clutter C = (V ,E) and T ⊆ E, a subset of vertices S ⊂ V is a cover of T if it intersects all the edges in T ,
that is, |S ∩ A|1 for all A ∈ T . A vertex cover in a clutter C is a vertex cover of E.
The blocker b(C) of C is the clutter such that V (b(C)) = V and E(b(C)) is the set of the minimal vertex covers in
C. In [6] it is shown that b(b(C)) = C for any clutter C.
If C is a nontrivial clutter, M(C) is the 0–1 matrix whose rows are the characteristic vectors of edges in E. Clearly,
x ∈ {0, 1}n is the incidence vector of a minimal vertex cover in C if and only if M(C)x1. As Q(C) = {x ∈
Rn+ : M(C)x1} is a blocking type polyhedron with extreme points in [0, 1]n, we have that x ∈ {0, 1}n is the
incidence vector of a minimal vertex cover in C if and only if x is an integral extreme point of Q(C). The polyhedron
Q∗(C)=conv(Q(C)∩Zn) is called the set covering polyhedron ofC. From the above deﬁnitions and results, it follows
that Q∗(C) and Q(b(C)) is a blocking pair of polyhedra.
Given T ⊆ E, we denote by (T ) the minimum cardinality of a cover of T . The vertex covering number of C,
denoted by (C), is (E).
Clearly (C) = min{1x : x ∈ Q∗(C)}, and the fractional covering number of C, f (C) is deﬁned by
f (C) = min {1x : x ∈ Q(C)} = min {1x : M(C)x1, x0} .
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A matching in a clutterC is a set of pairwise disjoint edges and the matching number (C) is the maximum cardinality
of a matching in C.
In general, we have
(C)f (C)(C),
and in the particular case in which (C) = (C) it is said that the clutter C packs.
Given j ∈ V , the clutter C/j obtained by contraction of j is the clutter deﬁned by V (C/j)= V − {j} and E(C/j),
the set of minimal elements of {S − {j} : S ∈ E}. The clutter C\j obtained by deletion of j is the clutter such
that V (C\j) = V − {j} and E(C\j) = {S ∈ E : j /∈ S}. If V1 and V2 are disjoint sets of vertices in V , contracting
all vertices in V1 and deleting all vertices in V2 can be performed sequentially, and the resulting clutter does not
depend on the order of the operations or vertices. Therefore, we can denote such clutter as C/V1\V2. Furthermore,
b(C/V1\V2) = b(C)\V1/V2.
A minor of C is any clutter obtained from C by a sequence of deletions and contractions.
To simplify the notation we consider that vertex i corresponds to the ﬁrst column of matrix M(C), then we have that
Q(C/i) = {x ∈ Rn−1 : (0, x) ∈ Q(C)},
and
Q∗(C/i) = {x ∈ Rn−1 : (0, x) ∈ Q∗(C)}.
In the case of the deletion of a vertex, we have that
Q(C\i) = {x ∈ Rn−1 : (1, x) ∈ Q(C)},
and
Q∗(C\i) = {x ∈ Rn−1 : (1, x) ∈ Q∗(C)}.
We will say that a clutterC= (V ,E) is disconnected if there exists a partition of V into two nonempty subsets V1, V2




where M(Ci) is the matrix associated to Ci = C\Vj , i = 1, 2; j = i. Otherwise, we will say that C is connected.
Remark 2.1. If C is a disconnected clutter and x ∈ Q(C), it is clear that x = (x1, x2) with xi ∈ Q(Ci) for i = 1, 2.
Moreover, x is an extreme point of Q(C) if and only if xi is an extreme point of Q(Ci) for i = 1, 2. Analogously x
is an extreme point of Q∗(C) if and only if xi is an extreme point of Q∗(Ci) for i = 1, 2 and the set of facet deﬁning
inequalities for Q∗(C) is the union of the sets of facet deﬁning inequalities for Q∗(C1) and Q∗(C2).
A clutterC is ideal ifQ∗(C)=Q(C). IfC is nonideal andQ(C) has an extreme point xˆ with all fractional components,
a core of M(C), is the maximum row submatrix A of M(C) such that Axˆ = 1.
A clutterC is minimally nonideal if it is not ideal but all its proper minors are. In [10], Lehman proved that if a clutter
is minimally nonideal, so is its blocker, and in [13], Padberg proved that minimally nonideal clutters are connected.
Although a complete list of minimally nonideal clutters is not known, most of them present interesting regularities,
except for the family of the degenerate projective planes Jn, n3, where V (Jn) = {0, 1, 2, . . . , n} and E(Jn) =
{{1, 2, . . . , n}, {0, 1}, . . . , {0, n}}.
We will refer to minimally nonideal clutters different from Jn, n3 as regular minimally nonideal clutters. In [11]
Lehman proved that if C is a regular minimally nonideal clutter, then
(L1) Q(C) has a unique fractional vertex, namely (1/(b(C)))1.
(L2) n< (C)(b(C)) and f (C) = n/(b(C)).
(L3) The matrix M(C) has a unique square core A, having (b(C)) ones per row and per column.
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Clearly, from (L2), if a clutter C is regular minimally nonideal then (C)f (C)< (C) and hence C does not
pack.
In general, given a nonempty proper subset S of V , let ES be the set of all the edges in E having at least one node
in S and one node in V − S. The set ES is called a cutset of C. The cutset ES is critical if (E − ES)< (C).
Cornuéjols and Sassano in [5] proved that if ∑i∈V xi(C) is a facet deﬁning inequality for Q∗(C), then every
cutset of C is critical.
In [13], Padberg proved that if C is a regular minimally nonideal clutter, then
Q∗(C) = Q(C) ∩
{






following that in a minimally nonideal clutter, every cutset is critical.
Eq. (2.1) gives a necessary but not a sufﬁcient condition to minimally nonidealness.
3. Properties of near-ideal clutters
As we have already mentioned, Shepherd [14] proposed to call a matrix A near-perfect if P ∗(A) can be described
by the inequalities in P(A) and the constraint
∑
i∈V xi(A), where (A) is the stability number of A. According to
this idea, we deﬁne near-ideal clutters as follows.
Deﬁnition 3.1. A clutter C is near-ideal if
Q∗(C) = Q(C) ∩
{






Recalling that Q∗(C) and Q(b(C)) is a blocking pair of polyhedra, near-ideal clutters could also be deﬁned in terms
of their blockers.
Theorem 3.2. A clutter C is near-ideal if and only if b(C) is ideal or Q(b(C)) has a unique fractional extreme point,
namely x = (1/(C))1.
In the following we will refer to nonideal near-ideal clutters as properly near-ideal clutters.
Since in a properly near-ideal clutter C, (1/(C))1 is a fractional extreme point of Q(b(C)), it is immediate to see
that the submatrix of M(b(C)) corresponding to the incidence vectors of minimum vertex covers of C has rank n.
From the deﬁnition and (2.1) it is clear that regular minimally nonideal clutters are properly near-ideal.We will focus
on the properties of regular minimally nonideal clutters that also hold for properly near-ideal clutters. Firstly, we have
Lemma 3.3. If C is a properly near-ideal clutter then:
(1) Every cutset of C is critical.
(2) C and b(C) are connected.
(3) C does not pack.
Proof. Since
∑
i∈V xi(C) is a facet deﬁning inequality for Q∗(C), from Cornuéjols and Sassano [5], every cutset
of C is critical.
The connectivity of C follows directly from Remark 2.1. From Theorem 3.2, (1/(C))1 is the unique fractional
extreme point of Q(b(C)), again Remark 2.1 implies b(C) is also connected, and (2) is proved.
Finally, if a near-ideal clutterC packs, f (C)=(C) and the inequality∑i∈V xi(C) is satisﬁed by every x ∈ Q(C).
Then Q∗(C) = Q(C), and C is ideal. 
Properly near-ideal clutters also behave the same way as minimally nonideal clutters do under vertex deletion in the
following sense:
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Theorem 3.4. If C is a properly near-ideal clutter and i ∈ V then:
(1) C\i is ideal.
(2) (C\i) = (C) − 1.
Proof. Without loss of generality, we consider that vertex i corresponds to the ﬁrst column of the matrix M(C).
If x˜ ∈ Rn−1 is a fractional extreme point ofQ(b(C)/i), (0, x˜) is a fractional extreme point ofQ(b(C)) contradicting
the fact that (1/(C))1 is the unique fractional extreme point of Q(b(C)). Then b(C)/i is ideal, and also is C\i.
Since (C\i) is (C) or (C) − 1 it is enough to prove that (C\i)< (C) in order to prove (2).
If Ei is the set of edges that contain vertex i, it is easy to see that (E − Ei) = (C\i). Since C is connected, every
edge in C has at least two vertices. Then Ei is a cutset and from Lemma 3.3, (E − Ei) = (C\i)< (C). 
Corollary 3.5. If C is a properly near-ideal clutter and i ∈ V then there exist minimum vertex covers B and B ′ of C
such that i ∈ B and i /∈B ′.
Proof. The ﬁrst part follows immediately from the fact that (C\i) = (C) − 1.
Now, suppose that vertex i belongs to every minimum vertex cover of C. Since C is properly near-ideal there are at
least n linearly independent incidence vectors of minimum vertex covers of C. It is easy to see that (1/(C)− 1)1 is a
fractional extreme point of Q(b(C\i)) contradicting Theorem 3.4. 
In case of vertex contraction we have,
Theorem 3.6. Let C be a properly near-ideal clutter and i ∈ V then
(1) (C/i) = (C).
(2) C/i is near-ideal.
Proof. From Corollary 3.5, there exists a minimum vertex cover not containing i, hence (C/i) = (C).
Assume that the ﬁrst column of the matrix M(C) corresponds to vertex i, then
Q∗(C/i) = {x ∈ Rn−1 : (0, x) ∈ Q∗(C)}
=
⎧⎨








⎩x ∈ Rn−1 :
∑
j∈V−{i}
xj (C) = (C/i)
⎫⎬
⎭ ,
then, C/i is near-ideal. 
As a corollary of Theorems 3.4 and 3.6 it follows that near-idealness is preserved under taking minors. Also, every
nonideal minor of a near-ideal clutter must be obtained by contraction of vertices. Then applying the above theorem
we have the following immediate consequence.
Corollary 3.7. If a clutter C is near-ideal then every minor C′ of C is near-ideal. Moreover, if C′ is nonideal then
(C′) = (C).
Although the class of regular minimally nonideal clutters is strictly contained in the class of near-ideal ones, near-
idealness gives a polyhedral characterization of regular minimally nonideal clutters.
Theorem 3.8. Let C be a nonideal clutter different from Jn, n3. Then, C is minimally nonideal if and only if C and
b(C) are near-ideal.
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Proof. Clearly ifC is a regular minimally nonideal clutter, thenC and b(C) are near-ideal. Conversely, given a nonideal
clutter C such that both C and b(C) are near-ideal and applying Theorem 3.4(1) to C and b(C), we have that C\i and
b(C)\i = b(C/i) are ideal for every i ∈ V . Hence C is minimally nonideal. 
Remark 3.9. This result can be seen as the converse of Lehman’s result (L1) in the following way: a nonideal clutter
C is regular minimally nonideal if Q(C) and Q(b(C)) have (1/(b(C)))1 and (1/(C))1 as unique fractional extreme
points, respectively.
A well known idealness preserving clutter operation is the duplication of a vertex i in a clutterC. The clutter obtained
from duplication of vertex i is the clutterC⊗ i such that V (C⊗ i)=V ∪ i′ andE(C⊗ i)=E∪{(B−{i})∪{i′} : B ∈ E
and i ∈ B}.
Its blocking dual operation, i.e. the operation such that b(C ⊗ i)= b(C)i, can be deﬁned as follows: the clutter
Ci obtained from addition of a serial vertex to i is the clutter such that V (Ci) = V ∪ {i′} and
E(Ci) = {B ∪ {i′} : B ∈ E, i ∈ B} ∪ {B ∈ E : i /∈B}.
It is immediate from the deﬁnition that (Ci) = (C).
Clearly, both of them are idealness preserving operations. However, duplicating is not a near-idealness preserving
clutter operation. For instance, it is easy to check that by duplicating any vertex in the clutter corresponding to the edges
of a 3-cycle, we obtain a non near-ideal clutter. Nevertheless, the addition of serial vertices preserves near-idealness,
allowing us to obtain “larger” near-ideal clutters from a near-ideal one.
Theorem 3.10. If C is a near-ideal clutter and i ∈ V then Ci is near-ideal.






xj (Ci) = (C)
⎫⎬
⎭ .
It is easy to see that x deﬁned by xj = xj if j = i, i′ and xi = xi + xi′ is an extreme point of Q∗(C). Then xj ∈ {0, 1}
for j = i, i′. If xi = 0 then xi = xi′ = 0. If xi = 1 and 0<xi < 1, x would not be an extreme point. Hence x is integral
and Ci is near-ideal. 
Our scope is now to ﬁnd sufﬁcient conditions for near-idealness. We start studying the particular case of graphs-
clutters.
4. Near-ideal graphs
Clutters whose edges have at most two vertices can be seen as simple graphs: the edges with two vertices are the
edges of the graph and the edges with one vertex are isolated nodes.
In this case deletion of a vertex corresponds to the graph operation C − i, obtaining the subgraph of C induced by
the nodes in V − {i}.
If N(i) is the set of nodes adjacent to i in C, the contraction of a vertex i gives the graph formed by Ci (the
subgraph of C induced by the nodes in V − (N(i) ∪ {i})) and the isolated nodes in N(i).
Observe that a graph is ideal if and only if it is a bipartite graph. Then, C\i (resp. C/i) is ideal if and only if C − i
(resp. Ci) is bipartite. Clearly if C\i is ideal, C/i is also ideal. Then, if C is a properly near-ideal graph, C is
minimally nonideal and it is known that minimally nonideal graphs correspond to the family of chordless odd cycles.
Hence, from Theorem 3.4 we have the following:
Lemma 4.1. A nonideal graph C is near-ideal if and only if it is a chordless odd cycle.
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Now, let us consider the family of near-ideal clutters whose blockers are graphs. In this case, since b(C)/i is ideal
for any i ∈ V , then b(C)i must be bipartite for every vertex i. In [15], Shepherd called these graphs near-bipartite
graphs.
Lemma 4.2. If C is a clutter and b(C) is a graph, then C is near-ideal if and only if b(C) is a near-bipartite graph.
Proof. We only have to prove that if b(C) is a near-bipartite graph then C is near-ideal.
We know that b(C)/i is ideal for every i ∈ V and then, if C is nonideal, any fractional extreme point xˆ of Q(b(C))
satisﬁes 0< xˆi1 for every i ∈ V .
Let A be a nonsingular n× n submatrix of the system deﬁning Q(b(C)) such that Axˆ = 1. As all the rows in A must
have two ones, 121 is the only possible solution, and from Theorem 3.2, the lemma follows. 
The characterizations of near-ideal graphs and near-ideal clutters with graph blockers allow us to prove that several
necessary properties to near-idealness found in the previous section, become sufﬁcient.
Theorem 4.3. If C or b(C) is a connected nonideal graph, the following statements are equivalent:
(1) C is near-ideal.
(2) C\i is ideal for all i ∈ V .
(3) (C′/i) = (C) for all nonideal minors C′ of C and all i ∈ V (C′).
(4) (C′\i) = (C) − 1 for all nonideal minors C′ of C and all i ∈ V (C′).
Proof. If C is a graph, the proof is a simple exercise of graph theory.
Assume now that b(C) is a connected graph, hence (C) = 2.
From previous results (1) implies the other three statements.
If C\i is ideal for all i ∈ V , b(C)/i is also ideal and hence b(C)i is bipartite for all i ∈ V . Then b(C) is
near-bipartite and, by Lemma 4.2, C is near-ideal and (2) implies (1).
Assume now that C is not near-ideal. By Lemma 4.2, the graph b(C) is not near-bipartite. Then b(C) has a node-
induced subgraph G consisting in a chordless odd cycle C2r+1 and a path with nodes i, j, k where k is the only node
in the path also in C2r+1 and i is not adjacent to any node in C2r+1.
Let us ﬁrst consider C′ = b(G)\i. It is clear that C′ is a nonideal minor of C and (C′/k) = 1 = (C),
contradicting (3).
If we now consider C′ = b(G)/j , C′ is a nonideal minor of C and (C′\i) = 2 = (C) − 1, contradicting (4). 
Observe that the theorem above cannot be extended to any clutter C with (C)=2: in particular Jn with n3 satisfy
(2) and (4) but not (1) and (3).
5. Studying sufﬁcient conditions
In order to ﬁnd sufﬁcient conditions for a nonideal clutter to be near-ideal and taking into account the results in the
previous section, we choose the following conditions a near-ideal clutter must satisfy:
(P1) (C′\j) = (C) − 1 for all nonideal minors C′ of C and all j ∈ V (C′).
(P2) (C′/j) = (C) for all nonideal minors C′ of C and all j ∈ V (C′).
(P3) C\i is ideal for all i ∈ V .
Considering the fact that if a clutter C and its blocker satisfy (P3), then C is minimally nonideal, we begin analyzing
this property. Clearly, Jn with n3, show that in the general case, (P3) is not enough to characterize near-ideal clutters.
However,
Theorem 5.1. If C is a nonideal clutter such that every minimal vertex cover of C is minimum, then C is a near-ideal
clutter if and only if C\i is ideal for all i ∈ V .
Proof. From Theorem 3.4, we just need to prove that if C\i is ideal for all i ∈ V then C is near-ideal.
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As C\i is ideal for all i ∈ V , every fractional extreme point of Q(b(C)) must have positive components, and it must
be the solution of a system Ax = 1, where the rows of A are a subset of n linearly independent rows of M(b(C)).
By hypothesis, all the rows inM(b(C)) have exactly (C) ones, and the only possible solution ofAx=1 is (1/(C))1.
Hence C is a near-ideal clutter. 
In addition,
Theorem 5.2. If a nonideal clutter C has property (P3), then C and b(C) are connected clutters.
Proof. Assume ﬁrst that C is not connected. As C is nonideal, one of its connected components, say C′, must be
nonideal. Let us consider i ∈ V − V (C′). Clearly C′ is a nonideal minor of C\i, contradicting (P3).
Similarly, using the fact that b(C)/i is ideal, it can be proved that b(C) is connected. 
Since Jn with n3 satisfy (P1), this condition is not enough to characterize near-ideal clutters either. In order to
exclude Jn with n3, we need (P2).
First, we will see that (P1) and (P2) imply (P3). Actually, relaxing (P1) as
(P ′1) (C\j) = (C) − 1 for all j ∈ V (C),
we have the following:
Theorem 5.3. If a nonideal clutter C has properties (P ′1) and (P2), then C has property (P3).
Proof. Suppose that there exists j such that C\j is nonideal. By (P2) we have that (C\j/i) = (C) for all i = j .
The latter means every minimum vertex cover of C containing j must contain i for all i = j .
By (P ′1), (C\j) = (C) − 1, hence there exists a minimum vertex cover of C that contains j . Then, there is a
minimum vertex cover containing all the vertices in V . In this case M(C) is the identity matrix and C is ideal. 
Clearly, (P ′1) and (P2) also give a characterization of regular minimally nonideal clutters in the following way:
Corollary 5.4. If a nonideal clutter C and its blocker have properties (P ′1) and (P2), then C is a regular minimally
nonideal clutter.
From the above theorem, if (P ′1) and (P2) hold for a clutter C then every nonideal minor C′ of C must be obtained
from contraction of vertices. We have the following:
Corollary 5.5. If a nonideal clutter C has properties (P ′1) and (P2), then (C′) = (C) for every nonideal minor C′
of C.
We keep on studying the relationship among the three properties. We will see another implication among them that
also holds.
Theorem 5.6. If a nonideal clutter C has properties (P2) and (P3) then it satisﬁes (P1).
Proof. Let C be a clutter and (C) = . Observe ﬁrst that if C satisﬁes (P2) and (P3) then, for all nonideal minors C′
of C, C′ = Jn with n3 and there is W ∈ V such that C′ =C/W and (C′)= . Moreover, if C′′ is a nonideal minor
of C′, every minimum vertex cover of C′′ is a minimum vertex cover of C′.
LetC be a nonideal clutter satisfying (P2) and (P3).Assume there is a nonideal minorC′ ofC and a vertex i ∈ V (C′)
such that (C′\i) = , contradicting (P1). Hence, i does not belong to any minimum vertex cover of C′. This implies
that C′ cannot be regular minimally nonideal, otherwise from [L3] every vertex in V (C′) should belong to exactly
(C′) =  minimum vertex covers of C′. Moreover, if W ⊂ V is such that C′/W is regular minimally nonideal, then
i ∈ W .
Let us consider C′′ the nonideal minor of C deﬁned as C′′ = C′/(W − {i}).
We will prove that any minimum vertex cover of C′/W is a minimum vertex cover of C′′\i and then Q(b(C′′\i))
has (1/)1 as fractional extreme point, i.e. C′′\i it is nonideal, contradicting (P3).
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Let B be a minimum vertex cover of C′/W . From the above remarks, B is a minimum vertex cover of C′′ and i /∈B.
Hence, B is a vertex cover of C′′\i.
Since i does not belong to any minimum vertex cover of C′, it does not belong to any minimum vertex cover of C′′.
It follows that (C′′\i) =  and hence, B is a minimum vertex cover of C′′\i. 
As a consequence of Theorems 5.3 and 5.6 we have the following:
Corollary 5.7. Let C be a clutter. The following statements are equivalent:
(1) C satisﬁes (P ′1) and (P2).
(2) C satisﬁes (P1) and (P2).
(3) C satisﬁes (P2) and (P3).
Actually, as (P2) belongs to any of these pairs, one could think there exists some dependency among (P ′1), (P1)
and (P3).
Clearly, from deﬁnition, any clutter having (P1) also has (P ′1).
In addition we have the following:
Theorem 5.8. If a clutter C satisﬁes (P1) then it satisﬁes (P3).
Proof. Let C be a clutter satisfying (P1) and i ∈ V . Let us consider C′ = C\i. From (P1), (C′) = (C) − 1 and i
belongs to a minimum vertex cover of C.
Let j ∈ V , j = i. We have that
(C) − 2 = (C′) − 1(C′\j)(C′) = (C) − 1.
If there exists j = i such that (C′\j) = (C) − 2, since C′\j = (C\i)\j and C satisﬁes (P1), C\i must be ideal.
Assume now that for every j = i, (C′\j) = (C) − 1.
Let us ﬁrst observe that, for any clutterC, ifW is a subset of aminimumvertex cover ofC, then (C\W)=(C)−|W |.
In our case, considering W = {i, j}, we have (C\W) = (C) − 1> (C) − |W |. Then, for every j = i, W = {i, j}
is not contained in any minimum vertex cover of C. Since i belongs to a minimum vertex cover of C, {i} must be a
minimum vertex cover of C and C′ = C\i is ideal. 
However, the following examples show that (P ′1), (P1) and (P3) are not equivalent.




1 1 0 0 0
1 0 1 0 0
1 0 0 1 0
0 1 0 0 1
0 0 1 0 1
0 1 1 1 0
⎞
⎟⎟⎟⎟⎟⎠ .
It is easy to verify that (C) = 3 and that (C\i) = 2 for all i ∈ V , i.e. C satisﬁes (P ′1).
Nevertheless, we have that C\5 = J3, and (P3) does not hold.
To see that C does not satisfy (P1), consider the nonideal minor C′ = C\1. It is not hard to check that (C′\i) = 1
for all i ∈ V (C′).
Example 5.10. A clutter C satisfying (P3) but not (P ′1)
M(C) =
(1 1 0 1
0 1 1 1
1 0 1 1
)
C is nonideal as C/4 = C23 and it is clear that C\i is ideal for all i ∈ V . However, (C) = (C\1) = 1.
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After these results we conclude that we need (P2) for the equivalences in Corollary 5.7. Moreover, we could not ﬁnd
a not near-ideal clutter satisfying (P2).
In what follows we call a clutter C quasi near-ideal if C is nonideal and satisﬁes any pair of properties obtained in
Corollary 5.7.
We will see that quasi near-ideal clutters satisfy several other necessary properties for near-idealness.
Theorem 5.11. If a clutter C is quasi near-ideal, then the submatrix of M(b(C)) of all the minimum vertex covers of
C has rank n and it is the matrix of a connected clutter.
Proof. Let C be a nonideal clutter and let C′ = C/U a regular minimally nonideal minor of C for an appropriate
U = {u1, . . . , ur} ⊂ V (C).
As C has properties (P1) and (P2) we can choose a minimum vertex cover Br of C/{u1, . . . , ur−1} that contains
vertex ur . Applying induction we ﬁnd a collection Bj for j = 1, . . . , r of minimum vertex covers of C/{u1, . . . , uj−1}
such that uj ∈ Bj for all j = 1, . . . , r .
Consider now the submatrix A of M(b(C)) whose columns are the vertices of C and whose rows are the incidence
vectors ofBj for j=1, . . . , r and the incidence vectors of the minimum vertex covers ofC′. It is clear from construction
that A is a submatrix of M(b(C)) that has rank n and it is the matrix of a connected clutter. 
Corollary 5.12. If a clutter C is quasi near-ideal then:
(1) ∑i∈V xi(C) is a facet deﬁning inequality for Q∗(C).
(2) C does not pack.
(3) Every cutset of C is critical.
Proof. From the above theorem we have that the submatrix of M(b(C)) of all the minimum vertex covers of C has
rank n and then (1/(C))1 is an extreme point of Q(b(C)). Hence, by blocker duality we have that
∑
i∈V xi(C) is
a facet deﬁning inequality for Q∗(C) and (1) is proved.
The other two statements are consequences of (1). 
It is straightforward to see that if a clutter C is quasi near-ideal, then every nonideal minor of C also is. Moreover,
we can prove that this class of clutters is closed under the addition of serial vertices.
Theorem 5.13. If C is a quasi near-ideal clutter and j ∈ V , then Cj is quasi near-ideal.
Proof. First observe that (Cj)\i is ideal from the fact that C\i is ideal for all i ∈ V . So, the nonideal minors of
Cj must be obtained by contraction of vertices.
Now let C′ = (Cj)/U be a nonideal minor of Cj . If j (or j ′) belongs to U , then C′ is a nonideal minor of C
and the theorem holds.
Assume then that j, j ′ /∈U . In this case C′ = (C/U)j and as C′ has (P2), then
(C′) = ((Cj)/U) = (C).
Moreover we have that
(C′/j) = (C′/j ′) = (C) = (Cj)
and that
(C′\j) = (C′\j ′) = (C′\{j, j ′}) = (C) − 1 = (Cj) − 1.
Hence we only need to check what happens when a vertex different from j or j ′ is deleted or contracted from C′. In
this case as if i = j, j ′, then it is easy to see that
(Cj)/i = (C/i)j ,
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and
(Cj)\i = (C\i)j ,
the theorem follows. 
We have proved that all the necessary conditions found in Section 3 for properly near-ideal clutters also hold for
quasi near-ideal ones. These facts lead us to state the following:
Conjecture 5.14. If a clutter C is quasi near-ideal then it is properly near-ideal.
Acknowledgments
We would like to thank the anonymous referees for their helpful comments.
References
[1] N. Aguilera, G. Nasini, M. Escalante, The disjunctive procedure and blocker duality, Discrete Appl. Math. 121 (1–3) (2002) 1–13.
[2] N. Aguilera, G. Nasini, M. Escalante, A generalization of the Perfect Graph Theorem under the disjunctive index, Math. Oper. Res. 23 (3)
(2002) 460–469.
[3] G.Argiroffo, S. Bianchi, G. Nasini, On Certain Class of Nonideal Clutters, Electronic Notes in Discrete Mathematics, vol. 18, 2005, pp. 15–20.
[4] G.Argiroffo, S. Bianchi, G. Nasini, Clutter nonidealness, Special Issue of Discrete Applied Mathematics in connection with the First Cologne-
Twente Workshop on Graphs and Combinatorial Optimization, to appear.
[5] G. Cornuéjols, A. Sassano, On the 0,1 facets of the set covering polytope, Math. Programming 43 (1989) 45–55.
[6] J. Edmonds, D. Fulkerson, Bottleneck extrema, J. Combin. Theory B 8 (1970) 299–306.
[7] D. Fulkerson, Blocking polyhedra, in: B. Haris (Ed.), Graphs Theory and its Applications, Academic Press, NewYork, 1970, pp. 93–112.
[8] S. Gerke, C. McDiarmid, Graph imperfection, J. Combin. Theory, Series B 83 (2001) 58–78.
[9] M. Groetschel, L. Lovasz, A. Schrijver, Geometric Algorithms and Combinatorial Optimization, Springer, Berlin, 1980.
[10] A. Lehman, On the width-length inequality, Math. Programming 17 (1979) 403–417.
[11] A. Lehman, On the width-length inequality and degenerate projective planes, in: W. Cook, P.D. Seymour (Eds.), Polyhedral Combinatorics,
DIMACS Series in Discrete Mathematics and Theoretical Computer Science, vol. 1, 1990, pp. 101–105.
[12] M.W. Padberg, Perfect zero-one matrices, Math. Programming 6 (1974) 199–215.
[13] M.W. Padberg, Lehman’s forbidden minor characterization of ideal 0–1 matrices, Discrete Math. 11 (1993) 409–420.
[14] B. Shepherd, Near-perfect matrices, Math. Programming 64 (1994) 295–323.
[15] B. Shepherd, Applying Lehman’s theorem to packing problems, Math. Programming 71 (1995) 353–367.
