O ver the past decade, a remarkable assortment of new communications and computing technologies has surfaced. Scientists and engineers have traditionally been at the forefront of developing and adopting such new technologies. For example, Unix, the Internet, the World Wide Web, and parallel computing incubated in scientific research environments before being mature enough for the general marketplace. However, the rapid commercial growth in personal computing and commodity networking has created a much larger consumer market equally hungry for new ideas. Consequently, many innovations in networking and computing are going directly from the laboratory to the marketplace, bypassing the scrutiny of scientific users before making a big commercial splash. For instance, spreadsheets, PCs, and even Visual Basic were quickly adopted by the businesscomputing community and only afterwards seen to be useful in scientific-computing circles.
This article reviews some networking and computing technologies that are having a significant impact, real or perceived, in the commercial computing world and might be valuable for future distributed scientific computing. In many cases, an unfortunate combination of technical inbreeding and aggressive marketing has created jargon and hyperbole barriers to understanding. So, presentations of these technologies too often use terminology potentially foreign to scientific-computing people. That has been our experience at least. This article's goal is to remove some of these barriers.
Developing scientific applications on globally distributed networks requires language support (Java, MPI, OpenMP), mechanisms for managing distributed computations and services (components and agents), and advanced networking technologies (IPv6, ATM). We are devoting scarcely a page to each topic, and a little knowledge can be a dangerous thing. Nonetheless, the basic ideas are relatively easy to communicate and grasp.
Java for scientific computing
The Java programming language has taken the commercial software world by storm, but its impact on scientific computing is still marginal. The use of Java for large-scale scientific and engineering computing faces several serious impediments. In a nutshell, Java does not currently support the IEEE floating-point standard, and it forces a computational model on scientific users that can lead to unnatural programming styles, as we'll show.
For most programmers, the good news is that Java offers several major improvements over C++. The two main features most responsible for
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Java's popularity are its portability and strong type checking. Of course, portability comes at the expense of efficiency. The exact trade-off remains to be seen, because improvements in compilation techniques and Java-tuned microprocessor architectures are ongoing. However, many people argue that C++ is already portable enough for scientific computing, so why move to Java? Java programming encourages the use of object-oriented constructs even in situations where those constructs would be awkward. Scientific computing and the mathematical notation on which it is based use a powerful shorthand for the most common array and matrix operations. Java does not currently allow such shorthand. For example, it does not have native support for complex numbers. Complex numbers can be supported by defining a complex number class, but the overhead of complex object methods introduces unacceptable inefficiencies for scientific users. Moreover, the Java semantics of such complex objects are different from those of float and double real numbers. Assignment and comparison operators work on references, not values, which is a significant departure from the real arithmetic situation. For example, a Fortran complex arithmetic statement such as a = b + c * d could be expressed using complex class methods as a.assign (Complex.sum(b, Complex.product(c,d) ).
This does not go over well in large codes that use complex arithmetic. Similarly, Java supports multidimensional arrays by making appropriate class definitions, but using this support is awkward. For instance, a standard numerical linear algebra Fortran statement such as
could be expressed in terms of class set and get methods as
Such constructs are clearly inefficient, unreadable, and error-prone. These two examples of Java in scientific computing are but a sampling of the issues raised by the Java Grande Forum (see http://www.javagrande.org/), an advocacy group for evolving Java toward being more useful for scientific computing.
On the positive side, Java is widely used to develop graphical user interfaces to scientific simulations that are written in other languages. Java "serialization"-that is, the process of capturing the values of all variables and objects in a program-is a very useful feature for mobile programs and agents, as we'll describe in "Mobile agents." Java is evolving, and Sun Microsystems is eager to have as many users as possible adopt it. However, many different programming communities are requesting many different Java enhancements, and those requests must be prioritized according to impact and ease of implementation. The scientific-computing community should consider supporting the efforts of the Java Grande Forum to make scientific computing a higher priority in future Java releases.
Over the years, many languages for scientific computing have been championed-APL, PL1, Pascal, ADA-but only C and C++ have made any serious inroads. Does Java have a better chance? Until Java addresses some fundamental scientificcomputing issues, Java scientific programming will be a lot like building a model ship in a bottle-it's a nice hobby, but if you want to build a model ship, there are easier and better ways! MPI Parallel programs for distributed-memory machines must perform explicit communication operations to synchronize and exchange data. Although most message passing can be accomplished by send and receive operations using discrete messages between a source and a destination task, a number of variations on the basic concept are possible. Several communications libraries have been developed over the years, including the Parallel Virtual Machine (PVM), P4, and the Message Passing Interface. Over the last several years, MPI has been gaining acceptance as a de facto standard for message passing on both distributedmemory supercomputers and network-of-workstation distributed environments.
The most fundamental communication mechanism provided by MPI is the send-receive pair, where a data source performs a send() to transmit data to a sink, which must perform a corresponding receive() to accept it. MPI provides both synchronous and asynchronous versions of these that either block the calling process until the operation is complete or allow it to proceed with other work immediately. With asynchronous receives, MPI provides an additional synchronization operation to determine when the data is ready.
More advanced types of communication include broadcasting-effectively a send to all des-. tinations simultaneously-and other collective (group) communications such as scatter, gather, and reduce. The collective commands are one-to-many, many-to-one, and many-to-many, with a combining of values with an associative operator such as addition or finding a maximum. MPI also includes a robust set of maintenance commands for creating communication groups, organizing processes by Cartesian coordinates, and many other useful support tasks.
Version 2.0 of MPI is starting to gain some industry support; however, only a few vendors fully support the library's new sections. MPI 2.0 provides three main enhancements: dynamic process creation, one-sided communication, and parallel I/O. In MPI 1.x, all processes of an application start during an initialization phase and survive until the application ends. With dynamic process creation, new processes can be started (and deleted) in the middle of the application's execution, thereby making the application dynamically adaptive as more resources become available or unavailable.
One-sided communications are performed via the new get(), put(), and accumulate() routines (as well as others). These commands let a process unilaterally initiate a data transfer. However, to ensure the application's correct operation, the processes will need explicit synchronization commands to make sure the data transfers correctly. The efficiency will depend on the actual implementation of MPI. However, by separating the data transfer and the synchronization, programs could execute faster.
The parallel I/O enhancements are intended to improve I/O performance, which has been the bottleneck in many applications. With MPI 2.0, multiple processes can read and write to the same open file. Each process receives a mask that defines the locations in the file that it can access. The masks can be complex and are tailored to the application.
Other new features of MPI 2.0 include thread support (blocking in a thread won't slow down other threads unless specifically requested), portable start-up, and C++ bindings. 
OpenMP
The shared-memory world does not require explicit communications, so a standardized communications API (application programming interface) would seem unnecessary to build portable, parallel (SMP-symmetric multiprocessor) programs. However, years of practical experience show that compilers cannot automatically generate efficient parallel code without the help of userprovided hints. Those hints or directives unfortunately are different on each computer system. Consider, for example, the piece of sequential Fortran code in Figure 1a . 1 Aside from the scalars xx and yy, which are rewritten on each loop iteration, no true dependences between loop iterations exist, so the outer loop (either loop, actually) could safely run in parallel. In one dialect of Fortran, this might be accomplished through directives hidden in Fortran comments (see Figure  1b) . In Figure 1b , xx and yy have been promoted to arrays, indexed by the processor number, to remove the storage-related dependences. Another dialect of Fortran, such as Cedar Fortran, 2 might accomplish the parallelization through a syntactic construct instead of a comment-embedded directive. It might also include a provision for privatizing the xx and yy arrays. This would lead to somewhat more readable code (see Figure 1c) . But backward compatibility with sequential Fortran dialect has now been lost. The comment-embedded directive approach does not have this disadvantage, because all other compilers ignore the directives. However, if each vendor's directive syntax is different, the code's portability across multiple parallel machines is only accomplished in the style of ifdef portability, making code difficult to maintain and error-prone. (ifdef portability is common in C systems code, where a separate #ifdef preprocessor clause separates machinespecific code snippets for all machines to which the program has been ported.) OpenMP (http://www.openmp.org) is an attempt to standardize these directives, thereby avoiding vendor-, compiler-, and OS-specific directives and runtime libraries, and allowing the creation of truly portable parallel shared-memory programs. It also defines features such as privatization, which keep code readable and promote ease of parallelization by the compiler. In OpenMP, the example in Figure 1c would look like Figure 1d .
Other important features of OpenMP include support for nested parallelism, in which a parallel loop can be contained inside another parallel loop, either lexically as in the previous example or by a parallel loop calling a subroutine that contains yet another parallel loop. (Nested parallelism requires runtime support by the compiler or operating system, and might not be fully exploited on a particular vendor's platform.) OpenMP also includes directives for identifying reductions, which hampered many early parallelizing compilers yet often contain a large fraction of an application's available parallelism.
For example, the loop in Figure 2 accumulates an error value, which would normally entail a sequential addition. However, much of the computation can run in parallel if the compiler is allowed to reorder the adds.
Unlike MPI, which is a mature and accepted standard, OpenMP has just recently released version 1.0 of their C++ specification; some commercial compilers support it. The Fortran specification is expected in early 1999.
Distributed components
Object-oriented computing is by now fully entrenched in the commercial computing world. Objects contain both data and the functions with which you can operate on that data. As such, objects encapsulate both storage mechanisms and operations on abstract data types. Objects are instantiated from a class definition. For example, a matrix class can be defined that stores rectangular arrays and allows manipulation of the arrays for standard matrix operations. An object in that class would be a specific matrix. How the matrix is stored and how the actual matrix operations are performed are hidden from the user. Only the predefined operations, or methods, in the class can be used to access and compute with the actual matrix data.
C++, Java, and many other languages support object constructs. However, C++ and other "classical" objects live within the confines of a specific program only. This is where components come in. Components are software entities that live outside a specific program's confines but have a structure similar to that of an object. Compo- nents contain data and allow manipulation of that data only through predefined operations. For example, a matrix object would be created by an executing C++ program, would be used by it during execution, and would disappear when the program finished. A matrix component, by contrast, would be self-contained and persistent. The data and access methods are available independently of any specific program.
As standalone entities, components can, in principle, reside anywhere in a network. They can also be useful as long as there are mechanisms for locating them, known interfaces for interacting with them, and appropriate access controls to determine who can and cannot use them. As such, distributed components allow something similar in spirit to a client-server computing model. The client and the server can reside at different places in the network, but typically the client must know where the server is and how to access its services appropriately.
"Classical" distributed and parallel computing have used a model in which all elements of the parallel program are defined and known at compile time. This is the case for MPI and OpenMP parallel computing. Distributed computing with components lets the user locate and access distributed components at execution time. Object request brokers embody the technology for locating and interfacing with these components. Corba is an architecture for implementing such ORBs. See http://www.omg.org for details and tutorials about Corba.
A distributed-component framework for distributed scientific computing allows remote access to computational and data-archival services. Such a framework is the basis for what people are calling "grid" computing. The grid is a worldwide network that supports a distributedcomponents framework. 
Mobile agents
Distributed components and the supporting ORB technology let users gain access to remote computing and data resources. As powerful as this framework is, it suffers from a certain asymmetry-users move data around between servers, but programs are stationary. Consider the case of solving a dense linear system of equations. Using standard algorithms, an n × n problem requires approximately n 2 data and n 3 operations. Do you move the n 2 data to a remote "matrix solver" component that might execute faster because the machine is faster or has more memory? You must take into account the time cost of moving the data, of course. Another ingredient in this situation is that the code for dense linear system solving is a fixed size. How about moving the code to the data when n is very large?
Mobile agents are code (programs) that can move dynamically between machines, carrying their execution state with them. A mobile agent can halt its execution, encapsulate the values of its variables and execution stack, move to another machine, restore the state, and continue executing. For most scientific-programming applications, this capability is overkill, in that you might not want to move executing code to another machine. However, for long-running programs and load balancing, this capability might be useful nonetheless. What is more typical is the need for moving code on demand to where the data currently resides.
Such mobile-agent capabilities require ORBtype services for locating appropriate software components or agents. It also requires serious thinking about security, authentication, resource control, and performance. Now we are talking about programs migrating to your machine and taking over a significant part of your machine's resources. How do you know that the program is safe to run? How can you control the resources it attempts to use? When do you accept code migration over data migration, based on some performance model of the available computing and network resources?
Mobile agents for distributed scientific computing are only just starting to be considered in 
IPv6
Known previously as IPng (IP next generation), Internet Protocol version 6 replaces IPv4, the current version 4 of the Internet's network-layer protocol (IPv5 was essentially skipped). The network layer mainly provides an addressing scheme that allows packets of data to be sent from a source node to a destination node anywhere on the network, which in the case of the Internet means anywhere in the world. IP provides a global, internetwork addressing scheme and a common packet format suitable for a variety of higher-layer protocols (the "transport" layer and above-for example, TCP or UDP).
The primary motivation for a new version of the Internet's standard network layer is the congestion of the current address space. IPv4's 32-bit address space is predicted to run out within the next five years or so, partly because of the Internet's exponential growth, and also because of the continued growth from new consumer-oriented services. (Although the number of Internet hosts might not reach IPv4's theoretical limit of approximately four billion anytime soon, the use of addressing hierarchies-a good thing-by necessity means that the address space is not efficiently filled.)
Other motivating factors for IPv6 are support for mobile users (laptops, handhelds, and other devices); support for real-time services such as audio, video, and multimedia; better support for security features such as authentication and confidentiality; and efficiency in packet sizes and packet-handling requirements. The last, and far from least, factor was the desire to make IPv6 easy to deploy incrementally in the current IPv4 world, to minimize upgrading costs, and to allow an installed base of IPv4 devices (such as printers or other "dumb" devices) to interoperate indefinitely with the new version.
Key features of IPv6 are
• Addressing. IPv6 uses 128 bits for source and destinations, instead of IPv4's 32 bits. Separate subspaces have been reserved for unicast addresses, multicast addresses (similar to IPv4), and local-scope addressing. The last feature lets private networks transition to global addressing without having to renumber after obtaining an IP address. IPv6 also includes provisions for furnishing IPv4-compatible IPv6 addresses, and for encapsulating addresses for IPv4-only hosts within IPv6's address hierarchy. IPv6 does not use broadcast addresses, because multicast addressing can provide this. It provides an additional form of addressing called anycast, which delivers a packet to any one of a group of nodes. This feature allows, among other things, selection of one of several providers to route data, based on policy rather than physical address.
• Routing. IPv6 (like IPv4) provides for explicitly specifying nodes along the path from source to destination. IPv6 requires the route to be reversed on reply packets. This supports mobility by allowing a node to switch in a different router as an intermediate node in midsession. This allows the peer to reply through the new router on subsequent packets, without having to break the (transport layer) connection.
• Quality of service. To support real-time services such as audio and video, IPv6 lets packets be tagged with a flow identifier and a priority number. This allows different flows to the same host to be treated differently, depending, for example, on bandwidth or queuing resources reserved on intermediate routers by protocols such as RSVP (resource reservation protocol). (Because IPv6 is only a network layer, not a transport layer, it does not require routers to provide any QoS guarantees, however.) • Security. IPv6 provides an algorithm-independent header authentication mechanism. However, this feature is not coupled with source encryption, thereby avoiding US (and other) export restriction and making it more likely to be adopted. To implement privacy, it separately provides an algorithmindependent encapsulating security header.
• Efficiency. To be attractive to mobile users with limited bandwidth, IPv6 packet headers are only twice the size of IPv4 headers, even though addresses are four times as long. This is because header extensions are optional, which also reduces common-case packet processing.
The core protocols of IPv6 became a draft .
standard in August 1998. Because ease of transition was a design goal from the start, IPv6 will likely be deployed incrementally over the next several years, and will be widely adopted in five to 10 years. For "traditional" Internet services such as e-mail, Web access, and file transfers, users will see little impact, except increased security. Mobile users should see more uniform connectivity (the use of a single Internet address from different locations). Multimedia services should benefit in the long run, although these still require higher-layer protocol support and more capable physical layers (see the next section and Figure 3 , which compares typical Ethernet and ATM protocol stacks). Robert M. Hinden has authored a comprehensive tutorial on IPng that covers most IPv6 innovations (http://playground.sun.com/pub/ipng/ html/INET-IPng-Paper.html).
ATM
The global telephone system was originally designed to carry voice signals point-to-point. Two simple observations can be made about communicating human conversations: a single speech signal requires about 64 Kbits of bandwidth, and human telephone calls have, relative to computer-data communications, a long duration on the order of minutes. The 64-Kbit bandwidth is wholly inadequate for modern computer and television communications, markets with huge commercial payoffs. Moreover, a telephone call's duration is long enough to warrant setting up an actual "circuit" to connect two users for the call's lifetime. Circuit switching requires time on the order of fractions of a second to perform this call setup. Amortized over a call of, say, several minutes, this setup time is negligible, but it is enormous in the context of short bursts of computer data, such as sending an email or downloading a Web page.
Asynchronous Transfer Mode is a networking technology promoted by the telecommunications industry to overcome these challenges. ATM is based on packet switching, like the Internet-not circuit switching, like traditional telephone systems. ATM decomposes a digital data stream into 53-byte-long "cells" (48 bytes of payload and 5 bytes of header), which are individually communicated as in a packet-switched network. The receiving application reassembles these cells into the original data stream. ATM cells are a fixed size, making them more efficient to process in very-high-speed optical fiber networks than the variable-length TCP/IP packets currently used on the Internet.
In theory, cell and packet switching are great for bursty computer-data traffic. They do not require the same call-setup overhead as does telephone circuit switching, and they allow many users to share a common channel-while one user is idle and not communicating packets or cells, other users can utilize the available capacity. The downside, however, is that speech and video communications (telephone-and television-type services) demand a quality of service (QoS) from the network in terms of bandwidth and latency (the time between when a cell is sent and the time it arrives at the destination). Unlike e-mail messages, which can arrive a half-second early or late, voice and television signals cannot tolerate a halfsecond discontinuity in transmission.
Ironically, this "guaranteed" QoS is precisely what circuit-switched networks offer in the first place! By essentially renting a circuit in the network, a telephone caller is guaranteed full access to the roughly 64 Kbits of bandwidth and low latency that the circuit offers. ATM networks let users reserve bandwidth and negotiate latency for applications that require them, such as audio and video communications. For example, a scientist interacting with a high-resolution simulation that is being computed and rendered remotely would require this kind of guarantee. However, reserving network resources requires a "setup" time similar to circuit switching, although this can be mitigated by using constructs such as permanent virtual circuits.
So, in the end, ATM is basically a high-speed packet-switching technology that allows circuitswitching QoS guarantees that support audio, video, and other demanding applications. For these reasons and because ATM was designed "by . committee," ATM technology is rather complex. It must obey many masters-short, intermittent computer-data transmissions, sustained voice and video transmissions, even broadcast television transmission that originates at one source and goes to many receivers. It must do all this and coexist with traditional TCP/IP Internet protocols that will continue to be used for many years to come. So where does ATM stand today? The original expectations that ATM networking would be pervasive and reach our desktop PCs and workstations have been at least temporarily deflated. The cost of ATM networking cannot at present compete with the 10-or 100-Mbit Ethernet that is a mass-market technology. In a local-area network, 100 Mbits provide enough bandwidth to support decent video and audio transmission by just "throwing bandwidth" at the problem, although this will not be the case when high-definition television catches on. (HDTV can use over 100 Mbits per channel.) Another problem is that coexisting with traditional TCP/IP packet switching requires layering of protocols that leads to serious performance and design issues.
Ironically, in the local-area-networking market, ATM was originally perceived and marketed as offering primarily better bandwidth than Ethernet, whereas its real strengths are QoS and integrated-services networking. Although Ethernet has caught up and surpassed low-end ATM equipment in terms of bandwidth (at much lower cost), whether growing demand for video and multimedia services will eventually revive the ATM-to-the-desktop market remains to be seen. Although ATM's switch-based topologies with their large aggregate bandwidths make it attractive for parallel computing applications, early studies seem to show that implementations of the popular MPI are no more successful in utilizing ATM's available bandwidth than are implementations using TCP/IP over Ethernet. Further frustrating ATM's adoption in the high-performance parallel-computing market is the availability of high-powered system area networks (SANs) such as Myrinet, RACEway, and ServerNet, at much lower costs and better performance.
In spite of these challenges, ATM is accepted as a backbone networking technology in telecommunications and in corporate and campus network settings. It will probably take much more time, if ever, to reach our desktops. To learn more about ATM, see http://www.atmforum.com. For an ATM tutorial, see http://www.atmforum.com/ atmforum/library/notes1.html. C omputing is a mass-market technology today. Scientists must follow a larger industry to select the right solutions for them. We hope that this discussion, together with pointers to more comprehensive references, serves as a starting point for both understanding and evaluating these technologies in the context of scientific and engineering computing.
