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a b s t r a c t
In this paper, some similarity measures for fractal image compression (FIC) are introduced,
which are robust against noises. In the proposed methods, robust estimation technique
from statistics is embedded into the encoding procedure of the fractal inverse problem
to find the parameters. When the original image is corrupted by noises, we hope
that the proposed scheme is insensitive to those noises presented in the corrupted
image. This leads to a new concept of robust estimation of fractal inverse problem. The
proposed least absolute derivation (LAD), least trimmed squares (LTS), and Wilcoxon
FIC are the first attempt toward the design of robust fractal image compression which
can remove the noises in the encoding process. The main disadvantage of the robust
FIC is the computational cost. To overcome this drawback, particle swarm optimization
(PSO) technique is utilized to reduce the searching time. Simulation results show that
the proposed FIC is robust against the outliers in the image. Also, the PSO method can
effectively reduce the encoding time while retaining the quality of the retrieved image.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Fractal inverse problem for image compression (FIC) was originally proposed by Barnsley [1–3] and first realized by
Jacquin in 1992 [4]. The underlying premise of fractal image compression is based on the partitioned iterated function system
(PIFS) which utilizes the self-similarity property in the image to achieve the purpose of compression. As FIC, in sense of a
single compression ‘‘technique’’, has promise of high compression ratio at good decompression quality, it still attracts many
research in recent years. However, single compression ‘‘techniques’’ such as FIC, VQ, wavelet image compression, and block
truncating code, which of course have their limitations. On the other hand, commonly openly used schemes are essentially
‘‘compression systems’’. Say, JPEG is a systemconsisting of 5 compression techniques, namely, down-sampling, quantization,
DPCM, run-length coder, and 2 different types of Huffman coders. Also, it is equipped with additional 3 data arrangements,
which are color transform, DCT, and zigzag scanning. Therefore, it is usually meaningless to compare a single compression
‘‘technique’’ to a compression ‘‘system’’.
Since one of the main drawbacks of FIC is the encoding time, most of the research in recent years focus on how to speed
up the encoder. Examples are classification method based on edge [5], zero-tree method [6], genetic algorithms [7,8], and
particle swarm optimization method [9]. Other methods are also proposed. Zhou et al. proposed a special unified feature
and a DCT FIC coder [10] and Chen et al. [11] presented a new inequality to eliminate the impossible domain blocks. Wang
et al. [12] presented a fast and efficient no-search fractal image coding method based on a modified gray-level transform
which uses a fitting plane. More efficient methods are also proposed for fractal video compression such as hybrid method
of cube-based and the frame-based methods [13,14].
In practical application, the images at hand are often corrupted by noises. If we need to process the images, e.g., compress,
we can first denoise them by using some efficient methods and then process them. Commonly used denoise methods are
median filter, bilateral filter, and nonlocal means filter. However, for many circumstances, noisesmay still attack the images
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accidentally. In this case, we might not be aware that such situations occurred or we do not have a chance to observe
the image again and again. For example, after the filtering is performed, there are still noises. Or, during the compression
process, the image is unexpectedly corrupted due to memory or data bus problems. It is then desirable for the fractal image
compression scheme to be insensitive to those outliers caused by the noises. In this paper, the robust regression approach
is adopted for fractal image compression in order to achieve the robustness against unexpected noises.
There is a family of robust regression analyses that replaces the sum of squared errors to be minimized with one less
influenced by outliers [15]. Among all the approaches to robust regression, the least absolute derivation (LAD), or l1-norm,
is considered conceptually as the simplest one since it does not require a ‘‘tuning’’ mechanism required in other robust
regression techniques [16]. The LTS estimator is a classical high-breakdown robust estimator which gets rid of the portion
of residuals of high values. The Wilcoxon method uses the Wilcoxon norm of the residuals, which considers the ranks and
the related scores of the residuals instead of the magnitudes. In this paper, we focus on the robust regressions LAD, LTS, and
Wilcoxon estimates.
In the traditional FIC, the encoder computes the contrast scaling and the brightness offset by a formula derived from the
calculus optimization methods directly. We will state that the determination of these two parameters can also be obtained
from the statistical regression method on the residuals. The results are exactly the same if the least-squares method, i.e., l2-
norm, is adopted. As is well known in regression theory that the linear regressor based on least-squares principle is sensitive
to outliers. That is, the residual sum of squares is not a good robustness indicator. On the other hand, the linear regressor
based onminimizing the sumof absolute derivation (AD), trimmed squares (TS), andWilcoxon normof the residuals [17] are
quite robust against outliers. This motivates us to consider the FIC using LAD approach (LAD–FIC), LTS approach (LTS–FIC),
and Wilcoxon estimate (WFIC). This is the first attempt toward the design of robust fractal image compression.
To improve the efficiency of the robust FIC, we adopt the particle swarm optimization (PSO) as an alternative searching
method. Originated from the evolutionary computation together with the social psychology principle, PSO is a general-
purpose optimization algorithmwhich also uses the concept of fitness. It provides a mechanism such that individuals in the
swarm communicate and exchange information,which is similar to the social behavior of insects and human beings. Because
of the mimicking of the social sharing of information, PSO directs particles to search the solution more efficiently [18,19].
Since the paradigmof PSO requires only primitivemathematical operations, this computationally inexpensive algorithm can
be implemented in a few lines of computer code [20,21]. PSO has been successfully applied in many branches of science and
engineering, including the application to traditional FIC [9]. For the proposed robust FIC, we use PSO to speed up the encoder.
The rest of this article is organized as follows. Section 2 describes the basic concepts of the traditional full search FIC. In
Section 3, the structures of the proposed LAD–FIC, LTS–FIC, andWFIC are introduced in detail. Section 4 presents PSOmethod
which reduces the encoding time of the robust estimators. The experimental results are demonstrated and discussed in
Section 5 and the conclusions are presented in Section 6.
2. Fractal image compression
The fundamental idea of fractal image compression is the partitioned iteration function system with the underlying
theory founded by the Contractive Mapping Fixed-Point Theorem and the Collage Theorem [22]. For a given gray-level
image of size N × N , let the range pool R be the set of the (N/L)2 non-overlapping blocks of size L × L which is the size of
encoding unit. Let the contractivity of the fractal coding be a fixed number 2. Thus, the domain pool is composed of the set
of (N − 2L+ 1)2 overlapping blocks each of which has size (2L)× (2L). For the case of 256× 256 image with 8× 8 coding
size, the range pool contains 1024 blocks of size 8× 8 and the domain pool contains 58081 blocks of size 16× 16. For each
range block v in the range pool R, we search in the domain pool for the best match, i.e., the most similar domain block.
At each search entry, the domain block is first down-sampled to L × L and denoted by u. Let the set of down-sampled
domain blocks be denoted byD. The down-sampled block is transformed subject to the eight transformations in the Dihedral
group on the pixel positions. If the origin of u is assumed to be located at the center of the block, the eight transformations
Tk : k = 0, . . . , 7 can be represented by the following matrices:
T0 =
[
1 0
0 1
]
, T1 =
[
1 0
0 −1
]
, T2 =
[−1 0
0 1
]
, T3 =
[−1 0
0 −1
]
,
T4 =
[
0 1
1 0
]
, T5 =
[
0 1
−1 0
]
, T6 =
[
0 −1
1 0
]
, T7 =
[
0 −1
−1 0
]
.
(1)
The eight transformed blocks are denoted by uk, k = 0, 1, . . . , 7, where u0 = u. The transformations T1 and T2 correspond
to the flips of u along the horizontal and vertical lines, respectively, T3 is the flip along both the horizontal and vertical lines,
and T4, T5, T6, and T7 are the transformations T0, T1, T2, and T3 performed by an additional flip along the main diagonal line,
respectively.
In fractal coding, it is also allowed a contrast scaling p and a brightness offset q on the transformed blocks. Thus the fractal
affine transformationΦ of u(x, y) in D can be expressed as
Φ
[ x
y
u (x, y)
]
=
[e11 e12 0
e21 e22 0
0 0 p
][ x
y
u (x, y)
]
+
[tx
ty
q
]
, (2)
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where the 2×2 sub-matrix
[
e11 e12
e21 e22
]
is one of the Dihedral transformations in (1) and (tx, ty) is the coordinate of the domain
block in the original image.
Let v be a given L× L range block. In each search entry of the domain block u, there are eight separate MSE computations
required to find the Dihedral index du such that
du = argmin
k
{MSE (pkuk + qk, v) : k = 0, 1, . . . , 7} ,
where
MSE (pkuk + qk, v) := 1L2
L−1∑
j=0
L−1∑
i=0
[pkuk (i, j)+ qk − v (i, j)]2 . (3)
By Calculus optimizationmethod, we take the partial differentials of (3) with respect to pk and qk, respectively, and set them
to zero to obtain a two-equation system. By solving the system, pk and qk can be computed directly as
pk = L
2 〈uk, v〉 − 〈uk, e〉 · 〈v, e〉
L2 〈uk, uk〉 − 〈uk, e〉2
, qk = 1L2 [〈v, e〉 − pk 〈uk, e〉] , (4)
where 〈·, ·〉 is the Euclidean inner product and e = [1 1 · · · 1]T . As u runs over all of the domain blocks in D for the
best match u∗, the corresponding terms tx∗ and ty∗ in (2) can be obtained. Together with the corresponding Dihedral index
du∗ and the specific pu∗ and qu∗ corresponding to this du∗ , the affine transformation (2) is found for the given range block v.
In practice, for an image of size 256 × 256 with 8 × 8 coding unit, tx∗ , ty∗ , du∗ , pu∗ , and qu∗ can be encoded using 8, 8, 3, 5,
and 7 bits, respectively, which are regarded as the compression code of v yielding a compression ratio of 31/64 bpp (bits
per pixel). Finally, as v runs over all of the range blocks in R, the encoding process is completed.
To decode, one first makes up the (N/L)2 affine transformations from the compression codes and chooses any initial
image. Then, one performs all of the affine transforms on the image to obtain a new image, and proceeds recursively.
According to Collage Theorem, the sequence of images will converge. The stopping criterion of the recursion is designed
according to user’s application. The final image is the retrieved image of fractal coding.
3. Linear robust regressors for FIC
As given in the previous section, the optimal values pk and qk in (4) minimizing the cost function (3) are computed from
the traditional Calculus method. In terms of statistics, this computation can also be achieved from simple linear regression
model. To adapt the notation for regression model, we regard the sub-sampled domain block uk(i, j), 1 ≤ i, j ≤ L and the
range block v as one-dimensional vectors xi and di, 1 ≤ i ≤ l, respectively, where we define l = L × L. We also denote pk
and qk byw and b, respectively. Suppose we are given the training set
S := {(xi, di)}li=1 ⊆ <×<.
The predictive function for simple linear regression is given by
f (x) = wx+ b.
The predictive function can be solved forw and bminimizing the cost which is a function of residuals given by
ρi := di − wxi − b, i ∈ l. (5)
One of the commonly used cost functions is the l2-norm of the residual ρ :=
[
ρ1 · · · ρl]T ∈ <l. We can solve this
regression problem using statistic method to computew and b, i.e., pk and qk. In this case, these solutions coincide with the
formulas given in (4). To address robust properties, we will use various types of cost functions such as AD, TS, andWilcoxon
norm of the residuals instead of the l2-norm.
3.1. FIC using LAD approach
The LAD approach choosesw and b that minimize the AD distance function given by
‖ρ‖1 :=
l∑
i=1
|ρi| =
l∑
i=1
|di − b− wxi|
where the residuals are defined in (5). This is a standard LAD problem, which can be solved by numerical methods,
for instance, Barrodale–Roberts (BR) algorithm [23,24], Bartels–Conn–Sinclair algorithm [25], and Bloomfield–Steiger
algorithm [26]. In this study, we adopt the maximum likelihood (ML) algorithm in [16].
The related numerically strategies about the ML are stated in detailed as follows:
Step 1: Calculate the solutionsw and b from LS regression. Set these solutions as the initial values.
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Step 2: Find the index j using weighted median of
j = MED(|xi| ◦ (yi − b)/xi |li=1) and set w = (yj − b)/xj.
Step 3: Set k← k+ 1 and compute zi = xi − xj, for all i ∈ l.
Step 4: Update b← b+ wxj.
Step 5: Find the indexm using weighted median of
m = MED (|zi| ◦ (yi − b) /zi |li=1) .
Step 6: Setw = (ym − b)/zm, update b← b− wxj and set j = m.
Step 7: If the stopping criterion meets, then stop, otherwise go to Step 3.
In this paper, we set a pre-specified maximum number of iterations to stop the iteration. Also, if the absolute variation
of w is less than ε, it stops. In the algorithm, the index of weighted median of γ = MED(xi ◦ Ωi |li=1) is performed by the
following steps:
1. Calculate the threshold x0 = (1/2)∑li=1 xi.
2. Sort all the samples intoΩ(1), . . . ,Ω(l), with the corresponding concomitant weights x[1], . . . , x[l].
3. Sum the concomitant weights beginning with x[1] and continuing up in order.
4. The weighted median output is the index j− 1 whose weight causes the inequality∑ji=1 x[i] ≥ x0 to hold first.
3.2. FIC using LTS approach
The LTS estimator is to find the parametersw and b that minimize the cost function defined by
l∑
i=1
a
(
R
(
ρ2i
))
ρ2(i),
where the penalizing weight aR(ρ2i ) is given by
a
(
R
(
ρ2i
)) := {1, 1 ≤ R (ρ2i ) ≤ h,
0, h < R
(
ρ2i
) ≤ l.
The term R(ρ2i ) denotes the rank of the residual ρ
2
i among ρ
2
1 , ρ
2
2 , . . . , ρ
2
l , and ρ
2
(1) ≤ · · · ≤ ρ2(l) are the ordered values of
ρ21 , ρ
2
2 , . . . , ρ
2
l . The trimming constant h is chosen so that l/2 ≤ h < l. We apply recursive weighted least-squares (RWLS)
algorithm to solve this optimization problem. The related numerically strategies about the WRLS are stated in detailed as
follows:
Step 1: Set the initial values p =
[
w
b
]
as zero vector and G = α I2×2, where α should be a large number and I2×2 is the
identity matrix.
Step 2: Repeat
for i = 1 to l
zi :=
[
xi
1
]
;
e← yi − zTi p;
r ← Gzi;
s← (λ+ ξizTi r)−1 ;
G← G− ξisrrT ;
s← λ−1ξie;
r ← Gzi;
p← p+ sr;
end for
until convergence criterion satisfied.
Step 3: Return p =
[
w
b
]
.
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3.3. FIC using Wilcoxon regressor
Wilcoxon norm is a semi-norm defined through a ranking process and a score function [17]. A score function is a non-
decreasing function ϕ(x) : [0, 1]→ < such that∫ 1
0
ϕ2(x)dx <∞.
Usually, the score function is standardized so that∫ 1
0
ϕ(x)dx = 0 and
∫ 1
0
ϕ2(x)dx = 1.
The score function a(i) associated with the score function ϕ is defined by
a(i) = ϕ
(
i
l+ 1
)
, i = 1, 2, . . . , l,
where l is a fixed positive integer. The Wilcoxon norm of the vector ρ is defined as
‖ρ‖W :=
l∑
i=1
a (R (ρi)) ρi =
l∑
i=1
a(i)ρ(i), ρ :=
[
ρ1 · · · ρl]T ∈ <l, (6)
where R(ρi) denotes the rank of ρi among ρ1, . . . , ρl, ρ(1) ≤ · · · ≤ ρ(l) are the ordered values of ρ1, . . . , ρl, a(i) :=
ϕ(i/(l+ 1)) and ϕ(x) := √12(x− 0.5).
The Wilcoxon estimation approach is to compute w and b that minimizes the cost function defined by Wilcoxon norm
of the residuals given by
‖ρ‖W :=
l∑
i=1
a (R (ρi)) ρi =
l∑
i=1
a(i)ρ(i) =
l∑
i=1
a(i)
(
d(i) −
〈
w, x(i)
〉− b) .
Taking the gradient with respect tow, we have
∂
∂w
‖ρ‖W = −
l∑
i=1
a(i)x(i) = −
l∑
i=1
a (R (ρi)) xi.
The updating law based on the steepest decent is given by
w← w + η
l∑
i=1
a (R (ρi)) xi,
where η > 0 is the learning rate. The bias or the intercept parameter b is given by the median of the final residuals, i.e.,
b = med
1≤i≤l
{ρi} .
4. PSO-based robust fractal image compression
PSO is a population-based algorithm for searching global optimum. The original idea of PSO is to simulate a simplified
social behavior. It ties to artificial life, like bird flocking or fish schooling, and has some common features of evolutionary
computation such as fitness evaluation. For example, PSO is like a GA in that the population is initialized with random
solutions. The adjustment toward the best individual experience (PBEST), i.e., the best candidate solution of the individual
particle up to the present, and the best social experience (GBEST), i.e., the best candidate solution of the whole swarm up
to the present, is conceptually similar to the crossover operation of the GA. However, it is unlike a GA in that each potential
solution, called particle, is ‘‘flying’’ through the hyperspace with a velocity. Moreover, the particles and the swarm have
memory, which does not exist in the population of the GA [18,19].
Let zj,h(t) and vj,h(t) denote the hth dimensional value of the position vector and velocity vector of the jth particle in the
swarm, respectively, at time t . The PSO model can be expressed as
vj,h(t) = vj,h (t − 1)+ c1 · τ1 ·
(
z∗j,h − zj,h (t − 1)
)+ c2 · τ2 · (z#h − zj,h (t − 1)) , (7)
zj,h(t) = zj,h (t − 1)+ vj,h (t) , (8)
where z∗j (PBEST) denotes the best position of the jth particle up to time t − 1 and z# (GBEST) denotes the best position of
the whole swarm up to time t − 1, τ1 and τ2 are random numbers, and c1 and c2 represent the individuality and sociality
coefficients, respectively.
In PSO, the population size is first determined, and the position and velocity of each particle are initialized. Each particle
moves according to (7) and (8), and the fitness is then calculated. The fitness is the objective function that has to be
maximized. Meanwhile, the best positions of each particle and the swarm are recorded. This step is referred to as the
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Fig. 1. Block diagram of PSO.
experience updating. Finally, as the stopping criterion is met, the best position of the swarm is the final solution. The block
diagram of PSO is depicted in Fig. 1 and the main steps are given as follows:
Step 1. Set the swarm size and the coefficients c1, c2. Initialize the position and the velocity of each particle randomly.
Step 2. For each j, evaluate the fitness value of zj. Here, the fitness value is the negative of the AD, TS, or Wilcoxon norm
of the residuals. Update z∗j if better fitness is found. Note that we set the initial individual best position z
∗
j = zj
immediately after initialization.
Step 3. Find the new best position of the whole swarm. Update z# if the fitness of the new best position is better than that
of the previous swarm. Note that we set the initial swarm best position z# immediately after the initialization of the
whole swarm.
Step 4. If the stopping criterion is met, then stop.
Step 5. For each particle, update the velocity and the position according to (7) and (8). Go to step 2.
As discussed in Section 2, the parameters tx, ty, du, p, and q constitute the fractal code. In the proposedmethod,we encode
a given particle as (tx, ty), which is the position of the domain block. For each (tx, ty), all of the eight Dihedral transformations
in (1) are performed and the best Dihedral index du together with the corresponding contrast scaling p, brightness offset
q, and Wilcoxon norm of residuals, which is treated as the cost of the given particle, can be obtained. When the stopping
criterion is met, the final (t#x , t
#
y ) together with the corresponding du# , p
#, and q# is the fractal code of the given range block
v. The steps of encoding a range block using PSO are summarized as follows:
Step 1. Initialize the parameters of PSO.
Step 2. For each particle (tx, ty), fetch the domain block at (tx, ty) in the image. Sub-sample the block and denote it by u.
Step 3. For each Dihedral transformation, obtain uk, k = 0, . . . , 7. Calculate the contrast scaling pk by minimizing the
Wilcoxon norm of residuals and brightness offset qk by taking the median of the final residuals. The corresponding
Wilcoxon norm of residuals, which is treated as the cost of the given particle, is obtained during the process.
Step 4. Update the PBEST and the GBEST if required. The corresponding fractal codes are also updated accordingly.
Step 5. If stopping criterion is met, then stop.
Step 6. For each particle, update the velocity and the position according to (7) and (8). Go to step 2.
5. Experimental results
In this section, the proposed LAD–FIC, LTS–FIC, andWFIC and the corresponding PSOmethods are simulated and verified.
In the simulation, the images Lena, Pepper, F16, and Baboon of size 256×256 are usedwith 8×8 coding size. For consistency,
we use the same initial image for decoding, which is the Baboon image. The number of decoding iterations is set to 10, which
is sufficient to yield stable retrieved images. Simulation programs are implemented using Borland C++ Builder 6.0 running
on Microsoft Windows XP, Intel Core 2 Duo E8400 3 GHz CPU, and 4 GB RAM platform.
The distortion between two images f (i, j) and fˆ (i, j), both of size N × N , is measured in PSNR defined by
PSNR
(
f , fˆ
)
:= 10 · log10
 2552
MSE
(
f , fˆ
)
 ,
where
MSE
(
f , fˆ
)
:= 1
N2
N−1∑
j=0
N−1∑
i=0
[
f (i, j)− fˆ (i, j)
]2
.
In this study, f (i, j) is the original imagewhich is not corrupted by noises and fˆ (i, j) is the retrieved image. Note that the PSNR
is actually not a good measure for LAD–FIC, LTS–FIC, and WFIC methods, because these methods do not use the standard
l2-norm of residuals as the similarity measure. Nevertheless, we will still use PSNR for comparison.
Y.-L. Lin / Computers and Mathematics with Applications 60 (2010) 2099–2108 2105
(a) Original image. (b) Corrupted image. (c) Full search FIC 12.57 dB/1863 s.
(d) Full search LAD–FIC
26.49 dB/21 651 s.
(e) Full search LTS–FIC 26.35 dB/65 401 s. (f) Full search WFIC 26.39 dB/60 763 s.
(g) PSO-based LAD–FIC 25.79 dB/451 s. (h) PSO-based LTS–FIC 25.66 dB/1126 s. (i) PSO-based WFIC 25.79 dB/1143 s.
Fig. 2. Retrieved images of FIC, LAD–FIC, LTS–FIC, and WFIC for Lena image corrupted by 10% salt and pepper noises.
The main issue of this paper is the robustness against outliers. When images are corrupted by salt and pepper noises for
which a corrupted pixel has the intensity value 0 or 255, the proposed robust methods outperform the traditional FIC. Fig. 2
demonstrates the robustness of the three proposed methods. In this experiment, we randomly corrupt the Lena image with
10% noises, about 6554 pixels. The original and corrupted Lena are shown in Fig. 2(a) and (b), respectively. Since the image is
highly corrupted, the retrieved image for FIC has PSNR 12.57 dB only as shown in Fig. 2(c), in which the retrieved image can
hardly be recognized as the Lena image. In the second row, Fig. 2(d), (e), and (f) show the retrieved images from LAD–FIC,
LTS–FIC, and WFIC methods, respectively, with the corresponding qualities of 26.49, 26.35, and 26.39 dB. This ability is
referred to as robustness in the sense that the estimation of p and q in the regression model is not sensitive to outliers. The
drawback of the proposedmethods is the encoding time as shown. To improve the encoding speed, we adopt PSO algorithm
to speed up the encoder. For LAD–FIC method, the encoding time in Fig. 2(d) is 21,651 s, while for the PSO-based method, it
is 451 s as shown in Fig. 2(g), which is even faster than the traditional method of 1863 s as shown in Fig. 2(c). Similar results
are listed in Fig. 2(h) for LTS–FIC and Fig. 2(i) for WFIC.
Fig. 3 shows the comparative results of the images Pepper, F16, and Baboon. We only discuss the results of LAD–FIC
methods. The results of LTS–FIC andWFIC are almost the same as LAD–FIC. In the figures, the first row shows the corrupted
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(a) Corrupted image. (b) Full search FIC 13.73 dB/2237 s. (c) PSO-based LAD–FIC 26.41 dB/448 s.
(d) Corrupted image. (e) Full search FIC 4.97 dB/2236 s. (f) PSO-based LAD–FIC 22.97 dB/439 s.
(g) Corrupted image. (h) Full search FIC 18.08 dB/2238 s. (i) PSO-based LAD–FIC 18.90 dB/453 s.
Fig. 3. Retrieved images of FIC and PSO-based LAD–FIC for Pepper, F16, and Baboon images corrupted by 10% salt and pepper noises.
Table 1
Performance of full search FIC, LAD–FIC, LTS–FIC and WFIC methods with salt and pepper noises for Lena image.
Salt and pepper noises (%) Full search FIC Full search LAD–FIC Full search LTS–FIC Full search WFIC
PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s)
1 22.48 1867 28.06 20803 28.30 56132 27.96 61088
5 13.55 1867 27.20 22022 26.83 64585 27.08 60809
10 12.57 1863 26.49 21651 26.35 65401 26.39 60763
15 15.51 1864 25.97 20677 24.93 72441 25.65 60787
Pepper image, the decoded image of FIC and PSO-based LAD–FIC methods in which their corresponding qualities are 4.97
and 22.97 dB. Similarly, F16 and Baboon images also demonstrate the comparative results as given in second and third rows
of Fig. 3. As observed, the results significantly demonstrate the robustness.
To reveal more on the robustness of the proposed FIC, Table 1 shows the results of FIC and the three robust FIC methods
on Lena images corrupted by 1%, 5%, 10%, and 15% salt and pepper noises. In the second row of Table 1, the Lena image is
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Table 2
Performance of full search FIC LAD–FIC, LTS–FIC and WFIC methods with Gaussian noise for Lena image.
Gaussian noise Full search FIC Full search LAD–FIC Full search LTS–FIC Full search WFIC
PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s)
σ = 5 28.65 1865 28.24 20532 28.43 23336 28.50 61498
σ = 10 27.90 1866 27.41 20663 27.45 23457 27.74 53236
σ = 15 26.98 1862 26.52 20690 26.52 23464 26.72 53421
σ = 30 24.20 1865 23.42 20967 24.74 23509 23.72 53613
Table 3
Performance of full search FIC LAD–FIC, LTS–FIC and WFIC methods with Laplace noise for Lena image.
Laplace noise Full search FIC Full search LAD–FIC Full search LTS–FIC Full search WFIC
PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s) PSNR (dB) Time (s)
σ = 5 28.66 1865 28.25 20478 28.23 23395 28.47 61360
σ = 10 27.94 1865 27.68 20530 27.64 26362 27.90 61527
σ = 15 26.94 1863 26.96 23190 26.81 23429 27.04 53453
σ = 30 24.25 1866 24.65 20798 24.74 23528 24.41 53197
corrupted by 5% salt and pepper noises. The PSNR and encoding time of FIC are 13.55 dB and 1867 s, and those of LTS–FIC
are 26.83 dB and 64,401 s, respectively. As shown, the three robust FIC methods produce much better results when images
are corrupted by salt and pepper noises.
We next consider the results when the images are corrupted by zero-mean Gaussian noise with probability density
function
εσ (x) = 1
σ
√
2pi
exp
(
− x
2
2σ 2
)
, −∞ < x <∞,
where σ is the standard deviation regarded as the noise level. Table 2 shows the results of corrupted Lena image with
standard deviations σ = 5, 10, 15, and 30, respectively. The qualities of the retrieved images are almost the same for FIC
and the three robust FIC methods. In this case, the proposed robust FIC methods do not exhibit significant results, which
have similar performance as the traditional method.
Table 3 demonstrates the results for Lena image corrupted by Laplace noise with probability density function given by
ελ(x) = λ2 exp (−λ |x|) , −∞ < x <∞.
The standard deviation of this distribution is σ = √2/λ. Again, for σ = 5, 10, 15, and 30, the qualities of the retrieved
images are almost the same for FIC and three robust FIC schemes.
6. Conclusion
In this paper, we have proposed the novel robust FIC methods. The purpose of the regression model is to estimate
the contrast adjustment and brightness offset in FIC. In the robust estimate approaches, we utilize different definitions
for the cost functions of residuals, instead of the mean squared error, i.e., the commonly used l2-norm. Since we adopt
robust methods, the resulting FIC has the additional ability to eliminate salt and pepper noises in the encoding process.
Simulation results show that the proposed robust FIC methods have good robustness against the outliers caused by salt and
pepper noises, and do not show significant improvement for bell-shaped noises, such as Gaussian noise and Laplace noise.
Robust FICmethods are time consuming sincemany extra computations are required. To speed up the encoding process, we
proposed the PSO-based robust FIC. Assisted by PSO,wehave successfully reduced the encoding times and, in themeanwhile,
preserved good image qualities.
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