ESEARCH in life sciences increasingly relies on globally distributed information and knowledge repositories. The quality and performance of future computing and storage infrastructure in support of such research depends heavily on the ability to exploit these repositories, to integrate these resources with local information processing environments in a flexible and intuitive way, and to support information extraction and analysis in a timely and on-demand manner. Modern grid technology represents an emerging and expanding instrumentation, computing, information, and storage platform that allows geographically distributed resources, which are under distinct control, to be linked together in a transparent fashion [1] , [2] . The power of the grids lies not only in the aggregate computing ability, data storage, and network bandwidth that can readily be brought to bear on a particular problem, but also on its ease of use. Nowadays, the grids have been moving out of research laboratories into early adopter production systems, such as the computational grid for computation-intensive applications, the data grid for distributed and optimized storage of large amounts of accessible data, as well as the knowledge grid for intelligent use of the data grid for knowledge creation and tools to all users. Specifically, recent research in aspects of grid-enabled infrastructures, test beds, management, and security has demonstrated the value of modern grid techniques in support of areas including, but not limited to, the following: 1) computational genomics; computational proteomics; 2) systems biology, biological information integration; 3) storage of biomedical information; 4) retrieval of distributed biomedical information; 5) biomedical modeling and simulation; 6) biomedical image processing and simulation; 7) distributed medical database management/integration; 8) mining and visualization of biomedical data; 9) tele-systems for diagnostic, prognostic, and therapeutic applications; 10) computerized epidemiology; 11) pharmaceutics and clinical trials (CTs); 12) collaborative and proprietary health networks; 13) social health care.
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In the late 1990s, the grid was proposed as a distributed computing infrastructure, allowing to couple distributed resources and offer consistent and inexpensive access to resources irrespective of their physical location or access point. sharing, selection, and aggregation of a wide variety of geographically distributed computational resources (such as supercomputers, computing clusters, storage systems, data sources, and instruments, etc.), thus allowing them to be used as a single, unified resource for solving large-scale computing and dataintensive computing applications, a requirement of which is the efficient management and transfer of large amounts of data in distributed computing environments. The main focus of grid technologies has been the definition of protocols for allowing the integration of distributed systems with emphasis placed on heterogeneity, scalability, and fault tolerance. Representative projects include the Globus [3] - [6] , Legion [7] - [10] , and UNI-CORE [11] - [14] among several others. Globus and Legion are aimed at building a generic computational grid, with support for specific applications added on. The UNICORE focuses on uniform batch job submission and monitoring. Several regional biogrid initiatives are emerging into global infrastructures.
II. ROAD AHEAD
After more than a decade's research effort, the grids are now becoming a viable solution to certain computation-and dataintensive applications [15] - [17] . However, a few fundamental issues for the success of grid technologies in support for lifescience-related research work have not been fully settled although various solutions have been suggested.
A. Ethical Issues
The deployment of grid technologies will inevitably foster the sharing of information from molecular, individual to population levels. Releasing personal genomic data, even with consent, implies a de facto release of information pertaining to related individuals. Protocols generally agreed upon are yet to be worked out. In addition, the uniqueness of personal genotype often renders anonymity of the information source difficult. Strict regulations need to be devised to keep such information from being abused.
B. Interoperability
A fundamental issue for the success of grid technologies supporting health care research and practice will be the interoperability at the levels of health data format, middleware, and the system architectures. At present, these issues have not been settled although various solutions have been suggested, such as the Open Grid Service Architecture (OGSA). 1 The compatibility of diverse security models and the translation of different highlevel protocols, which specify actions in the grid, are the critical elements for interoperability.
C. Legal and Liability Issues
The issue in regards to the determination of the person(s)/institute(s) liable in case of medical accidents or errors pertaining to the use of health grid while providing health care to a patient is crucial. For an international virtual organization enabled by the health grid, such issues become far more complicated. As an initial step toward the determination of jurisdiction, the European Union has adopted the Council Regulation (EC) No. 44/2001 of December 22, 2000 on jurisdiction and the recognition and enforcement of judgments in civil and commercial matters [18] .
D. Security
Most ongoing grid developments have emerged from a highperformance computing context. However, a large number of biomedical applications rely on the sharing and exploitation of large amounts of globally distributed data and information repositories as opposed to computation resources. Besides, data management and replication mechanisms proposed by the current grid middleware mainly deal with flat files. Data access control is handled at a file level. In certain data grid projects, user authentication relies on the asymmetric key-based Globus Grid Security Infrastructure (GSI) layer [19] . File access is controlled through access control lists (ACL). This infrastructure does not take metadata into consideration. Note that metadata plays an important role in the health care database management systems, and an effective abstraction of the health data is essential in its storage, access, organization, and authentication in the health grid environment.
E. Others
In addition to the aforementioned solutions, research problems arising from areas such as data migration strategies for distributed life science data, health grid economics, protocols for sharing of biomedical data, etc. are all awaiting further exploration.
III. ABOUT THIS BIOGRID SPECIAL SECTION
All submissions were reviewed by at least three experts. Research results reported in the selected papers include the deployment of modern grid technologies in several important life science applications [20] - [24] , as well as the development of novel system frameworks for life science research and practice [25] - [30] .
Article [20] combines high-performance computing and grid computing technologies to accelerate multiple executions of a biomedical application that simulates the action potential propagation on cardiac tissues. First, a parallelization strategy was employed to accelerate the execution of simulations on a cluster of PCs. Then, grid computing was employed to concurrently perform the multiple simulations that compose the cardiac case studies on the resources of a grid deployment, by means of a service-oriented approach. Article [21] proposes a solution that adapts the Digital Imaging and Communication in Medicine (DICOM) protocol to the Globus GSI and utilizes routers to transparently route traffic to and from DICOM systems. Thus, all legacy DICOM devices can be seamlessly integrated into the grid without modifications. A prototype of the grid routers with the most important DICOM functionality has been developed and successfully tested in the MediGRID test bed, the German grid project for life sciences. Article [22] presents the application of a component-based grid middleware system for processing extremely large images obtained from digital microscopy devices. Parallel, out-of-core techniques for different classes of data processing operations employed on images from confocal microscopy scanners are developed. Article [23] reports a human neuroimaging collaboratory enabled by the Biomedical Informatics Research Network (BIRN). The BIRN has developed a federated and distributed infrastructure for the storage, retrieval, analysis, and documentation of biomedical imaging data. The infrastructure consists of distributed data collections hosted on dedicated storage and computational resources located at each participating site, a federated data management system and data integration environment, an Extensible Markup Language (XML) schema for data exchange, and analysis pipelines designed to leverage both the distributed data management environment and the available grid computing resources. Article [24] deploys the grid technology for a distributed, Internet-based collaboration to address one of the worst plagues of our present world, malaria. The first step toward this vision has been achieved during the summer 2005 on the European Enabling Grids for E-Science in Europe (EGEE) grid infrastructure where 42 million ligands were docked for a total amount of 80 CPU years in six weeks in the quest for new drugs.
Article [25] presents the design and implementation of a semantics enabled service discovery framework in the SIMDAT Pharma Grid, an industry-oriented grid environment for integrating thousands of grid-enabled biological data services and analysis services. The framework consists of three major components: the OWL-DL-based biological domain ontology, OWL-S-based service annotation, and semantic matchmaker based on the ontology reasoning. Built upon the framework, workflow technologies are extensively exploited in SIMDAT to assist biologists in (semi-) automatically performing in silico experiments. The Domain Ontology Oriented Resource System (DOORS) and Problem Oriented Registry of Tags And Labels (PORTAL) are proposed in Article [26] as infrastructure systems for resource metadata within a paradigm that can serve as a bridge between the original Web and the semantic Web. Internet Registry Information Service (IRIS) registers domain names while Domain Name System (DNS) publishes domain addresses with mapping of names to addresses for the original Web. Analogously, the PORTAL registers resource labels and tags while DOORS publishes resource locations and descriptions with mapping of labels to locations for the semantic Web. BioPORT is proposed as a prototype PORTAL registry specific for the problem domain of biomedical computing. Article [27] reports on original results of the Advancing Clinico Genomic Trials (ACGT) integrated project focusing on the design and development of a European Biomedical Grid infrastructure in support of multicentric, postgenomic CTs on cancer. Postgenomic CTs use multilevel clinical and genomic data and advanced computational analysis and visualization tools to test hypothesis in trying to identify the molecular reasons for a disease and the stratification of patients in terms of treatment. Article [28] presents a new computational grid architecture based on a hybrid computing model to significantly accelerate comparative genomics applications. Article [29] investigates how grid infrastructure can facilitate high-throughput biological imaging research, and present an architecture for providing knowledge-based grid services for this field. Article [30] describes the requirements for building an automated scalable system (GADU) that can run jobs on different grids. The paper describes the resource-independent configuration of GADU using the Pegasus-based Virtual Data System that makes high-throughput computational tools interoperable on heterogeneous grid resources. The paper also highlights the features implemented to make GADU a gateway to computationally intensive bioinformatics applications on the grid.
This special section will be of great value to those interested in the development, deployment, and evaluation of grid technologies in broadly biology-related research and practice, including developers and users of life science information technology, professionals and researchers in biomedical informatics, computer scientists, health network authorities, and research network representatives.
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