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Hydrographic surveys are usually organised in survey lines with a grid of main scheme 
lines and a smaller number of reference lines used to check the data. The disagree­
ments between two groups of sounding data at the crossing points or overlap are usu­
ally the only information available to evaluate the quality of sounding data.
To improve the accuracy of depth measurements, a method has been developed in 
which the differences between two groups of sounding data at crossing points of 
main scheme sounding lines and reference sounding lines have been used to detect 
or adjust the systematic sounding errors. Based on the structure of systematic error 
in a grid of sounding lines and the concept of the rank-defect adjustment, the formu­
lae of the method are derived in the paper. The method has been tested using both 
the simulated and observed data. The results show the method works well and the 
accuracy and efficiency of sounding can be greatly improved in traditional single-beam 
hydrographic surveys. The principle and method in this paper may be beneficial to the 
data processing for other marine surveys with a grid-pattern, such as marine grav- 
itimetry and magnetic survey.
In trod u ction
Hydrographic surveys are usually organised in survey lines with a grid of main 
scheme lines and a smaller number of reference lines used to check the data 
(Ingham A E and V J Abbott, 1992). The differences or disagreements between two 
groups of sounding data at crossing points of the main scheme sounding line and 
the reference sounding line are usually the only information available to evaluate 
the quality of sounding data using some statistical method in most coastal coun­
tries (Liu Y C, 2003). In a general way, the sounding data in a whole survey grid 
will be acceptable if their differences at crossing points are satisfied with some 
qualifications, otherwise, the sounding data will be unacceptable and a re-sound- 
ing will be needed. It is rarely researched that if these differences could be used, 
the accuracy and efficiency of sounding will be improved. In fact, three questions 
should be further answered by hydrographic surveyors in the face of the dis­
agreements between two groups of sounding data at crossing points of main 
scheme lines and reference lines. Question 1 is what are the characteristic of the
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disagreements, random or systematic? Question 2 is how to discover or detect the systematic disagree­
ments or errors effectively in case there exist systematic errors in the sounding lines; Question 3 is how 
to adjust the systematic disagreements or errors after the systematic errors have been determined.
In most circumstances of hydrographic survey, sounding along a main or reference line is carried out in a 
short time. The observation conditions along a sounding line may be regarded as invariable because the 
velocity of the survey boat is relatively constant and most factors and effects on the sounding data, such 
as those of tide, wave, heave, draft and so on are non-variant. Therefore, it can be believed that there may 
be a systematic effect or error on the sounding data to each survey line, which is treated as a relatively sta­
ble constant. It is obvious that the systematic errors of all sounding lines have been embodied in the dif­
ferences of sounding data at crossing points between main scheme lines and reference lines.
An adjustment method is developed here by the authors to detect the sounding-line systematic errors and 
also to correct or adjust the sounding errors of observations. The rank-defect characteristic of the adjust­
ment of sounding-line grid data is discovered which is similar to that of a free leveling net in land surveys. 
Based on rank-defect adjustment theory, the formulae of the method are derived and algorithms are test­
ed using both simulated and observed data.
S tru c tu re  o f E rro r  and P rin cip le  o f M ethod
The Structure o f Error
Suppose there is a sounding-line grid including m main scheme lines, n reference lines and mxn (marked 
as mn) crossing points in which each main scheme line intersects with each reference line. Then at the 
crossing points, the sounding data on the main scheme lines (shown as matrix D), the sounding data on 
reference lines (shown as matrix O  ) and their differences or disagreements (shown as matrix A) can be 
expressed as follows;
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where , Di;are the observed_values at the crossing point of /<B main scheme line and j 'h reference line 
respectively, and A =  Di} — Z X  .
Were there no errors in the observed data, Dtj would be equal to Dtj and A=0. In fact, /1*0, so an error 
model based on the structure of the sounding-line systematic error is given as follows:
D tj =  dy +  at + c£j ( main line') 
Dy =  d tj +  bj + c£j ( reference line )
(2)
Where /=1...m, j= l. . .n ,  d̂  is the true depth value at the crossing point of the i th main scheme line and 
the j th reference line; a, is the systematic effect or error on the / main scheme line; and b) is that on 
the j lh reference line. Both d -  and <$.. are random errors at the crossing point for main line and refer­
ence line, which are supposed to satisfy normal distribution N ( 0 ,  <72). Therefore, the difference at the cros­
sing point is written as
* i  = D i ~  = ( a , - b j )  + ( à ] -  4 )
Let $jj = àtj -  dijt then we get A,=a,-b,+t;„, and in matrix notation as follows: 
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There are m+n parameters in Eq. (4). The effects of sounding-line systematic errors on the observed data 
can be removed if parameters a, and b, have been estimated.
The D erivation  of A d ju stm ent Solu tion
Let L,j substitute for -As, and v,-s for -¾. the following adjustment model may be obtained as follows (the 
detailed derivation is enclosed in Appendix A):
V  = C X  -  L  
G TPX X  = 0 
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Em is a mxm unit matrix, V and L are m nxl vectors,
eTm=(l 1 " l),x« >
r\l = (1,0 ,-,0 )^ , rj[ = (0 ,1,0 ,-,0 )^ , n] = (0,0, -,1,0, -,0 )^ .(7= 1.2 ,-.11),
X l  = (0,,02, -  am\xm, X l  = (bv b2, ■■■ b„)Un. 
X T= ( X Ta, XTb),
^ = ( 1 , 1 , - , 1 ) ^ = ^ = ( ^ , ^ ) .
Px = diag(pai, -  ,p a , -  , pam, pbi, -  , pbj, - , p b ).
Px is the datum matrix, Pa,the datum factor of parameter a„ and Pbj the datum factor of parameter b,.
Pa, and Pbj should be 0 or 1 , in which P (or f t  ) = 1  means parameter a  (or b,) is constrained in 
the adjustment model of (5); Pa, (or Pbj) = 0 means parameter a, (or b,) is not constrained in the adjust­
ment model of (5).
(5) is the defect-rank adjustment model, their solution and precision information can be obtained as fol­
lows:
X  = (N  + Px GGt Px Y 'C t L
Qx = (N  + PxG G tPx Y 'N (N  + PxG G rPx )
&) = V rV  /[(m-1)(/1-1)]
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E„ is a nxn unit matrix, el = (1 1
(6)
1) ,
Qx is the parameter coefficient weight matrix, ( Jç is the mean standard deviation of random errors.
The parameter values from (6) should be tested to determine whether they are significant or not, the sig­
nificant parameters will be regarded as systematic errors and used to correct the sounding data along 





W h e re x is  a parameter value (i.e., the element of j ( ) ,  the deviation of x and a  the significance level 
(here, we take a=0.05), x  will be regarded as the estimate of a systematic error, if 111> ta , 2 •
The D eterm in ation  of the Value of Pa and Ph.
(detailed derivation is enclosed in Appendix B)
In Px, Pcij the datum factor of parameter a,, and Pbj the datum factor of parameter bj .Pa t and Pb, will 
be 0 or 1. In view of adjustment, parameter a, (or bj) should be constrained in (5), i.e., 
Pa, (o rP b ) = 1 , when a, (or b,) = 0; parameter a, (or bj) should not be constrained in (5), i.e., Pa, (or Pbj) 
= 0, when a, (or b,) ^0.
Now we can further acquire another explanation about the selection of Pa, (or Pb. ) according to the rela­
tionship between the parameters.
If there is a systematic error a, added on the i main line, the changes of the observed vector L in (5) is 
A L.
A L  — , f l t ) lxmn
where = ( 0, - ,0, 1 ,0, - , 0) ^ -
m n
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the change of the parameter vector X  due to a, is obtained from (6) as follows (the detailed
derivation is enclosed in Appendix B)
A X P/ =a,
/l,-P a ,e m KM + N) 
- p aen KM + N)
(8)
If there is a systematic error b, added on the j  ' reference line, A X P due to b, could be obtained from
(6) as follows
- p bjemKM+N)
V r P b f n W  + N)
It can be seen from (8) that Pa, should be 0 when a, is a systematic error on i ' main line because if
f f i ,  =b, 
‘X )
(9)
Pa, =1 , a, will affect the estimates of the other parameters. Pa,should be 1  when a, is zero.
From (9), when b, is a systematic error on j  main line, p b should be 0 to avoid the effects of b, on the 
other estimates. Otherwise,/?^ should be 1 when b, is zero.
Further, we continue to discuss the case that there are systematic errors on all the lines.
Let the vector (a v (l0, • • •, am)be the systematic errors added on the main lines,(b v b2, - -  ,b n)  on the ref­
erence lines. From (8) and (9), the changes of the parameters could be further obtained as follows:
'AÂ, O, —T
am- T






In (10 ), while t  =0, A n . (AZ? ■ ) is able to estimate a,(/¾ ). Otherwise A a i ( A b  ) is able to partly esti­
mate a, (£»,). While x is much larger than a, (b, ), A â - ( A h . )  cannot estimate a, (6,) but mainly estimate x. 
Therefore, x should be very small or even zero to make A n. A h . ) estimate a, (bj). In order to minimise 
x, the datum factors of the non-zero systematic errors should be 0; the datum factors of the zero sys­
tematic errors should be 1 .
The Se lectio n  o f D atum  M a tr ix  P,x
In order to minimize x in (10), the datum factors of the non-zero systematic errors should be 0; the datum 
factors of the zero systematic errors should be 1. However, it is difficult to assure whether there exist a 
systematic error on a line or not before adjustment calculation, so all the lines can be regarded as the 
same, i.e. let Px =Pox ( Pox is defined as an unit matrix) for the first adjustment. Then, the value of 
Pa, or p b can be further determined according to the absolute t-test values of . The detailed steps of 
selection are given as follows:
Step 1 , In (6), let Px =Pox (Pox is an unit matrix) and we can obtain the sequence of its corresponding esti­
mates: â ,,â 2, ' " , àmbv b2, " -  ,bn and the absolute value sequence of t-test by (7):
’ r  a21’ » r  a »■" ’ Vb
Step 2, Let I be the maximum of the sequence ■b, ’ t . ■ ifk is less
than ^ / 2,(m-D(n-i) . the selection will be ended. If |̂max( is more than ^a/2,(m -ixn-i) , the estimate â ,
(°r b j ) { \ < I < m . ’ \ < , J < n  ) corresponding to |̂ max | will be considered as a systematic error and
its datum factor Pa, (or p bj) in Pox should have been 0, and then Pox can be modified and changed into Pu.
Step 3, Re-calculate the estimates of X  with by (6), and then all the estimates whose datum factors 
are 1 in Pix are tested by the t-test method. Another sequence of the t-test values is obtained:
t«h th„.l -where / ,, > J „ - i  Ü ^  m ,1 <  J x, -  , J n_{ <  n  )
denote the order of the datum factors that are 1 in P«. And then re-do the second step, and Pix can be 
modified and changed into P?x.
Step 4, After doing the second and third steps several times,the sequence of the datum matrix P«, 
P2\...P,x can be obtained • If Fmax^f the absolute t-test values of X  'n which the corresponding datum fac­
tor is 1 in Prx is less than ^-/2,0 i)(n-i)> the corresponding estimates will be regarded as random errors 
and Prx can be regarded as a rational datum for (5). The selection of datum matrix is ended.
The calculations ofj£under P« will be the last adjustment results from (6) for a sounding line grid and will 
answer Question 1 and Question 2.
The C orrection  of Sy stem atic  E rro rs
Now we discuss how to answer Question 3, i.e., how to adjust the systematic disagreements or errors 
while the systematic errors are determined.
It is obvious that the systematic effects on the observed data should be removed in case the estimates 
such as fl;and determined by (6) is significant after the t-test. The method to correct and adjust errors 
is given as follows7.
Let Hi stands for all the observed data on f  main line (of course including D-), H> all data on /  reference 
line (of course including £).. ). All of the observed data in a grid of sounding lines can be corrected:
r h ' = H i + ( Pa  - i ) ô , .
' :  ( i d
\ H ' i = H J + ( Pbl  - l ) b j
where P„ and R>, are the elements of the selected datum matrix Pcx.
After the systematic correction using (11), the disagreements between two groups of sounding data at 
crossing points of main scheme lines and reference lines will only be due to random errors which can be 
further used to assess the precision of sounding data.
Tests
Tests Using the Simulated Data
Six simulations have been designed to verify that the model (5) can be used to choose the rational datum 
and also to detect further the systematic errors exactly.
Test 1: designed to test whether the estimates of X  determined by (6) will be zeros or not when there 
are no systematic errors.
Simulation conditions: there are 20 main sounding lines and 5 reference lines, in which the standard 
deviation of sounding is 0.3 metre and 0̂.025,(20- 1)(5- 1) =1.99.The differences at their intersections are 
subject to /V(0,2x0.32) and shown in Table 1.
Reference 
line 1 2 3 4 5
main line 1 -0.29 -0.38 0.49 0.46 -0.27
2 0.06 -0.18 0.35 0.35 -0.58
3 -0.21 -0.13 0.41 -0.02 -0.05
4 -0.52 0 .11 -0.19 0.34 0.26
5 -0.29 0.76 -0.09 0.21 -0.59
6 -0.36 -0.15 -0.40 0.38 0.52
7 0.58 0.19 -0.55 -0.34 0 .11
8 -0.15 -0.27 0.48 -0.21 0.14
9 0.35 -0.28 0.49 -0.50 -0.05
10 0.46 -0.06 -0.58 0.13 0.06
1 1 0.26 -0.03 0 .11 -0.22 -0.12
12 -0.28 -0.54 0.29 -0.03 0.57
13 -0.24 0.20 -0.18 0.46 -0.24
14 -0.03 0.54 0.00 -0.63 0.12
15 0.24 -0.04 0.16 -0.16 -0.20
16 -0.15 0.53 -0.01 0.42 -0.79
17 0.29 -0.78 0.26 0.24 -0.01
18 0.08 0.62 -0.43 -0.71 0.44
19 0.39 -0.32 -0.80 0.34 0.38
20 -0.19 0.21 0.19 -0.51 0.30
Table 1: The simulated difference data at the crossing points (unit: m)








a b â b to fc
1 0.00 0.00 0.00 0.00 0.00 0.00
2 0.00 0.00 0.00 0.00 0.00 0.00
3 0.00 0.00 0.00 0.00 0.00 0.00
4 0.00 0.00 0.00 0.00 0.00 0.00
5 0.00 0.00 0.00 0.00 0.00 0.00
6 0.00 0.00 0.00
7 0.00 0.00 0.00
8 0.00 0.00 0.00
9 0.00 0.00 0.00
10 0.00 0.00 0.00
1 1 0.00 0.00 0.00
12 0.00 0.00 0.00
13 0.00 0.00 0.00
14 0.00 0.00 0.00
15 0.00 0.00 0.00
16 0.00 0.00 0.00
17 0.00 0.00 0.00
18 0.00 0.00 0.00
19 0.00 0.00 0.00
20 0.00 0.00 0.00
Note: the t-test critical value ( ?o.025,(20- i) (5- i ) )  is 1.99
Table 2: Estimates & t-test values of X under Pox
In Table 2, the estimates are zeros under Pox and even under other datum, which shows the estimates of 
parameters determined by (6) are consistent with their true values.
Test 2: designed to test whether the estimates of X  determined by (6) will be exact or not when there 
is a systematic error only on one line.
In this test, 1.0m as a constant is added to the 3rtl main line and 2nd reference line respectively to simu­












a b â b ta to P ‘ Po â b ta t.
1 0.00 0.00 -0.04 -0.04 -0.21 -0.44 1 1 0.00 0.00 0.00 0.00
2 0.00 0.00 -0.04 -0.04 -0.22 -0.44 1 1 0.00 0.00 0.00 0.00
3 1.00 0.00 0.96 -0.04 5.25 -0.44 0 1 1.00 0.00 5.25 0.00
4 0.00 0.00 -0.04 -0.04 -0.22 -0.44 1 1 0.00 0.00 0.00 0.00
5 0.00 0.00 -0.04 -0.04 -0.22 -0.44 1 1 0.00 0.00 0.00 0.00
6 0.00 -0.04 -0.23 1 0.00 0.00
7 0.00 -0.04 -0.23 1 0.00 0.00
8 0.00 -0.04 -0.23 1 0.00 0.00
9 0.00 -0.04 -0.21 1 0.00 0.00
10 0.00 -0.04 -0.21 1 0.00 0.00
1 1 0.00 -0.04 -0.22 1 0.00 0.00
12 0.00 -0.04 -0.21 1 0.00 0.00
13 0.00 -0.04 -0.22 1 0.00 0.00
14 0.00 -0.04 -0.22 1 0.00 0.00
15 0.00 -0.04 -0.22 1 0.00 0.00
16 0.00 -0.04 -0.22 1 0.00 0.00
17 0.00 -0.04 -0.22 1 0.00 0.00
18 0.00 -0.04 -0.22 1 0.00 0.00
19 0.00 -0.04 -0.23 1 0.00 0.00
20 0.00 -0.04 -0.22 1 0.00 0.00
Note: the t-test critical value is 1.99












a b â b ta tb P. P» a b ta tb
1 0.00 0.00 -0.04 -0.04 -0.22 -0.44 1 1 0.00 0.00 0.00 0.00
2 0.00 1.00 -0.04 0.96 -0.22 10.64 1 0 0.00 1.00 0.00 10.64
3 0.00 0.00 -0.04 -0.04 -0.22 -0.44 1 1 0.00 0.00 0.00 0.00
4 0.00 0.00 -0.04 -0.04 -0,22 -0.44 1 1 0.00 0.00 0.00 0.00
5 0.00 0.00 -0.04 -0.04 -0,22 -0.44 1 1 0.00 0.00 0.00 0.00
6 0.00 -0.04 -0.22 1 0.00 0.00
7 0.00 -0.04 -0.22 1 0.00 0.00
8 0.00 -0.04 -0.22 1 0.00 0.00
9 0.00 -0.04 -0.22 1 0.00 0.00
10 0.00 -0.04 -0.22 1 0.00 0.00
1 1 0.00 -0.04 -0.22 1 0.00 0.00
12 0.00 -0.04 -0.22 1 0.00 0.00
13 0.00 -0.04 -0.22 1 0.00 0.00
14 0.00 -0.04 -0.22 1 0.00 0.00
15 0.00 -0.04 -0.22 1 0.00 0.00
16 0.00 -0.04 -0.22 1 0.00 0.00
17 0.00 -0.04 -0.22 1 0.00 0.00
18 0.00 -0.04 -0.22 1 0.00 0.00
19 0.00 -0.04 -0.22 1 0.00 0.00
20 0.00
I1ISI
-0.04 -0.22 1 0.00 0.00
Note: the t-test critical value is 1.99
Table 4: Estimates & t-test values of X when there is a systematic error on 2M reference line
In Table 3 and Table 4, the estimates of X  under Pox are very near to true values. There is twenty-fifth of 
the systematic error (i.e. 1/(20+5)=-0.04) to affect other paramétrés. Because û3 in Table 3 and 62 in 
Table 4 are significant under Pox by t-test, let p a =  0  to get P «  in Table 3, p b —  0  to get P « =  P «  in 
Table 4.
Here, the estimates of X  can still be obtained exactly after the selection of rational P * according to the t- 
test values under Pox although it is unknown first that there is 1.0m systematic error on 3'“ main line (or 
2M reference line) before calculation.
Test 3: designed to test whether the estimates of X  will be exactly determined by (6) or not when there 












a b â b ts h Pa p» â b U to
1 0.00 0.00 -0.16 -0.16 -0.86 -1.77 1 1 -0.01 -0.01 -0.05 -0 .11
2 0.00 0.00 -0.16 -0.16 -0.88 -1.77 1 1 -0.01 -0.01 -0.05 -0 .11
3 0.00 0.00 -0.16 -0.16 -0.88 -1.77 1 1 -0.01 -0.01 -0.05 -0 .11
4 0.20 0.00 0.04 -0.16 0.22 -1.77 1 1 0.19 -0.01 1.05 -0 .11
5 0.00 0.00 -0.16 -0.16 -0.88 -1.77 1 1 -0.01 -0.01 -0.05 -0 .11
6 0.00 -0.16 -0.89 1 -0.01 -0.05
7 0.50 0.34 1.85 0 0.49 2.56
8 0.00 -0.16 -0.89 1 -0.01 -0.05
9 0.00 -0.16 -0.86 1 -0.01 -0.05
10 0.00 -0.16 -0.86 1 -0.01 -0.05
1 1 0.80 0.64 3.50 0 0.79 4.41
12 0.00 -0.16 -0.86 1 -0.01 -0.05
13 0.00 -0.16 -0.88 1 -0.01 -0.05
14 0.00 -0.16 -0.88 1 -0.01 -0.05
15 1.00 0.84 4.59 0 0.99 5.19
16 0.00 -0.16 -0.88 1 -0.01 -0.05
17 0.00 -0.16 -0.88 i -0.01 -0.05
18 1.50 1.34 7.33 0 1.49 7.81
19 0.00 -0.16 -0.89 1 -0.01 -0.05
20 0.00 -0.16 -0.88 1 -0.01 -0.05
Note: the t-test critical value is 1.99
Now 0.2, 0.5, 0.8, 1.0 and 1.5 metres of systematic errors are added to the simulated sounding data 
along the 4lh, 7in, l l lh, 15"1 and 18'” main line respectively, the estimates and t-test values of X  under Pox 
rational P* are shown in Table 5.
In Table 5, there is -0.16 (i.e. x = -(0.2+0.5+0.8+1.0+1.5)/(20+5)=-0.16 by (10)) to affect all the esti­
mates. The estimates of the parameters are near to the systematic true errors. According to the t-test 
values under Pox, the selection of P<> have been done as follows:
First, âw is significant and pms should be 0 to get Pix, and then âis is detected and Pai5should be 0 to get 
p2x, and then â u , â ? are tested by t-test orderly, and Pan , P ,T should be 0 to get Psx and Pm, and then P* = 
P 4x. The estimates under P « are very near to the true values. This shows that the selection of P x is able 
to minimise the effects of x on the estimates.
Test 4: designed to test whether the estimates of X  will be exactly determined by (6) or not when there 
are systematic errors on several reference sounding lines.
In this test, -0 .2 , 0 .5 , 0 .4 , 0 .3  and 0 .1  metres are added to the simulated soundings of the l st,2 nt,,3 ,a,4 lh 
and 5 ”’ reference line respectively, the estimates and t-test values of X  under Pox rational P x are shown in 
Table 6.
In Table 6, there is -0.04, i.e. x = -(-0.2+0.5+0.4+0.3+0.1)/(20+5)=-0.04 by (10), to affect all the esti­
mates. The estimates of the parameters are near to the systematic true errors. According to the t-test
No. Systematic Estimates t-test PrX Estimates t-test
true values (m) values (m)
- Under Pox Under P*
a b â b ta tt. Pa P » â b ta b
1 0.00 -0.20 -0.04 -0.24 -0.23 -2.70 1 0 0.00 -0.20 -0.03 -2.18
2 0.00 0.50 -0.04 0.46 -0.24 5.05 1 0 0.00 0.50 -0.03 5.28
3 0.00 0.40 -0.04 0.36 -0.24 3.94 1 0 0.00 0.40 -0.03 4.21
4 0.00 0.30 -0.04 0.26 -0.24 2.84 1 0 0.00 0.30 -0.03 3.15
5 0.00 0.10 -0.04 0.06 -0.24 0.62 1 1 0.00 0.10 -0.03 1.07
6 0.00 -0.04 -0.25 1 0.00 -0.03
7 0.00 -0.04 -0.25 1 0.00 -0.03
8 0.00 -0.04 -0.25 1 0.00 -0.03
9 0.00 -0.04 -0.23 1 0.00 -0.03
10 0.00 -0.04 -0.23 1 0.00 -0.03
1 1 0.00 -0.04 -0.24 1 0.00 -0.05
12 0.00 -0.04 -0.23 1 0.00 -0.05
13 0.00 -0.04 -0.24 1 0.00 -0.05
14 0.00 -0.04 -0.24 1 0.00 -0.03
15 0.00 -0 04 1 -0.24 1 0.00 -0.05
16 0.00 -0.04 -0.24 1 0.00 -0.05
17 0.00 -0.04 -0.24 1 0.00 -0.03
18 0.00 -0.04 -0.24 1 0.00 -0.03
19 0.00 -0.04 -0.25 1 0.00 -0.03
20 0.00 -0.04 -0.24 1 0.00 -0.03
Note: the t-test critical value is 1.99
values under Pox, first, b -, is significant by t-test and Pb, should be 0 to get Pix; and then b3 under Pix 
is significant and Pb, should be 0 to get Pjx; and then f)4 under Pîx is significant and Pb4 should be 0 to 
get P m ; and then£>; under Pax is significant and Pbt should be 0 to get P«x; It can be demonstrated that 
all the t-test absolute values under Pm except tb2, t,3, t* and Ui are less than 1.99, and then Rx= Pax. The 
estimates under Prx are the true values (if neglecting rounding difference).
Test 5: designed to test whether the estimates of X  will be exactly determined by (6) or not when there 
are systematic errors on many sounding lines.
Now 0.2, 0.5, 0.8, 1.0,1.5, -0.1, 0.5, 0.6, 1.0 and 0.2 metres of simulated systematic errors are added 
to the 4'\7th, 11th, 15lh, 18th main line and all the 5 reference lines respectively, the estimates and t-test val­
ues of X under Pox rational P« are shown in Table 7.











a b a b ta Pa P“ â b ta to
1 0 . 0 0 -0.10 - 0 . 2 5 -0.35 - 1 . 3 5 - 3 . 8 6 . 1 1 - 0 . 0 0 -0.11 - 0 . 0 2 -1.17
2 0 . 0 0 0.50 - 0 . 2 5 0.25 - 1 . 3 6 2 . 7 9 1 0 - 0 . 0 1 0.49 - 0 . 0 3 5.15
3 0 . 0 0 0.60 - 0 . 2 5 0.35 - 1 . 3 6 3 . 9 0 1 0 - 0 . 0 1 0.59 - 0 . 0 3 6.19
4 0.20 1.00 ■0.05 0.75 -0.26 8 . 3 3 1 0 0.19 0.99 1.07 10.36
5 0 . 0 0 0.20 - 0 . 2 5 - 0 . 0 5 - 1 . 3 6 - 0 . 5 3 1 0 - 0 . 0 1 0.19 - 0 . 0 3 2.02
6 0 . 0 0 - 0 . 2 5 - 1 . 3 7 1 - 0 . 0 1 - 0 . 0 4
7 0.50 0.25 1.37 0 0.49 2.55
8 0 . 0 0 - 0 . 2 5 - 1 . 3 7 1 - 0 . 0 1 - 0 . 0 4
9 0 . 0 0 - 0 . 2 5 - 1 . 3 5 1 - 0 . 0 0 - 0 . 0 2
1 0 0 . 0 0 - 0 . 2 5 - 1 . 3 5 1 - 0 . 0 0 - 0 . 0 2
1 1 0.80 0.55 3.02 0 0.79 4.12
1 2 0 . 0 0 - 0 . 2 5 - 1 . 3 5 1 - 0 . 0 0 - 0 . 0 2
1 3 0 . 0 0 - 0 . 2 5 - 1 . 3 6 1 - 0 . 0 1 - 0 . 0 3
1 4 0 . 0 0 - 0 . 2 5 - 1 . 3 6 1 - 0 . 0 1 - 0 . 0 3
1 5 1.00 0.75 4.11 0 0.99 5.16
1 6 0 . 0 0 - 0 . 2 5 - 1 . 3 6 1 - 0 . 0 1 - 0 . 0 3
1 7 0 . 0 0 - 0 . 2 5 - 1 . 3 6 1 - 0 . 0 1 - 0 . 0 3
1 8 1.50 1.25 6.85 0 1.49 7.76
1 9 0 . 0 0 - 0 . 2 5 - 1 . 3 7 1 - 0 . 0 1 - 0 . 0 4
2 0 0 . 0 0 - 0 . 2 5 - 1 . 3 6 1 - 0 . 0 1 - 0 . 0 3
Note : the t-test critical value is 1 . 9 9
Table 7: Estimates & t-test values of X while 4'\ 7 "',llm, 15“ and 18"' main lines and all the five reference lines with 
systematic error
In Table 7, -0.25m (i.e .t = -0.25) is shared to all the estimates from the systematic error under Pox, and 
fa7 and tu are less than the t-test critical value, this shows the effect of x has made the systematic errors 
a7 and ai unable to be found under Pox, and the estimates of the systematic errors a4 and bi have been 
strongly affected by x. The selection of P.x is that, first according to the t-test value under Pox, and then 
Ph4 should be 0 to get P « , and then P «18 should be 0 to get Psx according to the t-test value under Pix, 
and then Pby should be 0 to get Pm according to the t-test value under Pm, and then Pal5 should be 0 
to get P «  according to the t-test value under Pm, and then Pb2 should be 0 to get P 5X according to the 
t-test value under Pax, and then Pau should be 0 to get P6X according to the t-test value under P 5X, and then
P,i7 should be 0 to get P?x according to the t-test value under Pex, and then Pb5 should be 0 should be 0 
to get Psx according to the t-test value under P?x, lastly P« =  Pex. It is clear that the selection of P *  is able 
to minimise the effect of x on the estimates and the estimates under Px are very near to the true values. 
It is noticeable that the systematic errors a4 and ba could not be found under P,x according to the model 
(5). This shows that there exists the minimal systematic error which could be found by (6).
Test 6: designed to test the minimal system atic error that could be detected by (6) when there is a 
systematic error only on one line.
It can be seen that Pox (an unit matrix) is adopted as the first adjustment datum when there is no prior 
information that datum factors should be 0 or 1. Now we discuss the minimal systematic true error which 
can be detected by (5) under P0x. The estimates and t-test values of X  are shown in Table 8 when the third 
main line is added to 0.38m intentionally as a systematic error. The estimates and t-test values of X  are 
shown in Table 9 when 2“  reference line is added to 0.187m intentionally as systematic error.
In Table 8 and Table 9, when the maximum (ta3 or tb2) of the t-test value under Pox is equal to the t-test crit­
ical value (1.99), the systematic error on a main line is 0.38m, and the systematic error on a reference 
line is 0.187m. This shows that the detectability of the model (5) in finding the minimal systematic error 
on a main line is different from that on a reference line. It also implies that the number of reference lines 
(or called reference line) should be increased in order to improve the detectability of the model (5) in find­








a b fl b ta
1 0.00 0.00 - 0 . 0 1 - 0 . 0 1 - 0 . 0 4 - 0 . 0 8
2 0.00 0.18 - 0 . 0 1 0.18 - 0 . 0 4 1.99
3 0.00 0.00 - 0 . 0 1 - 0 . 0 1 - 0 . 0 4 - 0 . 0 8
4 0.00 0.00 - 0 . 0 1 - 0 . 0 1 - 0 . 0 4 - 0 . 0 8
5 0.00 0.00 - 0 . 0 1 - 0 . 0 1 - 0 . 0 4 - 0 . 0 8
6 0.00 - 0 . 0 1 - 0 . 0 4
7 0.00 - 0 . 0 1 - 0 . 0 4
8 0.00 - 0 . 0 1 - 0 . 0 4
9 0.00 - 0 . 0 1 - 0 . 0 4
1 0 0.00 - 0 . 0 1 - 0 . 0 4
1 1 0.00 - 0 . 0 1 - 0 . 0 4
1 2 0.00 - 0 . 0 1 - 0 . 0 4
1 3 0.00 - 0 . 0 1 - 0 . 0 4
1 4 0.00 - 0 . 0 1 - 0 . 0 4
1 5 0.00 - 0 . 0 1 - 0 . 0 4
1 6 0.00 - 0 . 0 1 - 0 . 0 4
1 7 0.00 - 0 . 0 1 - 0 . 0 4
1 8 0.00 - 0 . 0 1 - 0 . 0 4
1 9 0.00 - 0 . 0 1 - 0 . 0 4
2 0 0.00 - 0 . 0 1 - 0 . 0 4
Note : the t-test critical value is 1 . 9 9
No. Systematic Estimates t-test
true values (m) values
' Under Pm
a b â b fa tb
1 0 . 0 0 0 . 0 0 - 0 . 0 2 - 0 . 0 2 - 0 . 0 8 - 0 . 1 7
2 0 . 0 0 0 . 0 0 - 0 . 0 2 - 0 . 0 2 - 0 . 0 8 - 0 . 1 7
3 0.38 0 . 0 0 0.36 - 0 . 0 2 1.99 - 0 . 1 7
4 0 . 0 0 0 . 0 0 - 0 . 0 2 - 0 . 0 2 - 0 . 0 8 - 0 . 1 7
5 0 . 0 0 0 . 0 0 - 0 . 0 2 - 0 . 0 2 - 0 . 0 8 - 0 . 1 7
6 0 . 0 0 - 0 . 0 2 - 0 . 0 8
7 0 . 0 0 - 0 . 0 2 - 0 . 0 8
8 0 . 0 0 - 0 . 0 2 - 0 . 0 8
9 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 0 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 1 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 2 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 3 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 4 0 . 0 0 : - 0 . 0 2 - 0 . 0 8
1 5 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 6 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 7 0 . 0 0
■
- 0 . 0 2 - 0 . 0 8
1 8 0 . 0 0 - 0 . 0 2 - 0 . 0 8
1 9 0 . 0 0 - 0 . 0 2 - 0 . 0 8
2 0 0 . 0 0 - 0 . 0 2
0- , -  ,
- 0 . 0 8
Note: the t-test critical value is 1 . 9 9
Table 8: The minimal systematic true error on a main line Table 9: The minimal systematic true error on a reference line 
corresponding to the t-test critical value under Pm corresponding to the t-test critical value under Pox
Tests U sing  the Observed D ata
There are 15 main lines and 12 reference lines in a sounding grid. The sounding data is obtained by an 
SDH-13D Echo Sounder, made in China (technical character index: working frequency is 208kHz, designed 
sound velocity l,460m /s, sounding accuracy ±0.4% depth ±5cm, beam width 8°±1). The range of depth 
in survey area is from 22 to 28 metres. The differences or disagreements of sounding data at crossing 
points are shown in Table 10.
Reference
main line 1 2 3 4 5 6 7 8 9 10 11 12
line
1 -0.96 -0.89 -1.00 0.22 0.19 0.15 0.08 0.21 0.21 0.15 0.21 0.27
2 -1 .12 -1.02 -0.92 0.20 0.16 0.15 0.22 0.20 0.21 0 .11 0.19 0.23
3 -1.43 -0.88 -0.90 0.16 0.26 0.01 0.18 0.15 0 .11 0.19 0.24 0.15
4 -1.10 -0.98 -1.13 0.16 0.21 0.13 0.21 0.17 0.14 0.17 0.17 0.20
5 -1.05 -0.95 -1.31 0.20 0 .11 0.18 0.13 0.10 0.23 0.17 0.24 0.20
6 -1.13 -0.93 -0.82 0 .11 -0.02 0.24 0.17 0.21 0.20 0.02 0.15 0.15
7 -1.35 -1.03 -0.96 0.29 0.31 0.12 0.08 0.20 0.20 0.26 0.17 0.45
8 -1.33 -0.83 -0.97 0.29 0.24 0 .11 0.06 0.25 0.13 0.21 0.28 0.28
9 -1.03 -1.02 -0.93 0.18 0.10 0.18 0.15 0.10 0.06 0.05 0.27 0.13
10 -0.88 -1.0 1 -0.88 0.24 0.10 0.04 0.20 0.18 0.18 0.25 0.23 0.03
1 1 -0.93 -0.83 -0.78 0.16 0.18 0.14 0.28 -0,09 0.14 0 .11 0.23 0.22
12 -1.0 1 -0.95 -0.87 0.20 0.14 0.05 0.09 0.10 0.20 0.08 0.15 0.17
13 -1.34 -1.0 1 -1 . 1 1 0.16 0.28 0.13 0.17 0.20 0.15 0.21 0.16 0.15
14 -1.27 -0.91 -0.91 0.24 0.19 0.24 0.22 0 .11 0.16 0.12 0.23 0.16
15 -0.82 -0.88 -1.05 0.26 0.21 0.20 0.30 0.07 0.14 0.16 0.10 0.26
Table 10: The differences of sounding data at the crossing points (unit: m)
No. Estimates t-test values Prx Estimates t-test
Under Pox Under Pox Under Px values
a b ta fo Pa Pte a b ta fo
1 -0.03 1.06 -1.07 44.91 1 0 0.03 1.12 1.00 45.84
2 -0.05 0.89 -1.80 37.50 1 0 0.01 0.94 0.27 38.65
3 -0.08 0.91 -2.96 38.68 1 0 -0.02 0.97 -0.90 39.80
4 -0.07 -0.26 -2.61 -10.97 1 0 -0.01 -0.20 -0.56 -8.40
5 -0.08 -0.23 -2.93 -9.81 1 0 -0.02 -0.18 -0.87 -7.28
6 -0.07 -0.19 -2.61 -8.15 1 0 -0.01 -0.14 -0.56 -5.67
7 -0.04 -0.22 -1.39 -9.47 1 0 0.02 -0.17 0.68 -6.95
8 -0.04 -0.20 -1.45 -8.40 1 0 0.02 -0.14 0.62 -5.91
9 -0.08 -0.22 -2.96 -9.25 1 0 -0.02 -0.16 -0.90 -6.73
10 -0.04 -0.21 -1.57 -8.68 1 0 0.01 -0.15 0.49 -6.19
1 1 -0.03 -0.26 -1.10 -10.82 1 0 0.03 -0.20 0.97 -8.27
12 -0.07 -0.26 -2.61 -10.91 1 0 -0.01 -0.20 -0.56 -8.35
13 -0.09 -3.24 1 -0.03 -1.19
14 -0.05 -1.89 1 0.00 0.17
15 -0.02 -0.73 1 0.04 1.35
Note: the t-test critical value is 1.98
According to the Chinese Specifications for Hydrographic Survey (China, 1998), the limit of difference at 
the crossing points is 0.6m with the confidence level 95 per cent while the depth range is from 20 to 30m 
and sounding data is acceptable while the percentage of beyond the limit at all the crossing points is 
under 15 per cent.
In Table 10, there are 45 differences or disagreements at the crossing points beyond the limit. The per­
centage of differences beyond the limit is 45 per cent. In a traditional way, the observed data will be 
rejected as unacceptable data contaminated by blunders and re-sounding should be needed. Now (6) is 
used to detect and determine the systematic errors of the sounding data in Table 10 so as to improve 
their accuracy and efficiency of sounding. The estimates and t-test values of X  are obtained under Pm and 
P« and shown in Table 11.
In Table 11, the estimates bx ,b2 and b3 are larger than that of other parameters under Pox. It may be 
deduced that there are systematic errors on reference line 1, 2 and 3. After examining the data pro­
cessing carefully, it is found that the water level corrections have not been done to these lines due to 
carelessness. The true water level corrections should have been 1.20, 1.15 and 1.15m respectively. It 
shows that the model (6) is able to find systematic errors though the sources of error are often unknown 
in practical surveys.
According to the t-test values under Pox in Table 1 1 ,  the rational Pa is selected as in Table 1 1 .  The order 
to select P,x is # ,, =  0 , p b) =  0 , p h  =  0 , p hn =  0 ,p bu =  0 ,P K = 0 , ^ = 0 ,  p h  =  0 p bf> =  0, 
p b =  0 , p b =  0 , and p b =  0 , and then R x =  P m . It can be seen that the differences between the 
estimates: b} <b2 ancl b3 under P* and their water level corrections are very small which may be due to 
other factors.
Now we can carry out the corrections using (11). The corrected differences are shown in Table 12, in which the 
maximum is 0.30m, the minimum is -0.34m. This shows that the quality of corrected sounding data has been 
improved and that corrected sounding data can be accepted and re-sounding will not be needed.
The method in this paper can be used effectively to detect and estimate systematic errors when there are 
systematic errors in a sounding grid. It should be determined by hydrographic surveyors according to the 
criteria whether systematic errors will be corrected and adjusted or not and whether re-sounding will be 
needed or not.
Reference 
line 1 2 3 4 5 6 7 8 9 10 11 12
main 
line 1 0.16 0.05 -0.03 0.02 0.01 0.01 -0.09 0.07 0.05 -0.00 0.01 0.07
2 -0.00 -0.08 0.05 -0.00 0.02 0.01 0.05 0.06 0.05 -0.04 -0.01 0.03
3 -0.31 0.06 0.07 -0.04 0.08 -0.13 0.01 0.01 -0.05 0.04 0.04 -0.05
4 0.02 -0.04 -0.16 -0.04 0.03 -0.01 0.04 0.03 -0.02 0.02 -0.03 ■0.00
5 0.07 -0.01 -0.34 -0.00 -0.07 0.04 -0.04 -0.04 0.07 0.02 0.04 -0.00
6 -0.01 0.01 0.15 -0.09 •0.20 0.10 0.00 0.07 0.04 -0.13 ■0.05 -0.05
7 ■0.23 -0.09 0.01 0.09 0.13 -0.02 -0.09 0.06 0.04 0.11 -0.03 0.25
8 -0.21 0.11 -0.00 0.09 0.06 -0.03 -0.11 0.11 -0.03 0.06 0.08 0.08
9 0.09 •0.08 0.04 -0.02 -0.08 0.04 •0.02 -0.04 -0.10 ■0.10 0.07 -0.07
10 0.24 -0.07 0.09 0.04 -0.08 -0.10 0.03 0.04 0.02 0.10 0.03 -0.17
1 1 0.19 0.11 0.19 -0.04 0.00 0.00 0.11 -0.23 -0.02 -0.04 0.03 0.02
12 0.11 -0.01 0.10 -0.00 -0.04 -0.09 -0.08 -0.04 0.04 -0.07 -0.05 -0.03
13 -0.22 -0.07 -0.14 ■0.04 0.10 -0.01 0.00 0.06 -0.01 0.06 -0.04 -0.05
14 -0.15 0.03 0.06 0.04 0.01 0.10 0.05 -0.03 -0.00 -0.03 0.03 -0.04
15 0.30 0.06 -0.08 0.06 0.03 0.06 0.13 -0.07 -0.02 0.01 -0.10 0.06
Table 12: The corrected difference at the crossing points (unit: m)
Conclusion
Through theoretical derivation, the principle and algorithm s of the adjustm ent for the sounding-line grid 
are presented in the paper. The tests  and analyses with simulated and observed data have verified 
that the method can work well to detect and estim ate system atic errors and also to improve the qual­
ity of data in a sounding grid. But it should be pointed out that the adjustm ent and correction should 
be carried out after determ ining the sources of the system atic errors so as to guarantee the correc­
tions more reasonable and reliable. Furtherm ore, the principle and method developed in th is  paper 
may be beneficial to the data processing for other marine survey, such as marine gravim etry and mag­
netic survey.
Appendix A: The derivation of adjustment model and its formulas
Let Lj be instead of -An and wj instead of -iju, (4) in the section of error structure could be expressed as 
follows:
V  =  Â  - B  - L  (A '1)r mxn ,mXn mXn mXn
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Vmxn can be changed into a mnA  vector, and expressed as
Vr~[vi,if V2,if..., Vm.l, Vl.2, V2.2, .., Vm.2, V3.1, .. , vm-l.n, Vm.n]lxm
Similarly, /.mxn can be expressed as:
LT=[Li, Lm.l, Li.2, L2.2, - , L■n.2, L3.I,..





K  ~ e j%
E  -e tlm vi f 2 Em is a mxm unit matrix, e„, =(1 1 ... 1)»
K  -e j? n _
^  = ( 1 ,0 , - ,0 ) ^   ̂ = ( 0,1 ,0, - , 0) ^   ̂ , f .  =  (0,0. - . 1.0, - , 0) , ^  u = 1 2 ......n)i
X T= ( XTa,Xl ) ,  K  = ^ , a 2, - am)Um X Th =(bx,b2,-  b X n  .
So, (A-1) can be changed as follows:
^ m nA mrty( m+n ) m + t i y l  ^ Jm nA
According to the least square criterion V l/=min (Weils D E and Krakiwsky E J, 1973), the normal equation 
could be obtained from (A-2) as follows:
N X  -  C r L  
w h e re  N  =  C TC  =
(A-3)
n E _ T~ e e nm n
m E „
-e 7„ - ( 1  1 !)]» , =  ' E ü j
M
It can be proved that the rank of matrix N (or C) is m+n-1 and its rank-defect number is 1. This shows that 
it lacks of initial data using (A -l)  to determine parameters X  ■
There are many solutions to (A-3) from the theory of rank-defect adjustment (Huang W B, 1992). 
Therefore, the following constraint condition is used here:
G l Px X  =  Q (A-4)
where G is a matrix which should be satisfied with N G -0, and here G =  (l,l,-',l)i*<m*,)=e™»i=(em,en), and 
its rank is 1. Px is a diagonal matrix as well as a datum matrix for (A-3).
Then let ^ x = ^ a^JPal ’ " ^ P â "< P a  >Pb,’ ' " ’ Pb ’ " ’ Pb )<Pa- is the datum factor of a,, and f t , i s  the datum 
factor of hi, and they should be 0 or 1, in which P a, (or Pb j ) = 1 means parameter a  {or bj) is constrained 
in the adjustment; P a -, (orP b j) -  0 means parameter a, (or bj) is not constrained in the adjustment.
So the following adjustment model could be obtained
V  = C X - L  
G TPx X  = 0 
V TV  =  m in
(A-5)
(A-5) is the rank-defect adjustment model for a sounding-line grid in hydrographic survey. Using (A-3), (A- 
5) can be further expressed as:
Î N X  =  C T L  ( j )  (A-6) 
\ G r P x X  =  0 ( « )
In (A-6), (ii) multiplies PxG leftward and adds to (i), the following equation can be obtained:
(.N  +  P x G G T P x ) X  =  C T LX x  (A 7 )
In (A-7), N+PxGG Px is of full rank because G holds NG=0. The result formulas of (A-5) are given as follows:
(A-8)
X  = (N  + Px G G TPx Y l C TL
Q X = (N  + Px G G TPx- r 'N ( N  + PXG G TPX )"'
Ù) = y ry / [ ( m - l ) ( n - l ) ]
Appendix B: the determination of the values of Pa, and Pbj in (A-4)
Here, we discuss how to determine the value of Pa, and Pbj. Suppose that there is a systematic error a. 
added on the / w main line, the change of the observed matrix L in (A -l)  is AL, then
A£ =
' 0,, Ow ; ■ 0 ,/ °‘J. ■ ° ,/
0/-1.1 o,-,',2 ■■ 0,.-, 0,-,:, 0,-,.2 ' 0,-1,„
a, ai ■ = «l i 1 ' 1
0,+,, 0,*u ; o,+,,„ 0,.,,, 0,+1,2 0,.,,
.0 ^ o.;, •• C  _ .o.;, o„;, ■■ o„;„
(B -l)
= a,[u, M, -  A ]
i
where f i f  = ( 0 , -  ,0 ,1 ,0 , ' ' ' , 0 ) ^  ..
A L in (B -l)  can be changed into a vector notation related to (A-2):
A L  —  o j (//, ,//, ,//, )]xm„
From (A-8), The changes of the estim ates caused by A L due to a* is 
A XPx -  (N  + PXGG' PX) 1 C' AL-
while Px =Pox (Pox is here defined as a unit matrix), A X n due to ai will be
A X f 
Because
N - P nyGG P„y =
( N  + PnxG G  Po x C r A L
~ emen 
e e T„ mE„
nEm +emem




where 0 mX?! is a m xn  zero matrix, 0 nXm a nxm zero matrix. 
And then,
E m/ n - e mem/(rn + n)n
E ni m - e ne'n t(m +  n)m
Using (B-4) and (B-5), A X  p due to a, can be obtained as follows
(B-5)
AÔ!
‘ o ' a, /( m + n)
A « , i 0 af /(m + n)
Aâ- a, t(m + n)
A ",: , = 0 _ a, /(m + n)
A 0 a, /(m + ri)
A  bl 0 a, !(m + « )
. a 4 . f..
0
at /(m + n)
- a, /( m + n) Mi ~ S m ft”1 + n) 
-  e„ /(m + n)
(B-6)
Similarly, if there is a system atic error bi added on the j  * reference line, A X p due to bi can be obtained 
as follows: 011
À â ,
\ X P =lûX
Aâm
Ab,





= b. ~ em !{m  + n) r } j - e „  /(m + n )
y+i
While Rt in (B-3) is arbitrary, A X  p can be obtained from A X p as follows:1X rQX
= (  Em+n-G (G TPxG ylGPx)AXPax
Where E ™  is a (m+n)x (m+n) unit matrix,
here we give the proof of (B-8).
Firstly, we prove
N {N  + P x G t fP x )1 = Em+n -  PxG {G TPxG y lGT ( M )
In (B-3), N+PxGGrpx satisfies (N+PxGGTPx) \n+PxGG7Px)=E„t„, and then
(N+PxGG'Px) '1N=E™  - (N+PxGGrPx) lPxGGTPx (B-10)
When (B-10) multiplies G leftward, we have the following equation in view of NG=0
(N  + Px GGt Px r 1 PXGG TPXG = G
and then
(N  + Px GGTPx y xPx G  =  G (G tPxG r 1
So, (B-10) will be
(N  + PXG G TPx )~lN  = Em+n -  G (G TPx G) lGTPx
and then
N {N  +  Px GGt Px T 1 = Em+n -  Px G (G tPx G T 1G t
Secondly, we prove
* X Ps = {E m+n-G ( G TPx G )-1G TPx )A X Pox
From (B-4), we have
C TA L = (N  + P0XG G TP0X)A X P6x
So, (B-3) can be rewritten as
= (N  + PXGGTPX y\ N  + P0XGGTP0X)AKPox 
= (N + PxGGr Px ) lNAXPox - 0 V  + PxGGTPx y lPoxG (fP oxÙXhx
Considering (B-9) and Gr P0XAK p̂  ̂ = 0 , we have
^  =  (Em+n -  G (G TPXG)~1G TPX r n Pox
The proof of (B-8) is completed.
m "
When and ^FÀPbj = N  in the vector of (Pai Pa„> Pb,’" ' > Pb,<"'> Pb,\x(m+n),
.=i /=1
m n
( G T P I G r l ^ l e l , P A „ r ‘ =  ( J i p , * J i p h r  = ( M + « r ‘
M  >1
Then, (B-10) can be rewritten as
=  -  GGTpx&Xr0X m + m  (B - i i )
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(B-13)
From (B-12), p a should be 0 when a  is a system atic error on i “ main line, because if A , ; =1, a  will 
affect the estim ates of the other parameters. p a should be 1 if a. is zero.
From (B-13), if bj is a system atic error j  * main line,,/¾. should be 0 to avoid the effects of bj on the other 
estim ates. Otherwise, Pb, should be 1 if bj is zero.
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