A novel technique for empirical optimisation is presented, called Dynamic Local Search Algorithm (DLS). The search algorithm starts exploring the solution space only along one of its dimensions at any one time. This is done by perturbing this variable randomly along opposite directions of that dimension, creating two more variables. The magnitude of the perturbation is designed to explore local and global areas. If these perturbations were found to be minimising (or maximising) the function, then the original variable is moved toward them in a gradual manner. This gradual move will prevent the system from getting trapped in local minima. Repeated operations of the above process will gradually guide the system towards the global minimum of the function. The results arising from the application of DLS to the De Jong's test functions compare positively with those from other global and local methods.
-Introduction
The aim of this paper is to find the global minimum or maximum of an objective function by searching the space of the objective function intelligently. We will only concentrate on the Dynamic Local Search algorithm for minimisation problems as any maximisation problem can be converted readily into a minimisation one by reversing the signs of the coefficients in the objective function. We can solve the problem exhaustively for small problems. However this will become impractical for functions with many variables and with a large solution space. Traditional approaches to optimisation involve the use of gradient or higher-order derivatives. These are very powerful for most functions but may have exponential local convergence on certain well-conditioned functions [1] trapping the solution in local minima. This often happens for energy surfaces which contain multiple local optima. The general idea of the current algorithm is to search through the feasible solution space and improve the returned objective function, but in the process accepting uphill move due to the gradual moves toward these improved values. This process will allow the algorithm to escape from local minima. The algorithm proceeds in small steps by moving virtual variables to space regions adjacent to the current one irrespective of the gradient of the objective function. This process continues until no further improvement can be obtained, at which point an optimal solution has been found. One of the advantages of this method is the fast convergence towards the global optimum of the objective function without using gradient or higher-order derivatives. The ability to escape from local minima is demonstrated in Section 3. In this paper we report on the results for non constrained optimisation. However the method has been successfully applied to constrained optimisation problems [2] , of the form,
where v n is a vector in high-dimensional space, f is the energy function, and c is a function which restricts the solution space to a sub space of f .
The remainder of this paper is organised as follows: In Section 2 we will outline the basic ideas behind the algorithm. Section 3 will describe the set of functions to be optimised while in Section 4 we will present the results and comparisons to other methods like Genetic Algorithms [6] and Dynamic Hill Climbing [3] . Finally, Section 5 will describe the conclusions and future work.
-The Dynamic Local Search Algorithm
The technique of local search has been applied to the optimisation of a test set of mathematical functions. The basic idea is to explore local and global areas simultaneously allowing us to search local regions in detail and to escape from these if the system was trapped in local minima. The search is performed independently for all the function dimensions. For example the x variable is randomly perturbed along opposite directions, the amplitude of both being different from each other and from one iteration to the next. The size of the perturbation is designed to explore local areas for a fixed percentage of the time and global areas for the remaining. Let's assume that the perturbations along a dimension, v t , are v 1 and v 2 (see Figure 1 ). Now if the value of the objective function at v
(1) v t will be attracted towards x 1 as,
where K is a constant smaller than unity. Similarly, for
then v t will also be displaced towards x 2 as,
If both relations (1) and (3) are true, x 3 will move towards x 4 and the final value of v t +1 will be given by the relation,
The benefit of the above equation and why the algorithm works can be understood using a one dimensional illustration of the above equations. Graphical illustration of the above movements can be seen in Figure 1 . At the top left hand corner of the figure the black circle represents the position of the v t variable before any perturbation.
Figure 1
Typical perturbations and movements along a dimension (see text for explanation).
The two arrows represent the shift to the left and the right of the original value. At these values the function is evaluated, which is represented by the position of the white and the grey circle , and since both moves produce values for the objective function better than its current value, equations 2, 4 and 5 will be used to obtain the final value of v t +1 . On the other hand, if only one of the relations 1 or 3 is true, then for the finial value of v t +1 equation 2 or equation 4 will be used. Figure 1 shows down as well as up hill move which is essential for the algorithm to work.
The basic steps of the algorithm can be summarised as, 5-If the algorithm does not find a better value after a fixed number of iterations, the search process is restarted from its current best co-ordinates.
6-Repeat 1-5 for all variables.
7-Stop if the desired error is reached.

-The Set of Test Functions
We have applied DLS to the De Jong's [4] set of test functions. These are, Note that the minimum value of all the functions in the set is zero except for the Shekel's Foxholes.
-Results and Discussion
Our algorithm was run 100 times for each of the functions and with different random starting points. Results of these runs are summarised in table 1. The first column represents the functions (1-5) to be optimised , the second column is the average number of function evaluations which is required to reach an error of 1.E-6, and the final column is the value of the objective functions. A typical example of the objective function versus the number of evaluations is shown in Figure 2 . It is clear that the method is exploring many parts of the landscape and then zooming into the important areas to look for a better solution. In addition, the variable convergence towards the solution can be seen in Figure 3 .
Case Function evaluations
Figure 2
Objective function versus number of function evaluations for the Shekel's foxholes.
If we compare our results to those from the Dynamic Hill Climbing (DHC) [3] for the same precision, our algorithm performs reasonably well for three out of the five functions in the set (see Table 2 ). We do not show the DHC results for the Step function because this algorithm could not converge in its current form due to the nature of the function (continuously decreasing and non-bounded).
Notice that the same perturbation type was used for all the functions and also the same input parameters, apart from the solution range which is specific to each problem.
DHC outperforms DLS for the Saddle function; this is probably due to the fact that DLS requires more iterations to search globally which implies that our algorithm could be best suited to functions with many local minima. 1  124  223  2  2624  513  4  97  178  5  294  129  Table 2 : Number of function evaluations for our algorithm compared to DHC For this purpose we also compared our results with those from a global method like Genetic Algorithms (see [6] for a detailed comparison between different GA approaches).
Case
DLS DHC
The results for the same set of functions, initial conditions and precision are shown and compared in Table 3 . DLS  GA  1  124  5600  2  2624  3100  3  103  100  4  97  2200  5  294  1100  Table 3 : Number of function evaluations for our algorithm compared to GA from [6] .
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-Conclusions
In this paper we report on the use of a novel local optimisation algorithm, DLS, and its application to objective function minimisation. The method explores different areas of the solution space by perturbing each component of the solution locally and globally then displacing gradually towards the better performing solutions. This process prevents the system being trapped in local minima. The algorithm has been tested on the De Jong's set of functions. The results compare positively with those from Dynamic Hill Climbing and Genetic Algorithms. We have also successfully applied this algorithm to a set of constrained optimisation problems [2] , protein folding [5] and the dynamic evolution of a biological computational system [7] .
