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Abstract 
It has been argued that a value-driven approach can potentially eliminate troubling issues that arise during the design process, such 
as cost and schedule overrun, by taking a holistic perspective on how individual design decisions impact high-level attributes of 
concern. However, value-driven approaches can be difficult to implement in practice, at least partly because supporting tools and 
methods have not yet been sufficiently developed. Additionally, due to the multitude of researchers investigating the concept of 
value, it can be difficult to unambiguously characterize what defines an effective value model.  
In this paper, we attempt to address these issues by first reviewing the literature to produce a clear and concise enumeration of the 
characteristics of effective value models. Next, a three-stage systematic method is presented as a tool to aid in the specification of 
value models. To demonstrate the use of the method, a case study is presented that investigates the conceptual design of a multiple-
input multiple output hybrid energy system. 
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1. Introduction 
Within the design community, a growing number of researchers have shown interest in the notion of a value-driven 
approach. Rather than focusing on meeting a set of specified requirements, designers, engineers, and managers focus 
on maximizing the 'value' of a product or service.. The principles of a value-driven approach are simple and robust, 
as the rigor of decision theory is leveraged to provide a strong mathematical basis for rationality in design. It has been 
argued that such approaches can eliminate certain troubling issues that arise during the design process, such as cost 
and schedule overrun1 by taking a holistic perspective on how individual design decisions impact high-level attributes 
of concern.  
However, a common criticism of value-driven approaches is that they are impractical for use for actual engineering 
design problems. We argue that this perceived impracticality is the result of a tragic feedback loop. Because there is 
little guidance provided in terms of best practices, value modelers will find it difficult to ensure that they have correctly 
and completely accounted for their preferences and knowledge. As a result, they may have little to no confidence in 
the quality of their value models, and so will attempt to capture any detail imaginable, no matter how insignificant. 
Such endless refinement drives up the cost and time required to develop such a model, meaning that success stories 
will be few and far between. Completing the loop, the lack of success stories restricts the discovery of promising best 
practices.  
In this paper, we propose to advance the practice of value-driven approaches by disrupting the feedback loop. This 
is done in two ways. First, a set of characteristics that are necessary for the specification of effective value models are 
presented. These characteristics serve as a set of best practices for value model development. Second, a three stage 
systematic method to help designers elicit value models is presented. To validate the proposed approach, a case study 
is presented that focuses on the design of a multiple-input multiple-output hybrid energy system. 
2. The Use of Value in Design 
Before presenting the proposed characteristics, it is first necessary to set the context for value in design. As such, 
we will digress briefly† to provide a history of value in design, as well as some common failings in its application.  
The modern origins of value as a basis for decisions in design stem from Von Neumann and Morgenstern's (vN-
M) theorem of expected utility, which arises from their axiomatic foundation as the rational basis for decisions under 
uncertainty3. Arrow provided an extended proof of von Neumann and Morgenstern's work4 and further showed that 
this rational basis is defined only when considering the preference of individuals5 as opposed to aggregations of 
preferences6. For the better part of the last century, researchers in the design community have been seeking how to 
actually apply the principles developed by von Neumann and Morgenstern in practice. Keeney and Raiffa advocated 
an approach in which preferences for each individual attribute are elicited under uncertainty separately, and then 
combined using a multi-attribute utility function7. Their approach is fundamentally sound given that preferences meet 
certain assumptions; however, in practice the assumptions are seldom satisfied8-9.  
In the late 1990's, Hazelrigg began to investigate a different approach in which the multiple attributes are first 
drawn into a single system-level attribute, which is then defined as the fundamental driver of value. In his framework 
for Decision-Based Design, he advocates that this driver should be the profit gained by a firm through a system10-13. 
The Decision-Based Design approach has since been reinforced by numerous researchers, including14-15, but the core 
of the approach has remained generally unchanged. Specifically, the decision maker should examine and elicit his or 
her risk preferences over the singular attribute of profit derived from selling the product, and then select the specific 
design alternative that maximizes the expected utility of the net present value of profit to the firm. At about the same 
time, Collopy independently advocated that the value delivered by a system should be the decision metric defining 
utility. Collopy expanded the viewpoints of value in design, sometimes defining value as that obtained by the acquirer 
of the system16, the seller of the system17, or the surplus18-20 (sum of the two). However, as opposed to Hazelrigg's 
 
 
† It is beyond the scope of this review to offer a complete description of the evolution of the concept of value. For a more complete review, the 
interested reader is referred to 1-2. 
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approach, uncertainty was not a central aspect of Collopy's investigations. Collopy has since continued his 
investigation of the definition of value, applying it to new domains such as military/defense21 and joint 
military/civilian aerospace projects2, 22-23. 
In 2011, Collopy and Hollingsworth surveyed the state of value-driven design1, and found promise in the future of 
the area. As a summarizing remark, they posited that the "defining characteristic of value-driven design is that 
engineers, when making design choices, select the best design rather than selecting any design that meets 
requirements, or that is most likely to meet requirements", which they attribute to Hazelrigg's Framework for Decision-
Based Engineering Design10. Closer examination of this statement reveals that while progress has been made in the 
application of value to design, little progress has been made in the identification of the characteristics of an effective 
approach, or in the development of tools and methods to aid in their efficient use. Further, as will be described in the 
next section, several of these applications claim to rely on a value-driven approach, but fail to remain consistent with 
the established axioms and results of decision theory. 
2.1. Common Issues when Applying a Value-Driven Approach to Design 
Table 1 shows a list of common issues that have been experienced when designers or researchers have attempted 
to apply a value-driven perspective. Unfortunately, several of the issues have arisen from failure to adhere to the 
axioms of utility theory, or its resulting theorem. Additional difficulties concern the level of guidance suggested by a 
given approach; an approach may yield an appropriate model for a specific domain, but may not be relevant for even 
small deviations outside of this domain. Or, the approach specified may entail developing a completely descriptive 
value model that captures every insignificant aspect of a design opportunity. In doing so, it is likely that the approach 
would require so much effort to develop that its cost would exceed the benefit of its use. 
Table 1. Common Issues Encountered in the Value-Driven Design Literature 
 
Issue  Examples (Citation No) 
The decision making entity is not identified: Whose value is being captured? 24-25 
The decision making entity is a group: How is the preference aggregation rational? 23-24, 26  
Value is defined as benefit, separate from cost: How is a decision made considering two metrics? 25, 27-31 
Value is calculated separately from risk: How are the risk preferences expressed rational? 26-27, 32-33 
Approach is only appropriate for limited domain: Will the approach apply for other opportunities? 1-2, 10, 16, 22, 33-35 
Cost of developing model is not considered: Is the method cost-effective? 1, 10 
3. Characteristics of Effective Value Models 
In this paper, we argue that many of the issues identified in the previous section could be avoided if designers were 
to follow a more systematic approach in developing their value models. To aid in the development of such a method, 
it is beneficial to first describe what characteristics such a method should possess. This section will present the set of 
characteristics in two parts: first, those of the value model itself, and second, those of the method used to develop the 
value model. 
Of primary concern is that the value model should result in a metric that is consistent with von Neumann and 
Morgenstern's axioms for expected utility theory. A layman's interpretation of the consequence of the axioms is 
presented in Table 2 below. Of key importance is that the value model should result in a scalar attribute defining value, 
and that the decision maker's uncertainty should not be neglected, but should be explicitly accounted for.  
Considering the above axioms, several necessary characteristics can already be identified (See Table 3). First, a 
value model must describe the preferences of a single decision maker. To do otherwise denies Arrow's impossibility 
theorem that multiple agents cannot rationally combine preferences into a single statement of group preference. 
Second, the model must result in a scalar value metric, as a cardinal ranking is possible only for a single attribute. 
Next, in accordance with the expected utility theorem, the decision maker's uncertainty about the value metric must 
be accounted for. Failure to do so results in the inability to calculate the expectation of utility.  
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The remaining characteristics identified in Table 3 refer to practical requirements on a value model. For a company, 
the driver of utility should be profit. The purpose of a value model is to evaluate a design alternative, and so it must 
be capable of identifying how the decision maker's actions impact the system of interest. The next logical requirement 
is that the model should capture how the system and environment impact the events of concern to the decision maker. 
Finally, the value model should capture how other stakeholders impact the decision maker's value by identifying their 
decisions and the attributes that drive their decision making processes.  
A method for specifying effective value models should, at absolute minimum, yield an effective value model that 
possesses the characteristics described in Table 3. Other desirable characteristics are offered in Table 4. An effective 
process should be repeatable. Otherwise, the decision maker cannot have confidence about the effectiveness of the 
resultant value model. Similarly, a method should allow the decision maker to estimate how accurately the value 
model resembles the decision maker's actual preferences and beliefs, and allow the decision maker to continue refining 
the model until it is sufficiently accurate. Further, the method should make explicit the consideration of such tradeoffs 
of whether to continue refining the model, and aid the decision maker in identifying opportunities for refinement. 
With a set of characteristics thus defined, a systematic method is identified in the next section.  
Table 2. Axioms of von Neumann-Morgenstern Utility Theory in Layman's terms 
Axiom Explanation 
Completeness The decision maker has and can express a preference between any two outcomes 
Transitivity The decision maker's preferences are consistent in repeated pair-wise comparisons 
Continuity The decision maker's preference can be described by a scalar quantity that increases continuously with preference 
Convexity The decision maker prefers a greater chance of receiving a preferred outcome 
Independence The decision maker's preference between outcomes is independent of the possibility of other outcomes 
 
Table 3. Characteristics of Effective Value Models 
Axiom Explanation 
Single DM Model describes the preferences of a single decision maker  
Ranking Model describes preference using a scalar value metric, allowing a cardinal ranking 
Uncertainty Model describes the beliefs and uncertainty of the decision maker 
Risk Preference Model describes the preferences for outcomes under uncertainty by considering the vN-M utility of the value driver 
Rationality Model prescribes action based on the maximization of the expectation of the vN-M utility. 
Driver of Value The driver of vN-M utility is the net present value of profit for a company, or societal benefit for a non-profit entity 
Impact of Actions Model predicts impacts of design decisions on the system of interest and environment 
System Behavior Model predicts how the system of interest and environment interact to impact outcomes of decision maker's concern 
Stakeholder Actions Model predicts how the potential actions of stakeholders impact the system, environment, and decision maker 
Stakeholder Concerns Model predicts what aspects of the system and environment drive the decision making of stakeholders 
 
Table 4. Characteristics of Effective Method for Specifying Value Models 
Axiom Explanation 
Result Method results in an effective value model  
Repeatable Method yields same value model if repeated 
Quality Method can be used to evaluate effectiveness of a value model 
Refinement Method allows a value model to be improved when new information is obtained 
Omission Method aids users to identify omitted aspects and relationships 
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4. A Systematic Method for Specifying Effective Value Models 
An outline of the stages and steps of the systematic method is shown in Figure 1 below. The method is broken 
down into three major stages, each of which is discussed in greater detail in the following sections. We acknowledge 
that other potential decompositions are possible, but have chosen this particular decomposition because it enables each 
task to be clearly ordered by the amount of knowledge required.  
4.1. Element Identification 
The first stage concerns the identification of the decision maker's objective and potential actions available, as well 
as the system context and stakeholders. This is done in a series of steps. First, the decision maker is identified 
unambiguously as the entity that will make the decision, and the fundamental objective is identified. In an enterprise 
context, this fundamental objective is taken as the net present value of profit. If the system has already been partially 
specified, it is important to acknowledge and account for these prior decisions. Doing so will also help to identify any 
potentially relevant stakeholders, as well as the actions they could take that impact either the system or the decision 
maker's driver of utility. Then, the more focused concerns of the decision maker and stakeholder are identified as 
elements that are influenced by the system or its environment. This can be done by asking targeted questions like 
"What affordances / liabilities might the system or Stakeholders grant to / impose on the decision maker?" The last 
step is to identify the properties of the system that either affect or are affected by the previously identified concerns 
and actions.  
4.2. Relationship Identification 
The second stage concerns the modeling of relationships. Four major types of relationships are necessary to include, 
as shown in Figure 2 below. The first two types can be viewed as a cause-effect relationship and reflect the modeler's 
beliefs about the likelihood of an outcome's occurrence. The other types of relationships concern the definition of how 
concerns aggregate to describe an individual's preferences, and therefore actions. The first three relationships reflect 
the decision maker's beliefs about external relationships and therefore should include relevant uncertainty. However, 
it would violate the completeness axiom for the decision maker to express uncertainty in his preference for outcomes. 
As such, no uncertainty should be included when aggregating the decision maker's attributes of concern. 
 
Figure 1. Overview of a Systematic Method for Specifying Effective Value Models 
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4.3. Model Refinement 
From a normative perspective, the value of a model (or any information source) is that it helps to make better 
decisions36. As such, a refinement to a value model is only valuable if the expected benefit of the information exceeds 
the expected costs. The third stage of the systematic method focuses on identifying potential refinements and 
abstractions and determining whether they are worth pursuing. The first step is to identify potentially omitted 
knowledge by decomposing concerns and system properties by asking "What do you mean by that?” and "What 
information would you need to reduce the uncertainty about the element?” Once identified, the decision maker can 
then focus on whether the effort required to accurately model the refinement is cost-effective. This can be done by 
either using a sensitivity analysis or an analysis of the expected value of imperfect information. Once new elements 
are identified, the decision maker is directed to return to the first or second stage in order to repeat the process of 
identifying additional related elements and relationships until the model is complete. The model is defined as complete 
when the cost of performing additional refinements exceeds the benefits of those steps. 
5. Case Study: Design of a Hybrid Energy System  
Renewable energy sources can be low cost as well as low emission, but their production tends to be highly variable. 
This is in comparison to a conventional power plant, which typically can modify its production level by adjusting the 
amount of fuel used. If a conventional plant’s production must be adjusted due to the effects of a renewable plant, the 
conventional plant will be forced to ramp down and back up frequently. The costs associated with such adjustments 
can be significant37, begging the question of how to optimally leverage the renewable energy sources while accounting 
for current energy capabilities. A proposition for managing such tradeoffs is the development of hybrid energy 
systems. Hybrid energy systems are designed by considering the various sources and outputs as a single system. A 
multiple-input single-output plant is an example that utilizes two or more energy sources to produce a single product, 
such as electricity. A multiple-input multiple-output plant takes multiple sources and produces multiple products, such 
as refined petroleum in addition to electricity. Since they are capable of utilizing different inputs with different costs, 
and have the option to produce a variety of outputs with different prices, hybrid energy systems offer a flexible and 
robust alternative for the energy landscape. 
5.1. Stage 1 - Element Identification 
The first step in analyzing the case study is to determine which stakeholder will be the decision maker, i.e. whose 
perspective will be modeled. In this case study, the corporation deciding whether or not to pursue a hybrid design for 
a power plant will be the decision maker, with the fundamental objective of maximizing the expectation of utility of 
the net present value of the cash flows associated with the plant. The important system components include the base 
load energy plant, the auxiliary production plant, the energy storage system, the renewable energy sources, the steam 
turbine that converts the steam from the base load plant into usable electrical energy, the auxiliary heat generator 
which can further increase the temperature of the steam, the petrochemical processing plant, and the connection to the 
electricity grid. Based on a consideration of these components, an enumeration of the relevant stakeholders should at 
least consider the following: Regulating organizations, financiers, petrochemical and electrical consumers, the 
regional populace, competing energy and chemical producers, and the organization responsible for the electrical grid 
distribution.  
(Actions) → (System, Environment, Concerns) + Uncertainty 
(System, Environment) → (System, Environment, Concerns) + Uncertainty 
(Stakeholder Concerns) → (Stakeholder Concerns, Stakeholder Actions) + Uncertainty 
(Decision Maker Concerns) → (Decision Maker Concerns)   
Figure 2. Meaningful Types of Relationships between Value Model Elements 
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Initially, the actions available to and concerns of each of these stakeholders can only be identified in abstract terms. 
The regulating entities can decide whether or not to grant construction/operation licenses, impose increased taxes, or 
grant subsidies, and presumably would make that decision based upon both the quality of the proposed design, as well 
as the expressed opinions of the regional populace. Financiers can decide whether or not to offer funding for the 
proposed plant, and decide the interest rate at which the funding would be offered. Also presumably, the financiers 
would make this decision based upon their interpretation of the risk of the design, and therefore the corporation's 
ability to repay the loan. Energy consumers, which are tightly coupled with the regional populace, can decide whether 
or not to consume electrical or petrochemical energy, and would base their decision on their individual finances. Any 
competing producers would have the ability to change the offered price and volume of the resources that they sell, 
and the electrical grid operator would have the ability to decide from which electrical suppliers to purchase energy, 
based upon the quality and cost of that electricity.  
Continuing with the decision maker's concerns, it is clear that the fundamental attribute of net present value of cash 
flows can be decomposed into revenues and costs. These costs can then be further decomposed into specific categories 
of cost relating to the various design stages: design, production, sales/transportation, operation, maintenance, and end-
of-life costs. Revenues can likewise be decomposed into the same categories, with the operation revenues then being 
directly attributed to the sale of both the petrochemical and electrical products.  
The system properties that are of concern are then those that directly relate to either the actions or concerns of the 
decision maker or stakeholders. Of primary interest are the system properties that act as the drivers of cost for each of 
the components, namely the sizing of related parameters. Many of these properties also serve as drivers of 
performance, i.e. the capability of the plant to produce either electricity or petrochemicals. Additional properties of 
interest relate to the concerns of the other stakeholders, including the emissions of the plant, which is of direct concern 
to the regional populace. 
5.2. Stage 2 - Relationship Identification 
With the first stage of element identification completed, the second stage focuses on the identification and modeling 
of relationships between the elements, including the uncertainty about those relationships. The dependencies were 
elicited following the procedure outlined in Section 4, and resulted in the value model structure shown in Figure 3‡. 
In the figure, uncertain relationships are acknowledged with a dashed line and open arrow head, with certain 
relationships denoted using a solid line with a solid arrow head.  
 
 
‡ A complete description of the mathematical models is beyond the scope of this paper. For an examination of a set of the system dynamics 
models developed to predict the cost, quality, and quantity of electricity and petrochemicals that can be produced by such a system, see38. 
 
Figure 3. Elements and Relationships Modeled in Stages 1 and 2 
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5.3.  Model Refinement 
With an initial structure as identified in Stage 2, the next step is to examine the relationships previously identified 
with the goal of identifying potential opportunities for refinement. As stated in Section 4, this process involves 
focusing on the sources of uncertainty and further investigating whether elements of the model can be further 
decomposed into less abstract elements. Examining the full scope of potential refinements identified is beyond the 
scope of this paper, and instead the remainder of this section will focus on decomposing the "Quality" of the HES 
power. It was determined that the relationship between the system properties and the quality was ambiguous 
(uncertain) to the point that the expected benefit from refining said relationship greatly exceeded its expected cost. 
The element of "Quality" was decomposed into "Stability of Power Production" and "Environmental Impact". Then, 
additional elements relating the new elements were elicited using Stages 1 & 2. The resulting value model is shown 
in Figure 4.  
6. Discussion 
The purpose of a value model is to enable designers to make consistent, rational evaluations of an alternative, even 
when faced with complex scenarios rife with uncertainty. In such scenarios, a decision maker must have confidence 
that the value model accurately reflects his or her preferences, or its results will be disregarded as an interesting but 
ultimately useless thought experiment. In order to increase the confidence with which value models can be used, we 
have identified several of the common mistakes made when developing value models that can result in ineffective 
value models. Based on a consideration of these common issues and the axioms upon which expected utility theory 
was developed, we presented a method for systematically identifying the elements and relationships that comprise a 
value model. Designers that follow such a method should be more confident that they have captured the key aspects 
and the relationships of their decision context. We hope that such use spurs future improvement in the field of value-
driven design through continued development of best practices in value modeling. 
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Figure 4. Refinement of Value Model for Hybrid Energy System 
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