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Abstract: A numerical deconvolution method to cancel lateral defocus
in Fourier domain optical coherence tomography (FD-OCT) is presented.
This method uses a depth-dependent lateral point spread function and
some approximations to design a deconvolution filter for the cancellation
of lateral defocus. Improved lateral resolutions are theoretically estimated;
consequently, the effect of lateral superresolution in this method is derived.
The superresolution is experimentally confirmed by a razor blade test, and
an intuitive physical interpretation of this effect is presented. The razor
blade test also confirms that this method enhances the signal-to-noise ratio
of OCT. This method is applied to OCT images of medical samples, in
vivo human anterior eye segments, and exhibits its potential to cancel the
defocusing of practical OCT images. The validity and restrictions involved
in each approximation employed to design the deconvolution filter are
discussed. A chromatic and a two-dimensional extensions of this method
are also described.
© 2006 Optical Society of America
OCIS codes: (100.6640) Superresolution; (100.1830) Deconvolution; (110.2990) Image for-
mation theory; (110.4500) Optical coherence tomography; (170.4500) Optical coherence to-
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1. Introduction
Optical coherence tomography (OCT) has been widely studied since its invention [1], and ap-
plied to various aspects of biomedical tomography. One major research interest in OCT is its
depth resolution; it is inversely proportional to the bandwidth of the light source. With ex-
tremely broadband light sources, microscopic OCT, namely, an optical coherence microscope
that has a depth resolution of few micrometers [2] or sub-micrometers [3], has been demon-
strated.
Another major topic of research in OCT is Fourier/spectral domain OCT (FD/SD-OCT) [4,
5]. FD-OCT employs a wavelength-resolving detection scheme for depth discrimination, while
TD-OCT employs a mechanical-delay-based scheme. This detection scheme enables a higher
sensitivity [6–11] and faster measurement speed [12, 13] than those obtained by using time-
domain OCT (TD-OCT). Because of these advantages, FD-OCT is a good alternative to TD-
OCT and has been widely applied to ophthalmology [14–20]; it may also have great potential
in other applications. Another advantage of FD-OCT over TD-OCT is its accessibility to the
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phase of an OCT image. An FD-OCT image comprises complex signals, thus the amplitude and
phase of the image are available, while relatively elaborate schemes or algorithms are required
to obtain the phase of TD-OCT image [21,22]. Polarization sensitive FD-OCT [23–26], Doppler
FD-OCT [26–31], and phase microscopy [32, 33] are examples of a phase sensitive FD-OCT.
In recent years, OCT with high lateral resolution revealed microscopic structures in biomed-
ical samples [33–35] and has attracted much attention. If aberrations are negligible, the lateral
resolution of OCT, including TD-OCT and FD-OCT, is dominated by the effective numeri-
cal aperture (NA) of an objective, which is determined by the diameter of a probe beam and
the focal length of the objective, while its depth resolution is dominated by the bandwidth of
the light source. Although a higher effective NA enhances lateral resolution, it narrows the
depth-of-focus (DOF) in OCT. A narrow DOF reduces the depth range of measurement, and
the OCT image in the out-of-focus (OOF) range is blurred laterally. Deconvolution by using
a lateral point spread function (PSF) of OCT may correct the defocus and enhances the depth
measurement range. Although a few deconvolution algorithms have been demonstrated for TD-
OCT [36–39], most of them are nonlinear and iterative and do not use the phase of the OCT
image because the phase of TD-OCT images is not available.
Spectral-shaping based deconvolution methods have also been demonstrated with TD-OCT
[40, 41] and FD-OCT [42], however, these methods are of axial deconvolution.
In contrast to TD-OCT, FD-OCT provides a complex OCT, hence, it is possible to employ
a complex-PSF-based deconvolution technique. In this paper, we demonstrate a phase decon-
volution method for FD-OCT. This method is a lateral-oriented and non-iterative linear decon-
volution method and manipulates the spatial frequency components of a complex OCT image.
This method enhances the signal power, but not the noise power, further, it improves the lateral
resolution over the transform-limited resolution (superresolution). The design of the spatial fre-
quency filter for deconvolution, experimental validation of superresolution, and an example of
in vivo measurement are shown. A few limitations of this method that takes into account the ap-
proximations employed in the designing process of the deconvolution filter, and some possible
extensions of this method are discussed.
2. Methods
2.1. Lateral point spread function of OCT
The 1/e2-lateral resolution of OCT is expressed as [43]
Δx = 4 λ
π
( f
d
)
(1)
where λ denotes the center wavelength of a light source, f the focal length of an objective,
and d the 1/e2-diameter of a probe beam. It is evident that the lateral resolution improves as
d/ f (∼2NA) becomes large. On the other hand, the depth measurement range, namely DOF,
decreases with the second power of d/ f as
DOF = 8 λ
π
( f
d
)2
(2)
where the DOF corresponds to the twice the Rayleigh range [43]. In the OOF range, the lat-
eral resolution decreases due to defocusing. Hence, a high lateral resolution and wide depth
measurement range are always exclusive. The method described in this paper numerically cor-
rects the defocus in the OOF range. Since this method eliminates the above-mentioned tradeoff,
it simultaneously enables a high lateral resolution and a wide DOF.
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Fig. 1. Schematic of the FD-OCT under consideration; this is based on a broadband Michel-
son interferometer.
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x
Fig. 2. Schematic diagram of probe optics. z = 0 on the focal plane, and z takes positive
values on the right-hand-side of the focal plane.
For simplicity, an ideal free-space Michelson FD-OCT setup, as shown in Fig. 1, is consid-
ered to design a spatial frequency filter for the deconvolution method (deconvolution filter).
Coordinates and notations around a focal plane and a sample plane are defined in Fig. 2.
The lateral electric field distribution on the back-focal-plane of the objective is the Fourier
transform of that on the front-focal-plane;
u(x) ∝ F
[
exp
(−παx2)]ξ=x/λ f ∝ exp
(
−π x
2
αλ 2 f 2
)
(3)
where F [ ] represents the Fourier transform, x and ξ respectively denote the lateral position
and its Fourier conjugate, i.e., the spatial frequency, exp (−παx2) represents the field distribu-
tion on the front-focal-plane and α ≡ 4/πd 2 is a constant defined by the 1/e2-diameter of the
Gaussian probe beam; d.
The probe field on the sample plane (z = z0) is calculated as the Fresnel diffraction of Eq. (3)
with a propagation length of −z0;
p(x,z0) ∝ exp
(
−π αλ
2 f 2
α2λ 4 f 4 + λ 2z20
x2
)
exp
(
iπ
λ z0
α2λ 4 f 4 + λ 2z20
x2
)
. (4)
The back scattered field on the sample plane becomes p(x,z0) f (x,z0) where f (x,z0) represents
the back scattering distribution, or optical structure of the sample on the sample plane.
OCT detects only the back scattered light that is scattered in the same direction as the incident
light because of the confocality of the OCT detection. Hence, the probe light suffers the same
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phase delay as the illumination described by Eq. (4). This can be expressed as
q(x,z0) = exp
(
iπ
λ z0
α2λ 4 f 4 + λ 2z20
x2
)
. (5)
Although snake photons originated from multiple scattering in a turbid media, such as a bio-
logical sample, could corrupt this coincidence of the phase, it is known that only ballistic and
quasi-ballistic photons contribute to OCT imaging because of coherence gating [44]. Hence, it
is reasonable to assume that this phase coincidence is valid not only for a specular sample but
also for a biological sample.
Hence, the detected signal at x = 0 is expressed as
c(0,z0) =
∫
p(x′,z0) f (x′,z0)q(x′,z0)dx′. (6)
Taking into account the lateral (x) scan, this equation can be rewritten as
c(x,z0) =
∫
p(x′ − x,z0) f (x′,z0)q(x′ − x,z0)dx′ = {p(x,z0)q(x,z0)}∗ f (x,z0) (7)
where we used the fact that p(x,z0) and q(x,z0) are even functions and ∗ denotes the convolution
operator over x. From this equation, it is evident that the PSF of this OCT detection is
h(x,z0) = p(x,z0)q(x,z0) = exp
(
−π αλ
2 f 2
α2λ 4 f 4 + λ 2z20
x2
)
exp
(
i2π λ z0
α2λ 4 f 4 + λ 2z20
x2
)
. (8)
According to this equation, the PSF of the OCT detection is a complex function and comprises
of not only amplitude but also phase. An FD-OCT image also comprises amplitude and phase,
hence, a complex or phase deconvolution filter designed from the PSF is applicable in this case.
In the following sections, the designing process of the phase deconvolution filter is described.
2.2. Design of deconvolution filter
The simplest deconvolution filter could be the inverse of the Fourier transform of Eq. (8) (See
appendix A for the details of the Fourier transform.);
H−1(ξ ) ∝ exp
(
π
a
a2 + b2 ξ
2
)
exp
(
iπ
b
a2 + b2 ξ
2
)
(9)
where a = αλ 2 f 2/(α2λ 4 f 4 + λ 2z20) and b = 2λ z0/(α2λ 4 f 4 + λ 2z20). However, it is evident
that the amplitude of this deconvolution filter tends to infinity and enhances the noise energy as
the spatial frequency ξ increases. To avoid this problem, we introduced the first approximation;
we set the amplitude of this deconvolution filter to a constant, 1. Since only the relative profile
of this function is important, the conservation of the signal energy was reasonably ignored to
simplify the equation.
The phase of the second term of this equation also tends to infinity when z 0 → 0 (see appendix
B). To deal with this problem, the second approximation
α2λ 4 f 4  λ 2z20 (10)
is introduced. This approximation can be rewritten as
|z0|  4λ
π
( f
d
)2
=
1
2
DOF (11)
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MDeconvolutionfilter
Fig. 3. Flow diagram of an algorithm to apply the deconvolution filter to detected spectral
interferograms. N denotes the number of A-scans/B-scan, M denotes the number of wave-
length bins, and DFTx and DFTk represent the discrete Fourier transform along space x and
optical frequency k, respectively.
where the DOF = (8λ/π)( f/d)2, as determined in Eq. (2), hence, this approximation is at least
valid in the OOF range. The validity in the DOF range will be demonstrated in the following
sections.
According to these approximations, the deconvolution filter is simplified as follows;
H ′−1(ξ ) = exp
(
iπ
λ z0
2
ξ 2
)
. (12)
2.3. Deconvolution of the OCT image
Figure 3 shows the flow diagram to apply the above-mentioned deconvolution filter to a spectral
interferogram detected by FD-OCT. In this figure, N denotes the number of A-scans for a B-
scan and M denotes the number of wavelength bins in a digitized spectral interferogram. To
apply this deconvolution method to an OCT image, a conventional two-dimensional complex
FD-OCT image is first calculated from a two-dimensional spectral interferogram [4, 12, 14]. In
the deconvolution process, discrete Fourier transform (DFT) or fast Fourier transform (FFT) is
performed on each lateral line of the complex OCT image, and the DFT spectrum of the lateral
line is multiplied by the inverse filter described in Eq. (12). The filtered DFT spectra are then
inverse-DFTed to the original domain in order to construct a deconvolved OCT image.
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Fig. 4. Theoretical resolution curve based on Eq. (13). The considered optical parameters
are d = 1.5 mm, f = 60 mm, and λ = 838 nm.
2.4. Improved lateral resolution
By applying Eq. (12) to Eq. (8), the improved lateral resolution is estimated as
Δx′(z0) = 2
√
1
π
[
γαλ 2 f 2 + z
2
0(1/2−2γ)2
α f 2γ
]
(13)
where γ =
(
α2λ 2 f 4 + z20
)
/
(
α2λ 2 f 4 + 4z20
)
. Now, the lateral resolution is no longer a constant
but a function of z0. When z0 = 0, this improved lateral resolution is identical to the in-focus
resolution. Figure 4 shows a viewgraph of this equation. According to this viewgraph, we can
conclude that the above-mentioned second approximation is acceptable not only in the OOF
range but also in the DOF range. Additionally, this equation suggests an interesting property of
this deconvolution method. As shown in Eq. (13) and Fig. 4, the lateral resolution approaches
Δx/2, i.e., one half of the original in-focus resolution as z 0 approaches ±∞. This property pre-
dicts the lateral superresolution of this deconvolution method and is experimentally validated
in the following section.
3. Experimental validations
3.1. FD-OCT setup
To experimentally validate this method, we built a standard fiber-based Michelson FD-OCT.
The light source is a pigtail superluminescent diode (SLD 371HP, Superlum Diodes Ltd., Rus-
sia) with a center wavelength of 838 nm and a bandwidth of 50 nm, which results in a depth
resolution of 6.2 μm in air. This light is introduced into a fiber Michelson interferometer, and
20% of the beam illuminates the sample via an objective with a focal length of 60 mm while the
rest is used as a reference beam. The reference beam and 80% of the back scattered light from
the sample is corrected and introduced into a spectrometer comprising of a volume holographic
grating (Wasatch Photonics, UT, USA) with a groove density of 1200 lp/mm, an achromatic
doublet lens (Thorlabs, Inc.) with a focal length of 200 mm, and a high-speed line CCD camera
(L103k-2k, Basler Vision Technologies, Germany) with 2048 pixels and a line rate of 18.7 KHz.
The digital output from the CCD camera, i.e., a spectral interferogram, is transferred to a com-
puter via CameraLink frame grabber (mvTITAN-CL, MATRIX VISION GmbH, Germany).
The spectral interferogram is rescaled from the λ -domain to k-domain by zero-filling interpo-
lation [12, 45] and DFTed before it forms a single complex A-scan. A synchronously driven
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Fig. 6. The original (red curve) and improved (blue curve) 20-80 width of the razor blade
test. The black solid line represents the in-focus 20-80 width.
galvano mirror (Model 6220, Cambridge Technology) in the sample arm provides a complex
B-scan OCT image.
The maximum system sensitivity is measured as 101 dB in an experiment with −37 dB
partial reflection mirror and 750 μW probe power, while the shot noise limited sensitivity is
107 dB. A CCD quantum efficiency of 50% and a grating diffraction efficiency of 80% are
used to calculate the shot noise limited sensitivity.
3.2. Razor blade test
A razor blade test is employed to examine lateral resolutions. The measured sample is a test
target, which is a glass plate where half the sample is aluminum-coated. The edge between the
glass and aluminum is measured by OCT. An OCT image of this razor blade test with 4 mm
defocus is shown in Fig. 5(a). Figure 5(b) shows the same OCT image but with deconvolution.
Figures 5(c) and 5(d) represent corresponding one-dimensional intensity profiles of the surface
of Figs. 5(a) and 5(b). According to these figures, it is evident that the lateral resolution is
improved by this deconvolution. We see a noise spike on the edge of Fig. 5(d). Although this
noise seems like an overshooting spike, it is not the overshooting spike but a conventional image
noise because it is not visible in other measurements.
To quantify this examination, the intensity profiles of this surface of the sample is fitted by
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the sigmoidal curve;
s(x) =
1
1+ e−η(x−ε)
(14)
where η and ε are fitting coefficients that correspond to the steepness and the center position
of the sigmoidal curve respectively. Consequently, the full width of 20% and 80% maximum
(20-80 width) of the curve is determined from η and is used as a measure of lateral resolution.
Figure 6 plots the 20-80 widths over defocus z0. The red curve corresponds to the 20-80 width
of the raw OCT images and the blue curve corresponds to that of the deconvolved OCT images.
Here, it is evident that the 20-80 width of the OOF range is twice as better as that of the in-focus.
This plot experimentally proves superresolution in the OOF range.
When z0 = 0, the 20-80 width (Δx20−80) is related to 1/e2-width (Δx) by the equation;
Δx20−80 =
√
ln2 · ln 5
4
Δx. (15)
According to this equation, the theoretical in-focus 20-80 width is 17 μm with our optical
parameters of d = 1.5 mm and f = 60 mm, and it is agreed with the experiment. In the OOF
range, the relationship between the 20-80 width and the 1/e 2-width is too elaborate to obtain
analytically. However, the razor blade test is one of the standard tests for lateral resolution of
in-focus imaging. Since the improved 1/e2-resolution can not be measured directly, the 20-80
width of the razor blade test may be a reasonable measure of the lateral resolution.
3.3. Physical interpretation of superresolution
Although superresolution is evident from Eq. (13), we may provide some physical and intuitive
interpretations of this effect. In the OOF range, the wavefront of a probe beam has a spheri-
cal shape whose center is the focal point of an objective. This spherical wavefront illuminates
the sample and is scattered back along the incident direction. In this backpropagation process,
the curvature of the spherical wavefront doubles as shown in Eq. (8). Because of this twofold
curvature of the probe beam, the effective NA of the objective is virtually doubled. If the decon-
volution method is not employed, the lateral resolution decreases because the twofold curvature
induces defocusing. However, since the defocusing is canceled by deconvolution, the twofold
NA improves the lateral resolution.
On the other hand, in the DOF rage, the wavefront is regarded as a plane wavefront, and
the twofold curvature is not evident. Hence, superresolution is not evident in this range, and it
agrees with Figs. 4 and 6 and Eq. (13). The difference in the shape of the wavefronts between
these two ranges also corresponds to an implicit approximation of the Fresnel diffraction, which
is discussed later in section 4.2.
3.4. SNR enhancement
It was also found that our phase-only deconvolution filter enhanced the signal-to-noise ratio
(SNR) of OCT, whereas most of the intensity deconvolution filters decrease the SNR. The
following description may explain this improvement in SNR. The phase of the OCT signal is
distorted systematically in a spatial frequency domain by defocusing. This systematic distortion
can be canceled by the phase deconvolution filter, hence, the signal concentration in space
domain increases, and the signal has a higher peak amplitude than that without deconvolution.
Consequently, the signal energy, which is the summation of the squared amplitude of the signal
of each OCT pixel, increases.
On the other hand, the phase of noise is random both before and after the deconvolution.
Hence, there is a constant noise distribution in the space domain both with and without the
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Fig. 7. FD-OCT images of in vivo human anterior eye segments. (a) is an in-focus OCT
image, (b) and (d) are OCT images with 4-mm and 8-mm defocus, and (c) and (e) are OCT
images with deconvolution. IR denotes the iris and CL denotes the crystalline lens.
deconvolution. Consequently, the noise energy after deconvolution is identical to that before
deconvolution. Finally, the ratio of these two energies, namely, SNR, increases.
Although 1 dB improvement of SNR was confirmed in the above-mentioned razor blade test,
further investigation is needed to proof the SNR enhancement experimentally.
3.5. Measurement of biological sample
To demonstrate the applicability of the deconvolution method to biological samples, we apply
this method to in vivo OCT measurement of human anterior eye segments. The investigation of
anterior eye segments is one of the applications of OCT that requires a large depth-measurement
range where a short DOF range is problematic. Figure 7(a) shows an example of an in-focus
OCT of a human anterior eye segment. Here, the surface of the crystalline lens and iris stroma
are evident. Figure 7(b) shows an OCT image of the same sample with 4-mm defocusing, and
Fig. 7(c) shows the same image after deconvolution. This effect is also evident in Figs. 7(d) and
7(e), in which the defocus length is 8 mm. The faint structures on the surface of the iris in Figs.
7(d) are clearly improved and easily recognized in Fig. 7(e). Here, it should be noted that the
drop in SNR in Figs. 7(c) and 7(e) is caused by the confocality of the fiber interferometer. The
confocal parameter of this setup is 1.9 mm, and is relatively smaller than the defocus length.
The image quality of Fig. 7(c) is worse than that of Fig. 7(e) despite its shorter defocus
length. A phase error due to sample motion may account for this contradiction. Because our
deconvolution method is a phase sensitive method, the phase error from the sample motion
suppresses the performance of the deconvolution. Further improvement of the measurement
speed of FD-OCT will overcome this problem.
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4. Discussions
4.1. Limitation of the NA of an objective
In Eq. (3), the field distribution on the back-focal-plane of the objective is considered as the
Fourier transform of the field distribution on the front-focal-plane. This Fourier transform relies
on lens-induced Fraunhofer diffraction, which in turn relies on Fresnel diffraction. Therefore,
the Fresnel diffraction integral was employed to calculate the diffraction from the principle
plane of the objective to the back-focal-plane. Hence, the beam diameter d and focal length of
the objective f should satisfy the criterion of Fresnel diffraction [46]
l3z >
π
4λ
[(
Wx +W ′x
2
)4]
max
(16)
where lz denotes the propagation length, and Wx and W ′x denote the lateral extensions of electric
fields on the source and destination planes of the diffraction, respectively.
Since, in our case, lz corresponds to the focal length of the objective f , the probe beam
diameter d can be regarded as Wx, and the condition becomes
f >
[
π
4λ
(
d
2
)4]1/3
(17)
where we assume that the spot size of the probe beam on a sample plane W ′x is much smaller
than the beam diameter d.
With the parameters of our experiment, d = 1.5 mm and λ = 838 nm, the above condition
becomes f > 6.7 mm; our setup satisfies this condition. This condition can also be written in
other forms, e.g., an effective NA < 0.11 or d/ f < 0.22; this condition is satisfactory for most
OCT systems. Another description of this condition is that the virtually doubled NA (described
in section 3.3) can not exceed 0.22 with the above-mentioned experimental parameters.
4.2. Limitation of the superresolution range
The defocused probe field on the sample plane p(x,z 0) (Eq. (4)) was derived from the field
distribution of the back-focal-plane (Eq. (3)) by Fresnel diffraction. This Fresnel diffraction
imposes the following condition on the propagation length z 0 by Eq. (16);
|z0|>
(λ
π
DOF2
)1/3
(18)
where we assume Wx = W ′x = Δx. The experimental parameters of λ = 838 nm, f = 60 mm, and
d = 1.5 mm yield the condition |z0|> 67 μm.
However, as mentioned in section 2.2, the approximation employed to design the filter (Eq.
(10)) results in another condition (Eq. (11)). With the above-mentioned parameters, this condi-
tion becomes |z0|  780 μm. Since this condition is stricter than Eq. (18), Eq. (11) determines
the minimum defocus length for the approximations.
In practice, when the above-mentioned conditions are not satisfied, the effect of superresolu-
tion is not entirely clear. This limitation of superresolution is evident from Eq. (13) and in Fig.
6.
4.3. Monochromatic versus chromatic algorithms
An implicit approximation has been employed in this method. In the previous sections, the
wavelength λ was regarded as a constant and we typically used the center wavelength of the
broadband light source as λ (monochromatic approximation).
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Fig. 8. Flow of the chromatic algorithm.
In reality, the light source of OCT is broadband with an extension in the wavelength. Because
FD-OCT detects a wavelength-resolved spectral interferogram, the algorithm may be modified
to take into account this broadening of the spectrum by using straightforward method, i.e., we
could design deconvolution filters for several wavelengths and apply them to each wavelength
component as shown in Fig. 8.
Although the concept of a chromatic algorithm is not elaborate, it is expensive with regard to
the calculation time. This chromatic algorithm requires performing (M +N)N one-dimensional
DFTs, while a monochromatic algorithm requires performing (M+N) DFTs. Hence, chromatic
algorithm requires a calculation time that is N times longer than that required for a monochro-
matic algorithm; for example N = 2048 for our setup. Furthermore, for a typical semiconductor
light source employed in OCT, i.e. with a bandwidth of a few tens of nanometers, we could not
observe any significant differences in the qualities of the OCT images of monochromatic and
chromatic algorithms. Hence, it is more reasonable to use the monochromatic algorithm than
the chromatic algorithm.
#9985 - $15.00 USD Received 15 December 2005; revised 20 January 2006; accepted 23 January 2006
(C) 2006 OSA 6 February 2006 / Vol. 14,  No. 3 / OPTICS EXPRESS  1018
4.4. One-dimensional and two-dimensional deconvolution
Another implicit approximation employed in this method concerns the order of the spatial di-
mension of the deconvolution filter. In this deconvolution method, both the lateral structures of
the sample and the probe field are regarded as one-dimensional functions of the lateral position
x, whereas, in reality, both of them are lateral two-dimensional functions. Consequently, the
designed deconvolution filter is also a one-dimensional function of x.
In principle, it is a straight forward task to design a two-dimensional deconvolution filter and
obtain a three-dimensional dataset (a volume scan) by using an additional lateral mechanical
scan [12,18–20]. However, in practice, the phase of the volume scan is no longer stable because
the scanning time for the volume scan is relatively more than that of for a B-scan. For exam-
ple, in our setup, the standard deviation of phase within a single B-scan, which contains 512
A-scans, is 2.3 degrees, whereas that of a volume scan, which contains 256 B-scans, is 27.1
degrees. Since the deconvolution method relies on the phase of the OCT signal, the instability
in the phase of the volume scan hampers the deconvolution via this method. The reconstructed
image quality with a two-dimensional deconvolution filter is not as good as that with a one-
dimensional filter, hence it is reasonable to use a one-dimensional filter.
5. Conclusions
In conclusions, we presented a numerical lateral deconvolution method to cancel the defocusing
in OCT images. This method uses a depth-dependent lateral point spread function of OCT, and
some approximations were introduced in order to design a deconvolution filter. The improved
lateral resolution achieved by using this filter was theoretically estimated, and it was shown that
in the OOF region, the improved resolution is twice better than the transform-limited resolution
(superresolution). The effect of superresolution has also been confirmed experimentally by a
razor blade test. In this test, it was shown that this method enhances the SNR of an OCT image.
This method was applied to OCT images of in vivo human anterior eye segments, and it cancels
the defocusing in these images.
The maximum allowable NA of the objective to demonstrate the effect of superresolution
was theoretically estimated as 0.11 for our experimental setup. The effect of superresolution
is evident only in the OOF range and it has been implied theoretically and confirmed experi-
mentally. The possibilities of chromatic and two-dimensional extensions of this method were
discussed. These discussions suggest that monochromatic and one-dimensional algorithm is
reasonable for use in practical applications.
Appendix
A. Fourier transform of lateral point spread function
To obtain Eq. (9), the lateral point spread function of FD-OCT described by Eq. (8) is Fourier
transformed. Here we describe the details of the Fourier transform.
With definitions of a ≡ αλ 2 f 2/(α2λ 4 f 4 + λ 2z20) and b ≡ 2λ z0/(α2λ 4 f 4 + λ 2z20), Eq. (8)
is rewritten as
h(x) = exp
(−πax2)exp(iπbx2)≡ exp(−σx2) (19)
where σ = π(a− ib), and h(x,z0) is denoted as h(x) for simplicity.
#9985 - $15.00 USD Received 15 December 2005; revised 20 January 2006; accepted 23 January 2006
(C) 2006 OSA 6 February 2006 / Vol. 14,  No. 3 / OPTICS EXPRESS  1019
The Fourier transform of h(x) is
H(ξ ) =
∫
∞
−∞
exp
(−σx2)exp(−i2πξ x) dx
=
∫
∞
−∞
exp
{
−σ
(
x+
ρ
2
)2
+
σρ2
4
}
dx
= exp
(
σρ2
4
)∫
∞
−∞
exp
{
−σ
(
x+
ρ
2
)2}
dx (20)
where ρ = i2πξ/σ .
In general, the integration of Gaussian function is
∫
∞
−∞
exp
(
−x
2
β
)
dx =
√
πβ . (21)
By using this integration, H(ξ ) becomes
H(ξ ) =
√
π
σ
exp
(
σρ2
4
)
=
√
1
a− ib exp
(
−π 1
a− ibξ
2
)
=
√
1
a− ib exp
(
−π a
a2 + b2 ξ
2
)
exp
(
−iπ b
a2 + b2 ξ
2
)
. (22)
Finally, the inverse of the Fourier transform of Eq. (8) is given as
H−1(ξ ) =√a− ib exp
(
π
a
a2 + b2 ξ
2
)
exp
(
iπ
b
a2 + b2 ξ
2
)
. (23)
B. Phase property of H−1(ξ )
To obtain the deconvolution filter of Eq. (12), we set the amplitude of Eq. (9) to 1. To validate
this setting for any ξ , a and b in Eq. (9) should fulfill the following conditions; a  1 and
a b.
Under the condition of a b, the phase of Eq. (9) becomes
π
b
a2 + b2 =
π
b = π
(
α2λ 4 f 4 + λ 2z20
2λ z0
)
= π
(
α2λ 4 f 4
2λ z0
+
λ 2z0
2λ
)
. (24)
The second term of the right-hand-side of this equation tends to infinity when z 0 → 0.
The approximation of Eq. (10) is introduced to eliminates this singularity.
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