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Multiray generalization of the arcsine laws for
occupation times of infinite ergodic transformations
Toru Sera and Kouji Yano
Abstract
We prove that the joint distribution of the occupation time ratios for ergodic
transformations preserving an infinite measure converges to a multidimensional ver-
sion of Lamperti’s generalized arcsine distribution, in the sense of strong distribu-
tional convergence. Our results can be applied to interval maps and Markov chains.
We adopt the double Laplace transform method, which has been utilized in the
study of occupation times of diffusions on multiray. We also discuss the inverse
problem.
1 Introduction
Let B = (Bt)t≥0 be a one-dimensional standard Brownian motion with B0 = 0. Then
the occupation time ratio on the positive side for B up to a fixed time t > 0 is arcsine
distributed, i.e., for any y ∈ [0, 1],
P
[
t−1
∫ t
0
1(0,∞)(Bs)ds ≤ y
]
=
2
pi
arcsin
√
y.
In addition, we have a similar result in discrete time. Let R = (Rk)k≥0 be a one-
dimensional simple symmetric random walk. Then the occupation time ratio on the
positive side for R up to n−1 converges in distribution to arcsine distribution as n→∞,
i.e., for any y ∈ [0, 1],
P
[
n−1
n−1∑
k=0
1(0,∞)(Rk) ≤ y
]
→ 2
pi
arcsin
√
y. (∗)
These results are well-known as Le´vy’s arcsine laws for occupation times (§5 of [7]; see
also Theorem III.4.2 of [4]). As a generalization of (∗), Lamperti [6] studied the class of
discrete-time Markov processes Z = (Zk)k≥0 on A1+{0}+A2, where the plus signs always
mean the disjoint union, and where A1 and A2 will be called the rays, having the following
property: when Z changes rays, it must visit the origin 0, i.e., the condition [Zn ∈ Ai and
Zm ∈ Aj for some n < m and i 6= j ] implies the existence of n < k < m for which Zk = 0.
He obtained the sufficient and necessary condition of the existence of limit distributions
of n−1
∑n−1
k=0 1A1(Zk), and determined the class of possible limit distributions, which are
called Lamperti’s generalized arcsine distributions.
Partly inspired by [6], Thaler [10] proved 2-ray generalized arcsine laws for interval
maps. We now explain a typical example of his result.
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Example 1.1 (arcsine law for Boole’s transformation ([10], pp.1923–1924)). Let T : R→
R be defined by Tx := x−x−1 (x 6= 0), T0 := 0. The map T is called Boole’s transforma-
tion. It is known that T is a conservative, ergodic and measure preserving transformation
w.r.t. the Lebesgue measure on R (this notion will be explained in Subsection 2.1). Note
that, when the orbit (T kx)k≥0 moves from (−∞,−1) to (1,∞) or vice versa, it must visit
[−1, 1]. So the state space R can be decomposed as R = (−∞,−1) + [−1, 1] + (1,∞),
which may be regarded as a 2-ray: the two rays (−∞,−1) and (1,∞) radiate from the
junction [−1, 1]. We will denote by S+n (x) the amount of times which (T kx)k≥0 spends on
(1,∞) up to n− 1:
S+n (x) :=
n−1∑
k=0
1(1,∞)(T
kx).
Then, for any probability measure ν absolutely continuous w.r.t. the Lebesgue measure
on R, and for any y ∈ [0, 1], as n→∞,
ν
(
x ∈ R ; S+n (x)/n ≤ y
)
→ 2
pi
arcsin
√
y,
i.e.,
S+n /n (under ν)
d−→ the arcsine distribution,
where
d−→ means the distributional convergence.
Thaler–Zweimu¨ller [11] and Zweimu¨ller [14] showed 2-ray generalized arcsine laws for
infinite ergodic transformations as an extension of [10]. In [10], [11] and [14], their proofs
were based on the moment method.
In this paper, we prove a joint distributional limit theorem as a multiray extension
of [14]. For this purpose, the moment method does not seem to be suitable. Instead,
we adopt the double Laplace transform method, which was utilized in, e.g., Barlow–
Pitman–Yor [2], Watanabe [12], and Y. Yano [13] for studies of generalized arcsine laws
for diffusions. These studies were based on the renewal property of excursions away from
the origin, and so we cannot reduce our problem to these results because of lack of this
property. We can nevertheless utilize the double Laplace transform of occupation times.
We decompose it with respect to the length of the first excursion from the junction, use
the stationarity and asymptotic recursions and finally show that the second leading terms
can be represented by the double Laplace transform of occupation times and the Laplace
transforms of the differences of wandering rates. We now illustrate our main theorems by
an example of interval maps.
Example 1.2 (multidimensional generalized arcsine law for interval map with indifferent
fixed points). We define the map T : [0, 1]→ [0, 1] by
Tx :=

x+ c1x
3, 0 ≤ x ≤ 1
3
,
x+ c2(x− 12)3, 13 < x < 23 ,
x+ c3(x− 1)3, 23 ≤ x ≤ 1.
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We take c1 = c3 = 18 and c2 = 72 so that T (
i
3
−) = 1 and T ( i
3
+) = 0 for each i. Note
that x1 = 0, x2 = 1/2, x3 = 1 are indifferent fixed points; in fact, for each i = 1, 2, 3,
Txi = xi, T
′xi = 1, and
(x− xi)T ′′x > 0 for any x 6= xi near xi.
Then T has the unique (up to multiplication of positive constants) invariant measure µ
on [0, 1] equivalent to the Lebesgue measure with µ([0, 1]) =∞, and T is a conservative,
ergodic, measure preserving transformation on ([0, 1],B([0, 1]), µ) (see [8] and [9]). Let
Ai’s be disjoint small neighborhoods of xi’s, respectively, and take Y := [0, 1] \
∑3
i=1Ai.
We will call Ai the i-th ray and Y the junction. We can take the rays sufficiently small so
that, when the orbit (T kx)k≥0 changes rays, it must visit the junction. So (T
kx)k≥0 may
be regarded as a process on 3-ray
∑3
i=1Ai + Y . We will denote by S
(i)
n (x) the amount of
times which (T kx)k≥0 spends on the i-th ray up to n− 1:
S(i)n :=
n−1∑
k=0
1Ai ◦ T k.
Since µ(Ai) =∞ and µ(Y ) <∞, by infinite ergodic theory (see Remark 2.11),
3∑
i=1
S(i)n /n→ 1, µ-a.e., as n→∞.
We are interested in finding the limit of (S
(1)
n , S
(2)
n , S
(3)
n )/n in a certain distributional sense.
Our results show as follows: for any probability measure ν on [0, 1] absolutely continuous
w.r.t. µ (equivalently, w.r.t. the Lebesgue measure on [0, 1]),
(S
(1)
n , S
(2)
n , S
(3)
n )
n
(under ν)
d−→ (ξ1, ξ2, ξ3)∑3
i=1 ξi
, as n→∞,
3
where ξ1, ξ2, ξ3 are [0,∞)-valued independent random variables with the one-sided 1/2-
stable distributions characterized by
E
[
exp(−λξi)
]
= exp(−βi
√
λ), λ > 0, i = 1, 2, 3,
for some constants β1, β2, β3 > 0. The βi’s are given by
βi =
{
c
−1/2
i
∑
j 6=i(h ◦ fj)(xi)f ′j(xi), i = 1, 3,
2c
−1/2
i
∑
j 6=i(h ◦ fj)(xi)f ′j(xi), i = 2,
where h denotes a lower semicontinuous version of dµ/dx, and fi denotes a C
2-extension
over [0, 1] of the inverse of T |( i−1
3
, i
3
). For more details, see Subsection 2.4.
The present paper is organized as follows. In Section 2 we set up notation and termi-
nology, state our general limit theorems, and give their applications to interval maps and
Markov chains. In Section 3, we discuss several facts about the double Laplace transforms
and strong convergence in distribution. Section 4 is devoted to the study of asymptotic
recursions for ergodic transformations. In Sections 5 and 6, we give the proofs to the
direct and inverse limit theorems, respectively.
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2 Main results
2.1 Notations and assumptions
Let (X,A, µ) be a σ-finite measure space such that µ(X) = ∞, and let T : (X,A, µ) →
(X,A, µ) be a conservative, ergodic, measure preserving transformation, which is abbre-
viated as CEMPT (cf. §1.0–1.3 of Aaronson [1]). We know from Proposition 1.2.2 of [1]
that, if T is a measure preserving transformation on (X,A, µ), then the condition that
T is conservative and ergodic is equivalent to the condition that for any A ∈ A with
µ(A) > 0, ∑
n≥0
1A ◦ T n =∞, µ-a.e.
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The dual operator T̂ : L1(µ) → L1(µ) is characterized by ∫ (T̂ f)g dµ = ∫ f(g ◦ T ) dµ for
any f ∈ L1(µ) and g ∈ L∞(µ). Note that if 0 ≤ f ≤ 1 then 0 ≤ T̂ f ≤ 1, µ-a.e.
We always denote the disjoint unions using plus signs; e.g., A1 +A2,
∑
iAi and so on.
We will say that Y ∈ A dynamically separates A1, . . . , Ad ∈ A if the condition [x ∈ Ai
and T nx ∈ Aj for some i 6= j and n ≥ 1] implies the existence of some k ∈ {1, . . . , n− 1}
for which T kx ∈ Y .
Assumption 2.1. Let d ≥ 2 be a positive integer. Let X be decomposed into X =
Y +
∑d
i=1Ai for Y ∈ A with µ(Y ) ∈ (0,∞) and Ai ∈ A with µ(Ai) = ∞ (i = 1, . . . , d),
such that Y dynamically separates A1, . . . , Ad.
We assume Assumption 2.1 from now on. We define
ψ(x) := min{k ≥ 0 ; T kx ∈ Y }, x ∈ X, (2.1)
Yk := {x ∈ X ; ψ(x) = k}, k ≥ 0. (2.2)
In particular, Y0 = Y . Note that
⋃n−1
k=0 T
−kY =
∑n−1
k=0 Yk for n ≥ 1, andX =
⋃
k≥0 T
−kY =∑
k≥0 Yk, µ-a.e. Let us denote by (w(n))n≥0 the wandering rate of Y , i.e., w(0) := 0 and
w(n) := µ
{
n−1⋃
k=0
(T−kY )
}
=
n−1∑
k=0
µ(Yk), n ≥ 1. (2.3)
We will denote by Q(s) the Laplace transform of (w(n+ 1)− w(n))n≥0:
Q(s) :=
∑
n≥0
e−ns
{
w(n+ 1)− w(n)
}
=
∑
n≥0
e−nsµ(Yn), s > 0. (2.4)
For each i = 1, . . . , d, the wandering rate of Y starting from Ai, which will be denoted by
(wi(n))n≥0, is defined by wi(0) := 0 and
wi(n) := µ
{
n−1⋃
k=0
(T−kY ∩Ai)
}
=
n−1∑
k=0
µ(Yk ∩ Ai), n ≥ 1, (2.5)
and the Laplace transform of (wi(n + 1)− wi(n))n≥0 will be denoted by Qi(s):
Qi(s) :=
∑
n≥0
e−ns
{
wi(n + 1)− wi(n)
}
=
∑
n≥0
e−nsµ(Yn ∩ Ai), s > 0. (2.6)
It is easily seen that 0 < Qi(s) <∞ for s > 0 and Qi(s)→∞, as s ↓ 0.
Assumption 2.2. For each i= 1, . . . , d, the collection
Hi :=
{
1
wi(n)
n−1∑
k=0
T̂ k1Yk∩Ai ; n ≥ 1
}
(2.7)
is strongly precompact in L1(µ).
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Let f, g : (0,∞)→ (0,∞) be positive functions. For c ∈ [0,∞], we write f(x) ∼ cg(x),
as x→ x0, if it holds that limx→x0 f(x)/g(x) = c. We note that cg(x) has only a symbolic
meaning if c = 0 or ∞. See Bingham–Goldie–Teugels [3], p. xix.
A positive and measurable function f : (0,∞) → (0,∞) is called regularly varying of
index ρ ∈ R at ∞, written f ∈ Rρ(∞), if, for each r > 0, f(rx) ∼ rρf(x), as x → ∞.
A positive and measurable function g is called regularly varying of index ρ at 0, written
g ∈ Rρ(0+), if, for any each r > 0, g(rx) ∼ rρg(x), as x ↓ 0. A positive sequence
(an)n≥0 is called regularly varying of index ρ at ∞, written (an) ∈ Rρ(∞), if the function
f(x) := a⌊x⌋ belongs to Rρ(∞). Here ⌊x⌋ means the greatest integer which is less than
or equal to x. For a basic discussion of regularly varying functions, we refer the reader to
Chapter 1 of [3].
We remark that
∑d
i=1wi(n) = w(n)−µ(Y ) since
∑d
i=1Ai =
∑
n≥1 Yn. Thus,
∑d
i=1wi(n) ∼
w(n), as n→∞.
Assumption 2.3. For some constants α ∈ [0, 1] and β = (β1, . . . , βd) ∈ [0, 1]d with∑d
i=1 βi = 1, (
w(n)
)
n≥0
∈ R1−α(∞), (2.8)
wi(n) ∼ βiw(n), as n→∞, i = 1, . . . , d. (2.9)
Remark 2.4. By Karamata’s Tauberian theorem (see Proposition 4.2 and Remark 4.1
of [11]), the set of the two conditions (2.8) and (2.9) is equivalent to that of the following
two conditions:
Q ∈ R−(1−α)(0+), (2.10)
Qi(s) ∼ βiQ(s), as s ↓ 0, i = 1, . . . , d. (2.11)
2.2 Multidimensional generalized arcsine distributions
Let ξ1, ξ2 be two [0,∞)-valued α-stable random variables with Laplace transforms given
by
E
[
exp(−λξi)
]
= exp(−βiλα), λ > 0, i = 1, 2.
for α, β1, β2 ∈ (0, 1) with β1+β2 = 1, and we assume ξ1 and ξ2 are independent. We then
recall that Lamperti’s generalized arcsine distribution [6] (except degenerate cases) is the
distribution of ξ1/(ξ1 + ξ2) given by
P
[
ξ1
ξ1 + ξ2
≤ y
]
=
sin(piα)
pi
∫ y
0
β1β2x
−(1−α)(1− x)−(1−α)dx
β21(1− x)2α + β22x2α + 2β1β2xα(1− x)α cos(piα)
=
1
piα
arccot
[
β1(1− y)α
β2yα sin(piα)
+ cot(piα)
]
, y ∈ (0, 1].
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In the special case of α = β1 = β2 = 1/2, this distribution is nothing else but the usual
arcsine distribution:
P
[
ξ1
ξ1 + ξ2
≤ y
]
=
1
pi
∫ y
0
dx√
x(1− x) =
2
pi
arcsin
√
y, y ∈ [0, 1].
For more details, see, e.g., §2–3 of [10]. We now recall its multidimensional generalization
including degenerate cases. Let d ≥ 2 be a positive integer.
Definition 2.5 (multidimensional generalized arcsine distributions [2], [13]). For α ∈
[0, 1] and β = (β1, . . . , βd) ∈ [0, 1]d with
∑d
i=1 βi = 1, we write ζα,β for a [0, 1]
d-valued
random variable whose distribution is characterized as follows:
(1) if 0 < α < 1, the ζα,β is equal in distribution to(
ξ1∑d
i=1 ξi
, . . . ,
ξd∑d
i=1 ξi
)
, (2.12)
where ξ1, . . . , ξd denote [0,∞)-valued independent random variables with the one-
sided α-stable distributions characterized by
E
[
exp(−λξi)
]
= exp(−βiλα), λ > 0, i = 1, . . . , d. (2.13)
(2) if α = 1, the ζ1,β is equal a.s. to the constant β.
(3) if α = 0, the distribution of ζ0,β is
∑d
i=1 βiδe(i) with e
(i) = (1{i=j})
d
j=1 ∈ [0, 1]d for
i = 1, . . . , d.
We call ζα,β trivial if β = e
(i) for some i. In this case we have ζα,e(i) = e
(i), a.s.,whatever
α is.
For a = (a1, . . . , ad) and b = (b1, . . . , bd) ∈ Rd, we write a · b :=
∑d
i=1 aibi for the inner
product of a and b. The distribution of ζα,β is characterized by the following formula of
double Laplace transformation.
Proposition 2.6. Let ζ be a [0,∞)d-valued random variable. Then ζ is equal in distri-
bution to ζα,β if and only if for any q > 0 and λ = (λ1, . . . , λd) ∈ [0,∞)d,∫ ∞
0
du e−quE
[
exp(−uλ · ζ)] = ∑di=1 βi(q + λi)−(1−α)∑d
i=1 βi(q + λi)
α
. (2.14)
For the proof, see, e.g., the proof of Proposition 3.6 of Y. Yano [13].
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2.3 Limit theorems in a general setting
Let Z be a Polish space, (Fn) a sequence of Z-valued measurable functions defined on
(X,A), and ζ a Z-valued random variable defined on a probability space (Ω,F ,P). If for
a probability measure ν on (X,A), the distribution of Fn under ν converges to that of ζ
under P, then we write Fn
ν
=⇒ ζ . We say that Fn converges to ζ strongly in distribution
if for any probability measure ν ≪ µ on (X,A), it holds that Fn ν=⇒ ζ . We denote this
convergence by Fn
L(µ)
=⇒ ζ .
Set S0 := (0, . . . , 0) and
Sn :=
( n∑
k=1
1A1 ◦ T k, . . . ,
n∑
k=1
1Ad ◦ T k
)
, n ≥ 1. (2.15)
The following theorem for d = 2 was due to Zweimu¨ller (Theorem 2.2 of [14]).
Theorem 2.7 (direct limit theorem). Let T be a CEMPT on (X,A, µ) and suppose that
Assumptions 2.1, 2.2 and 2.3 hold. Then
Sn/n
L(µ)
=⇒ ζα,β, as n→∞.
The proof of Theorem 2.7 will be given in Section 5.
Conversely, under Assumptions 2.1 and 2.2, if Sn/n converges in distribution under
some probability measure, then Assumption 2.3 must hold except certain trivial cases. In
particular, the class of possible limit distributions of Sn/n coincides the set of distributions
of {ζα,β}α,β.
Theorem 2.8 (inverse limit theorem). Let T be a CEMPT on (X,A, µ) and suppose
that Assumptions 2.1 and 2.2 hold. Furthermore, suppose that there exist a probability
measure ν0 ≪ µ and a [0, 1]d-valued random variable ζ such that
Sn/n
ν0=⇒ ζ, as n→∞.
Then ζ is equal in distribution to ζα,β for some α ∈ [0, 1] and β = (β1, . . . , βd) ∈ [0, 1]d
with
∑d
i=1 βi = 1, and
Sn/n
L(µ)
=⇒ ζα,β, as n→∞.
Moreover, if ζα,β is not trivial, then the two conditions (2.8) and (2.9) hold.
We will give the proof of Theorem 2.8 in Section 6.
Corollary 2.9. Let α ∈ [0, 1) and β = (β1, . . . , βd) ∈ [0, 1]d with
∑d
i=1 βi = 1. Suppose
that T is a CEMPT on (X,A, µ) and Assumptions 2.1 and 2.2 hold. We consider the
following conditions:
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(i) There exists Φ ∈ R−α(∞) such that
µ[x ∈ Y ; Tx, . . . , T nx ∈ Ai] ∼ βiΦ(n), as n→∞, i = 1, . . . , d.
(ii) Sn/n
L(µ)
=⇒ ζα,β, as n→∞.
Then, (i) implies (ii). Furthermore, if ζα,β is not trivial, then (ii) implies (i).
Remark 2.10. As we shall see in Lemma 4.1,
wi(n+ 1)− wi(n) = µ[x ∈ Y ; Tx, . . . , T nx ∈ Ai], n ≥ 1, i = 1, . . . , d.
Hence, by Karamata’s Tauberian theorem, if α ∈ [0, 1) and β = (β1, . . . , βd) ∈ [0, 1]d with∑d
i=1 βi = 1, then the condition (i) of Corollary 2.9 is equivalent to the set of the two
conditions (2.8) and (2.9).
Remark 2.11. Because of µ(X) =∞, for any B ∈ A with µ(B) <∞,
n−1
n∑
k=1
1B ◦ T k → 0, µ-a.e., as n→∞.
This convergence is easily deduced from Hopf’s ratio ergodic theorem. See, e.g., Theorem
2.2.5 and Exercise 2.2.1 of [1]. Hence Theorems 2.7 and 2.8 and Corollary 2.9 remain
valid if we replace Sn with
S ′n :=
( n∑
k=1
1A′1 ◦ T k, . . . ,
n∑
k=1
1A′
d
◦ T k
)
,
where A′i ∈ A satisfies µ(Ai△A′i) <∞ for i = 1, . . . , d.
2.4 Application to interval maps with indifferent fixed points
Let d ≥ 2 be a positive integer, and let 0 = a0 = x1 < a1 < x2 < · · · < ad−1 < xd = ad = 1.
Suppose that the map T : [0, 1] → [0, 1] satisfies the following conditions: for each
i = 1, . . . , d,
(1) the restriction T |(ai−1,ai) has a C2-extension over [ai−1, ai], and T
(
(ai−1, ai)
)
= [0, 1],
(2) the xi satisfies
Txi = xi, T
′xi = 1, and
(x− xi)T ′′x > 0 for any x ∈ (ai−1, ai) \ {xi}.
In particular, T ′ > 1 on (ai−1, ai) \ {xi} and consequently xi is an indifferent fixed
point of T .
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Then T has the unique (up to multiplication of positive constants) σ-finite invariant
measure µ equivalent to the Lebesgue measure and T is a CEMPT on
(
[0, 1],B([0, 1]), µ)
(see Section 1 of [9]). By the assumptions (1) and (2), we see that each T |(ai−1,ai) is
invertible, and its inverse has a C2-extension over [0, 1], which will be denoted by fi. We
also see that
|x− fi(x)| = O(|x− xi|2), as x→ xi.
We know from Lemma 4 of [9] that the density of µ w.r.t. the Lebesgue measure has a
version h of the form
h(x) = h0(x)
d∏
i=1
x− xi
x− fi(x) , (2.16)
where h0 is continuous and positive on [0, 1]. Thus any neighborhood of xi has infinite
volume w.r.t. µ.
We can take ε > 0 sufficiently small so that the sets
A+i := (xi, xi + ε), i = 1, . . . , d− 1,
A−i := (xi − ε, xi), i = 2, . . . , d,
satisfy T (A±i ) ⊂ (ai−1, ai). Thus the A±i ’s are disjoint and µ(A±i ) =∞. Set for n ≥ 1
S(i,±)n :=
n∑
k=1
1A±i ◦ T
k,
Sn :=
(
S(i,±)n
)
i,±
=
(
S(1,+)n , S
(2,−)
n , S
(2,+)
n , . . . , S
(d,−)
n
)
.
The following corollaries are multiray extensions of the 2-ray results [10]. Recall that, if
limx→x0 f(x)/g(x) = c ∈ [0,∞], we write f(x) ∼ cg(x), as x→ x0.
Corollary 2.12 (direct limit theorem). Let α ∈ (0, 1). Suppose that there exist Ψ ∈
R1+1/α(0+) and c = (c±i )i,± ∈ (0,∞]2d−2 \ {∞}2d−2, such that, for each i and ±,
|Tx− x| ∼ c±i Ψ
(|x− xi|), as x→ xi ± 0. (2.17)
Then
Sn/n
L(µ)
=⇒ ζα,β,
for the constant β = (β±i )i,± ∈ [0, 1]2d−2 with
∑
i,± β
±
i = 1, defined by
β±i :=
(c±i )
−αvi∑
j,±(c
±
j )
−αvj
, with vi :=
∑
j 6=i
(h ◦ fj)(xi)f ′j(xi). (2.18)
Corollary 2.13 (inverse limit theorem). Suppose that there exist a probability measure
ν ≪ µ and a [0, 1]2d−2-valued random variable ζ such that
Sn/n
ν
=⇒ ζ.
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Then ζ is equal in distribution to ζα,β for some α ∈ [0, 1] and β = (β±i )i,± ∈ [0, 1]2d−2 with∑
i,± β
±
i = 1, and
Sn/n
L(µ)
=⇒ ζα,β.
Forthermore, if α ∈ (0, 1) and β ∈ [0, 1)2d−2, then there exist Ψ ∈ R1+1/α(0+) and
c = (c±i )i,± ∈ (0,∞]2d−2, such that, at least two of the c±i ’s are finite, and the asymptotic
behaviors (2.17) hold for all i and ±.
Corollaries 2.12 and 2.13 can be deduced from Theorems 2.7 and 2.8 and several facts
in the earlier studies, e.g., [9], [10] and [11]. For the convenience of the reader, we give
the proof.
Set
Y := [0, 1] \
∑
i,±
A±i .
Then µ(Y ) ∈ (0,∞) and Y dynamically separates the A±i ’s.
Proposition 2.14. (1) For each i and ±, there exists bounded continuous function H±i :
Y → [0,∞) such that
1
w±i (n)
n−1∑
k=0
T̂ k1Yk∩A±i → H
±
i , in L
∞(µ|Y ), as n→∞, (2.19)
where (w±i (n))n≥0 denotes the wandering rate of Y starting from A
±
i , and Yk is given by
(2.2).
(2) For each i, as n→∞,
µ[x ∈ Y ; Tx, . . . , T nx ∈ A+i ] ∼ vi
(
fni (1)− xi
)
, (2.20)
µ[x ∈ Y ; Tx, . . . , T nx ∈ A−i ] ∼ vi
(
xi − fni (0)
)
, (2.21)
for the constant vi defined by (2.18).
Proposition 2.14 can be easily obtained from the proof of Theorem 8.1 of [11]. So we
omit its proof. By Proposition 2.14, the condition of Assumption 2.2 is satisfied. Set
U+i (x) :=
∫ 1
xi+x
dy
y − fi(y) , x ∈ (0, 1− xi], (2.22)
U−i (x) :=
∫ xi−x
0
dy
fi(y)− y , x ∈ (0, xi]. (2.23)
By Lemma 2 of [9], we have
U+i
(
fni (1)− xi
) ∼ n, as n→∞.
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Since U+i and
(
fni (1)− xi
)
n≥0
are strictly decreasing, we obtain
fni (1)− xi ∼ (U+i )−1(n), as n→∞, (2.24)
where (U+i )
−1 denotes the inverse function of U+i . Similarly,
xi − fni (0) ∼ (U−i )−1(n), as n→∞. (2.25)
Let Ψ and the c±i be as in the assumption of Corollary 2.12. We remark that, for each i
and ±, the asymptotic behavior (2.17) is equivalent to
|x− fi(x)| ∼ c±i Ψ
(|x− xi|), as x→ xi ± 0. (2.26)
By the above arguments and by some basic facts of regular variation, we has obtained the
following proposition:
Proposition 2.15. Let α ∈ (0, 1), c = (c±i )i,± ∈ (0,∞]2d−2 \ {∞}2d−2, and let β =
(β±i )i,± ∈ [0, 1]2d−2 be defined by (2.18). Then the following are equivalent:
(i) There exists Ψ ∈ R1+1/α(0+) such that (2.17) hold for all i and ±.
(ii) There exists Φ ∈ R−α(∞) such that, for each i and ±,
µ[x ∈ Y ; Tx, . . . , T nx ∈ A±i ] ∼ β±i Φ(n), as n→∞.
Combining Propositions 2.14 and 2.15, Theorem 2.8 and Corollary 2.9, we obtain
Corollaries 2.12 and 2.13.
2.5 Application to Markov chains on multiray
Let Z = (Zk)k≥0 be an irreducible and null-recurrent discrete-time Markov chain with
an invariant measure µ˜ on a countable discrete state space X˜ = {0} +∑di=1 A˜i, where
A˜1, . . . , A˜d will be called the rays, having the following property: Z cannot skip the origin
0 when it changes rays, i.e., the condition Zn ∈ A˜i and Zm ∈ A˜j for some n < m and
i 6= j implies the existence of n < k < m for which Zk = 0. We denote by Px˜ the law of
Z with Z0 = x˜ ∈ X˜ . Set, for a probability measure ν˜ on X˜ , and for n ≥ 1,
Pν˜ :=
∫
X˜
Px˜(·)ν˜(dx˜),
Sn :=
( n∑
k=1
1A˜1(Zk), . . . ,
n∑
k=1
1A˜d(Zk)
)
.
By our theorems, we obtain the following corollary, which is a multiray extension of
the 2-ray result [6].
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Corollary 2.16. Let α ∈ [0, 1) and β = (β1, . . . , βd) ∈ [0, 1]d with
∑d
i=1 βi = 1. We
consider the following conditions:
(i) There exists Φ ∈ R−α(∞) such that
P0[Z1, . . . , Zn ∈ A˜i] ∼ βiΦ(n), as n→∞, i = 1, . . . , d.
(ii) For any probability measure ν˜ on X˜, the Sn/n under Pν˜ converges in distribution to
ζα,β, as n→∞.
Then, (i) implies (ii). Furthermore, if ζα,β is not trivial, then (ii) implies (i).
Let us prove Corollary 2.16 using Corollary 2.9. Without loss of generality, we may
assume that µ˜({0}) = 1. Set
X := X˜N = {x = (xk)k≥0 ; x0, x1, . . . ∈ X˜},
Y := {x ∈ X ; x0 = 0},
Ai := {x ∈ X ; x0 ∈ A˜i}, i = 1, . . . , d.
µ := Pµ˜ =
∫
X˜
Px˜(·)µ˜(dx˜).
We define the shift operator T : X → X by T (xk)k≥0 = (xk+1)k≥0.
By Theorem 4.5.3 of [1], the shift operator T is a CEMPT on (X,B(X), µ). Further-
more, all the conditions of Assumptions 2.1 and 2.2 are satisfied. In fact, we define ψ, Yk
and wi by (2.1), (2.2) and (2.5), respectively. Then, for any g ∈ L∞(µ),∫
X
g
(
1
wi(n)
n−1∑
k=0
T̂ k1Yk∩Ai
)
dµ =
1
wi(n)
∫
⋃n−1
k=0 (T
−kY ∩Ai)
g ◦ T ψdµ
=
1
wi(n)
∫
A˜i
Ex˜
[
g(T ψZ) ; ψ < n
]
µ˜(dx˜)
=
1
wi(n)
∫
A˜i
E0
[
g(Z)
]
Px˜
[
ψ < n
]
µ˜(dx˜)
=
1
wi(n)
E0
[
g(Z)
]
µ(x ∈ Ai ; ψ(x) < n)
= E0
[
g(Z)
]
=
∫
Y
gdµ.
Here we used the strong Markov property. Hence
1
wi(n)
n−1∑
k=0
T̂ k1Yk∩Ai = 1Y , µ-a.e., n ≥ 1,
and the condition of Assumption 2.2 is satisfied. The conditions of Assumption 2.1 are
trivially satisfied.
Note that, for each probability measure ν˜ on X˜, the probability measure Pν˜ is absolutely
continuous w.r.t. µ. Hence, by Corollary 2.9, we obtain Corollary 2.16.
13
3 Convergence of double Laplace transforms imply-
ing strong convergence in distribution
Recall that, for a = (a1, . . . , ad) and b = (b1, . . . , bd) ∈ Rd, we write a · b :=
∑d
i=1 aibi.
Suppose that T is a CEMPT on (X,A, µ), and that Assumption 2.1 holds. Write
S˜λ,n,t := exp(−λ · Sn/t), λ ∈ [0,∞)d, n ≥ 0, t > 0, (3.1)
where Sn has been defined by (2.15). In the following, ⌊t⌋ means the greatest integer that
is less than or equal to t.
Lemma 3.1. Suppose that T is a CEMPT on (X,A, µ), and that Assumption 2.1 holds.
Let ζ be a [0,∞)d-valued random variable, and I ⊂ (0,∞) a non-empty open interval.
Assume that for any q ∈ I, λ ∈ [0,∞)d and for any probability measure ν ≪ µ on (X,A),
as t→∞, ∫ ∞
0
du e−qu
∫
X
dν S˜λ,⌊ut⌋,t →
∫ ∞
0
du e−quE [exp(−uλ · ζ)] .
Then Sn/n
L(µ)
=⇒ ζ.
Lemma 3.2. For n ∈ N ∪ {∞}, let fn : (0,∞) → [0,∞) be a non-increasing function.
Assume that there exists a non-empty open interval I ⊂ (0,∞) such that for any q ∈ I,
as n→∞, ∫ ∞
0
e−qufn(u)du→
∫ ∞
0
e−quf∞(u)du <∞.
Then fn(u)→ f∞(u) for all continuity points u ∈ (0,∞) of f∞.
Proof. By the continuity theorem (see Theorem XIII.1.2a of [5]), we have, for any 0 <
a, b <∞, as n→∞, ∫ b
a
fn(u)du→
∫ b
a
f∞(u)du. (3.2)
Let a ∈ (0,∞) be a continuity point of f∞. If lim infn→∞ fn(a) < f∞(a), then there exists
b ∈ (a,∞) such that lim infn→∞
∫ b
a
fn(u)du <
∫ b
a
f∞(u)du since for each n, the fn is non-
increasing, and f∞ is continuous at a. This contradicts (3.2). Hence lim infn→∞ fn(a) ≥
f∞(a). By similar arguments we can also obtain lim supn→∞ fn(a) ≤ f∞(a).
Proof of Lemma 3.1. By the assumption and Lemma 3.2, we have for any u > 0, λ ∈
[0,∞)d and for any probability measure ν ≪ µ,
lim
n→∞
∫
X
exp(−uλ · Sn/n)dν = lim
t→∞
∫
X
S˜λ,⌊ut⌋,tdν = E [exp(−uλ · ζ)] .
Therefore, Sn/n
L(µ)
=⇒ ζ .
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4 Integrating transforms
Suppose that T is a CEMPT on (X,A, µ) and that Assumption 2.1 holds. Set
ϕ(x) := min{k ≥ 1 ; T kx ∈ Y }, (4.1)
Bi,k := Y ∩ T−1Ai ∩ {ϕ = k},
= {x ∈ Y ; Tx, · · · , T k−1x ∈ Ai, T kx ∈ Y }, (4.2)
for i = 1, . . . , d and k ≥ 2. The set Bi,k consists of elements which start from Y , stay on
Ai at time 1, . . . , k − 1 and arrive in Y at time k. Recall that Yn, wi and Qi have been
defined by (2.2), (2.5) and (2.6), respectively. Note that Yn = Y
c ∩ {ϕ = n} for n ≥ 1
and
µ(Bi,k) =
∫
Y
T̂ k1Bi,kdµ,
for i = 1, . . . , d and k ≥ 2. The following lemma was obtained in (6.5) of [11].
Lemma 4.1. Suppose that T is a CEMPT on (X,A, µ) and that Assumption 2.1 holds.
Then, for n ≥ 1 and i = 1, . . . , d,
T̂ n1Yn∩Ai =
∑
k>n
T̂ k1Bi,k , µ-a.e. (4.3)
In particular, for n ≥ 1, s > 0 and i = 1, . . . , d,
wi(n+ 1)− wi(n) = µ(Yn ∩ Ai) =
∑
k>n
µ(Bi,k), (4.4)
Qi(s) =
∑
n≥1
e−ns
∑
k>n
µ(Bi,k). (4.5)
The following lemma is a slight modification of Proposition 3.1 of [14]. The proof is
almost the same and so we omit it.
Lemma 4.2. Let T be a CEMPT on (X,A, µ), let (Rn,t ; n ≥ 0, t > 0) be a family of
measurable functions Rn,t : X → [0,∞), and let H ⊂ {u ∈ L1(µ) ;
∫
udµ = 1 and u ≥ 0}.
Assume that
(i) for any probability measure ν ≪ µ and ε > 0,
ν
{
sup
t>0
|Rn,t ◦ T − Rn,t| > ε
}
→ 0, as n→∞;
(ii) sup{‖Rn,t‖L∞(µ) ; n ≥ 0, t > 0} <∞;
(iii) H is strongly precompact in L1(µ).
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Then, it holds that, for any b > 0,
sup
u,u∗∈ co(H)
∣∣∣∣ ∫
X
∑
n≥0
e−nbt
−1
Rn,t(u− u∗)dµ
∣∣∣∣ = o(t), as t→∞.
where co(H) denotes the closure of the convex hull of H in L1(µ).
From the above two lemmas we can prove the following.
Corollary 4.3. Suppose that T is a CEMPT on (X,A, µ) and that Assumptions 2.1 and
2.2 hold. Then, for any λ ∈ [0,∞)d, i = 1, . . . , d and a, b > 0, and for any probability
measure ν ≪ µ, as t→∞,∫
Y
(∑
n≥2
(1− e−nat−1)T̂ n1Bi,n
)(∑
n≥0
e−nbt
−1
S˜λ,n,t
)
dµ
∼ at−1Qi(at−1)
∑
n≥0
e−nbt
−1
∫
X
S˜λ,n,tdν, (4.6)
where S˜λ,n,t and Qi have been defined by (3.1) and (2.6), respectively.
Proof. We will write S˜n,t instead of S˜λ,n,t for simplicity. First of all, we will show that,
for any probability measure ν ≪ µ and ε > 0,
ν
{
sup
t>0
|S˜n,t ◦ T − S˜n,t| > ε
}
→ 0, as n→∞. (4.7)
We may assume that λ 6= (0, . . . , 0). Note that∣∣S˜n,t ◦ T − S˜n,t∣∣ ≤ (1− exp(−t−1 max
i=1,··· ,d
λi)
)
S˜n−1,t ◦ T. (4.8)
We can take t0 ∈ (0,∞) so that
sup
t≥t0
(
1− exp(−t−1 max
i=1,··· ,d
λi)
)
= 1− exp(−t−10 max
i=1,··· ,d
λi) < ε. (4.9)
Since T is a CEMPT, we have
sup
0<t≤t0
(S˜n−1,t ◦ T ) = S˜n−1,t0 ◦ T → 0, µ-a.e., as n→∞. (4.10)
By (4.8), (4.9) and (4.10), we obtain (4.7).
Set
ut :=
∑
n≥1 e
−nat−1T̂ n1Yn∩Ai
Qi(at−1)
, t > 0.
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By (2.6), we have ut ∈ co(Hi) (see Remark 3.5 of [14]). By Lemma 4.1, we have∑
n≥2
(1− e−nat−1)T̂ n1Bi,n = eat
−1
(1− e−at−1)Qi(at−1)ut, µ-a.e. (4.11)
Applying Lemma 4.2 to Rn,t = S˜n,t and H = Hi ∪ {dν/dµ}, we have∣∣∣∣ ∫
X
(∑
n≥0
e−nbt
−1
S˜n,t
)(
ut − dν
dµ
)
dµ
∣∣∣∣ = o(t), as t→∞. (4.12)
It follows immediately that∫
Y
(∑
n≥0
e−nbt
−1
S˜n,t
)
utdµ ∼
∑
n≥0
e−nbt
−1
∫
X
S˜n,tdν, as t→∞. (4.13)
Here we used the fact that ut is supported on Y and that 0 < S˜n,t ≤ 1. By (4.11) and
(4.13), we obtain (4.6).
5 Proof of the direct limit theorem
Proposition 5.1. Let T be a CEMPT on (X,A, µ) and suppose that Assumptions 2.1
and 2.2 hold. Then, for any q > 0, λ = (λ1, . . . , λd) ∈ [0,∞)d and for any probability
measure ν ≪ µ, as t→∞,∫ ∞
0
du e−qu
∫
X
dν S˜λ,⌊ut⌋,t ∼
∑d
i=1Qi
(
(q + λi)t
−1
)∑d
i=1(q + λi)Qi
(
(q + λi)t−1
) , (5.1)
where S˜λ,n,t and Qi(s) have been defined by (3.1) and (2.6), respectively.
Proof. We will write S˜n,t instead of S˜λ,n,t for simplicity. We have∣∣∣∣ ∫ ∞
0
du e−qu
∫
X
dν S˜⌊ut⌋,t − t−1
∑
n≥0
e−qnt
−1
∫
X
S˜n,tdν
∣∣∣∣
=
∣∣∣∣∑
n≥0
∫ (n+1)t−1
nt−1
du (e−qu − e−qnt−1)
∫
X
dν S˜n,t
∣∣∣∣
≤
∑
n≥0
t−1(e−qnt
−1 − e−q(n+1)t−1) = t−1. (5.2)
Combining (5.2) with the fact that
(
q + max
i=1,··· ,d
λi
)−1 ≤ ∫ ∞
0
du e−qu
∫
X
dν S˜⌊ut⌋,t ≤ q−1, (5.3)
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we have, as t→∞,∫ ∞
0
du e−qu
∫
X
dν S˜⌊ut⌋,t ∼ t−1
∑
n≥0
e−qnt
−1
∫
X
S˜n,tdν. (5.4)
Recall that the Bi,k have been defined by (4.2). For each n ≥ 1 and i = 1, . . . , d, the
S˜n,t may be represented on
∑
k≥2Bi,k (= Y ∩ T−1Ai, µ-a.e.) as
S˜n,t =
{
e−(k−1)λit
−1
S˜n−k,t ◦ T k on Bi,k (k = 2, · · · , n),
e−nλit
−1
on
∑
k>nBi,k.
(5.5)
By (5.5), for each n ≥ 1 and i = 1, . . . , d, we have
e−nqt
−1
∫
Y ∩T−1Ai
S˜n,tdµ
= e−nqt
−1
{ n∑
k=2
∫
Bi,k
(
e−(k−1)λit
−1
S˜n−k,t ◦ T k
)
dµ+ e−nλit
−1
∑
k>n
µ(Bi,k)
}
= eλit
−1
∫
Y
n∑
k=2
(
e−k(q+λi)t
−1
T̂ k1Bi,k
)(
e−(n−k)qt
−1
S˜n−k,t
)
dµ
+ e−n(q+λi)t
−1
∑
k>n
µ(Bi,k).
On one hand, summing over n ≥ 1 and i = 1, . . . , d, we have by (4.3) and (4.5),∑
n≥1
e−nqt
−1
∫
Y ∩T−1Y c
S˜n,tdµ
=
d∑
i=1
eλit
−1
∫
Y
(∑
n≥2
e−n(q+λi)t
−1
T̂ n1Bi,n
)(∑
n≥0
e−nqt
−1
S˜n,t
)
dµ+
d∑
i=1
Qi
(
(q + λi)t
−1
)
=
∑
n≥0
e−nqt
−1
∫
Y c∩T−1Y
S˜n,t ◦ Tdµ
−
d∑
i=1
∫
Y
(∑
n≥2
(1− e−n(q+λi)t−1)T̂ n1Bi,n
)(∑
n≥0
e−nqt
−1
S˜n,t
)
dµ
+
d∑
i=1
Qi
(
(q + λi)t
−1
)
+O(1), as t→∞. (5.6)
Here we used the following estimates:∥∥∥∥∑
n≥2
(e−n(q+λi)t
−1 − 1)T̂ n1Bi,n
∥∥∥∥
L∞(µ)
= O(1), as t→∞,∥∥∥∥∑
n≥0
e−nqt
−1
S˜n,t
∥∥∥∥
L∞(µ)
= O(t), as t→∞.
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These estimates are easily deduced from (4.11) and 0 ≤ T̂ n1Yn∩Ai , S˜n,t ≤ 1. On the other
hand, since T is µ-preserving and∣∣S˜n,t − S˜n,t ◦ T ∣∣ ≤ 1− exp(−t−1 max
i=1,··· ,d
λi),
we have the following evaluation:∫
Y ∩T−1Y c
S˜n,tdµ−
∫
Y c∩T−1Y
S˜n,t ◦ Tdµ
=
∫
Y
S˜n,tdµ−
∫
T−1Y
S˜n,t ◦ Tdµ−
∫
Y ∩T−1Y
(
S˜n,t − S˜n,t ◦ T
)
dµ
= −
∫
Y ∩T−1Y
(
S˜n,t − S˜n,t ◦ T
)
dµ
= O(t−1), as t→∞, uniformly in n. (5.7)
We now combine (5.6) and (5.7) and thus we obtain
d∑
i=1
∫
Y
(∑
n≥2
(1− e−n(q+λi)t−1)T̂ n1Bi,n
)(∑
n≥0
e−nqt
−1
S˜n,t
)
dµ
=
d∑
i=1
Qi
(
(q + λi)t
−1
)
+ O(1), as t→∞. (5.8)
By Corollary 4.3 and (5.4), we obtain for each i = 1, . . . , d, as t→∞,∫
Y
(∑
n≥2
(1− e−n(q+λi)t−1)T̂ n1Bi,n
)(∑
n≥0
e−nqt
−1
S˜n,t
)
dµ
∼ (q + λi)Qi
(
(q + λi)t
−1
) ∫ ∞
0
du e−qu
∫
X
dν S˜⌊ut⌋,t. (5.9)
Note that Qi(s) → ∞, as s ↓ 0. Summing up (5.9) over i = 1, . . . , d, and combining it
with (5.8) and (5.3), we obtain (5.1).
We now prove Theorem 2.7.
Proof of Theorem 2.7. By Assumption 2.3 and Remark 2.4, for any q > 0 and λi ≥ 0,
lim
t→∞
Qi
(
(q + λi)t
−1
)
Q(t−1)
= βi(q + λi)
−(1−α).
Hence Proposition 5.1 implies for any q > 0, λ = (λ1, . . . , λd) ∈ [0,∞)d and for any
probability measure ν ≪ µ,
lim
t→∞
∫ ∞
0
du e−qu
∫
X
dν S˜λ,⌊ut⌋,t =
∑d
i=1 βi(q + λi)
−(1−α)∑d
i=1 βi(q + λi)
α
. (5.10)
By Proposition 2.6 and Lemma 3.1, we obtain Sn/n
L(µ)
=⇒ ζα,β.
19
6 Proof of the inverse limit theorem
For the proof of the inverse limit theorem, we mimic the method of Theorem 1 of Watanabe
[12]. For 0 < a < b <∞, let the map f : [0,∞]→ [b−1, a−1] be defined by
f(x) :=
x+ 1
bx+ a
=
1
b
+
(b− a)
b(bx+ a)
.
Then f is a homeomorphism. Hence for (xn)n≥0 ⊂ [0,∞) and x ∈ [0,∞], xn → x if and
only if f(xn)→ f(x). Recall that e(i) = (1{i=j})dj=1 ∈ [0, 1]d for i = 1, . . . , d.
Proof of Theorem 2.8. We investigate the asymptotics of the occupation times on the first
ray A1, say. For this purpose, we take a special look at the first ray. Set for t, q, r > 0,
Wt(q, r) :=
Q1
(
(q + r)t−1
)∑d
i=2Qi
(
qt−1
) . (6.1)
Assume that Sn/n
ν0=⇒ ζ , then for any q > 0 and λ = (λ1, . . . , λd) ∈ [0,∞)d, the left-hand
side of (5.1) converges as t→∞, and this implies for any q, r > 0,
W (q, r) := lim
t→∞
Wt(q, r) ∈ [0,∞]
exists, since we have, by substituting re(1) for λ in the right-hand side of (5.1),
Q1
(
(q + r)t−1
)
+
∑d
i=2Qi(qt
−1)
(q + r)Q1
(
(q + r)t−1
)
+ q
∑d
i=2Qi(qt
−1)
=
Wt(q, r) + 1
(q + r)Wt(q, r) + q
.
Note that W (q, ·) is a non-increasing function for any q > 0 and W (pq, r) = W (q, p−1r)
for any p, q, r > 0. We divide the study into the following three distinct cases:
(i) the case where W (q0, r0) =∞ for some q0, r0 > 0.
In this case, by the above remark, W (q, r) = W (q0, q0q
−1r) =∞ for any q ≥ q0 and
r ≤ r0. Hence by Proposition 5.1, for any q ≥ q0 and r ≤ r0 and for any probability
measure ν ≪ µ,∫ ∞
0
du e−qu
∫
X
dν exp
(−re(1) · S⌊ut⌋/t)→ (q + r)−1, as t→∞. (6.2)
By a slight modification of Lemma 3.1, we have n−1
∑n
k=1 1A1 ◦ T k
L(µ)
=⇒ 1. Hence,
by Proposition 5.1, we have Q1(s)/Q(s)→ 1, as s ↓ 0. By Remark 2.11,
d∑
i=1
n−1
n∑
k=1
1Ai ◦ T k → 1, µ-a.e., as n→∞. (6.3)
Hence we obtain Sn/n
L(µ)
=⇒ e(1).
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(ii) the case where W (q0, r0) = 0 for some q0, r0 > 0.
By the similar arguments as (i), we may obtain n−1
∑n
k=1 1A1 ◦ T k
L(µ)
=⇒ 0 and
Q1(s)/Q(s)→ 0, as s ↓ 0.
(iii) the case where W (q, r) ∈ (0,∞) for any q, r > 0.
For p > 0, set q := 2−1min{p, 1}, r := p− q, and r′ := 1− q. Then
Q1(ps)
Q1(s)
=
Ws−1(q, r)
Ws−1(q, r′)
→ W (q, r)
W (q, r′)
∈ (0,∞), as s ↓ 0,
Hence Q1 is regularly varying at 0 (see Theorem 1.4.1 of [3]). Furthermore, by (4.5)
and since n 7→ ∑k>n µ(Bi,k) is positive and non-increasing, the index of regular
variation must be in [−1, 0], i.e., Q1 ∈ R−(1−α)(0+) for some α ∈ [0, 1]. By the
definition and assumption of W (q, r), this implies, for some constant c ∈ (0,∞),
d∑
i=2
Qi(s) ∼ cQ1(s), as s ↓ 0.
Therefore Q(s) ∈ R−(1−α)(0+) and Q1(s) ∼ (1 + c)−1Q(s), as s ↓ 0.
The above argument works for the other rays. For j = 1, . . . , d and for q, r > 0,
W (j)(q, r) := lim
t→∞
Qj
(
(q + r)t−1
)∑
i 6=j Qi(qt
−1)
∈ [0,∞] (6.4)
exists.
If W (j)(q0, r0) = ∞ for some j = 1, . . . , d and for some q0, r0 > 0, then by the same
arguments as (i), Sn/n
L(µ)
=⇒ e(j).
Let us consider the other cases. If for any j = 1, . . . , d, the function W (j) has zeros,
then by the same argument as (ii) we obtain Sn/n
L(µ)
=⇒ 0, but this contradicts (6.3). So
there exists j ∈ {1, . . . , d} such that W (j)(q, r) ∈ (0,∞) for any q, r > 0. Then by the
same arguments as (ii) and (iii), and by Remark 2.4, there exist some constants α ∈ [0, 1]
and β = (β1, . . . , βd) ∈ [0, 1)d with
∑d
i=1 βi = 1 such that (2.8) and (2.9) hold. Hence by
Theorem 2.7, we obtain Sn/n
L(µ)
=⇒ ζα,β.
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