Abstract In this paper, Non-dominated Sorting Genetic Algorithm-II (NSGA-II) technique is applied to obtain Pareto optimal set of solutions pertaining to the tuning of lead-lag structured SSSC-based stabilizer. The design objective is to get maximum damping (performance) with minimum control effort (cost). Further a fuzzy based membership function value assignment method is employed to choose the best compromise solution. Simulation results are presented under various loading conditions and disturbances for various control signals to show the effectiveness and robustness of the proposed approach. The effectiveness and superiority of the proposed design approach are illustrated for both single machine infinite bus and multi-machine power systems by comparing the proposed approach with some recently published single objective and evolutionary multi-objective approaches such as Differential Evolution (DE), Particle Swarm Optimization (PSO) and Multi-objective Genetic Algorithm. It is observed that the proposed approach yields superior damping performance compared to some recently published approaches. 
Introduction
Design of an optimal controller requires optimization of multiple performance measures that are often non-commensurable and competing with each other. Owing to multiple and conflicting objectives, an optimal controller that simultaneously satisfies all objectives is usually not attainable. For example, while designing a control system, we would usually like to have a high-performance controller, but we also want to achieve desired performance with little control efforts (cost).
There are two general approaches to multiple-objective optimization. One approach to solve multi-objective optimization problems is by combining the multiple objectives into a scalar cost function, ultimately making the problem singleobjective prior to optimization. However, in practice, it can be very difficult to precisely and accurately select these weights as small perturbations in the weights can lead to very different solutions. Further, if the final solution found cannot be accepted as a good compromise, new runs of the optimizer on modified objective function using different weights may be needed, until a suitable solution is found. This method also has the disadvantage of requiring new runs of the optimizer every time the preferences or weights of the objectives in the multi-objective function change [1] . The second general approach is to determine an entire Pareto optimal set of solutions or a representative subset. Pareto optimal set of solutions are often preferred to single solutions because they can be more feasible since the final solution of the decision maker is always a trade of between crucial parameters in real-life [2] . Problems of control systems involving the optimization of multiple objective functions require high computational time and effort [3] . As conventional techniques are difficult to apply, Artificial Intelligence (AI) techniques are preferred to obtain Pareto optimal set [4] [5] [6] . AI techniques such as Artificial Neural Network (ANN), Fuzzy Logic (FL) and modern heuristic optimization techniques have emerged in recent years in power systems as competent tools to solve various power system problems. ANN and FL suffer from the requirement of expert user in their design and implementation, a lack of the formal model theory and mathematical rigors and so are vulnerable to the experts' depth of knowledge in problem definition. Modern heuristic optimization techniques, by contrast, are more powerful as they exhibit a deeper comprehension of the system problems by well established models and hence have much more potential.
The presence of multiple objectives in a problem gives rise to a set of optimal solutions known as Pareto-optimal solutions instead of a single optimal solution. Single objective optimization techniques such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Differential Evolution (DE), Simulated Annealing (SA), and Bacterial Foraging Optimization Algorithm (BFOA) suggest converting the multi-objective optimization problem to a single-objective optimization problem and provide one solution at a time. Single-objective optimization approach using weighted sum method is very time consuming and unsuitable for real-life problems. These approaches do not always guarantee a uniformly distributed Pareto-optimal front even with equalspaced weight vectors. On the other hand, the multiobjective evolutionary techniques produce the Pareto-optimal solutions in a single run only. Non-dominated Sorting Genetic Algorithm (NSGA) proposed by Srinivas and Deb [7] has been widely and successfully applied to solving many multi-objective problems. However, the main demerit of this approach has been its high computational complexity of non-dominated sorting, lack of elitism, and need for specifying a tunable parameter called sharing parameter. To address all the above issues Deb et al. [8] proposed an improved version of NSGA, called NSGA-II which has a better sorting algorithm and incorporates elitism and no sharing parameter needs to be chosen a priori.
When large power systems are interconnected by relatively weak tie lines, low frequency oscillations are observed. These oscillations may sustain and grow to cause system separation if they are not adequately damped. Recent developments in power electronics have led to the application of Flexible AC Transmission System (FACTS) controllers in power systems. FACTS controllers are capable of controlling the network condition in a very fast manner and this feature of FACTS can be exploited to improve the stability of power systems [9] . The Voltage Sourced Converter (VSC) based Static Synchronous Series Compensator (SSSC) provides the virtual compensation of transmission line impedance by injecting a controllable voltage in series with the transmission line. The ability of SSSC to operate in capacitive as well as inductive mode makes it very effective in controlling the power flow [10] . An auxiliary controller can be superimposed on the power flow control function of the SSSC so as to improve power system oscillation stability by damping the modal oscillations [11] [12] [13] .
In [14] , a SSSC-based controller employing Bacteria Foraging Optimization Algorithm (BFOA) for damping low frequency oscillations in a Single Machine Infinite Bus (SMIB) power system has been presented. The design of lead-lad controller is formulated as an optimization problem to minimize a time domain based objective function by employing BFO technique. Gravitational Search Algorithm (GSA) is employed in [15, 16] to design a supplementary lead-lag structured damping controller for a SSSC for power system dynamic performance enhancement. The linear model of power system has been used for design and analysis purpose. A hybrid approach involving PSO and BFOA is presented for the design of SSSC based damping controller in [17] where the parameters of the lead-lag structured SSSC controller as well as the gains of AC and DC voltage regulator are optimized. Coordinated design of SSSC with Power System Stabilizers by hybrid PSO and BFOA [18] and Improved Lozi map based Chaotic Optimization Algorithm (ILCOA) is proposed in [19] . A multi-objective GA approach is presented in [20] to design the SSSC based damping controller to improve the transient performance of a power system subjected to a severe disturbance by minimizing the power angle, terminal voltage and power flow time trajectory deviations with respect to a post-contingency equilibrium point for a power system. In [21] , NSGA-II has been applied to design a Thyristor Controlled Series Compensator (TCSC) based controller where the design objective was to improve the stability of the power system with minimum control effort. An Adaptive Neuro-Fuzzy Inference System (ANFIS) method based on the ANN is presented in [22] to design a SSSC based controller for the improvement of transient stability where the ANFIS structures were trained using the generated database by the fuzzy controller of the SSSC.
In view of the above, this paper investigates the application of NSGA-II technique for the tuning of lead-lag structured SSSC based power oscillation damping controller. The objective of the design is to improve the damping of power system when subjected to a disturbance with minimum control effort. The research carried out in this paper aims at the following objectives: Multi-objective GA (MGA) for SSSC based controller in the multi-machine power system.
System under study

Single-machine infinite bus power system with SSSC
In order to design the SSSC-based damping controller, as well as to assess its performance, a Single-Machine Infinite-Bus (SMIB) power system with SSSC depicted in Fig. 1 is considered at the first instance. The system comprises a synchronous generator connected to an infinite-bus through a double circuit transmission line. The generator is equipped with Hydraulic Turbine Governor (HTG) and excitation system. The HTG represents a nonlinear hydraulic turbine model, a PID governor system, and a servomotor. The excitation system consists of a voltage regulator and DC exciter, without the exciter's saturation function as proposed in ''IEEE Recommended Practice for Excitation System Models for Power System Stability Studies''. In Fig. 1 , T represents the transformer; V T and V B are the generator terminal and infinite-bus voltages respectively; V 1 , V 2 and V 3 are the bus voltages; V DC and V cnv are the DC voltage source and output voltage of the SSSC converter respectively; I is the line current and P L and P L1 are the total real power flow in the transmission lines and that in one line respectively.
Modeling of Static Synchronous Series Compensator (SSSC)
A SSSC is a solid-state Voltage Sourced Converter (VSC), which generates a controllable AC voltage, and connected in series to power transmission lines in a power system. SSSC provides the virtual compensation of transmission line impedance by injecting the controllable voltage (V q ) in series with the transmission line. V q is in quadrature with the line current, and emulates an inductive or a capacitive reactance so as to influence the power flow in the transmission lines. The virtual reactance inserted by V q influences electric power flow in the transmission lines independent of the magnitude of the line current [9] . The variation of V q is performed by means of a VSC connected on the secondary side of a coupling transformer. The compensation level can be controlled dynamically by changing the magnitude and polarity of V q and the device can be operated both in capacitive and in inductive mode. 
Modeling of machine
The dynamics of the stator winding, field winding, and damper windings are included in the model. All stator and rotor quantities are expressed in the two-axis reference frame (two-axis d-q frame). All rotor parameters and electrical quantities are referred to stator and are represented by primed variables.
The mathematical equations are given by [23] 
In the above equations, the subscripts d and q represent d-axis and q-axis quantities. R and S represent rotor and stator quantities. f and k represent field and damper windings. l and m represent leakage and magnetizing inductances.
The mechanical equations are given by
where x r and h are the angular velocity and angular position of the rotor respectively, P e and P m represent electrical and mechanical power respectively, and J and F r represent inertia and friction of rotor respectively. 3. The proposed approach
Structure of SSSC-based controller
Despite significant progresses in the development of advanced control schemes over the past two decades, the conventional lead-lag (LL) structure controller as well as the classical Proportional Integral Derivative (PID) controller and its variants remain the controllers of choice in many industrial applications. These controller structures are preferred because of their structural simplicity, reliability, reduced dependence on skilled users and the favorable ratio between performance and cost. Moreover, the controllers offer simplified dynamic modeling and minimal developmental effort and these benefits are substantially important in engineering practice. It has been reported that the performance of lead-lag structured controller is better than a PID structured controller [24] . Therefore, the commonly used lead-lag structure shown in Fig. 2 is chosen in this study as a SSSC-based damping controller to modulate the injected voltage V q from the SSSC. The lead-lag controller structure consists of a sensor, a gain block, a washout block, two-stage phase compensation blocks and an output limiter.
The signal washout block serves as a high-pass filter, with the time constant T W , high enough to allow signals associated with oscillations in input signal to pass unchanged. From the viewpoint of the washout function, the value of T W is not critical and may be in the range of 1-20 s [25] . The phase compensation block (with time constants T 1S , T 2S , T 3S , T 4S ) provides the appropriate phase-lead characteristics to compensate for the phase-lag between input and the output signals. In Fig. 2 , V qref represents the reference injected voltage as desired by the steady state power flow control loop. The steady state power flow loop acts quite slowly in practice and hence, in the present study V qref is assumed to be constant during the disturbance period. The desired value of compensation is obtained according to the change in the SSSC injected voltage DV q which is added to V qref . The delay block D introduces the time delay when a remote signal is used.
The optimization problem
In the lead-lag structured controllers, the washout time constant T W is usually pre-specified [25] . A washout time constant T W = 10 s is used in the present study. The controller gain K S and the time constants T 1S , T 2S , T 3S and T 4S are to be determined. During steady state conditions DV q and V qref are constant. During dynamic conditions the series injected voltage V q is modulated to damp system oscillations. The effective V q in dynamic conditions is given by
Selection of the appropriate input signal is an important issue in the design of a robust damping controller. Input signal must be able to generate correct control actions when a disturbance occurs in the power system. Both local and remote signals can be used as controllers' input signal. To avoid additional costs associated with communication and to improve reliability, input signal should preferably be locally measurable. However, local control signals, although easy to get, may not contain the desired oscillation modes. So, compared to wide-area signals, they are not as highly controllable and observable. Owing to the recent advances in optical fiber communication and global positioning systems, the widearea measurement system can realize phasor measurement synchronously and deliver it to the control center in real time. Synchronized time-stamped data of global positioning system are used in a wide-area monitoring system. Therefore the wide-area signal is a good option for control input. In today's technology, dedicated communication channels should not have more than 50-ms delay for the transmission of measured signals even in the worst scenarios [11] .
For local input signals, line active power, line reactive power, line current magnitude and bus voltage magnitudes are all candidates to be considered in the selection of input signals for the SSSC power oscillation damping controller. Among these possible local input signals, active power and current are the most commonly employed in the literature. Similarly, generator rotor angle and speed deviation can be used as remote signals. However rotor speed seems to be a better alternative as input signal for SSSC based controller [12] . In view of the above, generator speed deviation is considered as candidate input signals for the SSSC based controller. A signal transmission delay of 50 ms is considered along with the sensor time constant of 15 ms.
Tuning a controller parameter can be viewed as an optimization problem in multi-modal space as many settings of the controller could be yielding good performance. Modern power systems are required to operate by keeping a sufficient stability margin. High stability margin will result in underutilization of existing capacity whereas maximum utilization will make the system prone to lose stability. In view of the above, a compromise has to be made between the stability margin and system performance. In view of the above, the proposed controller is designed to damp power system oscillations with minimum control effort following a disturbance. The tuning of lead-lag controller is done by optimizing the error signal and the values of the control signal simultaneously. Therefore, the objective is formulated as the minimization of function F given by
where Where 'e' is the error signal i.e. speed deviation (Dx), 'u' is the output control signal of SSSC controller and t 1 is the time range of simulation.
Nondominated shorting genetic algorithm-II
A multi-objective optimization problem differs from a singleobjective optimization problem because it contains several objectives that require optimization. In case of single objective optimization problems, the best single design solution is the goal. But for multi-objective problems, with several and possibly conflicting objectives, there is usually no single optimal solution. Therefore, the decision maker is required to select a solution from a finite set of solutions by making compromises. A suitable solution should provide for acceptable performance over all objectives. There are two approaches to solve the multi-objective optimization problems. One approach is the classical weighted-sum approach where the objective function is formulated as a weighted sum of the objectives. But the problem lies in the correct selection of the weights or utility functions to characterize the decision-makers preferences. In the second approach, a set of solutions called the Paretooptimal solutions are generated and the decision is taken after the optimization.
Genetic Algorithm (GA) is potentially effective in optimization problems as it has the ability to handle complex problems involving features such as discontinuities, multimodality, disjoint feasible spaces and noisy function evaluation. Although, the conventional GA is also suitable for some kinds of multi-objective optimization problems, it is still difficult to solve those multi-objective optimization problems in which the individual objective functions are in the conflicting condition. A generic single-objective GA can be easily modified to find a set of non-dominated solutions in a single run. The ability of GA to simultaneously search different regions of a solution space makes it possible to find a diverse set of solutions for difficult problems with non-convex, discontinuous, and multi-modal solution spaces. The crossover operator of GA exploits structures of good solutions with respect to different objectives to create new non-dominated solutions in unexplored parts of Pareto front. In addition, most of the multiobjective approach does not require the user to prioritize, scale, or weigh objectives. Therefore, GA has been the most popular heuristic approach to multi-objective design and optimization problems. Pareto-based fitness assignment was first proposed by Goldberg [26] who suggested assigning equal probability of reproduction to all non-dominated individuals in the population. The method consisted of assigning rank 1 to the non-dominated individuals and removing them from contention, then finding a new set of non-dominated individuals, ranked 2, and so forth. NSGA-II differs from a simple GA only in the way the selection operation is performed. The superiority of NSGA-II lies in the way multiple objectives are reduced to a single fitness measure by the creation of number of fronts which are sorted according to non-domination. Implementation of NSGA-II requires the determination of some fundamental issues. The following schemes are employed after initialization of the population in the present paper [4, 6, 8] .
Non-dominated sorting
The initialized population is sorted based on non-domination using the following shorting algorithm:
For each individual i in the main population MP, find the set of individuals SI, that is dominated by i.
The crowding distance
The basic scheme behind the crowding distance calculation is the determination of Euclidian distance between each individual in a front based on their m objectives in the m dimensional space. All the individuals in the population are assigned a crowding distance value as the individuals are selected based on rank and crowding distance. Crowding distance is assigned front wise as explained below:
For each front F k , i is the number of individual.
For all the individuals initialize the distance to be zero. 
I(p) m is the value of the mth objective function of the pth individual in I.
Selection and recombination
The selection is performed using a crowded comparison operator a c as mentioned below:
Individuals in front F k are ranked as p rank = i.
From the crowding distance F k (dj), the ranks are compared using the comparison operator a c i.e. p a c q if p rank < q rank or if p and q belong to the same front F k then
By using tournament selection with crowded comparisonoperator, the individuals are selected.
Selection for individuals for next generation is performed by combining the current generation population and the offspring population. Elitism is ensured as all the previous and current best individuals are added in the population. Based on non-domination, population is sorted and the new generation is completed by each front subsequently until current population size is obtained.
Genetic operators 4.4.1. Crossover
Simulated binary crossover scheme is employed in the present study which simulates the binary crossover observed in nature given as below:
where a i,k is the ith child with kth component, p i,k is the selected parent and c k is the randomly generated sample (P0) obtained from a uniformly sampled random number u between (0, 1) defined by
cðuÞ ¼ ð2uÞ 
where e c is the distribution index for crossover.
Mutation
The polynomial mutation employed in the presented study is defined as follows:
where c k is the child, p k is the parent, and p u k and p l k are the upper and lower bounds on the parent components respectively.
D k is the small deviation calculated as follows:
where r n is an uniformly sampled random number between (0, 1) and em is the mutation distribution factor.
Results and discussions
Application of NSGA-II
In the present study, after initializing the population the individuals in the populations are sorted based on non-domination into each front. The first front being completely non-dominant set in the current population and the second front being dominated by the individuals in the first front only and the front goes so on. Each individual in each front is assigned rank (fitness) values or based on front in which they belong to. Individuals in first front are given a fitness value of 1 and individuals in second are assigned fitness value as 2 and so on. In addition to fitness value a new parameter called crowding distance is calculated for each individual. The crowding distance is a measure of how close an individual is to its neighbors. Large average crowding distance will result in better diversity in the population. Parents are selected from the population by using binary tournament selection based on the rank and crowding distance. An individual is selected if it has a rank value smaller than other individuals or if crowding distance is greater than the other. The selected population generates offsprings from crossover and mutation operators, which will be discussed in detail in a later section. The population with the current population and current offsprings is sorted again based on non-domination and only the best N individuals are selected, where N is the population size. The selection is based on rank and on crowding distance on the last front. The objective function given in Eq. (10) is evaluated for each individual by simulating the system dynamic model considering a severe fault disturbance. The population of NSGA-II is taken as 20 individuals (real coded representation) and evolutionary cycle has stopping criterion of 100 generations. The flowchart of the NSGA-II algorithm used in this work is shown in Fig. 3 . The obtained Pareto solution set, the values of objective functions (F 1 and F 2 ) associated with the Pareto solutions and the membership function values of each solution are given in Table 1 .
To show the effectiveness of the proposed NSGA-II approach for controller design, results of some recently published modern heuristic optimization methods [11] [12] [13] such as Real Coded Genetic Algorithm (RCGA), Differential Evolution (DE) and Particle Swarm Optimization for the same power system and disturbance are also provided in Table 1 . The final Pareto solution surface for the 20 solutions is shown in Fig. 4 . It is clear from Table 1 that proposed NSGA-II technique provides a set of solutions from which the user can choose the best one according to the need. It is also evident from Table 1 that when both objectives are considered, some solutions of NSGA-II are better than RCGA, DE and PSO approaches that are reported in the literature.
Best compromise solution
The ultimate aim of a multi-objective optimization algorithm is to identify a solution from the Pareto optimal set. Selection of suitable solution from all the non-inferior alternatives depends not only on the nature of the problem but also on the preference of the decision maker. Thus, the final solution to the problem is the result of both an optimization process and a decision process. Fuzzy set theory was proposed by Zadeh [27] which has been extensively applied in various fields. Fuzzy based approaches have been reported in the literature to choose best compromise solution from the obtained Pareto optimal set [5, 6, 20, 21] . In the fuzzy based approaches, various objectives are synthetically considered by marginally evaluating individual objectives and globally evaluating all objectives. The decision-makers' preferences among the objectives are reflected in their global subjective evaluation, taking into consideration the various respective objectives. The best compromise solution obtained by the Fuzzy based approach is not only non-dominated but also optimal in the sense of that the decision-maker's global subjective evaluation value is calculated taking into consideration the various respective objectives. In the present paper, a Fuzzy-based membership value assignment approach is applied to select the best compromise solution from the obtained Pareto set. The jth objective function of a solution in a Pareto set is assigned a membership value l j defined as [5] For each solution i, the membership value l i is calculated as
where n is the number of objective functions and m is the number of solutions. The solution having a membership value close to the average membership value is chosen as the best compromise solution. The optimal controller parameters obtained by the above approach are shown in bold letters (NSGA-II: 16) in Table 1 .
Simulation results for SMIB with SSSC
To show the robustness of the proposed design approach, different operating conditions and contingencies are considered for the system with and without the controller. To assess the effectiveness and robustness of the proposed controller, three different operating conditions (nominal, light and heavy) are considered. Simulation studies are carried out under different fault disturbances and fault clearing sequences.
Nominal loading
The behavior of the proposed controller is verified at nominal loading condition (P e = 0. 
Light loading
To test the robustness of the controller under varying operating conditions and location of the fault, the generator loading is changed to light loading condition (P e = 0.4 p.u., No Figure 3 Flowchart of NSGA-II algorithm.
Heavy loading
The robustness of the proposed controllers is also tested at heavy loading condition (P e = 1.0 p.u., d 0 = 60.7°). The load near bus 1 is disconnected for 200 ms (this simulates a small disturbance) and the system response is shown in Figs. 9 and 10. It is evident from Figs. 9 and 10 that, when both the objectives are considered, the proposed solution obtained by Fuzzybased membership value assignment approach (NSGA-II: 16) is the best compromise solution compared to the two extreme solutions (NSGA-II: 1 and NSGA-II: 20).
Extension to Multi-Machine Power System (MMPS) with SSSC
The proposed approach of designing and optimizing the parameters of a SSSC based damping controller by multiobjective NSGA-II technique is also extended to a MultiMachine Power System (MMPS) shown in Fig. 11 . It is similar to the power systems used in Refs. [5, [11] [12] [13] . The system consists of three generators divided into two subsystems and that are connected through an intertie. Following a disturbance, the two subsystems swing against each other resulting in instability. To improve the stability, the line is sectionalized and a SSSC is assumed on the mid-point of the tie line. The relevant data for the system are given in Appendix A.
The frequency of the multi-mode oscillations is commonly classified in the following three main modes, local mode 0.8-1.5 Hz, inter-area mode 0.2-1.5 Hz, and inter-plant mode 1.5-2.5 Hz [15] . The main purpose of design of an optimal controller should be to damp out all these three kinds of oscillation modes with minimum control effort. The objective can be formulated as the minimization of multi-objective function F given by
where
In the above equations, Dx L and Dx I represent the local, interarea modes of oscillations; DV q denotes the SSSC injected voltage i.e. the control efforts, and t 1 is the time range of the simulation. The same approach, as explained for SMIB case, is followed to design the SSSC based controllers for the MMPS case. In this case both local signal (line active power) and remote signals (speed deviations between G1 and G3) are considered as input signal to the SSSC based controller. A time delay of 15 ms, which is introduced by the sensor, is taken into consideration for the local signals. For remote signals a signal transmission delay of 50 ms is considered along with the time delay of 15 ms of the sensor. The objective function given in Eq. (23) is evaluated for each of the objectives by simulating the system dynamic model considering a threephase fault disturbance in one of the transmission lines. The obtained Pareto solution surface for both the remote and local input signals is shown in Figs. 12 and 13 respectively where the Pareto solutions are shown with the marker '·' and 's' respectively. The best compromise solution obtained by the above approach (NSGA-II technique and Fuzzy-based membership value assignment) for both local and remote input signals is given in Table 2 .
In order to show the effectiveness of the proposed optimal design approach, simulation studies are carried out for the example power system under a severe disturbance. A 100 ms 3-phase fault is applied at the middle of one of the parallel transmission lines between bus 1 and bus 6 at t = 1.0 s. The For comparison, all the figures show the response with remote signal where the controller parameters are obtained using multi-objective genetic algorithm as proposed in [5] , with dotted lines (with legend R: MGA). The system is highly oscillatory without control which is not shown in the figures. It can be seen from Figs. 14-16 that, when a remote signal is used as input to the SSSC based controller, the response with proposed NSGA-II optimized SSSC based controller is slightly better than the approach presented in the literature [5] for SSSC-based controller design (legend R: MGA). It can also Figure 11 Three-machine power system with SSSC. be seen from Fig. 16 that the control effort required to get the desired damping is very less in the proposed approach. It is also clear from the figures that the performance of the controller with remote signal is better compared to a local signal.
To show the robustness of the proposed NSGA-II design approach, another severe disturbance is considered. A 100 ms self-clearing fault is applied at bus 4 at t = 1 s. The tie-line power flow and the SSSC injected voltage are shown in Figs. 17 and 18 respectively. It is clear from these figures that the proposed controllers are robust and perform satisfactorily with minimum control effort. Simulation results show that the performance of the NSGA-II is better than that of recently proposed MGA approach. In all cases the damping following the disturbance has improved significantly.
The power systems studied in this paper are Single Machine Infinite Bus (SMIB) and two area three machine power systems. Even though, the studied multi-machine power system is a simple two-area system, the structure and parameters are realistic. The system is ideally suitable for studies related to the stability and control of local and inter-area modes, without the overwhelming complexity of actual inter-connected power systems for stability studies [5, [11] [12] [13] [14] . By studying the above simple systems, the basic characteristics of the controller can be assessed and analyzed, and conclusions can be drawn to give an insight for the implementation of SSSC in a large realistic power system. But, for a large power system, the location/type and number of FACTS devices to be installed in the system are the major issues. Selection of input signals to the FACTS controllers and selection of objective functions are also issues of concern. Modeling of power system with hundreds of buses and a large number of generators is also challenging. It is worthwhile to mention here that, in case of large and more complex systems, the input signal to the SSSC controller should be responsive to the mode of oscillations to be damped. The input signals could be chosen from a wide range of local and global signals. The controllability and observability analysis such as Hankel singular values, right-half plane zeros, relative gain array, and minimum singular value should be carried out for selecting the input signal to the controller. Also, in this example the inherent damping of the system selected was relatively low and the system becomes unstable under contingencies for a better presentation of the influence of the controller. However, in the realistic system, the damping effort contributed by the power system stabilizer may make the system stable under a contingency.
Conclusions
The significant contributions of the research work presented in this paper are as follows:
A multi-objective Nondominating Sorting Genetic
Algorithm-II (NSGA-II) method is presented for generating Pareto solution set in designing the SSSC-based controller. 2. A Fuzzy based approach is applied to select the best compromise solution for the Pareto solution set. 3. Studies show that the performance of the multi-objective approach is better than that of single objective approaches when multiple conflicting objectives are to be optimized simultaneously. 4. The study is further extended to a multi-machine power system where the design objective is to improve the transient performance of a power system subjected to a severe disturbance by damping the multi-modal oscillations with minimum control efforts. 5. Both local and remote signals with associated time delays are considered in the present study and a comparison has been made between the two signals. 6. The superiority of the proposed controller design approach is demonstrated under different disturbances in a multimachine power system using both local and remote signals and the results are compared with a recently published multi-criteria design approach. 7. It is observed that the proposed controllers are robust and perform satisfactorily with minimum control effort. 
