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naj podatke Agencije Republike Slovenije za okolje (ARSO). Primerja naj
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naj ovrednoti zanesljivosti napovedi.
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CA classification accuracy klasifikacijska tocˇnost
kNN k nearest neighbour k najblizˇjih sosedov
LSTM long short term memory dolgorocˇen kratkorocˇen spo-
min
ARSO slovenian environment agency Agencija Republike Slovenije
za okolje
IDE integrated development envi-
ronment
integrirano razvijalno okolje
MAE mean absolute error povprecˇna absolutna napaka
RAE relative absolute error relativna absolutna napaka
RF random forests nakljucˇni gozdovi




RNN recurrent neural network povratna nevronska mrezˇa

Povzetek
Naslov: Vpliv manjkajocˇih vrednosti na modeliranje onesnazˇenosti zraka
Avtor: Luka Zˇnidarsˇicˇ
V primeru modeliranja onesnazˇenosti zraka so vhodne spremenljivke pre-
tekli nivoji razlicˇnih onesnazˇeval, meteorolosˇke meritve in napovedi meteo-
rolosˇkega modela. Dogaja se, da nekatere meritve zaradi razlicˇnih vzrokov
(npr. okvara merilnikov), niso vedno na voljo. To povzrocˇa tezˇave pri zagonu
modelov, zato moramo manjkajocˇe vrednosti nadomestiti.
Cilj diplomskega dela je bil proucˇiti razlicˇne metode za nadomesˇcˇanje
manjkajocˇih vrednosti in dolocˇiti metodo, ki najmanj “pokvari” napovedi
PM10 in ozona dveh razlicˇnih modelov strojnega ucˇenja (nakljucˇni gozdovi in
model LASSO). Preverili smo pogosto uporabljene metode nadomesˇcˇanja po-
datkov v podobnih problemih. Od enostavnih metod imputacije smo izbrali
metodo nadomesˇcˇanja s povprecˇno vrednostjo ucˇne mnozˇice, s povprecˇjem
vrednosti 7-dnevnega obdobja okoli manjkajocˇega datuma (iz ucˇne mnozˇice)
in z vrednostjo prejˇsnjega dne. Od naprednejˇsih metod smo proucˇili uporabo
linearne regresije, vecˇkratne regresije, metodo kNN (k-najblizˇjih sosedov),
metodo vecˇkratne imputacije in nevronske mrezˇe LSTM. Ideja diplomskega
dela je bila tudi preveriti smotrnost izgradnje novega modela tako, da iz
ucˇne mnozˇice izkljucˇimo tisti dan manjkajocˇe podatke in z njimi zgradimo
model, ki ga potem uporabimo za napovedovanje. Razlicˇne metode smo testi-
rali tako, da smo iz testne mnozˇice odstranjevali razlicˇne mnozˇice podatkov
(glede na njihovo izvor) in jih nadomesˇcˇali s prej navedenimi metodami. Re-
zultate napovedi modelov z delom nadomesˇcˇenih podatkov smo primerjali z
rezultati, pridobljenimi na popolni mnozˇici podatkov (referencˇni rezultati).
Kot meri uspesˇnosti smo uporabili srednjo absolutno napako (MAE) in rela-
tivno absolutno napako (RAE).
Najslabsˇe sta se odrezali metoda kNN in metoda vecˇkratne imputacije.
Tudi enostavne metode so v veliki vecˇini primerov zelo pokvarile napovedi
modelov. Najboljˇse rezultate sta dali metodi nadomesˇcˇanja podatkov z ne-
vronskimi mrezˇami LSTM in z “zmanjˇsanim” modelom. Z uporabo teh me-
tod smo dobili rezultate, primerljive z referencˇnimi rezultati.
Kljucˇne besede: manjkajocˇe vrednosti, strojno ucˇenje, onesnazˇenost zraka.
Abstract
Title: Impact of missing values on the modeling of air pollution
Author: Luka Zˇnidarsˇicˇ
For air pollutant level forecasting pollutant measurements, measurements
of meteorological parameters and results of meteorological models are usually
used as input parameters. Because of different technical issues all data are
not always available when forecasting is performed. Missing values are an
issue for machine learning models.
The goal of this thesis was to investigate the effect of data imputation
on the performance of random forest and LASSO models for the forecasting
daily ozone and PM10 levels. We investigated the most popular methods for
data imputation in air quality and meteorological studies and selected some
simple data imputation methods and some machine learning methods. The
simple imputation methods comprised imputation with the mean value of the
imputed parameter, imputation with the mean value of a 7 day period around
the missing date (from the training set) and with the persistence method (the
last available value). We also tested the performance of imputation with the
kNN method, linear regression, multiple regression, multiple imputation, and
LTSM neural networks. We also tested the feasibility of retraining the models
with a reduced training set (only data available on the day of forecasting
are used) and prediction with such models. We first selected dates with
all available data and tested our models, this was the baseline. Then we
excluded different sets of data from the test set and imputed them with
different methods. The results achieved when predicting with the random
forest and LASSO models with imputed values were compared to the baseline
results in terms of mean absolute error (MAE) and relative absolute error
(RAE).
The worst performing models were kNN and multiple imputation. All
simple imputation methods did not perform well. Multiple regression showed
an improved performance over simple methods. The best results were achieved
when using the LSTM method and with the “reduced” model. When using
this two methods the forecasted results were similar to baseline results.
Keywords: missing values, machine learning, air pollution.
Poglavje 1
Uvod
Onesnazˇenost zraka ima velik vpliv na okolje in zdravje ljudi. Vecˇina raz-
vitih drzˇav belezˇi predvsem poviˇsane vrednosti delcev PM10 in ozon (O3),
velika mesta tudi poviˇsane nivoje NO2. Vdihavanje delcev povzrocˇa dihalne,
srcˇno-zˇilne, imunske in nevrolosˇke bolezni, medtem ko vdihavanje O3 vpliva
predvsem na dihalne funkcije. Onesnazˇenost zraka najbolj prizadene najbolj
ranljivi del prebivalstva; majhne otroke in starejˇse.
Za napovedovanje nivojev delcev PM10 in O3 se pogosto uporabljajo teh-
nike strojnega ucˇenja. Vecˇina modelov uporablja meteorolosˇke meritve kot
vhodne podatke. Nevronske mrezˇe in linearna regresija so se izkazali kot
uspesˇni tehniki za napovedovanje. Posebej uspesˇni pri napovedovanju nivo-
jev delcev PM10 in ozona, ko razpolagamo z veliko kolicˇino vhodnih podatkov,
sta bila linearni model LASSO in nelinearni model nakljucˇni gozdovi [6, 16]
Raziskovalna naloga je motivirana s strani Agencije Republike Slovenije
za okolje (ARSO), ki je odgovorna za napovedovanje nivojev PM10 in O3 za
tekocˇi in prihodnji dan za Slovenijo. Strokovnjaki napovedujejo nivoje in po
potrebi o poviˇsanih nivojih obvestijo prebivalstvo. Kot pomocˇ strokovnjakom
so bili razviti razlicˇni modeli za napovedovanje [15] nivojev najpogostejˇsih
onesnazˇeval v Sloveniji. V Sloveniji se pozimi srecˇujemo s poviˇsanimi nivoji
delcev PM10 zaradi slabe prevetrenosti dolin in kotlin in temperaturne in-
verzije v kombinaciji s poviˇsanimi izpusti notranjega ogrevanja. Poleti so
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nivoji PM10 nizki. Zaradi dolgih dni in povecˇanega soncˇnega sevanje pride
do poviˇsanih vrednosti ozona. Tezˇava modelov, ki delujejo v praksi (vsa-
kodnevni avtomatski zagon modelov za napovedovanje nivojev delcev PM10
in ozona), so manjkajocˇi podatki. Modeli, opisani v [6], kot vhodne po-
datke sprejmejo meritve onesnazˇeval (PM10 ali O3), meritve meteorolosˇkih
atributov in rezultate globalnega meteorolosˇkega modela ECMWF [19]. Za-
radi rednih vzdrzˇevanj merilnikov oziroma zaradi izrednih dogodkov lahko
vecˇkrat pride do izpada meritev. Obcˇasno se tudi zgodi, da napovedi meteo-
rolosˇkega modela ECMWF niso na voljo ob zagonu modela za napovedovanje
onesnazˇeval zraka. V takih primerih modeli dobijo nepopoln nabor vhodnih
podatkov. Vecˇina modelov ne ustvari napovedi, ko nabor vhodnih podat-
kov vsebuje manjkajocˇe podatke, zato je treba manjkajocˇe podatke nekako
nadomestiti. Nadomesˇcˇeni podatki lahko znatno vplivajo na pravilnost na-
povedane vrednosti.
V literaturi lahko zasledimo razlicˇne metode za nadomesˇcˇanje manjkajocˇih
podatkov. Najpogosteje se uporablja kar nadomesˇcˇanje manjkajocˇih vredno-
sti s povprecˇno vrednostjo manjkajocˇega atributa v ucˇni mnozˇici [6]. V [16]
so manjkajocˇe vrednosti nadomestili s povprecˇno vrednostjo manjkajocˇega
atributa v obdobju 7 dni okoli manjkajocˇega datuma iz ucˇne mnozˇice. V
[11] ocenjujejo uporabnost enovariantnih, vecˇvariantih in hibridnih metod ter
vecˇkratne imputacije za nadomesˇcˇanje manjkajocˇih podatkov v podatkovnih
bazah za napovedovanje kakovosti zraka. Najbolje se je obnesla uporabe sa-
moorganizirajocˇe mrezˇe ali nevronske mrezˇe vecˇslojnega perceptrona. V [21]
ocenjujejo uporabnost sˇestih metod za nadomesˇcˇanje manjkajocˇih podatkov.
Uporabljajo podatke podobne nasˇim, ki so geografsko porazdeljeni. Za naj-
bolj zanesljivo in natancˇno metodo se pri njih izkazˇe vecˇkratna regresija. V
[22] pa nadomesˇcˇajo tudi manjkajocˇa onesnazˇevalca O3 in PM10 z linearno
regresijo, vecˇkratno imputacijo, metodo najblizˇjega soseda in s povprecˇno
vrednostjo pred in po manjkajocˇem vnosu, kar se izkazˇe za najboljˇse.
Cilj diplomske naloge je raziskati vpliv manjkajocˇih vrednosti na tocˇnost
modela. Poglobili smo se v razlicˇne metode za nadomesˇcˇanje manjkajocˇih
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vrednosti in predlagali najbolj uspesˇno metodo. Za napovedovanje nivojev
PM10 in ozona smo uporabljali dva modela, ki sta se izkazala kot uspesˇna;
nakljucˇne gozdove in model LASSO. Izbrana modela potrebujeta popoln set
vhodnih podatkov za pravilno delovanje, zato smo modele ucˇili le na popolnih
podatkih. Sposobnost nadomesˇcˇanja manjkajocˇih vrednosti bomo ocenili kot
primerjavo rezultatov (povprecˇnih absolutnih napak), modela testiranega na
popolni mnozˇici podatkov (ni manjkajocˇih vrednosti za tisti dan) z rezultati
modela, ki napoveduje nivoje s kombinacijo pravih in nadomesˇcˇenih podat-
kov. Uporabili smo osem razlicˇnih metod za nadomesˇcˇanje manjkajocˇih po-
datkov in preizkusili izvedljivost gradnje modela le na podatkih, ki jih imamo
tisti dan na voljo.
V Poglavju 2 pregledamo uporabljeno programsko opremo, postopke in
metode, uporabljene pri izvedbi diplomske naloge. V Poglavju 3 opiˇsemo
postopek izvedbe programa. V rezultatih 4 opiˇsemo rezultate, ki smo jih
dobili in jih ovrednotimo. Koncˇno v Poglavju 5 povzamemo nasˇe rezultate
in predlagamo mozˇne izboljˇsave. V Poglavju 6 lahko najdemo vse slike z




V tem poglavju naredimo pregled metod in podatkov, uporabljenih v diplom-
ski nalogi. Najprej opiˇsemo razvijalno okolje in programski jezik, ki smo ga
uporabljali. Nato opiˇsemo podatke, ki jih uporabljamo, in generiranje ucˇne
in testne podmnozˇice. Koncˇno si ogledamo sˇe metode, ki jih uporabljamo za
nadomesˇcˇanje oziroma odstranjevanje podatkov, ter ocenjevalne metode.
2.1 Platforme in jeziki, uporabljeni za razvoj
V tem podpoglavju si ogledamo tehnologije, ki smo jih uporabili za progra-
miranje metod in njihovo uporabo.
2.1.1 Programski jezik R
Aplikacijo smo razvijali v programskem jeziku in okolju R. R [10] sta ustvarila
Ross Ihaka in Robert Gentleman kot jezik, ki se uporablja za statisticˇno
analizo. Je brezplacˇno dostopen in se danes veliko uporablja za izgradnjo
napovednih modelov, podatkovno rudarjenje in druge podobne funkcije [7].
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Slika 2.1: RStudio, zagnan na Windowsu.
2.1.2 RStudio
RStudio je integrirano razvijalno okolje (IDE) za razvijanje aplikacij v pro-
gramskem jeziku R. Je odprtokodno orodje, ki zdruzˇuje razlicˇne kompo-
nente R-ja (konzole, urejanje izvorne kode, grafika, zgodovina, orodje za
razhrosˇcˇevanje, itd.) v skupno okolje, ki omogocˇa vecˇjo produktivnost [1] in
poenostavi razvoj.
2.2 Podatki
Uporabljene podatke smo pridobili od ARSO. Uporabili smo dve mnozˇici
podatkov. Eno za napovedovanje vrednosti O3 in eno za napovedovanje del-
cev PM10. Vsaka mnozˇica je nadalje razdeljena na sedem podmnozˇic, ki
predstavljajo sedem razlicˇnih merilnih mest po Sloveniji. Obe mnozˇici imata
pet skupnih merilnih mest, ki se nahajajo v Celju, Iskrbi, Ljubljani, Murski










Tabela 2.1: Sˇtevilo atributov v posamezni podmnozˇici za napovedovanje vre-
dnosti O3.
pru in Krvavcu, mnozˇica PM10 pa postaji v Zagorju in Trbovljah. Mnozˇica
PM10 vsebuje 411 belezˇenih atributov na vseh postajah. Kolicˇina belezˇenih
atributov v mnozˇici O3 se razlikuje od postaje do postaje in je zapisana v
Tabeli 2.1.
Atribute delimo na tri skupine glede na njihovo naravo. Skupine so atri-
buti, izpeljani iz meritev onesnazˇevalcev (vrednosti NO2, O3 in PM10), atri-
buti, izpeljani iz meteorolosˇkih meritev (sevanje, hitrost vetra, padavine,
zracˇni tlak, vlaga in temperatura) in ECMWF, ki se imenuje po evropskem
centru za srednjerocˇne vremenske napovedi. Atributi, ki opisujejo tempera-
turno inverzijo, so definirani kot razlika temperature, izmerjene dva metra
nad tlemi v izbranem kraju, in temperature na dolocˇeni nadmorski viˇsini.
Kot temperaturo inverzije v dolocˇenem kraju smo vzeli razliko meritve tem-
perature in temperature na Krvavcu (na 1400 metrih nadmorske viˇsine).
Temperaturno razliko inverzije, ki jo napoveduje model ECMWF, dolocˇimo
kot razliko napovedanih temperatur na dveh metrih in na 950 hPa in 850
hPa. Atributi, razdeljeni v skupine, so navedeni v Tabeli 2.2. Vsi atributi
nastopajo kot povprecˇna, maksimalna in minimalna vrednost na opazova-
nem intervalu (za danasˇnji dan do 7h zjutraj in za cel vcˇerajˇsnji dan) za
vse izmerjene vrednosti. Napovedi modela ECMWF nastopajo kot napove-
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dane vrednosti za razlicˇne ure v dnevu za tekocˇi dan. Postaji Koper in Nova
Gorica vsebujeta dodaten atribut temperaturo zraka, izmerjeno na oceano-
grafski boji (tboja), in njegove izpeljanke, postaji Krvavec pa manjkajo me-
ritve NO2. Napovedi generiramo s podatki, ki so na voljo do 7h zjutraj za
npoavedan dan (tako kot dela model v praksi na ARSO).
Mnozˇice, ki jih uporabljamo, vsebujejo vnose, ki segajo od zacˇetka leta
2013 do konca 2017. Delimo jih na ucˇno podmnozˇico, ki obsega podatke do
zacˇetka leta 2017, in na testno, ki obsega ostale podatke.
2.3 Umetno generiranje manjkajocˇih podat-
kov
Cilj diplomskega dela je ovrednotiti, koliko slabsˇe so napovedi modelov, nare-
jene z manjkajocˇimi podatki, v primerjavi z napovedmi modelov s popolnimi
podatki, zato za testiranje uporabimo samo dneve s popolnimi podatki (base-
line). V realnosti se zaradi problemov na merilnih postajah ponavadi srecˇamo
z izpadom enega ali vecˇ merilnikov hkrati. Da bi cˇim bolje ponazorili realne
situacije, umetno odstranimo enega ali vecˇ atributov hkrati:
• Zjutraj ali ponocˇi je merilnik izbranega onesnazˇevala (O3 ali PM10)
nehal delovati – manjkajo atributi onesnazˇevala za
”
danes“.
• Merilnik izbranega onesnazˇevala dlje cˇasa ne deluje – odstranimo vse
atribute izbranega onesnazˇevala za napovedovanje danasˇnje vrednosti.
• Mrezˇa kakovosti zraka ne deluje. Zato manjkajo vse meritve one-
snazˇeval – manjkajo vsi atributi, povezani z meritvami onesnazˇeval.
• Meteorolosˇka mrezˇa ne deluje – odstranimo vse atribute, povezane z
meteorolosˇkimi meritvami.
• Napovedi meteorolosˇkega modela niso na voljo – odstranimo vse atri-
bute, povezane z meteorolosˇkim modelom ECMWF.
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Tip podatka Parameter Ime atributa Enota











difuzno sevanje difuzno sevanje W/m2
globalno sevanje globalno sevanje W/m2
hitrost vetra hitrost veter m/s
sunki vetra max hitrost veter m/s
padavine rr mm
zracˇni tlak p hPa
relativna vlaga rh %
temperatura na dveh metrih t2m ◦C
temperatura na dveh metrih na Krvavcu t2m krv ◦C
Parametri
modela ECMWF
difuzno sevanje difuzno sevanje W/m2
kolektivna potencialna energija na voljo m.cape J/kg
smer vetra m.dd ◦
hitrost vetra m.ff m/s
sunki vetra m.ffx m/s
viˇsina tocˇke modela m.h0 m
visoka oblacˇnost m.hcc okta
srednja oblacˇnost m.mcc okta
nizka oblacˇnost m.lcc okta
nevihtni potencial m.Kind okta
tlak reduciran na morsko gladino m.msl hPa
celotna oblacˇnost m.nn okta
relativna vlazˇnost m.rh %
padavine m.rr mm
sneg m.sn mm
kratkovalovno soncˇno sevanje m.ssrad W/m2
temperatura na dveh metrih m.t2m ◦C
temperatura m.t ◦C
Showalterjev indeks stabilnosti m.swi /
viˇsina snezˇenja m.sl m nad morsko gladino
temperatura rosiˇscˇa m.td ◦C
temperatura konvekcije m.ta ◦C
maksimalna temperatura m.tx ◦C
minimalna temperatura m.tn ◦C
850 hPa max temperatura sˇpusˇcˇena”
na povrsˇje po adiabati
m.txAdi ◦C
max dnevna temperatura m.txsyn ◦C
min dnevna temperatura m.tnsyn ◦C




razlika med t2m in t2m na Krvavcu t inv KRV ◦C
razlika v temperature na 2m in 850hPa inv850 ◦C
razlika v temperature na 2m in 950hPa inv950 ◦C
Tabela 2.2: Tabela skupin atributov in njihovih oznak.
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Odstraniti podatke pomeni, da jih uposˇtevamo kot manjkajocˇe. To so
podatki, ki jih imputiramo.
2.4 Generiranje referencˇnega modela
Preden smo se lotili nadomesˇcˇanja manjkajocˇih vrednosti, smo morali po-
datke
”
ocˇistiti“. Zacˇeli smo z izlocˇitvijo atributov, ki so imeli zˇe v osnovni
mnozˇici zelo veliko sˇtevilo manjkajocˇih vrednosti. Prag (koliko manjkajocˇih
atributov je prevecˇ) smo dolocˇili dinamicˇno za vsako podmnozˇico posebej.
Zacˇetna vrednost praga je bila 35. To vrednost smo dvignili do 300 v pri-
meru, da je imel kateri izmed atributov, ki smo ji nadomesˇcˇali vrednosti,
vecˇ kot 35 manjkajocˇih vrednosti. Cˇe je imel kateri atribut vecˇ kot 300
manjkajocˇih vrednosti, smo ga odstranili. Cˇe smo atribut odstranili v testni
podmnozˇici, smo ga odstranili tudi v ucˇni podmnozˇici.
Potem smo odstranili sˇe vnose (vrstice), ki jim je manjkala katera od
vrednosti. To so dnevi, v katerih je res manjkal kateri od atributov. Tako
smo dobili mnozˇico brez manjkajocˇih podatkov, ki smo jo razdelili na ucˇno in
testno mnozˇico. Postopek delitve je opisan v Razdelku 2.2. Zaradi razlicˇnih
odstranjenih atributov in manjkajocˇih podatkov v posameznih podmnozˇicah
smo dobili testne in ucˇne mnozˇice z razlicˇnimi velikostmi. Tocˇne velikosti
mnozˇic, narejenih za napovedovanje delcev PM10 in O3, so opisane v Ta-
beli 2.3 oziroma 2.4.
Imputacijo manjkajocˇih podatkov smo izvedli na posamezni mnozˇici (na-
povedovanje O3 in PM10) in vsakicˇ odstranili eno izmed petih skupin atri-
butov, opisanih v Razdelku 2.2 (tri mnozˇice onesnazˇevalcev, meteorolosˇki in
atributi ECMWF).
Na ucˇni mnozˇici smo nato naucˇili modela nakljucˇnih gozdov in LASSO.
Zaradi postopka, opisanega zgoraj, nimamo vedno istih atributov v ucˇni in
testni mnozˇici. Atributi, ki jih najdemo v teh dveh mnozˇicah, so odvisni od
manjkajocˇih vrednosti v mnozˇici posamezne postaje, iz katere sta zgrajena
modela.
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Modela nakljucˇnih gozdov in LASSO kot vhodne podatke za delovanje
potrebujeta vse vrednosti, s katerimi sta bila ustvarjena. To nam je pre-
precˇevalo, da bi zgradili en skupen model za vse podmnozˇice, zato smo zgra-
dili novega za vsako iteracijo.
2.5 Metode nadomesˇcˇanja podatkov
Izbrali smo osem metod nadomesˇcˇanja podatkov, opisanih spodaj. Prve tri
metode lahko opiˇsemo kot preproste in ne potrebujejo pretiranega predzna-
nja za razumevanje. Pripadajo skupini enojnih imputacijskih tehnik. Enojne
imputacijske tehnike vrednost, ki jo ocenjujemo, ocenijo enkrat in predpo-
stavijo, da je ocena pravilna. To lahko vodi v pristranskost v povprecˇju in
odklonu. Tako ocenjene vrednosti ignorirajo odnose z drugimi spremenljiv-
kami, kar lahko povzrocˇi napake v napovedovanju [23]. V to skupino spadajo
metode celotnega povprecˇja, povprecˇja datuma in persistencˇna imputacija.
Ostalih pet metod nadomesˇcˇanja manjkajocˇih podatkov pripada skupini
metod vecˇkratnih imputacij. Metode vecˇkratnih imputacij na razlicˇne nacˇine
(odvisno od uporabljene metode) vecˇkrat ocenijo manjkajocˇo vrednost in kot
koncˇno oceno vzame povprecˇje vseh ocenjenih vrednosti. Koncˇne ocene ne
jemlje kot absolutno pravilne, temvecˇ kot najboljˇsi priblizˇek prave vredno-
sti. Te metode so privlacˇnejˇse, saj uposˇtevajo nedolocˇljivost pri ocenjevanju
vrednosti in lahko zato vrednosti naknadno popravijo z raznimi preprostimi
metodami, kot je opisano v [17, 18]. V to skupino spadajo metoda kNN (k
najblizˇjih sosedov), linearna in vecˇkratna regresija, vecˇkratna imputacija in
nevronska mrezˇa z enotami LSTM. Ker so se te metode pokazale kot uspesˇne
in uporabne, smo jih izbrali za primerjavo v nasˇem delu.
2.5.1 Povprecˇje
Povprecˇje je metoda, pri kateri za manjkajocˇo vrednost (ali vrednosti) vza-
memo kar povprecˇje vseh do tedaj razpolozˇljivih vrednosti. Spada v skupino
enojnih imputacij. Metoda sklepa, da je povprecˇna vrednost dovolj dobra
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Murska Sobota 352 1367







Murska Sobota 352 1367
Nova Gorica 349 1302






Murska Sobota 318 1319
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Murska Sobota 280 1231
Nova Gorica 349 1302
Tabela 2.3: Sˇtevilo vnosov v testnih in ucˇnih mnozˇicah, narejenih pri testi-
ranju napovedovanja vrednosti O3.
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Murska Sobota 359 1005







Murska Sobota 359 1005
Nova Gorica 346 926
Trbovlje 347 998
Zagorje 304 932




Murska Sobota 299 952







Murska Sobota 359 1005







Murska Sobota 284 931
Nova Gorica 346 926
Trbovlje 325 973
Zagorje 304 932
Tabela 2.4: Sˇtevilo vnosov v testnih in ucˇnih mnozˇicah, narejenih pri testi-
ranju napovedovanja vrednosti PM10.
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ocena na podlagi teorije normalne porazdelitve. Obicˇajno je lahko dober na-
domestek pod pogojem, da so podatki resnicˇno porazdeljeni nakljucˇno. Cˇe to
ne drzˇi, potem je ocena pristranska, ker vrednost vedno ocenjuje enako. To
lahko na daljˇse cˇasovno obdobje ali pri velikem sˇtevilu manjkajocˇih atributov
povzrocˇa tezˇave.
Povprecˇje smo v nasˇem primeru implementirali tako, da smo manjkajocˇe
vrednosti nadomestili s povprecˇno vrednostjo manjkajocˇega atributa iz ucˇne
mnozˇice.
2.5.2 Povprecˇje datuma
Povprecˇje datuma je metoda, pri kateri kot ocenjeno vrednost manjkajocˇega
atributa vzamemo povprecˇje dni z istim datumom oziroma zaporednim dnem
kot podatek, ki ga zˇelimo nadomestiti. Da nekoliko povecˇamo vzorcˇno sku-
pino, vzamemo za nadomesˇcˇanja manjkajocˇe vrednosti povprecˇje vrednosti
tri dni pred in po iskanem datumu.
Metoda predvideva, da ima vsak zaporedni dan v letu dovolj podobne
vrednosti zaporednim dnem iz drugih let, da lahko na podlagi nekaj let po-
datkov bolj pravilno sklepamo o trenutni situaciji. Na ta nacˇin se poskusˇamo
izogniti vplivu dni, ki imajo lahko zaradi vpliva letnih cˇasov precej drugacˇne
vrednosti atributov (na primer, na zimski dan temperaturo nadomestimo z
neko zimsko temperaturo, ne pa z letnim povprecˇjem).
2.5.3 Persistencˇna imputacija
Persistencˇna imputacija predvideva skladnost v vremenskih podatkih za krajˇsa
cˇasovna obdobja. Predpostavlja, da se vrednost atributa na kratki rok ne
spreminja pretirano. Imputacijo opravimo tako, da kot nadomestek vza-
memo
”
vcˇerajˇsnjo“ vrednost oziroma zadnjo iskano vrednost manjkajocˇega
atributa.
Persistencˇna imputacija lahko deluje dobro v primeru dokaj konstantnih
in neodvisnih atributov. Tezˇave lahko nastanejo pri atributih, ki se jim
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vrednost lahko hitro spremeni ali pa so mocˇno vezane na druge atribute, kar je
pri meteorolosˇkih atributih zelo obicˇajno. Na primer izmerjena temperatura
je mocˇno odvisna od tega, ali je v cˇasu od zadnje meritve dezˇevalo. Ocenjena
vrednost je lahko slaba tudi, ko nam dlje cˇasa manjka podatek, saj so starejˇsi
podatki nezanesljivi za dani trenutek.
2.5.4 k najblizˇjih sosedov
Metoda kNN ocenjuje manjkajocˇo vrednost po principu podobnosti. Vnosu
z manjkajocˇo vrednostjo, ki jo zˇelimo oceniti, najprej normaliziramo vredno-
sti. Nato ga primerjamo s preteklimi vnosi, ki manjkajocˇo vrednost imajo.
Razdaljo med njimi ocenimo z evklidsko razdaljo med vsemi atributi vnosov,
ki jih primerjamo med seboj. Da dobimo vrednost, ki bolje predstavlja is-
kano, vzamemo povprecˇje manjkajocˇih vrednosti k najbolj podobnih vnosov.
V nasˇi implementaciji smo za k izbrali 5. Za to sˇtevilo smo se odlocˇili zaradi
hitrosti izvajanja programa. Za izvedbo kNN smo uporabili funkcijo knn iz
R knjizˇnice class.




kjer je Xi i-ti vnos atributa, ki ga zˇelimo normalizirati, in Yi njegova nor-
malizirana vrednost. max(X) in min(X) sta najvecˇja oziroma najmanjˇsa
vrednost atributa v ucˇni mnozˇici.
2.5.5 Linearna regresija
Linearna regresija oziroma navadna regresija se pogosto uporablja za napove-
dovanje vrednosti. Predpostavi, da obstaja linearna povezava med atributom
(neodvisno spremenljivko) x in koncˇno (odvisno) spremenljivko y in da se da
y izracˇunati iz medsebojne odvisnosti z atributom. Napovedovanje vrednosti
na tak nacˇin je ucˇinkovito in hitro, cˇe obstaja neodvisna spremenljivka, ki
ima mocˇno medsebojno linearno odvisnost z iskano koncˇno vrednostjo.
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Imputiranje z linearno regresijo smo izvedli tako, da smo najprej ucˇno
mnozˇico razdelili na validacijsko, ki je vsebovala 25 % vnosov, in na zmanjˇsano
ucˇno mnozˇico, ki je vsebovala 75 % vnosov ucˇne mnozˇice. Na zmanjˇsani ucˇni
mnozˇici smo nato izvedli linearno regresijo med vsakim atributom, ki ni v
mnozˇici manjkajocˇih atributov, in atributom, ki smo ga zˇeleli nadomestiti.
Nato smo napovedali vrednosti validacijske mnozˇice. Te rezultate smo pri-
merjali s pravimi vrednostmi iz validacijske mnozˇice in tako dobili razvrstitev
najboljˇsih napovedovalcev manjkajocˇega atributa. Z atributom, ki je najbolje
napovedoval vrednosti na validacijski mnozˇici, smo nato napovedali sˇe manj-
kajocˇe vrednosti na testni mnozˇici in jih vzeli kot nove imputirane vrednosti.
Za izvedbo linearne regresije smo uporabili funkcije iz R paketa stats.
2.5.6 Vecˇkratna regresija
Vecˇkratna regresija (oziroma vecˇkratna linearna regresija) se podobno kot
linearna regresija uporablja za ugotovitev povezave med dvema ali vecˇ ne-
odvisnimi spremenljivkami in eno odvisno oziroma ciljno spremenljivko. Za
izracˇun regresijske enacˇbe obicˇajno uporabljamo metodo navadnih najmanjˇsih
kvadratov [2].
Model vecˇkratne regresije opiˇsemo s formulo
Y = β0 + β1X1 + β2X2 + · · ·+ βmXm +  (2.2)
Kjer je Y ciljna spremenljivka, β0, . . . , βm so utezˇi, x1, . . . , xm so neodvi-
sne spremenljivke in  napaka modela. Nadalje, β0 predstavlja pricˇakovano
vrednost, cˇe bi bile vse ostale spremenljivke enake nicˇ. Vse ostale vrednosti
β pa predstavljajo prispevek posameznega atributa h koncˇni vrednosti ciljne
spremenljivke [20].
Za izvedbo vecˇkratne regresije se predvideva normalna porazdelitev, line-
arnost, neodvisnost od ekstremnih vrednosti in neobstojecˇe vecˇkratne pove-
zave med neodvisnimi spremenljivkami [20].
Vecˇkratno regresijo smo izvedli podobno kot linearno regresijo. Tokrat
smo relacijo definirali med ciljnim atributom in vsemi ostalimi (odvisnimi)
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atributi. Metodo smo naucˇili na ucˇni mnozˇici in jo uporabili, da smo napove-
dali manjkajocˇo vrednost atributa v testni mnozˇici z manjkajocˇimi podatki.
Za izvedbo smo uporabili R paket stats.
2.5.7 Vecˇkratna imputacija
Pri vecˇkratni imputaciji se namesto nadomestitve manjkajocˇe vrednosti z
eno samo vrednostjo uporabi porazdelitev neodvisnih spremenljivk za oceno
vecˇ mozˇnih vrednosti. To nam omogocˇa, da kompenziramo nedolocˇljivost
resnicˇne vrednosti. Postopek je predlagal Donald Rubin [17], da bi zmanjˇsal
kolicˇino sˇuma v podatkih, ki nastane zaradi imputacije.
Imputacijo naredimo tako, da najprej vecˇkrat imputiramo manjkajocˇo
vrednost z modelom, ki vsebuje nakljucˇno variacijo. Nato vse analize zdruzˇimo
z izracˇunom povprecˇja, variance in zaupanja.
Vecˇkratno imputacijo smo implementirali z R paketom mice [3]. Paket
mice je na zˇalost izredno pocˇasen na velikih matrikah. Zaradi pomanjkanja
racˇunske mocˇi na izvajalni napravi ni bilo mogocˇe opraviti vseh imputacij
zahtevanih vrednosti v enem zagonu mice. Zato smo uporabili vecˇ zagonov
mice, ob enem zagonu samo imputirali po eno spremenljivo na enkrat s petimi
imputacijami in vzeli njihovo povprecˇje kot novo imputirano vrednost.
2.5.8 Tehnika LSTM
Tehnika LSTM [9] je povratna nevronska mrezˇa, ki se uporablja v globokem
strojnem ucˇenju. LSTM se pogosto uporablja za klasifikacijo, procesiranje
in ustvarjanje napovedi za podatke v cˇasovni vrsti.
Povratne (oziroma rekurencˇne) nevronske mrezˇe (RNN) uporabljajo po-
mnjenje, da izboljˇsajo svoje napovedi glede na svoje prejˇsnje stanje. To lahko
delajo precej zanesljivo za kratkorocˇno zgodovino, a hitro izgubijo spomin,
saj se njihovo stanje
”
povozi“ in nadomesti z vplivom novejˇsih stanj. To se
zgodi, ker se za izracˇun novega stanja vzame le del prejˇsnjega stanja. Vpliv
posameznega stanja na prihodnja stanja se tako z vsakim korakom manjˇsa.
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Daljˇse pomnjenje v RNN-jih je sicer teoreticˇno mozˇno, vendar prakticˇno zelo
tezˇko izvedljivo. Nevronske mrezˇe LSTM so se sposobne naucˇiti in pomniti
vnose za daljˇsa cˇasovna obdobja.
Slika 2.2 predstavlja obicˇajno nevronsko mrezˇo. Ob izvedbi napovedi
se kot vhod uporabita vhodna spremenljivka in prejˇsnje stanje celice. Cri-
stopher Olan [14] je kot primer aktivacijske funkcije uporabil tanh oziroma
hiperbolicˇno aktivacijsko funkcijo, kot vidimo na Slikah 2.2 in 2.3.
Slika 2.3 predstavlja nevronsko mrezˇo, narejeno z LSTM. Cˇrte predsta-
vljajo tok podatkov, roza krogci predstavljajo tocˇkovne matematicˇne opera-
cije in rumene sˇkatle predstavljajo naucˇene nevronske sloje. Obicˇajna enota
LSTM vsebuje celico in tri vrata, ki dolocˇajo tok informacij v in iz celice. Ta
vrata so oznacˇena z znakom σ in se imenujejo vhodna vrata za podatke, vrata
za pozabljanje in izhodna vrata za podatke. Vhodni podatki so oznacˇeni z xt,
prejˇsnje in trenutno celicˇno stanje s Ct−1 oziroma Ct in prejˇsnje ter sedanje
izhodno stanje z ht−1 oziroma ht [14].
Cˇasovni korak v celici LSTM lahko razbijemo v naslednje korake:
1. V vratih za pozabljanje izracˇunamo vrednosti ft na podatkih ht−1 in
xt s sigmoidno funkcijo 2.3
ft = σ(Wf · [ht−1, xt] + bf ), (2.3)
kjer so Wf utezˇi in bf pristranskosti funkcije. ft ∈ [0, 1] predstavlja
utezˇi, s katerimi pomnozˇimo vrednosti prejˇsnjega stanja celice, da pri-
dobimo del trenutnega celicˇnega stanja Ct.
2. Funkcija tahn na podlagi xt in ht−1 ustvari nove kandidatne vrednosti
C˜t, ki bi se lahko dodale celicˇnemu stanju Ct (glej 2.5). Na vhodnih vra-
tih medtem sigmoidna funkcija ustvari vrednosti it ∈ [0, 1], ki odlocˇajo,
katere oziroma za koliko posodobimo vrednosti C˜t.
it = σ(Wi · [ht−1, xt] + bi) (2.4)
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C˜t = tanh(WC · [ht−1, xt] + bC) (2.5)
Wf in bf so utezˇi in pristranskosti sigmoidne funkcije.
3. Iz izracˇunanih vrednosti ustvarimo novo celicˇno stanje Ct. Najprej
prejˇsnje celicˇno stanje Ct−1 tocˇkovno pomnozˇimo z izhodom vrat za
pozabljanje ft, da dobimo vmesno trenutno stanje. Nato tocˇkovno
zmnozˇimo it in C˜t, da dobimo kandidatne vrednosti za trenutno stanje.
Oboje nato tocˇkovno sesˇtejemo, da dobimo trenutno stanje celice Ct
(2.6).
Ct = ft ·Ct−1 + it · C˜t (2.6)
4. Vrednosti Ct posˇljemo skozi tahn funkcijo, da jih pretvorimo v vredno-
sti, ki pripadajo intervalu [−1, 1]. Koncˇno uporabimo zadnja (izhodna)
vrata, ki nam vrnejo vrednosti, s katerimi pomnozˇimo pretvorjene vre-
dnosti Ct, da pridobimo izhodno stanje ht (glej 2.7 in 2.8). Wo in bo so
utezˇi in pristranskosti funkcije.
ot = σ(Wo · [ht−1, xt] + bo) (2.7)
ht = ot · tanh(Ct) (2.8)
Pri gradnji nevronske mrezˇe LSTM smo uporabili R paket Keras [8].
Uporabili smo layer lstm in layer dense sloje, ki jih vsebuje paket. Nevron-
sko mrezˇo LSTM smo implementirali kot vecˇslojno mrezˇo. Prvi, vhodni sloj
je sestavljen iz 128 LSTM nevronov, drugi sloj je sestavljen iz 64 layer dense
nevronov, tretji sloj je sestavljen iz 32 layer dense nevronov in koncˇnega, iz-
hodnega sloja, ki vsebuje en izhodni layer dense nevron. Za to postavitev
nevronov smo se odlocˇili na podlagi preizkusˇanja raznih postavitev. Ugotovili
smo, da se rezultati prenehajo bistveno izboljˇsevati, cˇe dodamo sˇe vecˇ slojev
oziroma nevronov. Uporabljeno postavitev bi se z natancˇnejˇsim testiranjem
najverjetneje lahko izboljˇsalo.
20 Luka Zˇnidarsˇicˇ
Model smo zatem zgradili z napako najmanjˇsih kvadratov (MSE) kot
funkcijo izgube in ga koncˇno naucˇili v 50 dobah. Z zgrajenim modelom
smo nato napovedali vrednosti za iskano manjkajocˇo spremenljivko in jih
imputirali kot nadomestek.
Slika 2.2: Obicˇajna povratna nevronska mrezˇa [14].
Slika 2.3: Nevronska mrezˇa narejena z tehniko LSTM [14].
2.6 Napovedovanje z zmanjˇsanim modelom
Poleg imputiranja manjkajocˇih vrednosti smo preizkusili tudi smiselnost od-
stranjevanja manjkajocˇih atributov in izgradnje novih modelov nakljucˇnih
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gozdov in LASSO na zmanjˇsanem naboru podatkov. Ideja izgradnje novega
modela je, da ne generiramo napovedi iz “nerealnih” podatkov. Preveriti
zˇelimo, ali je boljˇse narediti model z zmanjˇsano mnozˇico vhodnih podat-
kov (verjetno slabsˇi model) kot napovedovati z nadomesˇcˇenimi vrednostmi.
Rezultate takih modelov primerjamo z metodami nadomesˇcˇanja.
Za vsak nabor manjkajocˇih podatkov smo zgradili na testni mnozˇici mo-
del, ki je uporabil samo podatke, ki niso manjkali. Model smo potem upora-
bili za napoved na testni mnozˇici. Zato ker je bil model zgrajen na podatkih,
ki so bili na voljo v testni mnozˇici, ni bilo v tem primeru treba nadomesˇcˇati
nobenih podatkov.
Cˇasovna zahtevnost napovedovanja z zmanjˇsanim modelom se je izkazala
za rahlo manjˇso od kompleksnejˇsih metod za nadomesˇcˇanje podatkov. To
lahko pripiˇsemo odsotnosti potrebe po samem napovedovanju manjkajocˇih
vrednosti. Razlika v cˇasovni zahtevnosti ni bila velika in ne bi predstavljala
pomembne razlike pri zagonu modela v praksi.
2.7 Metode napovedovanja
Za napovedovanje ciljnih vrednosti NO2 in O3 po imputaciji oziroma odstra-
njevanju manjkajocˇih atributov uporabljamo dve metodi za napovedovanje
vrednosti. Glede na rezultate sˇtudije, opisane v [15] smo se odlocˇili uporabiti
modela nakljucˇnih gozdov in LASSO.
2.7.1 Nakljucˇni gozdovi
Nakljucˇni gozdovi [12] so podobni postopku
”
bagging“. Pri tem postopku
neodvisno gradimo klasifikacijska drevesa na vzorcu podatkovne baze in na
koncu za napoved vzamemo preprost vecˇinski glas (za klasifikacijske pro-
bleme) oz. povprecˇje (za regresijske probleme) za koncˇno napoved.
Pri nakljucˇnih gozdovih gremo korak dlje in dodamo vecˇ nakljucˇnosti v
grajenje dreves. Ko gradimo navadna odlocˇitvena drevesa, pri grajenju po-
sameznega vozliˇscˇa vedno uporabimo atribut, ki najbolje razdeli vrednosti.
22 Luka Zˇnidarsˇicˇ
Pri nakljucˇnih gozdovih pa namesto najboljˇse vrednosti izmed vseh atribu-
tov uporabimo najboljˇsega izmed mtry nakljucˇno izbranih atributov, kjer je
mtry sˇtevilo atributov, ki jih nakljucˇno izberemo pri deljenju vozliˇscˇa. To
omogocˇa vecˇjo robustnost in preprecˇuje prenasicˇenje modela in je glavni ra-
zlog, zakaj smo se ga odlocˇiti uporabiti. Kljub neintuitivnem pristopu daje
model izredno dobre rezultate [12].
Algoritem poteka po naslednjih korakih [12]:
1. Izberemo ntree vzorcev za zagon iz izvirnega seta podatkov.
2. Za vsakega izmed vzorcev izdelamo neobrezano (v nasˇem primeru) re-
gresijsko drevo. Ko gradimo drevo na vsakem vozliˇscˇu namesto naj-
boljˇsega atributa za deljenje, izberemo mtry nakljucˇnih atributov in
izmed njih izberemo najboljˇsega za deljenje vozliˇscˇa.
3. Napovemo nove podatke z agregiranjem napovedi vseh ntree dreves. V
nasˇem primeru (regresija) za agregacijo uporabimo povprecˇno vrednost.
V nasˇi implementaciji smo uporabili R paket randomForest.
2.7.2 LASSO
LASSO je vrsta linearne regresije, ki uporablja regularizacijo. Z regulari-
zacijo ocenjuje regresijske koeficiente β1, · · · , βn regresijskega modela, opisa-
nega z enacˇbo 2.2. Dosezˇe minimizacijo regresijskih koeficientov v enacˇbi 2.9.
min
β




za nek λ ≥ 0, kjer je y˜ = y − y¯n. Celotna pot ocen LASSO za vse vrednosti
λ se lahko ucˇinkovito izracˇuna z modifikacijo algoritma LARS [13, 5].
2.8 Metoda ocenjevanja tocˇnosti
Za ocenjevanje uspesˇnosti modelov in primerjavo razlicˇnih metod nadomesˇcˇanja
podatkov smo uporabili povprecˇne absolutne napake (MAE) in relativne pov-
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precˇne absolutne napake (RAE). MAE opiˇsemo z enacˇbo 2.10. RMAE pa
opiˇsemo z enacˇbo 2.11.
MAE = mean(|et|) =
∑n





i=1 |yi − xi|∑n
i=1 |yi −mean(y)|
(2.11)




S postopkom, opisanim v Razdelku 2.4, smo zgradili modela nakljucˇnih goz-
dov in LASSO.
Po gradnji modelov smo ustvarili kopije testnih podmnozˇic za vsako iz-
med imputacijskih metod, opisanih v Razdelku 2.5. Tem testnim mnozˇicam
smo nato izbrisali vrednosti atributov iz podmnozˇice atributov, ki smo jo
nadomesˇcˇali. Z vsako izmed imputacijskih metod smo nato imputirali vsak
manjkajocˇi atribut posebej. Za vsako testno mnozˇico z razlicˇno imputiranimi
vrednostmi smo izdelali napovedi z modeli LASSO in nakljucˇnimi gozdovi.
Podoben postopek smo nato ponovili sˇe za napovedi, narejene z zmanjˇsanim
modelom 2.6. Tokrat smo podatke pripravili tako, da smo izbrane manjkajocˇe
atribute preprosto odstranili iz ucˇne mnozˇice in zgradili modela nakljucˇnih
gozdov in LASSO brez njih. S pomocˇjo teh modelov smo nato ustvarili na-





V tem poglavju predstavimo rezultate napovedi z uporabo razlicˇnih nacˇinov
za nadomesˇcˇanje vrednosti. Najprej si ogledamo pomembnostne atribute za
osnovnice metod nakljucˇnih gozdov in LASSO. Potem si ogledamo sˇe MAE
in RAE napovedi.
4.1 Pomembnosti atributov modelov nakljucˇnih
gozdov in LASSO
Utezˇi povprecˇnega zmanjˇsanja v tocˇnosti (
”
mean decrease in accuracy“) ozi-
roma utezˇi posameznih atributov za model LASSO so prikazane na Gra-
fih 4.4 in 4.5. Za nakljucˇne gozdove pa na Grafih 4.2 in 4.3. Prikazane so
pomembnosti atributov za modela nakljucˇnih gozdov in LASSO na popolnih
podatkih. Os x na grafih predstavlja velikost utezˇ posameznega atributa, os
y pa prikazuje mesta razvrstitve posameznih atributov po velikosti. Zaradi
velikega sˇtevila uporabljenih atributov smo se odlocˇili prikazati le najpo-
membnejˇsih 15 atributov, ki v veliki vecˇini primerov predstavljajo glavne
napovedovalce rezultata. Spodnji Graf 4.1 prikazuje pomembnost vseh atri-
butov (razvrsˇcˇenih po velikosti) modela nakljucˇnih gozdov za napovedovanje
ozona v Kopru. Opazimo, da najvecˇji atributi, prikazani na skrajni desni,
prevladujejo, medtem ko je vecˇina atributov veliko manj pomembnih.
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Slika 4.1: Utezˇi povprecˇnega zmanjˇsanja v tocˇnosti pri metodi nakljucˇnih
gozdov za napovedovanje O3 v Kopru.
Nakljucˇni gozdovi so na razlicˇnih merilnih mestih izbrali podobne atri-
bute kot pomembne. Velikost utezˇi niha ravno dovolj za obcˇasno zamenjavo
vrstnega reda atributov. Modeli LASSO utezˇujejo atribute precej bolj ra-
znovrstno od nakljucˇnih gozdov. LASSO da veliko vecˇjo veljavo atributom,
izpeljanim iz rezultatov modela ECMWF. Pri gradnji modelov za napove-
dovanje onesnazˇevalcev z zmanjˇsanimi nabori atributov (glej Razdelek 2.6)
odstranjeni atributi ne nastopajo v modelih.
4.1.1 Modeli za napovedovanje vrednosti ozona
Pri modelih nakljucˇnih gozdov so predvidljivo prevladovale meritve ozona, ki
so izmerjene za tekocˇi dan do sedmih zjutraj, in celodnevne vcˇerajˇsnje me-
ritve. Bolj natancˇno maksimum, povprecˇna vrednost in do neke mere tudi
minimum. V vseh zgrajenih modelih sta na prvih dveh mestih maksimum
izmerjenega ozona do sedme ure na izbrani dan (1455 max do 7 danes a)
in maksimum vcˇerajˇsnjih meritev ozona (1455 max cel vceraj a). Sledile
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Slika 4.2: Referencˇni model mnozˇice za napovedovanje vrednosti O3 z na-
kljucˇnimi gozdovi.
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Slika 4.3: Referencˇni model mnozˇice za napovedovanje vrednosti PM10 z
nakljucˇnimi gozdovi.
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Slika 4.4: Referencˇni model mnozˇice za napovedovanje vrednosti O3 z metodo
LASSO.
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Slika 4.5: Referencˇni model mnozˇice za napovedovanje vrednosti PM10 z
metodo LASSO.
Diplomska naloga 33
so ostale izpeljanke vcˇerajˇsnjih in danasˇnjih meritev ozona, meritve kratko-
valovnega soncˇnega sevanja, meritve globalnega sevanja in izpeljani atribut
inv850 (glej Sliko 4.2).
Modeli LASSO so na vecˇini postaj v glavnem uporabljali podatke meri-
tev ECMWF in ozona. Prevladovali so atributi, ki ponazarjajo hitrost ve-
tra (m.ff), turbulenco (m.ww), sunke vetra (m.ffx), temperaturo (m.t),
vcˇerajˇsnje koncentracije ozona (1455 max cel vceraj a, danasˇnje jutranje
koncentracije ozona (1455 max do 7 danes a). Atribute, ki opisujejo me-
ritve ozona na tekocˇi dan, bi pricˇakovali kot najpomembnejˇsi atribut, ampak
se z izjemo merilnih postaj v Kopru in Krvavcu, skoraj ne pojavljajo. Tukaj
tudi mocˇneje zaznamo vpliv temperature. Na ostalih treh postajah (v Celju,
Iskrbi in Ljubljani) ciljno vrednost napovedujejo po vecˇini z meritvami hi-
trosti vetra in vertikalnega vetra z manjˇsimi vplivi vcˇerajˇsnjih maksimalnih
koncentracij ozona (glej Sliko 4.4).
4.1.2 Modeli za napovedovanje vrednosti PM10
Modeli nakljucˇnih gozdov so kot najpomembnejˇse vecˇinoma izbrali atribute,
ki opisujejo vrednosti PM10 tekocˇega in vcˇerajˇsnjega dne. Pomembnejˇsi so
bili tudi izpeljani atributi, ki opisujejo temperaturno inverzijo (inv 850 in
inv 950), meteorolosˇka atributa zracˇnega tlaka (p), temperature, izmerjene
na dveh metrih (t2m), atributa ECMWF, ki predstavljata hitrosti sunkov
vetra (m.ffx) in kratkovalovno soncˇno sevanje (m.ssrad). Podobno kot pri
O3 so bili tudi tukaj podobni atributi pomembni na razlicˇnih merilnih mestih.
Pri modelih LASSO so med pomembnimi prevladovali atributi, ki opisu-
jejo vrednosti delcev PM10. Pricˇakovano so bili pomembni tudi atributi, ki
opisujejo temperaturno inverzijo. Vsi modeli so za napovedovanje uporabljali
le okoli deset atributov, ostali pa so bili zmanjˇsani na zanemarljivo vrednost.
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4.1.3 Modeli, zgrajeni z odstranjevanjem manjkajocˇih
atributov
Modeli, zgrajeni z odstranjevanjem manjkajocˇih atributov, so uporabljali
podobne vzorce napovedovalcev kot pri gradnji modelov z imputiranjem po-
datkov. Izjeme so se pojavile takrat, ko so bili odstranjeni atributi, ki so bili
prej glavni napovedovalci vrednosti. V glavnem so to mnozˇice, ki vsebujejo
atribute, ki opisujejo vrednosti onesnazˇevalcev (O3 in PM10). Poleg teh so pri
modelih, LASSO za napovedovanje O3 vrednosti, najbolj opazne spremembe
nastale pri odstranitvi nabora atributov ECMWF.
Pri napovedovanju vrednosti O3 nakljucˇni gozdovi, ki kot najpomemb-
nejˇse atribute razvrsˇcˇajo vrednosti O3, niso bili pretirano spremenjeni ob
odstranitvi meteorolosˇkih in podatkov modela ECMWF. Tudi odstranitev
danasˇnjih meritev ozona ni bila prehuda, saj so vse postaje preprosto upora-
bile vcˇerajˇsnje meritve O3. Odstranitev vseh meritev O3 oziroma O3 in NO2
pa je popolnoma spremenila atribute, ki se uporabljajo za napovedovanje.
Oba modela uporabljata skoraj identicˇne napovedovalce za posamezno po-
stajo. Najbolj pomembni so postali atributi, ki napovedujejo kratkovalovno
soncˇno sevanje (m.ssrad), globalno sevanje (globalno sevanje) in njegove
izpeljane vrednosti, zaporedni dan v letu ter v manjˇsi meri vlaga (rh) in
napovedani sunki vetra (m.ffx). Ob odstranitvi vseh O3 atributov lahko
opazimo vecˇje poslabsˇanje zmozˇnosti napovedovanja (glej Sliko 4.9 in v Do-
datku Sliko 6.14)
Modeli LASSO pri napovedovanju vrednosti O3 skoraj ne uporabljajo
meteorolosˇkih atributov. Zato njihova odstranitev ne vpliva na izbiranje
napovedovalnih atributov. V primeru odstranitve podmnozˇic O3 oziroma
O3 in NO2 zabelezˇimo prehod na uporabo predvsem atributov ECMWF, ki
napovedujejo hitrost vetra in turbulence. To je najbolj opazno pri posta-
jah Koper in Krvavec, kjer obicˇajno predstavljajo atributi O3 oziroma NO2
pomembnejˇse napovedovalce. Najvecˇjo spremembo opazimo, ko odstranimo
manjkajocˇi nabor atributov ECMWF.
Pri napovedovanju PM10 vrednosti nismo opazili velikih sprememb pri
Diplomska naloga 35
najpomembnejˇsih atributih, niti pri modelih LASSO niti pri nakljucˇnih goz-
dovih, narejenih brez meteorolosˇkih podatkov. Podobno smo opazili tudi
pri odstranjevanju atributov ECMWF. Tu so sicer odstranjeni podatki imeli
vpliv, vendar njihova odsotnost ni pretirano vplivala na razvrstitev pomemb-
nosti preostalih atributov.
Pri napovedovanju vrednosti PM10 z metodo nakljucˇnih gozdov smo vecˇje
spremembe opazili pri odstranjevanju skupin, ki so vsebovale atribute PM10.
Te skupine atributov so namrecˇ vsebovale najpomembnejˇse napovedovalce,
kot smo opisali v Razdelku 4.1.2. Odstranitev atributov PM10 je v ospredje
postavila izpeljane atribute (inv850 in inv950), meritve NO2, zaporedni dan
v letu, izmerjeno temperaturo na dveh metrih (t2m) ter v manjˇsi meri pada-
vine (m.rr) in kratkovalovno soncˇno sevanje (m.ssrad). Cˇe smo odstranili
le danasˇnje PM10 vrednosti, smo opazili prevladovanje vcˇerajˇsnjih PM10 vre-
dnosti in izpeljanih atributov.
Uporaba modelov LASSO za napovedovanje vrednosti PM10 na zmanjˇsanih
modelih kazˇe podobne vzorce zamenjave razvrstitve pomembnostnih atribu-
tov kot pri nakljucˇnih gozdovih.
4.2 Napovedi MAE na testnih mnozˇicah
Grafi 4.6, 4.7, 4.8, 4.9, 4.10, 4.11 prikazujejo MAE napovedanih vrednosti O3,
za razlicˇna merilna mesta. Podobno Grafi 4.12, 4.13, 4.14, 4.15, 4.16 in 4.17
prikazujejo MAE napovedanih vrednosti PM10.
Os x predstavlja razlicˇne testne mnozˇice, uporabljene za napoved koncˇnih
vrednosti, zaradi omejenega prostora (opisi so v Tabeli 4.1). Na osi y so prika-
zane vrednosti MAR (µg/m3) s povprecˇno vrednostjo in dvema standardnima
napakama.
MAE za napovedovanje, ko nadomesˇcˇamo manjkajocˇe podatke z metodo
kNN, na veliko omenjenih grafih ni prikazana. To je bilo narejeno zaradi
preglednosti grafov, saj so vrednosti MAE v tem primeru tako velike, da so
zasencˇile ostale rezultate. Odstranjeni so bili vsi rezultati kNN, kjer je MAE
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Oznaka
Testna mnozˇica oziroma imputacijska metoda,
uporabljena za izgradnjo testne mnozˇice








LSTM LSTM nevronska mrezˇa
REDUCED Mnozˇica z zmanjˇsanim naborom atributov
Tabela 4.1: Oznake testnih mnozˇic in metode, ki so bile uporabljene za
njihovo izgradnjo.
presegala 15. Te vrednosti smo se zato odlocˇili prikazati v Tabelah 4.2 in 4.3.
Vecˇkratna imputacija se je izkazala za neprimerno zaradi izredno dolgih
izvajalnih cˇasov. Dala je tudi najslabsˇe rezultate v vecˇini primerov (merilnih
mestih). Za pravilno izvajanje bi bilo verjetno treba vecˇkrat imputirati vse
manjkajocˇe vrednosti v mnozˇici naenkrat s paketom mice [3] hkrati imputi-
rati vse manjkajocˇe vrednosti v mnozˇici. Paket mice deluje zelo pocˇasi, ko
mora imputirati veliko manjkajocˇih vrednosti v matrikah z veliko atributi. V
nasˇem primeru je taka manjkajocˇa podmnozˇica atributov modela ECMWF.
En zagon take imputacije se na napravi, na kateri smo izvajali testiranje, ni
izvedel tudi po vecˇurnem izvajanju. Zato smo ta nacˇin imputiranja opustili.
Tako delovanje bi bilo tudi neprimerno za zagon modelov v praksi. Rezultati
so kot posledica izvedbe, opisane v Razdelku 2.5.7, slabi in neprimerni za
nadomesˇcˇanje vrednosti.
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Zamenjani/odstranjeni atributi Merilna postaja MAE
Atributi O3 Koper 16.4
Atributi O3 Krvavec 15.2
Atributi O3 Ljubljana 15.2
Atributi O3 Nova Gorica 19.8
Atributi O3 danes Nova Gorica 15.8
Atributi O3 in NO2 Koper 15.5
Atributi O3 in NO2 Ljubljana 15.6
Atributi O3 in NO2 Murska Sobota 22.3
Atributi O3 in NO2 Nova Gorica 19.4
Meteorolosˇki atributi Celje 31.5
Meteorolosˇki atributi Iskrba 69.6
Meteorolosˇki atributi Koper 17.3
Meteorolosˇki atributi Ljubljana 66.7
Meteorolosˇki atributi Murska Sobota 52.4
Meteorolosˇki atributi Nova Gorica 39.5
Atributi ECMWF Celje 84.2
Atributi ECMWF Iskrba 404.7
Atributi ECMWF Koper 233.1
Atributi ECMWF Ljubljana 800.1
Atributi ECMWF Murska Sobota 724.0
Atributi ECMWF Nova Gorica 2198.4
Tabela 4.2: Neprikazane vrednosti MAE od kNN na grafih, narejenih pri
napovedovanju vrednosti O3.
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Zamenjani/odstranjeni atributi Merilna postaja MAE
Meteorolosˇki atributi Koper 40.3
Meteorolosˇki atributi Nova Gorica 92.4
Atributi ECMWF Celje 203.2
Atributi ECMWF Koper 64.0
Atributi ECMWF Ljubljana 65.4
Atributi ECMWF Murska Sobota 293.7
Atributi ECMWF Nova Gorica 17.0
Atributi ECMWF Trbovlje 232.4
Atributi ECMWF Zagorje 431.1
Tabela 4.3: Neprikazane vrednosti MAE od kNN na grafih, narejenih pri
napovedovanju vrednosti PM10.
4.2.1 Rezultati napovedovanja vrednosti ozona
Napovedovanje z nakljucˇnimi gozdovi
Slika 4.2 prikazuje oceno pomembnosti atributov, kot jih je ocenil model
nakljucˇnih gozdov na popolni mnozˇici podatkov. Na vseh postajah so najpo-
membnejˇsi atributi povezani z meritvami O3 za tekocˇi (danes) in pretekli dan
(vcˇeraj). Iz tega lahko sklepamo, da bo najbolj problematicˇno nadomesˇcˇanje
teh manjkajocˇih vrednosti. Za napovedi ozona se izkazˇejo kot pomembne tudi
meritve globalnega sevanja in hitrosti vetra ter napovedi modela ECMWF
(sevanja in hitrosti vetra). Na Krvavcu, v Ljubljani, v Murski Soboti in na
Iskrbi so pomembni tudi atributi, ki opisujejo temperaturno inverzijo, torej
razliko v temperaturi med tlemi in na neki viˇsini (na 925 in 850 hPa). Bolj
kot je atribut pomemben, bolj lahko pricˇakujemo, da bo zamenjava prave
vrednosti z nadomesˇcˇeno vplivala na kakovost napovedi.
MAE napovedi vrednosti O3, narejenih z modelom nakljucˇnih gozdov po-
sameznih skupin atributov, so prikazani na Grafih 4.6, 4.7, 4.8 ter 6.1 in 6.2 v
dodatku. Rezultati so pri vecˇini imputacijskih metod sledili pricˇakovanjem.
Na popolnih podatkih se MAE giblje okoli 10 in nikoli ne presezˇe 12 µg/m3.
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To so nasˇi referencˇni rezultati, s katerimi lahko primerjamo uspesˇnost mo-
delov z uporabljenimi nadomesˇcˇenimi podatki. V splosˇnem najvecˇje napake
povzrocˇi nadomesˇcˇanje modelskih podatkov (teh je najvecˇ), sledijo manj-
kajocˇe vrednosti O3. Nadomesˇcˇanje meteorolosˇkih podatkov ne povzrocˇa
tako velikih napak. Metode enojnih imputacij (povprecˇje, povprecˇje datuma
in persistencˇna imputacija) po pricˇakovanjih niso najbolj uspesˇne. Najslabsˇe
se je izkazala povprecˇna imputacija, medtem ko sta ostali dve metodi pri-
blizˇno enako uspesˇni.
Metoda kNN se je izkazala podobno kot metode enojnih imputacij, opi-
sanih zgoraj (glej Sliki 4.6 in 4.7). Pri nadomesˇcˇanju modelskih vrednosti
je zelo neuspesˇna (Slika 4.8) predvsem na Krvavcu, Iskrbi in Kopru, kjer je
metoda nadomesˇcˇanja kNN dala najslabsˇe rezultate. Najboljˇse rezultate in
vecˇinoma ekvivalentne rezultate so dale metode nadomesˇcˇanja z vecˇkratno
linearno regresijo, LSTM in modelom z zmanjˇsanim naborom atributov. Ob
uporabi teh treh metod nismo izgubili veliko na tocˇnosti v primerjavi s po-
polnim naborom podatkov.
Napovedovanje z modelom LASSO
Slika 4.4 prikazuje pomembnost atributov modela LASSO, zgrajenega na
polni mnozˇici podatkov. Glede na pomembnost izbranih atributov predvide-
vamo, da bo najvecˇji vpliv imelo nadomesˇcˇanje modelskih atributov.
Po pricˇakovanjih je nadomesˇcˇanje atributov v modelu LASSO dalo slabsˇe
rezultate kot v modelu nakljucˇnih gozdov. Nakljucˇni gozdovi uporabijo
celotni nabor atributov, LASSO pa naredi izbor najpomembnejˇsih atribu-
tov, nekatere odstrani (skrcˇi pomembnost na 0), zato bi pricˇakovali, da je
bolj obcˇutljiv na nadomesˇcˇene vrednosti atributov. Tudi tukaj povzrocˇi na-
domesˇcˇanje meteorolosˇkih atributov najmanjˇse napake. Od enostavnih me-
tod nadomesˇcˇanja daje nadomesˇcˇanje s povprecˇno vrednostjo atributa v ucˇni
mnozˇici najslabsˇe rezultate. Podobno sta tudi tukaj metodi kNN in vecˇkratna
imputacija slabi. Metode vecˇkratna regresija, LSTM in model z zmanjˇsanim
naborom atributov dajo podobno dobre rezultate. V nekaterih primerih je
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en pristop boljˇsi, v drugem drugi, zato ni jasnega zmagovalca.
Napake napovedi, narejene z modelom LASSO na razlicˇnih skupinah
odstranjenih podatkov, so prikazane na Grafih 4.9, 4.11 in 4.10. V do-
datku lahko najdemo sˇe vecˇ rezultatov, ko odstranimo danasˇnje vrednosti O3
(Slika 6.3) in ko odstranimo vse atribute, povezane z O3 in NO2 (Slika 6.4).
Linearna regresija se je izkazala za boljˇso od metod enojnih imputacij, ven-
dar slabsˇe od vecˇkratne regresije, zmanjˇsanega modela ali nevronske mrezˇe
LSTM.
4.2.2 Rezultati napovedovanja vrednosti PM10
Napovedovanje z nakljucˇnimi gozdovi
Slika 4.3 prikazuje oceno pomembnosti atributov, ki jih je ocenil model na-
kljucˇnih gozdov na popolni mnozˇici podatkov. Opazimo lahko, da so dalecˇ
najbolj pomembni atributi, ki ocenjujejo vrednosti PM10 za tekocˇi (danes)
in pretekli (vcˇeraj) dan. Zato kot pri napovedovanju ozona predvidevamo,
da bo najvecˇje napake povzrocˇilo nadomesˇcˇanje atributov PM10. V Murski
Soboti in Kopru se za pomembnejˇse izkazˇejo tudi atributi, ki opisujejo tem-
peraturno inverzijo, torej razliko v modelski temperaturi med tlemi in na
neki viˇsini (na 925 in 850 hPa). Predvidevamo lahko, da bo nadomesˇcˇanje
vrednosti modela ECMWF imelo vpliv na kakovost napovedi.
MAE napovedi posameznih skupin so prikazane na Grafih 4.12, 4.13
in 4.14. Na popolnih podatkih se MAE giblje od okoli 4 do 6 µg/m3.
S temi rezultati primerjamo ostale metode, da vidimo, kako se obnesejo.
Pricˇakovano je imela zamenjava meteorolosˇkih podatkov najmanjˇsi vpliv na
ciljne vrednosti. Sledi ji mnozˇica ECMWF, ki je imela rahlo vecˇje napake,
sploh na trboveljski mnozˇici. Najvecˇje napake najdemo na mnozˇicah, ki smo
jim zamenjali vrednosti onesnazˇevala (PM10). Metode enojnih imputacij so
imele pricˇakovane slabe, vendar dosledne rezultate. Metodi kNN in vecˇkratna
imputacija sta bili njim primerljivi, razen v primeru nadomestitve modelskih
podatkov, kjer je kNN prinesla izredno slabe rezultate. Vecˇkratna regresija
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ni prinesla dobrih rezultatov in je imela pri nadomestitvah onesnazˇeval celo
izredno slabe. Rezultate, najbolj podobne osnovnici, sta dali preostali dve
metodi zmanjˇsanega modela in nevronske mrezˇe LSTM, ki sta bili priblizˇno
enako dobri in dosledni.
V dodatku lahko najdemo sˇe grafe MAE za primer, ko odstranimo le
meritve PM10 za tekocˇi dan (Slika 6.5) in vse meritve PM10 in O3 (Slika 6.6).
Napovedovanje z modelom LASSO
Najpomembnejˇse atribute LASSO pri napovedovanju vrednosti PM10 lahko
najdemo na Grafu 4.5. Modeli za merilna mesta Nova Gorica, Murska So-
bota, Ljubljana in Celje najviˇsje razvrsˇcˇajo atribute, ki opisujejo tempe-
raturno inverzijo, in danasˇnje vrednosti PM10. Postaji Koper, Trbovlje in
Zagorje pa zelo visoko ocenjujeta atribut modela ECMWF m.w, ki opisuje
vertikalno hitrost vetra. Predvidevamo torej, da bomo pri prvi skupini po-
staj videli vecˇje vplive nadomesˇcˇanja vrednosti PM10. Pri drugi skupini pa
lahko sklepamo na velik vpliv nadomestitve atributov modela ECMWF. Od-
sotnost meteorolosˇkih atributov nam namiguje, da njihova nadomestitev ne
bo vplivala na MAE.
MAE pri napovedovanju PM10 z modelom LASSO so prikazane na Gra-
fih 4.15, 4.16, 4.17 ter 6.7, 6.8 v dodatku. MAE referencˇnega se giblje med 5
do 6 µg/m3na razlicˇnih merilnih mestih. Rezultati napovedi z nadomesˇcˇenimi
meteorolosˇkimi atributi se ne spreminjajo v odvisnosti od uporabljene me-
tode in imajo pri vseh metodah priblizˇno enako vrednost. Nadomesˇcˇeni me-
teorolosˇki atributi na kakovost napovedi nimajo vpliva, ker v LASSO mo-
delu skoraj ne nastopajo. Metode enjonih imputacij dajo najslabsˇe rezultate
in dajo sˇe enkrat vecˇjo MAE od referencˇnega modela. Vecˇkratna imputa-
cija da tudi tukaj zelo slabe rezultate. Metodi kNN in linearna regresija
sta vecˇinoma dali boljˇse rezultate od metod enojnih imputacij. Izjema je
zelo visoka MAE kNN pri nadomesˇcˇanju meteorolosˇkih in mnozˇic ECMWF.
Vecˇkratna regresija se ni obnesla pri nadomesˇcˇanju onesnazˇeval. Kot najbolj
ustrezni metodi sta se izkazali nevronska mrezˇa LSTM in metoda napovedo-
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vanja z zmanjˇsanim naborom atributov.
4.3 Napovedi RAE na testnih mnozˇicah
Prikaz RAE vrednosti O3, narejenih z modelom nakljucˇnih gozdov, lahko
najdemo v dodatku na Slikah 6.9, 6.10, 6.11, 6.12 in 6.13. Vrednosti RAE,
narejenih z modelom LASSO, lahko najdemo v dodatku na Slikah 6.14, 6.15,
6.16, 6.17 in 6.18.
Podobno lahko najdemo prikaz RAE vrednosti PM10, narejenih z mode-
lom nakljucˇnih gozdov, v dodatku na Slikah 6.19, 6.20, 6.21, 6.22 in 6.23.
Vrednosti RAE, narejene z modelom LASSO, pa so prikazane v dodatku na
Slikah 6.24, 6.25, 6.26, 6.27 in 6.28.
Slike, ki prikazujejo RAE, so organizirane tako kot slike, ki prikazujejo
vrednosti MAE. Os x, enako kot pri MAE, prikazuje metode nadomesˇcˇanja
manjkajocˇih vrednosti, uporabljene pri napovedi vrednosti. Oznacˇene so s
kraticami, opisanimi v Tabeli 4.1. Os y pa oznacˇuje RAE rezultatov upora-
bljenih metod za napovedovanje rezultatov v primerjavi z dejanskimi izmer-
jenimi vrednostmi.
Na nekaterih grafih zaradi preglednosti nismo navedli vrednosti RAE pri
metodi kNN (RAE izredno visoka). Manjkajocˇe vrednosti lahko najemo v
Tabelah 4.4 in 4.5. Z opazovanjem grafov RAE lahko hitro potrdimo ugoto-
vitve o metodah, ki smo jih izpostavili v prejˇsnjem Razdelku 4.2.
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Zamenjani/odstranjeni atributi Merilna postaja RAE
Meteorolosˇki atributi Iskrba 3.544025
Meteorolosˇki atributi Ljubljana 2.17067
Meteorolosˇki atributi Murska Sobota 2.193938
Atributi ECMWF Celje 3.382378
Atributi ECMWF Iskrba 20.60755
Atributi ECMWF Koper 10.19641
Atributi ECMWF Ljubljana 27.22797
Atributi ECMWF Murska Sobota 29.50189
Atributi ECMWF Nova Gorica 75.83685
Tabela 4.4: Neprikazane vrednosti RAE od kNN na grafih, narejenih pri
napovedovanju vrednosti O3.
Zamenjani/odstranjeni atributi Merilna postaja RAE
Meteorolosˇki atributi Iskrba 3.544025
Meteorolosˇki atributi Koper 5.454694
Meteorolosˇki atributi Nova Gorica 8.722901
Atributi ECMWF Celje 19.22146
Atributi ECMWF Koper 8.996557
Atributi ECMWF Ljubljana 5.978994
Atributi ECMWF Murska Sobota 27.00206
Atributi ECMWF Trbovlje 20.51856
Atributi ECMWF Zagorje 35.10884
Tabela 4.5: Neprikazane vrednosti RAE od kNN na grafih, narejenih pri
napovedovanju vrednosti PM10.
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Slika 4.6: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in metodo nakljucˇnih gozdov.
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Slika 4.7: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezultati
napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi me-
teorolosˇkih atributi in metodo nakljucˇnih gozdov.
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Slika 4.8: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi ECMWF in metodo nakljucˇnih gozdov.
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Slika 4.9: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in modelom LASSO.
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Slika 4.10: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
meteorolosˇkih atributi in metodo LASSO.
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Slika 4.11: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezultati
napovedi, O3 narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi ECMWF in metodo LASSO.
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Slika 4.12: MAE med dejanskimi vrednostmi ciljnega atributa in rezultati na-
povedi, PM10, narejenih na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in metodo nakljucˇnih gozdov.
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Slika 4.13: MAE med dejanskimi vrednostmi ciljnega atributa in rezultati na-
povedi, PM10, narejenih na mnozˇicah z imputiranimi oziroma odstranjenimi
meteorolosˇkimi atributi in metodo nakljucˇnih gozdov.
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Slika 4.14: MAE med dejanskimi vrednostmi ciljnega atributa in rezultati na-
povedi, PM10, narejenih na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi ECMWF in metodo nakljucˇnih gozdov.
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Slika 4.15: MAE med dejanskimi vrednostmi ciljnega atributa in rezultati na-
povedi, PM10, narejenih na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in metodo LASSO.
54 Luka Zˇnidarsˇicˇ
Slika 4.16: MAE med dejanskimi vrednostmi ciljnega atributa in rezultati na-
povedi, PM10, narejenih na mnozˇicah z imputiranimi oziroma odstranjenimi
meteorolosˇkimi atributi in metodo LASSO.
Diplomska naloga 55
Slika 4.17: MAE med dejanskimi vrednostmi ciljnega atributa in rezultati na-
povedi, PM10, narejenih na mnozˇicah z imputiranimi oziroma odstranjenimi




V diplomskem delu smo predstavili problematiko vpliva manjkajocˇih podat-
kov na napovedovanje onesnazˇeval zraka. Ogledali smo si nabor razlicˇnih me-
tod, ki jih lahko uporabimo za nadomesˇcˇanje manjkajocˇih vrednosti in ovre-
dnotili njihovo uporabnost. Razlicˇne metode nadomesˇcˇanja podatkov smo
primerjali tako, da smo ucˇili modele nakljucˇnih gozdov in LASSO modele
z razlicˇnimi skupinami manjkajocˇih podatkov, nadomesˇcˇenimi z razlicˇnimi
metodami nadomesˇcˇanja. Napovedovali smo ravni ozona in delcev PM10
na razlicˇnih merinih mestih po Sloveniji. Uporabili smo realne podatke, ki
nam jih je priskrbel ARSO. Modela nakljucˇnih gozdov in model LASSO smo
uporabili, ker sta se v prejˇsnjih delih [15] izkazala za zelo uspesˇna v napove-
dovanju ravni onesnazˇenosti. Za lazˇjo primerjavo in mozˇno resˇitev problema
smo uvedli sˇe napovedovanje z modeli, ki uporabljajo za ucˇenje zmanjˇsan na-
bor atributov. Napovedi smo nato ovrednotili z MAE in RAE in primerjali
dobljene rezultate.
Rezultati primerjav so pokazali, da so metode enojnih imputacij, cˇetudi
zanesljive, predvidljivo slabe. Slabo sta se odrezali tudi metodi kNN in
vecˇkratna imputacija. Vecˇkratna imputacija bi morda lahko bila uporabna
za nadomesˇcˇanje vrednosti, cˇe bi za napovedovanje imeli vecˇ cˇasa in racˇunske
mocˇi na izvajalni napravi. V kontekstu diplomske naloge in tudi za zagon
v praksi pa jo moramo zavrniti kot neprimerno. Linearna regresija je si-
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cer boljˇsa, vendar ne daje dovolj dobrih rezultatov, da bi priporocˇili njeno
uporabo.
Kot primerne metode lahko dolocˇimo vecˇkratno regresijo, nevronske mrezˇe
LSTM in metodo z zmanjˇsanim naborom atributov. Vse tri so se izkazale na
vecˇini primerov za najboljˇse rezultate. Vecˇkratna regresija je dala razlicˇne re-
zultate na razlicˇnih kombinacijah (manjkajocˇi podatki-obravnavana merilna
mesta), zato lahko recˇemo, da manj priporocˇamo njeno uporabo kot uporabo
nevronskih mrezˇ LSTM in modela z zmanjˇsanim naborom.
V prihodnosti bi lahko poskusili bolj natancˇno definirati najboljˇse atri-
bute za zagon najucˇinkovitejˇsih metod za zelo razlicˇne kombinacije manj-
kajocˇih podatkov. Lahko bi tudi preizkusili druge metode za nadomesˇcˇanje




V tem poglavju najdemo dodatne slike oziroma grafe rezultatov, ki smo jih
zaradi preglednosti premaknili iz poglavja 4.
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Slika 6.1: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3, ki so bili izmerjeni na danasˇnji dan in metodo nakljucˇnih gozdov.
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Slika 6.2: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in NO2 in metodo nakljucˇnih gozdov.
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Slika 6.3: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3, ki so bili izmerjeni na danasˇnji dan in metodo LASSO.
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Slika 6.4: MAE med dejanskimi vrednostmi ciljnega atributa O3 in rezul-
tati napovedi, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in NO2 in metodo LASSO.
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Slika 6.5: MAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi atributov PM10, ki so bili izmerjeni na danasˇnji dan narejenimi na
mnozˇicah z imputiranimi oziroma odstranjenimi atributi O3 izmerjenimi na
izbrani dan in metodo nakljucˇnih gozdov.
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Slika 6.6: MAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi atributi O3 in NO2 in metodo nakljucˇnih gozdov.
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Slika 6.7: MAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi atributi O3, ki so bili izmerjeni na danasˇnji dan in metodo LASSO.
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Slika 6.8: MAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi atributi NO2 in O3 in metodo LASSO.
68 Luka Zˇnidarsˇicˇ
Slika 6.9: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in metodo nakljucˇnih gozdov.
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Slika 6.10: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi ECMWF in metodo nakljucˇnih gozdov.
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Slika 6.11: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 izmerjenimi na posamezni dan in metodo nakljucˇnih gozdov.
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Slika 6.12: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in NO2 in metodo nakljucˇnih gozdov.
72 Luka Zˇnidarsˇicˇ
Slika 6.13: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
meteorolosˇkimi atributi in metodo nakljucˇnih gozdov.
Diplomska naloga 73
Slika 6.14: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in metodo LASSO.
74 Luka Zˇnidarsˇicˇ
Slika 6.15: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi ECMWF in metodo LASSO.
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Slika 6.16: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 izmerjenimi na posamezni dan in metodo LASSO.
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Slika 6.17: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
atributi O3 in NO2 in metodo LASSO.
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Slika 6.18: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi O3, narejenimi na mnozˇicah z imputiranimi oziroma odstranjenimi
meteorolosˇkimi atributi in metodo LASSO.
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Slika 6.19: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi atributi PM10 in metodo nakljucˇnih gozdov.
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Slika 6.20: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi atributi ECMWF in metodo nakljucˇnih gozdov.
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Slika 6.21: RAE med dejanskimi vrednostmi ciljnega atributa in rezulta-
tov napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstra-
njenimi PM10 atributi izmerjenimi na posamezni dan in metodo nakljucˇnih
gozdov.
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Slika 6.22: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi PM10 in NO2 atributi in metodo nakljucˇnih gozdov.
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Slika 6.23: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi meteorolosˇkimi atributi in metodo nakljucˇnih gozdov.
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Slika 6.24: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi PM10 atributi in metodo LASSO.
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Slika 6.25: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi atributi ECMWF in metodo LASSO.
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Slika 6.26: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi PM10 atributi izmerjenimi na posamezni dan in metodo LASSO.
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Slika 6.27: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi PM10 in NO2 atributi in metodo LASSO.
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Slika 6.28: RAE med dejanskimi vrednostmi ciljnega atributa in rezultatov
napovedi PM10, narejenimi na mnozˇicah z imputiranimi oziroma odstranje-
nimi meteorolosˇkimi atributi in metodo LASSO.
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