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Resumen—La realizacio´n de vı´deos con dispositivos mo´viles
se ha convertido en una actividad comu´n dado su alto grado de
utilizacio´n y el gran nu´mero de usuarios. Adema´s, la portabilidad
de este tipo de dispositivos hace que este´n a mano de los
usuarios gran cantidad de tiempo facilitando que se utilicen para
generar vı´deos en una gran diversidad de situaciones. Por tanto,
estos vı´deos pueden ser utilizados como evidencias en procesos
judiciales. Todo lo anterior hace necesario contar con te´cnicas de
ana´lisis forense enfocadas en vı´deos de dispositivos mo´viles dada
las caracterı´sticas peculiares de sus ca´maras. En este trabajo se
estudia la identificacio´n de la fuente de adquisicio´n de los vı´deos
de dispositivos mo´viles y se presenta una te´cnica basada en la
extraccio´n del ruido del sensor y la transformada wavelet de los
fotogramas extraı´dos del vı´deo. Estos fotogramas son extraı´dos
mediante un algoritmo que tiene en cuenta la naturaleza de los
mismos, mejorando la seleccio´n de los fotogramas a analizar.
Finalmente se presentan experimentos con vı´deos de dispositivos
mo´viles para evaluar la validez de las te´cnicas utilizadas.
Palabras clave—Ana´lisis forense de vı´deos, fuente de adquisi-
cio´n de vı´deos, patro´n de ruido del sensor, PRNU. (Video forensics
analysis, video source adquisition, sensor pattern noise, PRNU).
I. INTRODUCCIO´N
Si las ima´genes capturadas por dispositivos electro´nicos son
consideradas parte de la verdad como hechos reales, en pocos
minutos, un vı´deo puede comunicar una enorme cantidad de
informacio´n. Segu´n el medidor de tra´fico “Alexa, The Web
Information Company” [1], Youtube es actualmente el tercer
sitio con ma´s visitas del mundo, lo cual nos deja un claro
indicio de la popularidad de la que gozan los vı´deos entre los
diferentes medios en los que puede desplegarse. Existe una
amplia gama de dispositivos mo´viles que pueden reproducirlo
y/o grabarlo, como por ejemplo: tele´fonos mo´viles, tablets,
vı´deoconsolas porta´tiles y ca´maras digitales o de vı´deo. En
cuanto a los dispositivos mo´viles, Gartner Inc. [2], afirma
que las ventas de tele´fonos inteligentes crecio´ un 36 % en el
cuarto trimestre del 2013. Asimismo, este tipo de dispositivos
represento´ el 57.6 % de las ventas globales de tele´fonos
mo´viles en el cuarto trimestre de 2013, frente al 44 % del an˜o
anterior. Al igual que las ca´maras digitales han desplazado
en te´rminos de uso a las ca´maras tradicionales de pelı´cula,
actualmente, los dispositivos mo´viles equipados con ca´maras,
tienen un papel importante poniendo fin al ra´pido crecimiento
de las ca´maras digitales. En los dispositivos mo´viles, se ha
visto una gran competencia entre fabricantes que se esfuerzan
en integrar una videoca´mara de alta definicio´n al alcance del
usuario. Como consecuencia de este feno´meno y de la gran
cantidad de tiempo que una persona pasa junto a un tele´fono
inteligente, este se ha convertido en el primer dispositivo de
grabacio´n de vı´deos para muchos usuarios en la sociedad
actual.
Debido al frecuente uso de los dispositivos mo´viles, en
ciertos casos existen restricciones legales sobre el uso de
este dispositivo, ası´ como tambie´n de su uso en distintos
lugares, tales como: colegios, universidades, oficinas de go-
bierno, empresas, etc. Actualmente los vı´deos se exhiben con
mayor frecuencia, ya sea directa o indirectamente en procesos
judiciales como pruebas o evidencias para la aplicacio´n de
la ley [3]. Por tanto, dada la importancia de los vı´deos en
estas situaciones, el ana´lisis forense cobra especial relevancia.
Dentro de las distintas ramas del ana´lisis forense, destaca la
que nos permite identificar la fuente de adquisicio´n, en este
caso de la videoca´mara que genero´ el vı´deo. En este trabajo se
presentan te´cnicas de ana´lisis forense para la identificacio´n de
la fuente de adquisicio´n de vı´deos, centra´ndonos especialmente
en los vı´deos generados por dispositivos mo´viles.
Este trabajo esta´ estructurado en 6 secciones, siendo la
primera de ellas la presente introduccio´n. En la seccio´n 2
se presentan brevemente las diferencias entre el pipeline en
la creacio´n de una imagen y un vı´deo. La seccio´n 3 realiza
un estado del arte del ana´lisis forense para ima´genes y
vı´deos generados por dispositivos mo´viles. En la seccio´n 4
se presenta la te´cnica propuesta. Los experimentos realizados
y sus resultados son presentados en la seccio´n 5. Por u´ltimo
en la seccio´n 6 se presentan las conclusiones obtenidas de este
trabajo.
II. PIPELINE DE UNA VIDEOCA´MARA
Antes de mencionar alguna de las te´cnicas existentes para la
identificacio´n de la fuente, es importante comprender cua´l es
el procedimiento realizado para generar un vı´deo. Este proceso
es similar en la generacio´n de una imagen y de un vı´deo, salvo
que en un vı´deo finalmente existe un u´ltimo paso que consiste
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en codificar los fotogramas resultantes para la creacio´n de
un archivo u´nico final de vı´deo. Esta codificacio´n tiene como
objetivo transformar todos los fotogramas capturados en una
secuencia de ellos a lo largo de un tiempo. Tambie´n se busca
conseguir un taman˜o lo ma´s o´ptimo posible del archivo final,
ya que en un vı´deo existen fotogramas capturados que son
redundantes entre sı´. Es decir, en ocasiones entre un fotograma
y otro, se puede compartir caracterı´sticas de la escena que
facilitan el poder optimizar el taman˜o del vı´deo final sin perder
contenido visual. Por ejemplo, para la codificacio´n MPEG,
existe una estructura llamada GOP (Group of Pictures) que
especifica el orden en el que las ima´genes son ordenadas y
soluciona el problema de redundancia en la codificacio´n. Para
la codificacio´n habitualmente se utilizan los co´decs: MPEG-x
o H.26x para ca´maras digitales y 3GP para tele´fonos mo´viles,
este u´ltimo tiene la capacidad de ser compatible con los
co´decs: MPEG-4, H.263 o H.264 [4].
III. TE´CNICAS DE IDENTIFICACIO´N DE LA FUENTE
La mayor parte de las investigaciones realizadas sobre la
identificacio´n de la fuente se han realizado para ima´genes
fotogra´ficas esta´ticas. La mayorı´a de las te´cnicas que se
pueden aplicar a una imagen se pueden emplear con los
diferentes fotogramas de un vı´deo [5].
En [6] se realiza una comparacio´n detallada de los prin-
cipales grupos de te´cnicas de identificacio´n de fuente de
adquisicio´n. Estas se dividen en cinco grupos y esta´n basadas
en: metadatos, caracterı´sticas de la imagen, defectos de la
matriz CFA e interpolacio´n croma´tica, imperfecciones del
sensor y las transformadas wavelet.
El a´rea que esta´ basada en metadatos, es la ma´s sencilla
de analizar, aunque depende en gran medida de los datos que
inserta el fabricante. Asimismo la agregacio´n de metadatos a
la imagen no es obligatoria. En [7], [8], [9] y [10] se utilizan
los metadatos con fines de clasificacio´n de ima´genes digitales.
En [11] se trata el tema de la identificacio´n de la fuente
utilizando las caracterı´sticas de la misma. Se contemplan tres
tipos de caracterı´sticas: caracterı´sticas de color, caracterı´sticas
de calidad y caracterı´sticas de la imagen en el dominio de
la frecuencia. La clasificacio´n de las ima´genes es realizada
por una Maquina de Soporte Vectorial (SVM). El resultado
obtenido para una clasificacio´n de cuatro ca´maras de dos
fabricantes distintos con contenidos similares en la ima´genes
fue del 100 %, mientras que para la clasificacio´n de ima´genes
con contenidos distintos entre sı´ fue 93.05 %. Un u´ltimo
experimento se realizo´ con un conjunto de 8 ca´maras que
alcanzo una precisio´n del 95,46 %.
En [12] se utiliza una te´cnica que se basa en los algorit-
mos propietarios de interpolacio´n croma´tica, los cuales dejan
correlaciones a trave´s de los planos de bits adyacentes de una
imagen. Estos pueden ser representados mediante un conjunto
de 108 me´tricas de similitud binarias y 10 me´tricas de calidad
de la imagen (IQM). Con un clasificador KNN se realizan
experimentos utilizando 9 ca´maras de tele´fonos mo´viles y 200
fotos de cada una. Para el entrenamiento se utilizaron 100 fotos
de cada ca´mara y las 100 restantes para las pruebas. Se obtuvo
un rendimiento promedio del 93.4 % de 16 experimentos que
se realizaron. Hay diversos grupos de investigacio´n que han
aportado en esta a´rea, en donde se presentan buenos resultados,
por ejemplo en [13], [14] y [15].
Dentro de los me´todos existentes que se basan en las
imperfecciones del sensor, hay dos grandes ramas de las cuales
se pueden trabajar: defectos del pixel o patro´n de ruido del
sensor. En [16] se demostro´ que los sensores de las ca´maras
generan un patro´n de ruido (Sensor Pattern Noise) que podrı´a
ser utilizado como me´todo u´nico de identificacio´n.
En [17] se demostro´ que el ruido del sensor extraı´do de las
ima´genes podı´an ser severamente contaminado por los detalles
de las escenas concretas. Para lidiar con ese problema, se
propuso un nuevo enfoque para la atenuar la influencia del
detalle de las escenas en el ruido del sensor mejorando la
tasa de acierto. En los experimentos se tomaron 9 ca´maras
y 320 fotos de cada una, variando las escenas al aire libre
e interiores. En [18], [19] y [20] se presentan otros me´todos
de identificacio´n de fuente basados en las imperfecciones del
sensor.
Por u´ltimo, en el a´rea de las transformadas wavelets existen
diversos enfoques. Por ejemplo en [21] se propone una nue-
va te´cnica de identificacio´n basada en las caracterı´sticas de
probabilidad condicional. Este tipo de caracterı´sticas fueron
propuestas inicialmente para propo´sitos de estegoana´lisis en
[22]. Se obtuvieron unos resultados del 98.6 %, 97.8 % y
92.5 % de acierto en la clasificacio´n de 2, 3 y 4 iPhones
respectivamente con un recorte de imagen de 800x600.
En [23] se determina que el uso del patro´n de ruido
del sensor conjuntamente con la transformada wavelet es un
me´todo efectivo para la identificacio´n de fuente, alcanzando
una tasa de e´xito promedio del 87.21 %.
En el caso del desarrollo de te´cnicas para la identificacio´n
de fuente de vı´deo, existen pocas referencias al respecto.
Algunas se basan directamente en la secuencia de codificacio´n
y otras en la extraccio´n de frames aplicando algu´n me´todo de
clasificacio´n para ima´genes fijas.
En [24], se propone un algoritmo en base a la informa-
cio´n del vector de movimiento en el flujo codificado. En
los experimentos realizados se utilizaron 100 secuencias de
vı´deo (20 de ellas procedentes de VQEG (Video Quality
Experts Group)[25] y 80 de DVDs). Todos los vı´deos fueron
codificados por diferentes aplicaciones de edicio´n de vı´deo
conocidos. Mediante un experimento se obtuvo un 74.63 % de
precisio´n en la identificacio´n del software que se utilizo´ en la
codificacio´n.
En [26] propone un me´todo de identificacio´n utilizando los
fotogramas extraı´dos de vı´deos. Las caracterı´sticas de proba-
bilidad condicional se extraen directamente de los fotogramas
del vı´deo. En las pruebas realizadas se utilizaron 4 modelos
diferentes de ca´maras y un clasificador SVM, obteniendo, en
un primer experimento aplicado en el dominio del espacio
con los valores de luminancia, un 82.6 % de precisio´n. En un
segundo experimento usando el mismo conjunto de vı´deos,
tomando el valor de luminancia, el promedio de clasificacio´n
fue de 100 %. En un tercer experimento en donde se utilizaron
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un conjunto de vı´deos con mayores cambios en las escenas se
obtuvo un 97.2 % de acierto.
IV. DESCRIPCIO´N DE LA TE´CNICA
Al completar la generacio´n de un vı´deo es posible que se
introduzcan, en cada uno de sus fotogramas, algunos defectos
que se vean reflejados como ruido, llamados comu´nmente
“huellas”. Estas “huellas” se pueden utilizar para detectar la
fuente de adquisicio´n del vı´deo. A continuacio´n, se describe el
me´todo de extraccio´n de fotogramas del vı´deo y se referencia
el algoritmo que permite extraer el patro´n de ruido del sensor.
Los fotogramas seleccionados para la clasificacio´n son
obtenidos mediante el algoritmo 1.
Algoritmo 1: Algoritmo de extraccio´n de fotogramas
Input: vı´deo: Vı´deo a procesar
nFotogramas: Nu´mero de fotogramas deseados
umbralI : Umbral inicial
incU : Incremento del umbral
Result: fotogramas: Vector de fotogramas
1 histogramas ← extraerHistogramas(vı´deo);
2 umbral ← estimarUmbral(histogramas, nFotogramas,
umbralI , incU );
3 fotogramas ← extraerFotogramas(vı´deo, umbral,
histogramas);
El algoritmo calcula y compara los fotogramas contenidos
en un vı´deo. Los fotogramas que presenten un cambio de
escena significativo sera´n utilizados para la clasificacio´n e
identificacio´n. Esto se debe a que el ruido del sensor extraı´do
de una imagen puede estar severamente contaminada por los
detalles de la escena [17], adema´s de que los datos de un vı´deo
contienen redundancia temporal, espacial y espectral. En el
algoritmo son necesarios 4 para´metros para su funcionamiento:
Video del cual sera´n extraı´dos los fotogramas.
Numero de fotogramas deseados a extraer.
Umbral inicial que sera´ la referencia para determinar
cuando existe un cambio de escena.
Valor del incremento para el umbral que se realizara´ en
cada iteracio´n.
El primer paso consiste en extraer el histograma (frecuencia
de los valores de color) de los fotogramas, y calcular mediante
la correlacio´n de cada par de fotogramas contiguos la similitud






















siendo N el nu´mero de niveles de intensidad para cada canal
de color RGB.
Existen diversos me´todos para calcular la diferencia de
histogramas de color de dos dimensiones. En este trabajo se
opto´ por el ca´lculo de la correlacio´n, ya que es un vector
aleatorio (variable aleatoria multidimensional) y adema´s, los
resultados obtenidos con el coeficiente de correlacio´n son me-
jores que otras medidas [27]. Se puede mencionar por ejemplo
la distribucio´n de probabilidad continua (chi-cuadrado) o la
interseccio´n o distancia de Bhattacharyya.
El primer fotograma del vı´deo se toma como parte del
conjunto de fotogramas elegidos. Se realiza la comparacio´n
tomando el primer y el segundo fotograma, si no hay una
diferencia significativa entre ellos en base al umbral, se toma el
siguiente fotograma y se realiza una nueva comparacio´n con el
primero, esto se realiza hasta que el resultado de la correlacio´n
sea menor al umbral, para tomar en cuenta al fotograma para la
clasificacio´n e identificacio´n. Si al final la cantidad de cambios
de escena en base al umbral, es menor a la cantidad necesaria,
se repite el proceso de comparacio´n incrementando el umbral,
hasta que la cantidad de cambios de escena sea mayor o igual
a los deseados.
Para poder determinar el umbral inicial, se realizaron varios
experimentos sobre los vı´deos, y se hallo´ que mediante la
comparacio´n de los histogramas de un vı´deo, la correlacio´n
promedio ma´s baja fue de -0.27, presentando al menos 1 o 2
cambios de escena, definiendo ası´ el umbral inicial. Para el
valor del incremento se experimento´ con diferentes valores,
tales como: 0.1, 0.01, 0.001, 0.0001 y 0.0001. El valor de
0.001 fue el elegido, ya que demostro´ ser un valor ideal para
llegar a el nu´mero de fotogramas deseados en un menor tiempo
y con ma´s exactitud. Estos incrementos se realizan porque,
si el umbral se encuentra ma´s cercano al valor ma´ximo de
correlacio´n directa, es decir al valor de 1, se pueden encontrar
ma´s cambios de escena, y ası´ extraer la cantidad de fotogramas
definidos por el usuario para la clasificacio´n e identificacio´n.
Mediante el ana´lisis de los trabajos de la literatura, se
llego´ a la conclusio´n de que el patro´n de ruido del sensor
y la transformada wavelet, ayudan a definir una huella, siendo
me´todos efectivos para la identificacio´n de fuente. Este articulo
extiende el uso del patro´n de ruido del sensor y la transformada
wavelet de [23]. La te´cnica esta´ enfocada en representar las
huellas en vectores de caracterı´sticas.
El esquema presentado en la Figura 1 muestra el diagrama
funcional de la te´cnica.
La obtencio´n del patro´n de ruido del sensor de las ima´genes,
se basa en el me´todo descrito en [23].
El siguiente paso es obtener las caracterı´sticas que caracte-
rizan el ruido del sensor para fines de la clasificacio´n. Un total
de 81 caracterı´sticas son obtenidas utilizando el algoritmo de
extraccio´n de caracterı´sticas descrito en [23].
V. EXPERIMENTOS Y RESULTADOS
Para probar la efectividad del te´cnica propuesta, se captu-
raron vı´deos sin ninguna consideracio´n en las caracterı´sticas
temporales o espaciales, debido a que deben representar casos
reales. Como actualmente los dispositivos mo´viles presentan
grandes mejoras en la calidad del vı´deo, se considero´ usar
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Figura 1. Esquema funcional de extraccio´n de patro´n de ruido del sensor.
vı´deos con calidad de 1080p (vı´deos de alta definicio´n), es
decir con una resolucio´n de 1920x1080 pixeles.
La Tabla I muestra las especificaciones ba´sicas y los mode-
los de dispositivos mo´viles considerados para los experimen-
tos.
Tabla I
























En la Tabla II se resumen las condiciones experimentales
usadas en la evaluacio´n de la te´cnica propuesta.
La clasificacio´n se ha realizado utilizando el me´todo de
aprendizaje supervisado SVM con kernel RBF, ya que es uno
de los ma´s utilizados para este tipo de clasificaciones [6]. Los
para´metros utilizados en el clasificador SVM son los mismos
que los empleados en [23]. Se utilizo´ el paquete LibSVM [28]
que permite la clasificacio´n de mu´ltiples clases.
Con la finalidad de mostrar a grandes rasgos tiempos de
ejecucio´n para la obtencio´n del conjunto de caracterı´sticas,
para una imagen con un recorte de 1024x768, en un procesador
Intel Core i7 de 1.6GHz con 8Gb de RAM, se consumen
aproximadamente 2 segundos. Para 500 ima´genes con el
recorte anterior y utilizando la misma ma´quina, en las fases de
entrenamiento y clasificacio´n de la SVM se emplearon aproxi-
madamente unos 650 segundos y 1 segundo respectivamente.
Tabla II
PARA´METROS DE LOS EXPERIMENTOS
Para´metro Valor
Numero de vı´deos para entrenamiento por ca´mara 5
Numero de vı´deos para pruebas por ca´mara 5
Me´todo de extraccio´n Histograma
Umbral inicial -0.27
Incremento umbral 0.001
Numero de fotogramas deseados por vı´deo 100
V-A. Influencia de la Resolucio´n en la Tasa de Acierto
Para analizar la influencia que tiene taman˜os de recortes de
los fotogramas en la tasa de acierto, se realizo´ la identificacio´n
de la fuente de los 5 dispositivos mo´viles de la Tabla I con
cada una de las siguientes resoluciones de los fotogramas:
Resoluciones esta´ndar: 128x128, 320x240, 640x480,
800x600, 1024x768.
Resolucio´n recomendada: 1024x1024
Resolucio´n real del fotograma: 1920x1080.
Los para´metros utilizados para la extraccio´n de las carac-
terı´sticas definido en [23] son: Daubechies 8 wavelet, recorte
del fotograma centrado y estimacio´n de varianza adaptativa.
En la Tabla III se muestra el porcentaje de acierto medio en
la identificacio´n de la fuente de cada dispositivo con respecto
a los distintos taman˜os de recortes de los fotogramas. Por
porcentaje de acierto se entiende al porcentaje de fotogramas
de los 5 vı´deos de cada dispositivo mo´vil clasificados correc-
tamente. Cada vı´deo obtuvo un porcentaje de acierto en la
identificacio´n de la fuente que se muestra en la tabla III.
En la mayorı´a de los casos, los porcentajes de acierto por
dispositivo, aumentan cuanto ma´s grande sea el recorte de los
fotogramas (esto se da para todos los casos si se tiene en
cuenta la tasa de acierto promedio). Obteniendo para la mayor
resolucio´n la mayor tasa de acierto promedio, un 85.56 %. En
todos los experimentos realizados se supera la tasa por vı´deo
individual del 50 %. Esto indica que en todos los casos, para
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Tabla III
TASA DE ACIERTO × RESOLUCIO´N DE FOTOGRAMAS.
Dispositivos % Acierto
Resolucio´n
M1 M2 M3 M4 M5 Medio
128x128 65.80 % 79.20 % 66.60 % 75.00 % 64.00 % 70.12 %
320x240 73.80 % 88.20 % 78.00 % 78.80 % 63.40 % 76.44 %
640x480 79.60 % 95.60 % 85.00 % 85.60 % 66.20 % 82.40 %
800x600 81.80 % 96.80 % 84.80 % 86.00 % 68.80 % 83.64 %
1024x768 80.80 % 97.40 % 88.80 % 85.40 % 75.40 % 85.56 %
1024x1024 81.20 % 97.20 % 92.20 % 88.00 % 78.40 % 87.40 %
1920x1080 87.40 % 98.80 % 93.00 % 89.80 % 82.60 % 90.32 %
todos los fotogramas de un vı´deo concreto de un dispositivo
concreto, al menos el 50 % de los fotogramas son identificados
correctamente. Finalmente la identificacio´n de la fuente de un
vı´deo debe responder a la pregunta concreta de a que´ fuente de
adquisicio´n pertenece ese vı´deo. Como criterio lo´gico, puede
estimarse que el vı´deo pertenece a la fuente con el mayor
nu´mero de fotogramas clasificados con respecto a las otras
fuentes (mayor porcentaje de acierto con respecto a las otras
fuentes). Se podrı´a dar el caso en el que varias fuentes tengan
exactamente el mismo nu´mero de fotogramas clasificados y a
su vez sean el mayor nu´mero con respecto a las otras fuentes.
En este caso, poco habitual, se dirı´a que la fuente del vı´deo
no puede ser identificada con determinacio´n y estarı´a entre la
duda de esas distintas fuentes.
Los resultados obtenidos no dejan lugar a dudas sobre la
identificacio´n de la fuente de adquisicio´n del vı´deo teniendo
en cuenta el criterio definido anteriormente, ya que en todos
los casos el acierto supero´ el 50 %. Asimismo puede verse
que las tasas de acierto en muchos casos son mucho mayores
(llegando en ocasiones hasta el 100 %). Por tanto, segu´n este
experimento, tomando el criterio antes definido y teniendo
en cuenta el vı´deo como entidad unitaria (es decir un vı´deo
se clasifica bien o no), se puede concluir que esta te´cnica
identifica la fuente de un vı´deo con un 100 % de acierto.
Como se puede observar en la Tabla III, utilizando la imagen
completa existe una mayor tasa de acierto promedio en la
identificacio´n de fuente, aunque el incremento es pequen˜o.
Sin embargo, la influencia que tiene la resolucio´n en la tasa de
aciertos de la identificacio´n de la fuente que adquirio´ un vı´deo
se refleja en la Figura 2, donde se muestra que la mejora en la
tasa de acierto para la taman˜o de recorte de 1920x1080 es del
2.92 % con respecto a un taman˜o de recorte de 1024x1024. Por
tanto, a partir de un cierto taman˜o de recorte el incremento de
la tasa de acierto es pequen˜a, e incluso en algunos casos este
puede disminuir un poco. Tambie´n hay que tener en cuenta
que a mayor taman˜o de recorte mayor tiempo de ejecucio´n
del algoritmo de extraccio´n de caracterı´sticas.
V-B. Influencia de los Para´metros de Ejecucio´n en la Tasa
de Acierto
Para analizar co´mo afecta el uso de los distintos para´metros
del algoritmo propuesto, en [23] en la identificacio´n de la
fuente de vı´deos, se realizo´ un conjunto de experimentos
utilizando el mismo taman˜o de recorte centrado del fotograma
Figura 2. Porcentaje de mejora de la tasa de acierto × por resolucio´n.
(640x480) para identificar la fuente de los 5 dispositivos
mo´viles de la Tabla I. En la Tabla IV se muestra un resumen de
los experimentos realizados y los para´metros de configuracio´n
del algoritmo de extraccio´n de las caracterı´sticas utilizados en
cada uno de ellos.
Tabla IV
TASA DE ACIERTO UTILIZANDO DIFERENTES CONFIGURACIONES
Configuracio´n Varianza Aplicar Zero Meaning % de Acierto
1 Adaptativa No 82.4 %
2 Adaptativa Sı´ 82.32 %
3 No adaptativa Sı´ 81.56 %
4 No adaptativa No 82.96 %
La diferencia entre la mejor y la peor tasa de acierto
mostrada en la Tabla IV es del 1.4 %. Este resultado indica que
los para´metros de configuracio´n del algoritmo de extraccio´n
de caracterı´sticas no influye significativamente en el porcentaje
de acierto de identificacio´n de la fuente de vı´deos. Puede verse
que la tasa o´ptima de acierto se consigue con los para´metros
de estimacio´n de la varianza no adaptativa y sin utilizar el filtro
zero-meaning. Asimismo los peores resultados se obtuvieron
con los para´metros de estimacio´n de varianza no adaptativa y
el uso del filtro zero-meaning. Dado el estrecho margen entre
las tasas de acierto que hay entre las diferentes configuraciones
y los resultados de la configuracio´n o´ptima y las restantes,
las conclusiones no pueden extrapolarse de forma catego´rica
para cualquier experimento, aunque e´stas deben de tenerse en
cuenta para futuros experimentos y aplicacio´n de la te´cnica.
VI. CONCLUSIONES
Una vez presentada la te´cnica y realizados los experimentos
variando los distintos para´metros, se llega a la conclusio´n
general de que esta te´cnica obtiene buenos resultados y es
va´lida para la identificacio´n de la fuente en vı´deos de disposi-
tivos mo´viles. La aplicacio´n a escenarios reales de esta te´cnica
la consideramos realista y viable, siempre que los videos a
clasificar pertenezcan a un conjunto cerrado y conocido de
dispositivos mo´viles.
El algoritmo de extraccio´n de fotogramas presentado tiene
en cuenta la naturaleza de un vı´deo y sus fotogramas, op-
timizando la extraccio´n de los fotogramas claves. Es decir,
extrae los fotogramas teniendo en cuenta que si los fotogra-
mas obtenidos tienen mayor variacio´n de escena entre ellos
(buscando los cambios de escena), el proceso de clasificacio´n
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obtendra´ mejores resultados. Sin embargo, para la clasificacio´n
utilizando SVM se necesita un nu´mero determinado de foto-
gramas para el entrenamiento, y esto el algoritmo tambie´n lo
tiene en cuenta ya que se puede dar el caso en el que el vı´deo
cambie poco de escena y tenga que obtener los fotogramas ma´s
distantes en escenas entre los que hay. Una vez obtenidos los
fotogramas nos basamos en la extraccio´n de caracterı´sticas que
se obtienen del patro´n de ruido del sensor y la transformada
wavelet especificado en [23].
Los resultados promedios de clasificacio´n varı´an dependien-
do de los para´metros utilizados. Teniendo en cuenta un taman˜o
de recorte centrado, se concluye que a mayor taman˜o de
recorte, mejores son los resultados. Asimismo, se ha evaluado
como afecta el uso de los distintos para´metros de configuracio´n
definidos en [23] en la identificacio´n de la fuente de vı´deos de
dispositivos mo´viles usando un recorte centrado de fotograma
de 640x480. En este sentido, no se han podido obtener
conclusiones catego´ricas y extrapolables sobre el uso de los
para´metros de configuracio´n, ya que en todos los experimentos
realizados la tasa de acierto esta´n comprendida en un margen
muy pequen˜o.
Una vez clasificados los fotogramas seleccionados, se debe
responder a la pregunta de cua´l es la fuente de adquisicio´n del
vı´deo como entidad unitaria. Nuestro criterio ha sido que el
vı´deo pertenece a la fuente cuyo mayor nu´mero de fotogramas
se han clasificado de ese tipo. Este criterio debe tenerse en
cuenta en futuras comparaciones con otras te´cnicas.
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