Recently, there has begun a movement towards Fairness, Accountability, and Transparency (FAT) in algorithmic decision making, and in data science more broadly. The database community has not been significantly involved in this movement, despite "owning" the models, languages, and systems that produce the (potentially biased) input to the machine learning applications.
INTRODUCTION
As almost everything gets "datafied" and as Big Data has huge impacts on almost every aspect of our lives, it becomes increasingly important to understand the nature of these impacts and to take responsibility for them. In recent history, our technology has produced image labelers [19] , search engines [23] , and even criminal sentencing systems [4] that discriminate against and denigrate certain races as a byproduct of biased data. In addition to racial bias, examples abound in which algorithmic systems adversely impact members of other historically disadvantaged groups, such as women [10] This work is licensed under the Creative Commons AttributionNonCommercial-NoDerivatives 4.0 International License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc-nd/4.0/. For any use beyond those covered by this license, obtain permission by emailing info@vldb.org. and persons with disabilities [24] . These are only the highprofile examples that have been exposed through concerted efforts by researchers and computational journalists. These examples are certainly the tip of the iceberg.
Recently, there has begun a movement towards Fairness, Accountability, and Transparency (FAT) in algorithmic decision making [13] , and in data science more broadly [21] . As an example of the momentum of this movement, the 2018 FAT* conference had 525 paid registrations and just under 400 people on the waiting list.
The database community has not been significantly involved in this movement, despite "owning" the models, languages, and systems that produce the (potentially biased) input for use with machine learning applications. What role should the database community play in this movement? Do the objectives of fairness, accountability and transparency give rise to core data management issues that can drive new research questions and new systems, or are these "soft topics" that are best left to be managed with policy? Will emphasis on these topics dilute our core competency in data management techniques and technologies, or can it reinforce our central role in technology infrastructure across startups, the enterprise, non-profits, and government?
The goal of this panel is to debate these questions and inform a clear vision for the database community's role. As a side effect of the topic and the debate format, a secondary benefit of the panel is that the audience will become better educated on these issues, which are beginning to dominate the broader data science discussion. We list references to recent work in the next section, and also refer the reader to our recent tutorial [20] and Dagstuhl reports [1, 2] .
PANEL STRUCTURE AND DESCRIPTION
The panel is allotted 90 minutes. During the initial 10 minutes, we will explain the structure of the panel to the audience, and will set the stage with a high-level overview of algorithmic ethics, and of the central role that data plays in the algorithmic ethics discourse.
During the next 75 minutes we will debate 3 issues, spending 25 minutes per issue. Each of the three issues will be debated by three panelists: one will serve as the moderator and two as opponents. For each issue, the opponents will present their sides of the argument. Opening arguments will be followed by a moderated round of cross-examination, and, finally, open discussion with questions from the audience. In conclusion, the audience will vote for the winner among the opponents. The goal of the debate format, with pre-assigned positions, is to explicitly and candidly surface the relevant issues and keep the conversation lively.
During the main part of the panel, we will debate the following three issues:
Is algorithmic and data transparency achievable? Transparency can mean that all code and all data must be made public. However, this transparency interpretation is unrealistic. For example, we may be unable to make all code public due to trade secrets. Perhaps more importantly, making all data public may violate privacy of individuals, and in some cases it may violate laws.
Another aspect to consider is that, even making the code and the data publicly available may not help an end-user understand the process and its effects. This is due to multiple factors, including the conceptual complexity and the subtlety of interactions between the assumptions and design choices and their effects, and the inherent opaqueness of models. Another important factor is the apparent lack of data literacy among the stakeholders: individuals being affected by the processes; human decision makers such as judges, who make decisions with the help of data-driven algorithms; and the general public.
What are the appropriate interpretations of algorithmic and data transparency? What are the technical options for achieving these interpretations? And what are the corresponding database problems that this community can tackle?
This portion of the panel will be informed by recent work on algorithmic and data transparency [3, 8, 9, 15, 18, 26] .
What is the "right" definition of algorithmic fairness? We can all agree that algorithmic decision-making should be fair, even if we do not agree on the definition of fairness. But isn't this about algorithm design? Why is this a data problem?
When debating this issue, we will consider the trade-offs between fairness and accuracy, and will discuss recent impossibility results that underscore that different notions of fairness are incompatible. We will also discuss the limits of reasoning about bias and fairness based purely on observational data. Just as in the case of fairness, we can all agree that data should be unbiased, but it can be complicated to determine what exactly it means.
We will pay particular attention to relating these concepts to the stages of the data science lifecycle that are upstream from data analysis: data sharing, cleaning, integration, querying, and ranking.
This portion of the panel will be informed by work on bias in computer systems and on algorithmic fairness, including [5, 6, 7, 11, 12, 14, 16, 17, 22, 25, 27] .
Who is responsible? In spite of our best efforts, things will go wrong at times. When mistakes are made, who is to blame? The more complex a system, the more difficult this becomes. For example, suppose the error is due to a mistake in data cleaning. Is the data cleaning algorithm responsible? If the data cleaning algorithm claims that it is operating on a "best effort" basis and does not provide any guarantees of correctness, is the user of the algorithm to blame? Can we afford to use algorithms that do not provide guarantees? To what extent does the answer depend on the context of use (e.g., private vs. public sector), and on what's at stake? 
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