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a b s t r a c t
This work deals with the qualitative analysis of the initial value problem for a class of
large systems of interacting entities in the framework of the mathematical kinetic theory
for active particles. The contents are specifically focused on the case where the system
interacts with the outer environment and the entities are subject to nonlinearly additive
interactions.
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1. Introduction
The aim of this work is the qualitative analysis of the Cauchy problem for a class of systems of active particles subjected
to nonlinear additive interactions. This objective is pursued by using the so-called mathematical kinetic theory for active
particles, for short the KTAP approach, which has been specifically developed to model living systems such as interacting
individuals who are carriers for a pathology [1] or groups of interest in society [2]. The state of the overall system is
given by a probability distribution whose evolution is determined by external actions and internal interactions which can
induce proliferative and/or destructive events. The KTAP theory has been applied in several fields of natural and applied
sciences such as immune competition [3], epidemics [4], wound healing diseases [5], the theory of evolution [6], and social
dynamics [7]. The link between individual dynamics and related Markov processes has been studied in [8].
A recent paper [9] has developed a qualitative analysis of the initial value problem for a class of equations of the KTAP
approach for open systems, namely subjected to an external action. Interactions at the microscopic scale were assumed to
be linearly additive and conservative. Moreover, the action of the outer system is supposed to be known and not modified
by interactions. Two recent papers have presented a development of themethod to include nonlinear interactions related to
hiding–learning dynamics [10] and to examine nonlinearly additive effects in the interactions at the microscopic scale [11].
However, this approach was developed only in the case of closed systems.
The aim of this work is twofold, namely to generalize the modeling of nonlinear interactions to open systems and,
subsequently, to develop a qualitative analysis for such a model. The contents are organized in three additional sections.
Section 2 presents the modeling topics related to the generalization of the mathematical structures with multiple
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interactions from closed to open systems. Section 3 deals with the qualitative analysis of the Cauchy problem. The proof
of the global existence is obtained by the fixed point method and by a detailed analysis of the Lipschitz conditions for the
operators that characterize the class of equations under consideration. The last section proposes a critical analysis focusing
on the research perspectives.
2. From closed to open systems
This section briefly reports themathematical structure proposed in [10,11] and subsequently shows how themodeling of
the action of external agents can be developed. These papers have suggested a mathematical approach suitable for acting as
a fundamental paradigm for modeling a large system of interacting entities, called active particles, grouped into subsystems,
called functional subsystems, which consist of entities that collectively express the same scalar function, called the activity:
u ∈ Du ⊂ R, with Du a compact set.
Interactions involve particles of three types: candidate, test and field particles. More precisely, candidate particles of the
ith subsystem acquire, in probability, the state of the test particles in the same subsystem after an interaction with field
particles of the jth subsystem, while test particles lose their state after interactions.
The overall state of the ith functional subsystem is described by the probability distribution
fi = fi(t, u) : [0, T ] × Du → R+, for i ∈ {1, 2, . . . , n}, (2.1)
where n is the number of functional subsystems, while the time evolution of the distribution function fi is obtained from
the balance of particles in the elementary interval [u, u+ du] of the space of microscopic states. Calculations developed in
[10,11] yield
∂t fi(t, u) = Ji[f](t, u) =
n−
j=1
Jij[fi, fj](t, u), (2.2)
with
Jij[fi, fj](t, u) = η0ij
∫
Du×Du
e−α‖fi(t)−fj(t)‖XBij(u∗ → u|u∗, u∗,Epω[fj](t, u∗))× fi(t, u∗) fj(t, u∗) du∗ du∗
− η0ij fi(t, u)
∫
Du
e−α‖fi(t)−fj(t)‖X fj(t, u∗) du∗, (2.3)
where:
• f = (f1, f2, . . . , fn) is the vector of the probability distributions which from now on we consider in the Banach space
X equipped with the norm
‖f(t)‖X =
n−
i=1
‖fi(t)‖X , (2.4)
where X is the Banach space with norm
‖h(t)‖X =
∫
Du
(1+ |u|2) p2 |h(t, u)| du, 0 < p ∈ N fixed.
Moreover we define
X+ = {f ∈ X | fi ≥ 0, i = 1, . . . , n}.
The probability distributions fi can be normalized with respect to the number of active particles within each functional
subsystem. Therefore
Pi(u ∈ A ⊆ Du; t) =
∫
A
fi(t, u) du, with
∫
Du
fi(t, u) du = 1, (2.5)
denotes the probability that u belongs, at time t , to the measurable subset A of Du.
• ηij[fi, fj](t) = η0ije−α‖fi(t)−fj(t)‖X , with 0 < η0ij,∀i, j = 1, . . . , n, and α ∈ R, is the rate of encounters between the candidate
particle of the ith functional subsystem with state u∗ and the field particle with state u∗ of the jth functional subsystem.
Following [10], it is assumed that ηij decays with the distance between the probability distributions of the interacting pairs
in the norm defined above.
• Epω[fj] = {E0ω, . . . , Epω} denotes the set of weighted moments related to fj up to the order p:
Eqω[fj](t, u∗) =
∫
Du
(u∗)qω(u∗, u∗)fj(t, u∗) du∗ =
∫
Ωu∗
(u∗)qω(u∗, u∗)fj(t, u∗) du∗, (2.6)
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for q = 0, . . . , p, and where ω(u∗, u∗) is a positive weight function with compact support in the domain Ωu∗ ⊆ Du,
for a.a. u∗ ∈ Du, and normalized with respect to integration over u∗,∫
Du
ω(u∗, u∗) du∗ =
∫
Ωu∗
ω(u∗, u∗) du∗ = 1. (2.7)
• Bij is the probability density for a candidate particle with state u∗ of the ith functional subsystem ending up in the state
u of the test particle of the same functional subsystem after the interaction with the field particle with state u∗ of the jth
functional subsystem. Themodeling ofBij takes into account that the interaction domain of the candidate particlewith state
u∗ is not the whole domain Du but a subsetΩu∗ ⊆ Du, that contains the field particles with state u∗ ∈ Ωu∗ able to interact
with the candidate particle. Thus interactions only occur if the distances, in the space ofmicroscopic states of the interacting
particles, are sufficiently small. We assume
Bij ≥ 0,
∫
Du
Bij(u∗ → u|u∗, u∗,Epω[fj](t, u∗))du = 1, (2.8)
for any i, j = 1, . . . , n, for a.a. u∗, u∗ ∈ Du and for each fj ∈ X .
Let us nowconsider the case of an open system subject to external actions ofmagents, withmicroscopic state v ∈ Dv ⊂ R,
with Dv a compact set, acting on the active particles of the inner system. The overall state of the agent is assumed to be of
the type
gik(t, v) = εk(t)ϕik(v), (2.9)
where∫
Dv
ϕik(v) dv = 1, ∀k = 1, . . . ,m, ∀i = 1, . . . , n, (2.10)
and
εk are continuous and bounded functions, ∀k = 1, . . . ,m. (2.11)
Calculations analogous to those useful for deriving Eq. (2.2) yield
∂t fi(t, u) = Ji[f](t, u)+ Hi[f,ϕ](t, u)
=
n−
j=1
Jij[fi, fj](t, u)+
m−
k=1
εk(t)Hik[fi, ϕik](t, u), (2.12)
where:
• f and Jij have already been defined in (2.2).
• ϕ = [ϕik]k=1,...,mi=1,...,n is the matrix of the probability densities ϕik of the kth external agent acting on the ith subsystemwhich
we assume to be known.
• Hik[fi, ϕik](t, u) is defined as
Hik[fi, ϕik](t, u) = µ0ik
∫
Du×Dv
e−α‖fi(t)−ϕik‖XCik(u∗ → u|u∗, v∗,Epω[ϕik](t, u∗))
× fi(t, u∗)ϕik(v∗) du∗ dv∗ − µ0ikfi(t, u)
∫
Dv
e−α‖fi(t)−ϕik‖X ϕik(v∗)dv∗, (2.13)
with:
– µik[fi, ϕik](t) = µ0ike−α‖fi(t)−ϕik‖X , 0 < µ0ik, α ∈ R, the rate of encounters between the candidate particle, with state u∗,
of the ith functional subsystem and the kth external agent of the ith subsystem with state v∗.
– Cik the probability density that a candidate particle, with state u∗, of the ith functional subsystem ends up in the state
u of the test particle of the same functional subsystem after an interaction with the field agent with state v∗. We assume
that
Cik ≥ 0,
∫
Du
Cik(u∗ → u|u∗, v∗,Epω[ϕik](t, u∗))du = 1, (2.14)
∀i = 1, . . . , n, ∀k = 1, . . . ,m, ∀u∗ ∈ Du and ∀v∗ ∈ Dv .
The modeling of the terms µik and Cik follows the same rules as were defined for the closed system.
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3. On the initial value problem
The time evolution of the distribution functions fi(t, u), for i ∈ {1, 2, . . . , n}, is obtained by solving the IVP for Eq. (2.12)
∂t fi(t, u) = Ji[f](t, u)+ Hi[f,ϕ](t, u),
fi0 = fi(0, u), (3.1)
where the operators on the right hand side of Eq. (3.1) have been defined in Section 2 and ϕ is given.
There exists a literature concerning a simpler class of equations characterized by linearly additive interactions. More
precisely, global existence for closed systems has been proved in [12], while open systems have been treated in [9].
The problem consists now in developing such an analysis for problem (3.1), where nonlinear interactions are included.
If the interactions generate proliferative and/or destructive encounters, then the IVP may show bifurcation phenomena as
documented in [13,14].
The following theorem states under which conditions the operator appearing on the right hand side of (3.1) is Lipschitz
continuous in X and thus gives a local existence result for the IVP (3.1).
Theorem 3.1. Let us assume that:
• the initial data f0 = (f1(0, u), f2(0, u), . . . , fn(0, u)) ∈ X+;• conditions (2.8), (2.10), (2.11) and (2.14) are satisfied;
• the function ω is positive by definition and ω ∈ L∞((Du)2);• the probability densitiesBij and Cik satisfy the following conditions:∫
Du
(1+ |u|2) p2Bij(u∗ → u|u∗, u∗,Epω[fj](t, u∗)) du ≤ C1, (3.2)∫
Du
(1+ |u|2) p2Cik(u∗ → u|u∗, u∗,Epω[ϕik](t, u∗)) du ≤ C2, (3.3)
∀i, j = 1, . . . , n,∀k = 1, . . . ,m, for a.a. u∗, u∗ ∈ Du, and for each fj, ϕij ∈ X, with C1 and C2 positive constants independent
of all variables;
• Bij is Lipschitz continuous in X with respect to Epω[fj], i.e. if ‖f‖X, ‖g‖X ≤ M, then for a.a. u∗, u∗ ∈ Du it results that
n−
i=1
n−
j=1
∫
Du
(1+ |u|2) p2 |Bij(u∗ → u|u∗, u∗,Epω[fj](t, u∗))
−Bij(u∗ → u|u∗, u∗,Epω[gj](t, u∗))|du ≤ L ‖f(t)− g(t)‖X,
with L a positive constant depending on M.
Then, there exists T > 0 and a unique strong solution f = f(t) inX of the IVP (3.1) on the time interval [0, T ]. Moreover f(t) ∈ X+
for any t ∈ [0, T ].
Proof. The conditions assure that the operator appearing in the right hand side of (3.1) is Lipschitz continuous in X, which
proves the existence of a unique solution local in time.
Positivity is guaranteed by observing that the components of the solution satisfy the corresponding integral equation in
the exponential form. Hence, the theorem is proved. 
This result together with the conservative properties leads to the following global existence result.
Theorem 3.2. Consider the IVP (3.1) for initial data f0 ∈ X+. Then, under the assumptions of Theorem 3.1, there exists a unique
strong solution f = f(t) ∈ X of the IVP (3.1) for any t > 0. Moreover, f(t) ∈ X+ for any t > 0.
Proof. The probability density properties (2.8) and (2.14) assure that∫
Du
fi(t, u) du =
∫
Du
fi0(u) du, ∀t ∈ [0, T ], ∀i = 1, . . . , n. (3.4)
Furthermore, using property (3.4), together with (3.2) and (3.3), one can see that the X-norm is a priori bounded on every
compact time interval. 
However the above theorem does not indicate that asymptotically in time the solution has a trend towards some
equilibrium conditions. Such information can be very important in the qualitative analysis of models based on the
mathematical structures under consideration. The first step consists in looking for equilibrium solutions of the equations in
the absence of external actions. This means solving the steady state problem
Ji[f](u) = 0, ∀ i = 1, . . . , n. (3.5)
The following theorem provides an answer towards the solution of such a problem.
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Theorem 3.3. Consider the IVP (3.1) in the absence of external actions and let the assumptions of Theorem 3.1 be satisfied.
Furthermore, setting
K =

f ∈ X+ : ‖f‖X ≤ nC1, and
∫
Du
fi(u)du = 1, ∀ 1, . . . , n

.
with C1 the constant appearing in (3.2), let the following condition hold:
∀ϵ > 0, ∃δϵ > 0 such that ∀i, j = 1, . . . , n, ∀f ∈ K and ∀h ∈ R with |h| < δϵ , we have∫
Du
(1+ |u|2) p2 |Bij(u∗ → u+ h|u∗, u∗,Epω[fj](t, u∗))−Bij(u∗ → u|u∗, u∗,Epω[fj](t, u∗))|du < ϵ.
Then there exists at least one positive stationary solution such that condition (3.5) is satisfied.
Proof. Eq. (3.5) can be written according to (2.3) and with obvious meaning of the notation, as follows:
(P[f](u))i = fi(u)(Q [f](u))i,
which can be written in the fixed point form as follows:
f = Γ f, Γ = P[f]
Q [f] : X+ → X+.
Now, let us note that the set K is a closed, bounded, and convex subset of X+. Then, it can be proved, using the samemethod
as in [12], that the hypothesis of the theorem assures that the operator Γ maps K into itself by a continuous mapping,
and, using the Riesz–Fréchet–Kolmogorov theorem (see for example [15]), that Γ (K) is pre-compact in X+. Therefore, the
classical Schauder fixed point theorem can be applied to assure existence of at least one solution. 
It is worth stressing that Theorem 3.3 can be technically extended to the equation in the presence of external actions if
the terms εk are constant in time.
4. Perspectives
This work developed a qualitative analysis of an initial value problem for a class of nonlinear integro-differential
equations modeling the dynamics of a large system of active particles undergoing nonlinearly additive interactions. This
class of equations refer to the so-called kinetic theory for active particles developed to model complex systems in the life
sciences. Such a theory was originally based on linearly additive interactions, namely within a framework analogous to
that of the classical kinetic theory. However, recent studies, based also on empirical data, have shown that living entities
express a strategy generally based on nonlinear interactions [16,17]. This hint has motivated the derivation of a new class of
models based on such kinds of interactions [10,18], and hence the qualitative analysis proposed in this work. Such analysis
is expected to provide a useful basis for computational simulations [19,20].
Some challenging problems remain open. For instance, the proofs of uniqueness and stability are available only for the
case where the activity variable u is discrete and interactions are linearly additive [21]. Therefore, the generalization of this
result to models which include nonlinear interactions appears an interesting conceivable development. A deeper analysis
may lead to the proof of clustering events. For instance, the proof in [22] can be revisited within the class of equations
presented in this work. Such analysis could have an interesting implication for the derivation of macroscopic equations
from the underlying description at the microscopic scale [23,24].
Looking ahead, it can be observed that dealing with equations that include proliferative and/or destructive events poses,
as alreadymentioned, non-trivial additional difficulties related to bifurcation phenomena. However, revisiting the approach
to modeling and to the qualitative analysis presented in the book [14], one may hope to provide results consistent with the
physical reality of living systems, whose features are those of complex systems exhibiting nonlinear additive interactions.
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