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Re´sume´ – La ste´ganalyse consiste a` identifier la pre´sence d’un message cache´ au sein d’un document. Cet article pre´sente une
me´thodologie utilisant un ensemble de 193 caracte´ristiques d’images pour la ste´ganalyse. Deux buts sont vise´s: de´terminer un
nombre d’images suffisant pour un entraˆınement fiable d’un classifieur dans l’espace de grande dimension des donne´es; puis utiliser
la se´lection de caracte´ristiques pour obtenir les plus pertinentes pour la classification. Cette re´duction de la dimensionalite´ des
donne´es est effectue´e avec l’algorithme forward et a permis de passer de 193 caracte´ristiques a` 14 en conservant des performances
tre`s proches.
Abstract – Steganalysis consists in classifying documents as steganographied or genuine. This paper presents a methodology
for steganalysis based on a set of 193 features, with two main goals: determine a sufficient number of images for effective training
of a classifier in the obtained high-dimensional space, and use feature selection to select most relevant features for the desired
classification. Dimensionality reduction is performed using a forward selection and reduces the original 193 features set by a
factor of 13, with overall same performance.
Introduction
La ste´ganalyse consiste a` de´tecter automatiquement la
pre´sence d’un message cache´ dans un contenu, message
inse´re´ par un algorithme de ste´ganographie. Ceci peut
eˆtre envisage´ comme un proble`me de classification, dans
le sens ou` le but principal est de parvenir a` cre´er une
se´paration optimale entre les espaces engendre´s par les
images originales et par les images ste´ganographie´es. A`
cette fin, un certain nombre de caracte´ristiques extraites
des images sont employe´es, nombre qui tend aujourd’hui a`
devenir particulie`rement conse´quent, voire trop important
tant pour les classifieurs utilise´s que pour l’interpre´tation
des re´sultats.
Les premiers exemples de ste´ganalyse base´e sur les LSB
utilisaient un nombre de caracte´ristiques infe´rieur a` la di-
zaine, avec une me´thode de classification simple, et propre
a` chaque algorithme de ste´ganographie afin de de´tecter la
possible pre´sence d’une information dissimule´e. En 1999,
Westfeld propose un mode`le d’attaque statistique base´ sur
un test du χ2 sur les LSB des coefficients TCD des images
analyse´es [2]. Plus re´cemment, en 2004, Fridrich dans [6]
utilise un ensemble de 23 caracte´ristiques, tandis que Farid
et al. proposaient de´ja` un ensemble de 72 caracte´ristiques
en 2002 [12]. Depuis ces travaux, un nombre croissant de
recherches fait usage de classifieurs a` apprentissage super-
vise´ dans des espaces de caracte´ristiques a` grande dimen-
sion. On peut citer re´cemment Y. Q. Shi et al. [10], qui
proposent un ensemble de 324 caracte´ristiques, base´es sur
des diffe´rences de blocs JPEG mode´lise´es par des proces-
sus markoviens.
Bien que l’ajout de ces caracte´ristiques permette en effet
d’ame´liorer les performances globales de classification, on
ne peut s’empeˆcher de noter certains effets ne´fastes dus
a` cette augmentation. En effet, le nombre de caracte´ris-
tiques ne reveˆt plus la meˆme importance et la tendance est
a` en utiliser autant que possible tant que les performances
de classification sont augmente´es. Toutefois, il a e´te´ mon-
tre´ [4, 7] que la dimensionalite´ de l’espace dans lequel est
entraˆıne´ le classifieur peut avoir une incidence cruciale sur
ses performances, relativement au nombre d’images uti-
lise´es. La complexite´ (en termes de temps de calcul) du
processus d’entrainement est un autre aspect important,
puisque la plupart des classifieurs utilise´s ont une de´pen-
dance au minimum line´aire avec le nombre de dimensions.
De la meˆme fac¸on, on peut s’interroger quant a` l’inter-
pre´tabilite´ des re´sultats et la possible analyse des faiblesses
des algorithmes ste´ganographiques, lorsqu’un tel nombre
de caracte´ristiques diverses est utilise´.
Cet article propose une me´thodologie re´pondant a` cer-
tains proble`mes lie´s a` la grande dimension pose´s par les
nombreuses caracte´ristiques : la section suivante pre´sente
plus pre´cisement ces effets du nombre important de carac-
te´ristiques. La section 2 de´crit la me´thodologie propose´e,
re´pondant a` ces proble`mes dans le cadre de la ste´gana-
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Fig. 1 – Me´thodologie propose´e : (1) Un nombre d’images approprie´ est de´termine´ par la me´thode de Monte-Carlo ; (2)
La se´lection des caracte´ristiques par Forward est effectue´e avec un KNN ; (3) Un “bon” ensemble de caracte´ristiques est
de´termine´ et la performance est ame´liore´e avec un SVM.
lyse, et l’application de cette me´thode a` l’algorithme de
ste´ganographie Outguess [8], en utilisant un ensemble de
193 caracte´ristiques propose´ par Fridrich [13] est illustre´
en section 3.
1 Effets de l’augmentation du nom-
bre de caracte´ristiques
1.1 Dimensionnement des ensembles d’ima-
ges pour la ste´ganalyse
Comme mentionne´ pre´ce´demment, un important nom-
bre de caracte´ristiques utilise´ pour la ste´ganalyse me`ne a`
un espace de grande dimensionalite´ dans lequel le classi-
fieur est entraˆıne´. Comme de´taille´ dans [4], un proble`me
majeur dans de tels espaces est le phe´nome`ne des “points
manquants” : si l’on prend le cas d’un hypercube de cote´
1 en dimension d, la grille carte´sienne de pas ǫ comprise
dans le cube ne´cessite un nombre de points de l’ordre de
O((1/ǫ)d), afin d’eˆtre remplie. De`s lors, avec une dimensio-
nalite´ aussi faible que 10 et une grille de pas 1/10, il faut
1010 points pour remplir chaque intersection de la grille.
La plupart des travaux en ste´ganalyse utilisent au mini-
mum 10 a` 20 dimensions, ce qui implique un nombre ne´-
cessaire d’images – pour remplir correctement l’espace –,
impossible a` atteindre. De ce fait, le classifieur utilise´ doit
extrapoler pour les images manquantes. Meˆme s’il paraˆıt
clair qu’en pratique, la re´partition des points n’a proba-
blement pas besoin d’eˆtre aussi dense que dans l’exemple
de la grille carte´sienne, une estimation du nombre mini-
mum d’images ne´cessaires a` un entraˆınement correct du
classifieur (ainsi qu’a` l’obtention de performances stables),
doit eˆtre de´termine´. La premie`re partie de la me´thodolo-
gie pre´sente´e en section 2 propose une fac¸on de re´soudre
ce proble`me.
1.2 Augmentation de la complexite´ des
calculs
Le proble`me des temps de calcul, particulie`rement pour
l’entraˆınement du classifieur, est un autre effet. On peut
conside´rer que les classifieurs usuels, tels que le KNN [1]
ou le SVM [9], ont une de´pendance line´aire avec le nombre
de caracte´ristiques et qu’ainsi, en re´duisant sensiblement
la dimensionalite´ de l’espace, les temps de calcul dimi-
nuent, permettant d’utiliser plus d’images et mieux palier
a` cet effet d’images manquantes. Le meilleur compromis
entre fiabilite´ des re´sultats et performances, en termes de
nombre de caracte´ristiques et d’images, doit eˆtre trouve´.
1.3 Manque d’interpre´tabilite´ des re´sul-
tats
Meˆme si les travaux utilisant des ensembles particulie`-
rement exhaustifs ont de tre`s bonnes performances, si l’on
s’interroge sur les faiblesses d’un algorithme de ste´gano-
graphie et les raisons pour lesquelles certaines caracte´-
ristiques re´agissent particulie`rement fortement, le travail
d’analyse est rendu beaucoup plus difficile par la possible
grande taille de l’ensemble de caracte´ristiques.
Le fait de re´duire le nombre de caracte´ristiques ne´ces-
saires a` une classification efficace, par une me´thode de se´-
lection de caracte´ristiques, permet de mieux comprendre
l’algorithme sous-jacent du proce´de´ ste´ganographique et
e´vite de re´duire la ste´ganalyse a` une simple recherche de
la meilleure performance de classification.
2 Me´thodologie propose´e et tech-
niques utilise´es
La figure 1 illustre la me´thodologie propose´e, en trois
e´tapes.
2.1 Nombre suffisant d’images et classi-
fieurs
Un nombre approprie´ d’images – de´pendant du nom-
bre de caracte´ristiques – doit d’abord eˆtre de´termine´ : un
classifieur KNN [1] utilise´ avec une me´thode de Monte-
Carlo [11] permet d’estimer le bruit et de donner un inter-
valle de confiance pour les re´sultats, avec une faible com-
plexite´. Des sous-ensembles des donne´es sont tire´s ale´atoi-
rement (sans re´pe´titions) et utilise´s avec le classifieur.
Deux classifieurs diffe´rents ont e´te´ utilise´s pour les expe´-
rimentations : SVM et KNN. Le KNN est un classifieur a`
1202
apprentissage supervise´ base´ sur la distance, propose´ par
Devijver et Kittler dans [1]. Il est base´ sur un vote de
majorite´ des classes des k plus proches voisins du point
conside´re´, pour la de´termination de la classe de celui-ci.
Vapnik [9] en 1963 propose l’ide´e du SVM (de´veloppe´e
plus re´cemment (1992,1995) par Boser, Guyon et Vap-
nik [5]). L’ide´e d’origine e´tait de se´parer les donne´es graˆce
a` un hyperplan dont la distance aux plus proches donne´es
est maximale, ce qui constituait un classifieur line´aire en
grande dimension. Les de´veloppement re´cents introduisent
une partie non-line´aire dans la me´thode.
2.2 Se´lection des caracte´ristiques par l’al-
gorithme Forward et construction du
classifieur final
La se´lection des caracte´ristiques se fait par un algo-
rithme“glouton”nomme´ Forward [14] : les caracte´ristiques
sont se´lectionne´es une a` une et celle donnant les meilleures
performances avec l’ensemble de caracte´ristiques de´ja` re-
tenu est ajoute´e a` cet ensemble. L’algorithme part d’un
ensemble de caracte´ristiques vide et obtient donc un clas-
sement des caracte´ristiques selon leur ordre d’importance
pour la maximisation de la performance de classification.
Un SVM est ensuite applique´ sur le meilleur ensemble ob-
tenu par le Forward afin d’augmenter les performances et
les rendre comparables aux travaux actuels.
3 Re´sultats
La base d’images utilise´e est constitue´e de 13000 images
naturelles issues de 5 appareils nume´riques diffe´rents. Les
images ont e´te´ redimensionne´es a` une taille de 800× 600
pour e´viter des possibles effets de blocs et autres artefacts
de recompression JPEG sur une nouvelle grille. Dans le
meˆme temps, toutes les images sont passe´es en niveaux de
gris (256 niveaux). Un de´coupage en 512× 512 est ensuite
effectue´, puisque notre imple´mentation de l’extraction des
193 caracte´ristiques de Fridrich fonctionne sur des images
de cette taille. Finalement, la moitie´ des images ainsi pre´-
pare´e est ste´ganographie´e avec l’algorithme Outguess, a`
un taux d’insertion (ratio entre la quantite´ d’information
embarquable dans le medium et la quantite´ embarque´e) de
25%, tandis que l’autre moitie´ est conserve´e telle quelle.
3.1 Recherche du nombre d’images ne´ces-
saire
La figure 2 illustre cette recherche du nombre d’images
pour des ensembles de taille variant entre 100 et 4000
images (les temps de calculs au-dela` deviennent irre´ali-
sables). Pour cette e´tude, on peut conside´rer (cf. Fig. 2)
qu’un nombre suffisant d’images est 2000, e´tant donne´
l’augmentation de performances particulie`rement lente au-
dela`. La suite de la me´thodologie se fait sur 4000 images,
les temps de calcul restant acceptables avec un tel en-
semble dans notre cas.
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Fig. 2 – Monte-Carlo avec KNN sur des ensembles de 100
a` 4000 images. Une valeur “suffisante” est ici 2000 images.
3.2 Se´lection de caracte´ristiques et con-
struction du classifieur
La figure 3 pre´sente les re´sultats pour notre cas, ou` un
SVM a e´te´ applique´ a` chacun des ensembles obtenu par
l’algorithme forward, pour comparaison.
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Fig. 3 – Forward avec KNN pour 1 a` 22 caracte´ristiques.
L’ame´lioration de performances par SVM est ici de´ja` ef-
fectue´e.
Pour cette situation, les 14 premie`res caracte´ristiques
obtenues par le Forward sont retenues. La figure 3 per-
met de voir que celles-ci constituent un bon compromis
performance/complexite´, dans le sens ou` les performances
s’ame´liorent tre`s lentement avec l’ajout d’autres caracte´-
ristiques, et que la re´duction du nombre de caracte´ris-
tiques est tre`s sensible.
Cette se´lection permet d’obtenir comme le montre la
table 1 – pour le cadre de nos expe´rimentations utili-
sant Outguess et l’ensemble de 193 caracte´ristiques men-
tionne´ – un taux de bonne classification de 95.08% avec
cet ensemble de 14 caracte´ristiques, soit seulement 1.9%
de moins que lorsque l’on utilise l’ensemble des 193 carac-
te´ristiques.
Tab. 1 – Re´sultats des diffe´rents classifieurs en cross-
validation (Leave-One-Out et 10-fold) et test.
LOO/10-fold Test Temps Calc.
KNN 193 86.65% 85.89% 4.5min
KNN 193→14 93.20% 89.02% 60s
SVM 193 96.92% 96.76% 49h
SVM 193→14 95.08% 94.86% 4.5h
Quant aux temps de calcul, l’imple´mentation C du SVM
utilise´e [3] s’exe´cute en 49 heures sur l’ensemble des 193
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caracte´ristiques (toujours avec 4000 images), tandis que
l’on parvient a` 4.5 heures avec cet ensemble re´duit a` 14,
soit un ordre 10.9.
4 Analyse
Les re´sultats pre´ce´dents peuvent eˆtre interpre´te´s selon
deux points de vue.
Du point de vue “Intelligence Artificielle” La re´-
duction du nombre de dimensions ne´cessaires par 13, tout
en conservant des performances tre`s similaires dans l’in-
tervalle de confiance, est un re´sultat important. En effet,
la complexite´ des calculs et le temps d’exe´cution sont for-
tement re´duits. D’autre part, de nouvelles analyses et ex-
pe´rimentations deviennent possibles du fait de cette plus
faible dimensionalite´ des donne´es.
Du point de vue de la ste´ganalyse Les re´sultats sont
le´ge`rement infe´rieurs aux meilleurs obtenus pour l’algo-
rithme Outguess, en utilisant l’ensemble des caracte´ris-
tiques propose´es par Fridrich dans [13]. Toutefois, le gain
en interpre´tabilite´ des re´sultats et l’importante diminution
du temps de calcul sont des avantages non ne´gligeables.
Enfin, l’analyse des caracte´ristiques se´lectionne´es permet
de mettre en lumie`re les faiblesses de l’algorithme de ste´-
ganographie utilise´ : les caracte´ristiques se´lectionne´es tra-
duisent une re´partition anormale des coefficients TCD de
valeurs e´gales a` −1 ou −2. Nos futurs travaux consiste-
ront a` utiliser cette analyse afin d’ame´liorer la se´curite´
des algorithmes de ste´ganographie.
5 Conclusion
La me´thodologie propose´e permet donc de respecter cer-
tains principes et restrictions duˆs a` l’utilisation de classi-
fieurs a` apprentissage supervise´, par une estimation em-
pirique du nombre d’images ne´cessaire a` un apprentissage
fiable et a` variance faible, statistiquement parlant. D’autre
part, par l’utilisation d’une me´thode de se´lection de carac-
te´ristiques, il est possible de conserver des performances
proches de celles obtenues avec un ensemble particulie`re-
ment exhaustif de caracte´ristiques, en re´duisant celui-ci
par un facteur 13, dans le cas de l’expe´rimentation pre´-
sente´e.
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