Abstract Most proxy caches for streaming videos do not cache the entire video but only a portion of it. This is partly due to the large size of video objects. Another reason is that the popularity of different parts of a video can be different, e.g., the prefix is generally more popular. Therefore, the development of efficient cache mechanisms requires an understanding of the internal popularity characteristics of streaming videos. This paper has two major contributions. Firstly, we analyze two 6-month long traces of RTSP video requests recorded at different streaming video servers of an entertainment videoon-demand provider, and show that the traces provide evidence that the internal popularity of the majority of the most popular videos obeys a k-transformed Zipf-like distribution. Secondly, we propose a caching algorithm which exploits this empirical internal popularity distribution. We find that this algorithm has similar performance compared with fine-grained caching but requires significantly less state information.
Introduction
Streaming media has been widely used over the Internet in recent years. However, the growing use in streaming media, which generally has large size, can have a significant impact on the user perceived latency and network congestion. A popular approach to reduce the response time and backbone bandwidth consumption is to deploy proxy caches at the edge of the Internet. Due to the large size of streaming media, many caching algorithms for videos cache only a part of the video [1] [2] [3] . Most of these caching algorithms divide the video into segments and the caching unit is video segment rather than the entire video. Thus the popularity distribution of video segments has a direct impact on the design of efficient caching strategies. In order to make a caching decision, these schemes collect statistics on the access frequencies of the video segments. In other words, they use non-parametric statistics of video segment popularity. However, the choice of video segment granularity is not easy. With coarse granularity of segment, it cannot get the exact popularity difference between different parts of a video. With fine granularity of segment, it may take too much memory space to record the segment popularity information. In this paper, we design a new caching algorithm to solve this problem. This algorithm will estimate the segment popularity based on an empirical model for segment popularity distribution. By using this model, the algorithm can avoid the trade-off discussed above and get good caching performance but requires only to store a small amount of segment popularity information. We refer the popularity distribution of video segments of a video as the internal popularity distribution in this paper. Specifically, we address the following two questions in the following sections.
1. Can the internal popularity of streaming videos be described by some parametric statistical distribution? 2. If such statistical distribution can be found, how can we exploit that for caching?
Since the internal popularity of streaming videos depends on the user access behavior, a way to uncover the characters of the internal popularity distribution is through analyzing the traces of streaming media requests on the Internet. In this paper, we analyze two 6-month long traces of RTSP video requests recorded at two different streaming video servers of an entertainment video-on-demand provider. This work makes the following contributions: (1) we observed that the internal popularity of the majority of the most popular videos obeys a k-transformed Zipf-like distribution. Thus we can estimate the popularity of each segment using this empirical model which can be used for caching. (2) For k-transformed Zipf-like distribution, the segment popularity versus segment sequence number is a straight line in the logarithm of the transformed variables. This means that the popularity of all segments can be predicted by only knowing the state information of few points on this straight line. Based on this observation, we propose a dynamic caching algorithm, called internal-popularity-based (IPB) caching algorithm, which maximizes the total bandwidth savings. The simulation results show that this algorithm performs well with significantly less state information. The rest of this paper is organized as follows. Section 2 introduces the background on the server logs and presents the analysis that the internal popularity of the majority of the most popular videos in our logs obeys a ktransformed Zipf-like distribution. Section 3 presents the IPB caching algorithm. Section 4 reports the results of a performance study on the IPB caching algorithm. Section 5 reviews the related works. Finally, Section 6 concludes this paper and offers some future directions.
For ease of reference, we have summarized the notations in Table 1 . The notations will be introduced and defined when it is first used in the text. Video segment sequence number after k-transformation y k Video segment popularity after k-transformation k x Parameter of k-transformation for segment sequence number k y
Parameter of k-transformation for segment popularity j Video segment sequence number of the record segment F Update frequency for k x and k y M
The number of the record segments C The size of the cache space 2 Internal popularity of the video
Server log data
In this subsection, we will describe the media access logs that we used for our analysis. The traces were provided to us by www.cjmedia.com.cn. This website is a commercial entertainment website and it uses Helix Server as streaming media server. We use access logs from two different servers. The first server is called Advanced Server (AServer). It hosted videos only for paid-up subscribers of the video-on-demand service, with videos in teleplays, popular movies and educational information. About 83.5% of these videos are longer than 30 min. The second server provided service to non-subscribers and will be referred to as Free Server (FServer). In contrast to AServer, the videos in FServer mainly consist of advertisements and short clips. Of these videos, 82.7% of them are less than 15 min long and only 3.5% of them are longer than 30 min. All videos in both servers are encoded in real media [4] format. Clients can resume, pause, seek or stop during their viewing sessions. Here a session refers to a sequence of user requests corresponding to the same video. A typical example of a user access is shown in Fig. 1 . The information that is useful for our analysis in the record is the IP address of the client making the request, the time at which the request was made, the requested file name and the type of the request (e.g., resume, pause…). As shown in Fig. 1 
Internal popularity analysis
In this section, we show that the internal popularity of the majority of the most popular videos from the two traces obeys a k-transformed Zipf-like distribution. 1 Considering the fact that there is not much point to analyze the less popular videos, we choose the videos which have been accessed at least 70 times in the 210 days. There are 121 videos in AServer and 29 videos in FServer which meet this requirement. The chosen videos make up only 2.1 and 5.6% of the total videos in each server, respectively. However, they account for 22.2 and 31.3% of the total number of sessions of each server. Thus, our analysis will focus on the internal popularity distribution of the 150 most popular videos. For the purpose of analyzing the popularity of different parts of a video in our model, we divided the video into 1-s segments because all the streaming media players use this precision. We define the segment popularity of a 1-s video segment as the total number of times that segment has been accessed over the entire duration of the trace. We observe that the internal popularity of each video is an approximate decreasing function of 1 Note that some trace analyses published in literature, such as [6] [7] [8] , are based on the traces from the same website or company. The amount of traces in these papers ranges from one to five. In our paper, our video trace analysis is based on two traces from two different servers in the same website. These two servers have videos with different characters and provide service to different groups of clients, respectively. Thus the quality of information we have is comparable with those in previous work.
video time because some users abort the session early, an observation that has been mentioned by many previous researches.
We first check whether the internal popularity of the chosen videos obeys Zipf-like distribution. If this hypothesis holds, a log-log plot of video segment sequence number versus segment popularity will be a straight line. An alternative method to check this hypothesis is to use linear regression on the logarithms of the segment sequence number and segment popularity. In linear regression, the closeness to a straight line fit can be measured by the coefficient of determination, denoted by R 2 [9] . The value of R 2 is between 0 and 1, where a value closer to 1 indicates a better fit. Figures 2 and 3 show the internal popularity of, respectively, the most popular videos in the two servers on both normal axes and logarithmic axes. It can be seen in these figures that the internal popularity of both videos does not seem to obey the Zipf-like distribution. Instead of visually going through all the log-log plots for the 150 videos, we apply linear regression to the logarithmic data to check how well they fit a straight line. If we assume that a R 2 value greater than 0.90 means a good fit, then only 21.3% of the 150 videos have an internal popularity distribution which is Zipf-like, 20.7% in FServer and 21.5% in AServer.
An important contribution of our work is that we propose to use the k-transformed Zipf-like distribution to model the internal popularity of the video. Originally, the k-transformed Zipf-like distribution is proposed in [10] to model long term file popularity. Here we use it to model the internal popularity distribution of streaming media. For a video, let x denote video segment sequence number and y denote the popularity of the segment. The k-transformation for the original x and y data is defined as follows:
where k x and k y are some positive constants. If the transformed data (x k ,y k ) obey the Zipf-like distribution as described by Eq. (3), then we say that the original data (x,y) obey a k-transformed Zipf-like distribution.
Next, we will study how the internal popularity of popular videos obeys k-transformed Zipf-like distribution. Figure 4 shows the number of videos whose R 2 value is larger than 0.90 under different (k x , k y ) with k x and k y varying from 1 to 500. It seems that we can get a better fit when k x is about ten and k y is large in our traces. Figs 5a and 6a show the typical relationship between the fitted straight line and original data on a log-log scale under different (k x , k y ). The R 2 value of most videos will increase when k y increases in our traces, as shown in Figure 5b where k x = 10. However, there are also some exceptions, such as that shown in Fig. 6b where the R 2 value of this video will decrease when k y is larger than a threshold. It means that the value of (k x , k y ) that gives the best fit can be different for different traces. Thus, we will suggest a scheme to adjust k x and k y dynamically in our caching algorithm in the following sections. Table 2 shows the percentage of videos whose internal popularity obeys k-transformed Zipf-like distribution based on using the R 2 value. In FServer, all the popular videos have a R 2 value larger than 0.90 when k x is 10 and k y is larger than 200. And 80.2% of the videos in AServer have a R 2 value larger than 0.90 when k x is 10 and k y is larger than 400. Thus, we can conclude that the internal popularity of the majority of the most popular videos obeys a Zipf-like distribution after k-transformation. Intuitively, the k-transformation rescales the axes so that the internal popularity distribution is reshaped into more or less straight lines in the log-log scale. This is the same reason why k-transformation was useful in [10] . In the next section, we design a dynamic cache scheme based on this observation.
Internal popularity based caching algorithm
Due to the large size of videos, most proxy caches only cache a portion of a video instead of the entire one. Therefore, a goal of the video caching algorithm is to determine the portion of the video to be cached in order to maximize the caching performance. We show in the Sect. 2 that the majority of the most popular videos has an internal popularity distribution which is Zipflike after k-transformation. In this section we propose a new caching algorithm that we call internal popularity based (IPB) caching algorithm. This algorithm estimates the internal popularity of each video based on k-transformed Zipf-like model and choose the appropriate segments to cache to minimize the bandwidth consumption of backbone network. The IPB algorithm will be executed in the proxy and this algorithm can readily be used even when there are multiple proxies. As the algorithm is based on the k-transformed Zipflike model, the most important issue is to obtain accurate model parameters for each video; these include k x and k y in k-transformation as well as a and b in Eq. (3). 2 In our algorithm, we use a common (k x , k y ) for all videos. Initially, both k x and k y are set to one and we provide a dynamic update mechanism to update their values. For a and b, we can use linear regression to get their values for each video as the log-log plot of video segment sequence number versus segment popularity is a straight line after k-transformation. Considering that the internal popularity of each video changes over time, we also provide a scheme to decide when to update the values of a and b. After getting the model parameter values for all videos, it is easy to estimate the popularity of each segment of all videos based on Eqs. (1) (2) (3) . Then IPB will choose the most popular segments to cache subject to cache size constraint. We will describe the algorithm in details in the following sections.
Updating k x and k y dynamically
In this section, we show how to update the values of k x and k y dynamically. In Sect. 2.2, it shows that the internal popularity of the majority of the most popular videos in our traces has a better fit with k-transformed Zipf-like distribution when k x is small and k y is large. However, we also found a few exceptions where the R 2 value decreases with increasing k y . Thus, it may be difficult to find fixed values of k x and k y , which are good for all proxy caches. In order to increase the robustness of the IPB caching algorithm, we propose a scheme to estimate the value of (k x , k y ) dynamically.
Initially, both k x and k y are set to one. The algorithm will then update (k x , k y ) when the number of RTSP requests is a multiple of a fixed update frequency F measured in terms of the number of RTSP requests. In order to choose the best (k x , k y ) for the proxy cache, we defined a new metric called weighted average R 2 value (WAR) as follows:
Here n denotes the number of videos and w i is the weight for the R 2 value of video i which is chosen to be the popularity of video i.
In our algorithm, the (k x , k y ) which achieves the largest WAR will be chosen in each update. That means we will prefer to choose the (k x , k y ) that gives a better fit for the more popular videos. This is a non-linear programming problem where k x and k y can be any positive real number. As non-linear programming has been studied in many papers, many non-linear programming algorithms can be used to solve this problem and we will not discuss it in this paper.
Recording and updating user access information
The caching algorithm will need to store some user access information, i.e., video segment popularity information, in order to make caching decisions. However, before explaining how to record and update it, we will first introduce the concept of record segment. Since the internal popularity of the majority of the most popular streaming media obeys the k-transformed Zipf-like distribution, it means the log-log plot of video segment sequence number versus segment popularity will be a straight line. Thus, we can estimate the popularity of different segments based on only few points on this straight line. In IPB caching algorithm, we will choose some segments from each video for this purpose and call these chosen segments as record segments in this paper. Let M denote the number of record segments and L denote the total number of segments in a video. The i-th record segment will be the j-th segment in the video, where j is the nearest integer less than or equal to j r which can be calculated as follows:
The above choice of record segment location is such that they are almost uniformly distributed among the segment numbers of each video. The number of record segments in each video is the same regardless of the length of the video and its value can be any integer strictly larger than 2. This is because we will get a perfect straight fit with R 2 = 1 if the number of record segments is only 2. Thus WAR will always be 1 and the IPB caching algorithm cannot update k x and k y dynamically. Figure 7 shows an example with eight record segments where each (segment number, segment popularity) pair recorded is shown as a dot.
Our algorithm will only record the popularity information of record segments instead of recording the popularity of all segments. This results in an efficient method to store internal popularity information. However, we cannot record the popularity information of record segments by only accumulating the total number of accesses to them because this will not allow us to track the temporal dynamics of internal popularity variation. We therefore introduce a window-based model in IPB caching algorithm for the purpose of forgetting the out-of-date information, as shown in Fig. 8 .
Considering that most of the videos are entertainment videos in our trace, we will use a day as the base unit of the length of history window in our algorithm. The popularity of record segments is stored on a per-day basis so that the out-of-date information can be removed later. In addition to the popularity of record segments, some other auxiliary information including the length of the video, the length of the cached portion of each video and the value of k-transformed Zipf-like distribution parameters a, b, etc. will also be recorded.
The algorithm will update the recorded information in two ways. One is updating the information of the requested video when the proxy cache receives a new request from the user. We call it as "triggered update". It simply increases the popularity of the requested record segment in the current day. The second way is called "periodic update". It only happens when the history window moves. In this case, the algorithm will delete the obsolete information from all videos whose information has been recorded. Especially, if the video's popularity become zero after updating, all the information about this video will be removed in order to make sure that only the information of videos that have been accessed in the history window will be recorded.
Updating the value of a and b
If the recorded information has been changed, it may be necessary to re-calculate the internal popularity distribution of the video based on the new information. It was shown that the internal popularity of the video can be calculated based on Eqs. (1-3) if we have the correct a and b parameters of the video. Thus, calculating the internal popularity of the video is essentially updating a and b based on the new recorded information.
Depending on whether triggered update or periodic update is used to update the recorded information, the IPB caching algorithm will update a and b in different ways. In triggered update, only the information of requested video, e.g., video i, will be updated. The algorithm will compare the optimal popularity threshold with the popularity of video i at first. The concept of optimal popularity threshold is described in the Sect. 3.4. Here we just need to know that all the segments whose popularity is larger than or equal to this threshold will be cached. And we will use the popularity of the first record segment as video popularity because the first record segment is always the first segment of the video. If the popularity of video i is less than the optimal popularity threshold, the algorithm will do nothing because no segment of this video will be cached. Otherwise, the IPB algorithm will decide whether the model parameters of a and b of video i should be re-calculated. In order to make this decision, we should measure the goodness of fit between the existing model and the updated internal popularity information. We calculate the goodness of fit of video i, denoted by D i , as follows:
Here n is the number of record segments for video i. For video i, x ij is the sequence number of the j-th record segment and y ij is the popularity of the j-th record segment after receiving a new request.ŷ ij is the estimated popularity of the j-th record segment according to the model parameters a i and b i before receiving the new request. Expression D i is very similar to R 2 except that we use the new segment popularity information and old a and b values. If D i value is larger than or equal to 0.90, it means that the existing a i and b i can model the internal popularity of video i well even under the video has received a new request. Thus the algorithm does not need to do anything about updating the internal popularity distribution. Otherwise, the algorithm will re-calculate a i and b i for this video and record the new value.
Since triggered update occurs when a new RTSP request has arrived, only the a and b parameters for one video will be updated. When periodic update takes place, we will scan through all the videos to check whether 
Finding the optimal popularity threshold
After obtaining the internal popularity distribution of each video, the algorithm will choose the portion of the video to cache to maximize the caching performance. In this section, we study the following optimal proxy caching problem. Let N denote the number of videos. The length of the i-th video is L i segments (we assume here that the segment granularity of all videos are identical) and for the i-th video, the popularity of the x ij -th segment (x ij = j = 1, . . . , L i ) is y ij . We further assume that the internal popularity of all N videos obeys Zipf-like distribution after k-transformation and a common (k x , k y ) will be used for all videos. For the i-th video, the model parameters [i.e., a and b used in Eq. (3)] are denoted by a i and b i . With these assumptions, the relationship between x ij and y ij , ∀i = 1, . . . , N and j = 1, . . . , L i , can be described by Fig. 9 Calculating the internal popularity log y k,ij = a i log x k,ij + b i (9)
The value of (k x , k y ) can be estimated using the scheme described in Sect. 3.1. As explained in Sect. 3.3, the values of a i and b i for each video can be obtained by fitting a straight line to its record segments.
Given the internal popularity models of all the N videos, the optimal proxy caching problem is to determine the video segments to be cached so that bandwidth savings can be maximized subjected to cache size constraint. For simplicity, we assume that each video segment uses r units of bandwidth and requires s units of storage space where the values of r and s apply to all video segments. Let C denote the size of the cache. Since the k-transformed Zipf-like model is a monotonically decreasing function, we can easily prove that only the prefixes of the videos will be cached. The optimal proxy caching problem can be formulated as follows: Optimization problem (P1)
The decision variable p i is the number of segments to be cached for the i-th video. The value of p i is positive if some segments are cached, otherwise it is zero.
The above discrete optimization problem has been studied in the optimization literature [11] as well as in engineering, e.g., rate-distortion trade-off in video coding [12] . Typical solution methods to this problem include Lagrange multiplier method [11] and dynamic programming [13] . We have chosen the former method here because it generally has lower complexity.
Let λ > 0 be the Lagrange multiplier. Consider the unconstrained optimization problem: Optimization problem (P2)
For a given value of λ, let p * (λ) be the optimal N-tuple (p 1 , p 2 , . . . p N ) that maximizes (P2), then it is proved in [11] λ) ). Thus, if we can find a value of λ such that the corresponding p * (λ) has the property g(p * (λ)) = C, then we know p * (λ) is the optimal solution to (P1). However, there may not exist p * (λ) such that the equality g(p * (λ)) = C holds, in this case we find p * (λ) such that g(p * (λ)) is as close to C as possible from below. Therefore, in order to solve (P1), we must search for a suitable value of λ. It was shown in [14] that this can be done by a bisection search over λ.
Note that for a given value of λ, the problem (P2) can be decomposed into N independent optimization problems, one for each value of p i (i = 1, . . . , N)
It can show that the optimal solution to the above problem is given by the highest index j such that y ij b−λs ≥ 0. Hence, the problem (P2) can easily be solved. The above result means that segments whose popularity is larger than or equal to λs/b will be cached in order to get the maximal bandwidth saving in our algorithm. The quality λs/b will be referred to the optimal popularity threshold. We use bisection search to find this value. As mentioned above, it is possible that g(p * (λ)) is less than C. That implies there is some free cache space left. In order to get a better performance, we will use a greedy algorithm to fill the remaining cache space up.
Performance evaluation

Methodology
We evaluate the performance of the proposed IPB algorithm through trace driven simulations. The traces studied in sect. 2 will be used as the input data for our simulations. Considering that the proxy cache is placed at the edge of the network and provides service to different users, we combine the traces from the two different servers as the input data. Since only the most popular videos will be cached, we reduce the input trace to include only the 150 most popular videos in the combined trace. Four caching algorithms (IPB caching, Fine-grained caching, Exponential caching [15] and Zipf-like caching) will be implemented and the performance of each will be compared. In fine-grained caching, it will divide the video into 1-s segments and the popularity information of all the segments will be recorded, respectively. Thus it can distinguish the popularity difference in different segments exactly and is expected to have the best performance. We will use it as a benchmark to compare the performance with the other algorithms. For the Exponential caching, it uses an assumptive model of the internal popularity of the video. The video will be divided into segments whose size increases exponentially and the assumptive model calculates the segment popularity by dividing the video popularity by the segment sequence number. The Zipflike caching algorithm is similar to IPB caching. The only difference between them is that Zipf-like caching will assume that the internal popularity of popular videos obey Zipf-like distribution. We will study the gain in terms of performance by k-transformation by comparing the performance between Zipf-like caching and IPB caching algorithm.
The total bandwidth saving will be the performance metric. This metric is defined as the total units of bandwidth delivered from the proxy directly. A unit of bandwidth in our paper is equal to the number of bytes in a 1-s segment of streaming video. For all algorithms, the history window model described in Sect. 3.2 will be used to control the useful information in the following simulations.
The standard value of IPB algorithmic parameters are listed in Table 3 . Unless otherwise specified, these standard values are used in all simulations.
As it is difficult to find fixed values of (k x , k y ) that are good for all caches, we initialize (k x , k y ) to (1, 1) and propose a dynamic algorithm to estimate (k x , k y ) in Sect. 3.1. In order to simplify the algorithm, we do not use continuous values for k x and k y but will choose them from the set {1, 50, 100, 150, 200, 250, 300, 350, 400}. The default number of the record segment is four and the standard value of update frequency for k x and k y is 100. The impact of these two IPB algorithmic parameters are also studied in the following sections.
Performance comparison between different caching algorithms
In this section, we study the performance of various caching algorithm with different length of history window. The length of history window controls the history of user access that is used to make a decision about the content of the cache. We choose the length of history window from 7, 15, 30, 60, 90 and 180 days. In other words, the length of history window will be 1 week, 0.5 month, 1 month, 2 months, 3 months and 0.5 year. With different lengths of the history window, the performance of the four algorithms is shown as in Fig. 10 . As depicted in Fig. 10 , the fine-grained caching algorithm has the best performance. It is obvious because the fine-grained caching algorithm records the popularity information of all segments and can get the different popularity in different segments exactly. The IPB caching algorithm has very similar performance compared with the fine-grained algorithm though it only records the popularity information of four segments. The Exponential caching algorithm and Zipf-like caching algorithm will also record very few user access information but their performance is poorer than the fine-grained algorithm and IPB caching algorithm. If we use the finegrained caching algorithm as a reference, the performance of IPB is about 96% of the reference; however, the performance of the Exponential and Zipf-like caching are about 88 and 74%, respectively, of the reference. That means k-transformed Zipf-like distribution model can describe the internal popularity of streaming video better than the Zipf-like distribution model and the assumed model in Exponential caching.
We also noted that the performance will decrease when the length of history window increases. It is because the segment will accumulate more users' requests with longer history window and then the optimal popularity threshold for cached segment will be higher as shown in Table 4 . However, in the real trace that we used, not all videos are available at the beginning of the trace. Some of them are only introduced in the middle of the trace. Thus, the videos which are introduced later will spend a long time to accumulate its access frequency in order to be qualified to be cached because the optimal popularity threshold is very high.
From Table 4 , it seems a shorter history window gives the best performance in our trace. Since different severs have different timing for introducing new videos, e.g., some video servers update their content periodically [1, 16, 17] , it may be difficult to argue what is the best length of the history window. We will not discuss this in our paper since our purpose is only to demonstrate that IPB algorithm can have comparable performance with fine-grained segment algorithm for many values of history window length.
Impact of algorithmic parameters of IPB caching algorithm
Next, we study the impact of algorithmic parameters on performance. We first conducted a set of simulations to investigate the impact of update frequency. In these simulations, the update frequency will be 100, 500, 1,500 and 2,500, respectively. We compare the performance between IPB and fine-grained caching algorithm as shown in Fig. 11 . We observed from Fig. 11a that the performance of IPB caching algorithm with different update frequency is very similar. We use the performance of fine-grained caching algorithm as a baseline and define the performance gap as the bandwidth saving of fine-grained algorithm minus that of IPB algorithm. As shown in Fig. 11b , the performance gap between IPB and finegrained algorithm is small for small update frequency. Thus, frequent updates of k x and k y is helpful to improve the performance of IPB. However, this improvement is slight. For us, the most important advantage of updating the values of k x and k y dynamically is to avoid the We then conducted a second set of simulations to study the impact of different number of record segments. In the following simulations, the number of record segments will be 4, 6 and 8. In Fig. 12 , we show the performance of IPB with different number of record segments.
As shown in Fig. 12a , IPB caching algorithm with different number of record segments has similar performance with fine-grained caching algorithm. An increase in the number of record segments will decrease the performance gap between these two caching algorithms, but the improvement is small for our data as shown in Fig. 12b . We explain this phenomenon as follows. We show in Sect. 2 that the internal popularity of the majority of most popular videos obeys k-transformed Zipf-like distribution. We choose a video whose internal popularity fits the k-transformed Zipf-like distribution well and one that does not fit well to illustrate what happens when the number of record segments increases. We fix k x as 10 and k y as 350, which give a good fit between the internal popularity of the majority of most popular videos and the k-transformed Zipf-like distribution in our trace. Figure 13 shows the impact of the number of record segments on the prediction of internal popularity for these two chosen videos.
As shown in Fig. 13a , we can obtain a good estimation of segment popularity even if the number of record segments is four for the video whose internal popularity fits the k-transformed Zipf-like distribution well. The improvement in estimation is slight when the number of record segments increases. On the contrary, increasing the number of record segments can make a significant improvement in the estimation of segment popularity of the video whose internal popularity does not fit k-transformed Zipf-like distribution well, as shown in Fig. 13b . Since the internal popularity of the majority of most popular streaming videos obeys k-transformed Zipf-like distribution in our traces, the impact of the number of record segments is slight in our simulations. However, increasing the number of record segments is still a good way to decrease the impact on performance by videos whose internal popularity distribution cannot be modeled well by k-transformed Zipf-like distribution.
Analysis on the storage space required by the recorded information
We will analyze the amount of storage space required to record user access information by the four caching algorithms. For simplicity, we assume that the information such as the popularity of each video segment, length of the video, etc. require the same k units of storage space to record. In our simulations, fine-grained caching algorithm will record the information including the popularity of each segment in each day in the history window, the length of each video and the length of the cached portion of each video. Thus it will take k × (total number of segments) × (the length of history window in days) + 2k × (total number of videos). In our trace, the total number of segments is 324,510 and the total number of videos is 150. For the following calculation, we assume the length of history window is seven. The fine-grained caching algorithm will require at most (2, 271, 870 × k) storage units for the 150 most popular videos. For Exponential caching, the following information will be recorded: the popularity of each video on each day in the history window, the length of each video and the length of the cached portion of each video. It will take at most 1, 350 × k storage units. For the IPB caching algorithm and Zipf-like caching algorithm, both will record the information including the popularity of record segment on each day in the history window, the length of each video, the length of the cached portion of each video and the value of parameters a and b. Thus, they will take at most 4, 800 × k storage units when the number of record segments is four.
According to this analysis, we find that fine-grained caching algorithm can get the best performance though consuming large storage space to record popularity information. All the other three caching algorithms which use a parametric model to estimate the segment popularity need only few record information. However, only IPB caching algorithm has a very similar performance compared with the fine-grained caching algorithm in all situations. The performance difference between these two algorithms is at most 4% of total bandwidth saving but the state information required by IPB is less than 1% that of the fine-grained caching algorithm.
Related work
There exists extensive research in the area of streaming media workload [8, [18] [19] [20] [21] because of its significance on proxy caching, multicast delivery, network manage-ment, etc. However, relatively few of these studies are on modeling the internal popularity distribution.
Acharya et al. [8] presented some basic properties on the internal popularity distribution of streaming media. They found that not all of the requests for streaming media completed the playback. It was found that only 55% of all requests played the entire video and the remaining 45% requests aborted early. If the popularity of a segment is defined as the total number of playback requests that last long enough to access the segment, the segment popularity distribution of streaming media is a decreasing function of playback length. Segments in the beginning of video are requested more often than later segments. However, they did not continue to model the distribution of the internal popularity. Tang et al. [10] analyzed the streaming media workload from enterprise servers. They propose an approximate model for the internal popularity where the section before the cut-off point is described by one sub-model and the section after that point is described by a different sub-model. The authors found that the location of the cut-off point can be different for different video. Thus this model may be difficult to be used for improving caching scheme. Our work is motivated by these studies. Our work provides a parametric statistical model to describe the internal popularity based on k-transformed Zipf-like distribution. Moreover, we show how to use this model as part of a caching algorithm.
Similar to most previous streaming media caching algorithms, our algorithm only caches the prefix of the video. Prefix caching was first proposed in [1] . In that paper, prefix caching is proposed to shield users from the delay, throughput and packet loss of the path from the server to the client in order to provide a smooth playback. Thus, the length of the video prefix only depends on the properties of the path between the server and the client. The difference in popularity of different videos does not play a role. In order to minimize backbone bandwidth consumption effectively, prefix caching has been combined with different transmission schemes with the consideration of different popularity in different videos in [17, 22, 23] . Almeida et al. [22] focuses on combining a particular transmission scheme called bandwidth skimming with prefix caching and only study the proxy allocation in that case. A unified framework which can analyze various server scheduling, such as batching, patching and batch-patching, was built in [23] and a heuristic proxy caching algorithm was proposed in that paper. However, these papers only consider the video popularity but not the internal popularity of the videos.
To address this problem, segment based algorithms have attracted much attention in recent years. There are two types of segmentation strategies in previous research work. The first type is uniform segmentation [24] [25] [26] . For example, Rejaie et al. [24] proposed caching uniformly sized segments of layer-encoded video objects. In order to support partial viewing, Hofmann et al. [25] proposed SOCCER caching which grouped the uniformly sized segments into chunks and do prefix caching in each chunk. The second type is unequallysized segmentation [2, 15] . For instance, media objects were divided into segments of exponentially increasing length and a specific number of segments were cached as prefix in [15] . As mentioned in Sect. 1, it is difficult to get a well-balanced trade-off between the veracity of segment popularity and the storage space used by recorded information for segment based algorithms. Our algorithm differs from the previous studies by the use of an empirical model to estimate the segment popularity in order to avoid the difficulty in deciding the granularity of segmentation. Although the method of estimating the segment popularity has been studied before, few of them are based on an empirical internal popularity distribution model. The simplest method is to use the video or layer popularity as the segment popularity, such as in [24] . Obviously, this is not the best choice because different parts of the video have different popularity. On the other extreme, the most exact method is to record the popularity information of all the segments directly, such as in [2] . However, it will take much memory space to record the user access information with fine granularity segmentation. In [15] , the authors used an assumed formula to compute internal popularity distribution. They divided the video into segments of exponentially increasing length and calculated the segment popularity by the video popularity divided by the segment sequence number. However, the authors in [15] did not provide empirical justification that the internal popularity obeys the assumed exponential distribution. By analyzing the two traces from two different servers, we provide some evidence that the internal popularity of majority of most popular videos obeys k-transformed Zipf-like distribution. Using this characteristic, our proposed algorithm will only record few user access information and can estimate all the segment popularity based on the k-transformed Zipf-like mode. We show in Sect. 6 that the algorithm gives good performance even if we record very few state information.
Conclusions and future work
The development of efficient caching algorithm for streaming media requires measuring, analyzing and parameterizing the internal popularity distribution of streaming media. In this paper, we analyzed two 6-month long traces of RTSP video requests recorded at two different streaming video servers of an entertainment video-on-demand provider. We study the relationship between the segment sequence number and segment popularity and implement a dynamic caching algorithm which we call IPB caching based on an internal popularity distribution that we observe. The analysis and simulation results show that (1) the internal popularity of the majority of the most popular streaming videos obeys a Zipf-like distribution after k-transformation and (2) the internal popularity distribution based caching algorithm performs well in different conditions with little user access information.
Our results are fundamentally based upon the workload that we captured and observed. It is clear that usage of streaming media in our environment is still relatively small. We will verify our observation with more traces in the future.
