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In this thesis, we develop multi-resource integer optimization formulations for coordinating Traffic Flow 
Management (TFM) programs with equity considerations.  Our multi-resource approaches ignore aircraft 
connectivity between flights, but allow a single flight to utilize multiple capacity-controlled resources.  
For example, when both Ground Delay Programs (GDPs) and Airspace Flow Programs (AFPs) are 
simultaneously in effect, a single flight may be impacted by a GDP and one or more AFPs.  We show that 
due to the similarity with current practice, our models can be applied directly in the current Collaborative 
Decision-Making (CDM) environment. 
In the first part of the thesis, we develop these formulations as extensions of a well-studied, existing 
nationwide TFM formulation and compare them to approaches utilized in practice.  In order to make these 
comparisons, we first develop a metric, Time-Order Deviation, for evaluating schedule fairness in the 
multi-resource setting.  We use this metric to compare approaches in terms of both schedule fairness and 
allocated flight delays.  Using historical scenarios derived from 2007 data, we show that, even with 
limited interaction between TFM programs, our Ration-by-Schedule Exponential Penalty model can 
improve the utilization of air transportation system resources. 
Skipping ahead, in the last part of the thesis, we develop a three-stage sequential evaluation procedure in 
order to analyze the TFM allocation process in the context of a dynamic CDM environment.  To perform 
this evaluation we develop an optimization-based airline disruption response model, which utilizes 
passenger itinerary data to approximate the underlying airline objective, resulting in estimated flight 
cancellations and aircraft swaps between flight legs.  Using this three-stage sequential evaluation 
procedure, we show that the benefits of an optimization-based allocation are likely overstated based on a 
simple flight-level analysis.  The difference between these results and those in the first part of the thesis 
suggests the importance of the multi-stage evaluation procedure.  Our results also suggest that there may 
be significant benefits to incorporating aircraft flow balance considerations into the Federal Aviation 
Administration’s (FAA’s) TFM allocation procedures. 
The passenger itinerary data required for the airline disruption response model in the last part of the thesis 
are not publicly available, thus in the second part of the thesis, we develop a method for modeling 
passenger travel and delays.  In our approach for estimating historical passenger travel, we develop a 
discrete choice model trained on one quarter of proprietary booking data to disaggregate publicly 
available passenger demand.  Additionally, we extend a network-based heuristic for calculating passenger 
delays to estimate historical passenger delays for 2007.  To demonstrate the value in this approach, we 
investigate how passenger delays are affected by various features of the itinerary, such as carrier and time 
of travel.  Beyond its applications in this thesis, we believe the estimated passenger itinerary data will 
have broad applicability, allowing a passenger-centric focus to be incorporated in many facets of air 
transportation research.  To facilitate these endeavors, we have publicly shared our estimated passenger 
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Chapter 1   
Introduction 
In 2010, North American airlines are expected to return to profitability after two years of dramatic losses 
following the onset of the recent global economic crisis (International Air Transport Association 2010).  
In 2007, the last full year of profitability prior to the crisis, U.S. domestic carriers experienced record 
levels of flight and passenger delays.  For the year, the U.S. Congress Joint Economic Committee (2008) 
estimates 2.75 million hours of flight delays led to costs of $12.2 billion for airlines, $7.4 billion for 
passengers, and $6.1 billion for related industries.  Barnhart, Fearing, and Vaze (2010) estimate even 
higher levels of passenger delays, with 245 million hours of passenger delays corresponding to $9.2 
billion in costs due to time lost.  The Joint Economic Committee’s total estimate of $25.7 billion in delay 
costs is particularly vexing when compared to just $7.7 billion in profits reported for 2007, a particularly 
strong year for the airline industry (Air Transport Association 2008).  Reduced demand for air travel 
during the year 2008 and 2009 has led to reduced flight and passenger delays (Tomer and Puentes 2009), 
but as demand continues to rebound, increasing delays will surely follow.  Thus, after a brief reprieve, the 
U.S. will once again face a looming transportation crisis due to air traffic congestion. 
The U.S. National Air Transportation System utilizes a network of airports and en route air sectors to 
serve tens of thousands of flights and well over a million passengers each day.  Many of the busiest routes 
in the system are hampered by significant congestion (Tomer and Puentes 2009), even under ideal 
weather conditions.  The Federal Aviation Administration’s (FAA’s) 2004 Airport Capacity Benchmark 
Report demonstrates that many major U.S. airports regularly operate at or near peak capacity (e.g., 
Hartsfield-Jackson Atlanta International, New York LaGuardia, and Chicago O’Hare) (U.S. Department 
of Transportation 2004).  In the National Air Transportation System, as with any queuing system, there is 
a nonlinear relationship between delay and changes in demand when operating near capacity (De 
Neufville and Odoni 2003).  By combining the previous two facts, we find that delays are likely to 
significantly out-pace projected industry growth.  The FAA estimates that domestic carrier revenue 
passenger miles will grow by 3.4% per year through 2025, representing an increased demand of more 
than 60% over that timeframe. 
Addressing the increased demand by building additional runways and airports is logistically complex due 
to cost, space limitations, and environmental regulations.  Additionally, projects of this type often take a 
decade or more to plan and complete, and do nothing to address airborne congestion en route.  With these 
factors in mind, NASA and the FAA are implementing and considering a series of enhancements to the 
National Air Transportation System under the broad umbrella of the Next Generation Air Transportation 
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System (NextGen).  The NextGen implementation plan continues through 2025.  The most significant 
planned NextGen enhancement is the transition from ground-based radar to satellite-based navigation and 
positioning.  The precision of satellite-based navigation will allow the FAA to reduce aircraft separation 
requirements without sacrificing safety, which will lead to increased operational capacities, especially 
when flights are operating in low visibility conditions (Federal Aviation Administration 2010).  Still, the 
FAA has faced multiple implementation challenges to date, and it is not clear that the planned NextGen 
enhancements keep pace with increasing demands, especially at the nation’s busiest airports (U.S. 
Government Accountability Office 2010).  Fortunately, the FAA continues to investigate further 
enhancements to include under the NextGen umbrella.  In this context, enhancements to traffic flow 
management are particularly appealing because they can be implemented under the NextGen project 
without requiring substantial allocations of government or industry funding. 
With this context in mind, in Section 1.1, we provide a discussion of air traffic management techniques 
that are currently used, specifically air traffic control (ATC) and traffic flow management (TFM).  Next, 
in Section 1.2, we discuss the relevant literature in this area, and attempt to characterize the limitations 
that have precluded some of the more promising methods from being implemented.  At the end of this 
chapter, in Section 1.3, we outline the contributions of this thesis and frame the case for coordination of 
traffic flow management programs using an optimization-based approach.  By developing complex 
evaluation techniques, we are able to show that this type of approach has the potential to provide system-
wide savings on the order of $100 million per year, with limited implementation costs and, to our 
knowledge, few downsides. 
1.1 Air Traffic Management 
Air traffic management systems are comprised of procedures and technologies that enable the safe and 
efficient flow of flights through en route air sectors, in terminal airspace, and at departure and arrival 
airports.  Two critical components of air traffic management in the U.S. are air traffic control and traffic 
flow management.  Air traffic controllers prescribe in-flight interventions such as speed changes, 
navigational vectoring, and airborne holding to ensure safe operations (e.g., maintaining aircraft 
separation requirements).  Traffic flow management interventions are more strategic in nature, with the 
goal of matching expected demands to projected capacities for the air transportation system.  Traffic flow 
management interventions include adjustments to flight schedules and re-routing, and typically occur 
prior to departure.  For additional details, de Neufville and Odoni (2003) and Ball, et al. (2007) provide an 
extensive overview of air traffic flow management procedures.  
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1.1.1 Traffic Flow Management (TFM) 
As mentioned above, traffic flow management refers to a set of strategic practices utilized by the FAA to 
ensure safe operations while attempting to minimize flight delays.  TFM activities occur on the day of 
operations and generally impact a significant subset of airline traffic (e.g., all flights into a major airport).  
According to data publicly available from the U.S. Bureau of Transportation Statistics, we estimate that 
approximately 30% of all air transportation delays are allocated through TFM programs (see calculations 
in Section 2.4 for details).  Based on factors such as the number of runways, runway configuration, 
scheduled personnel coverage, and weather forecasts, the FAA determines maximum capacities for 
resources in the US air transportation system.  These resources include arrival runways, departure 
runways, and air sectors in the National Airspace System (NAS).  TFM programs are initiated only when 
significant imbalances are expected between demands and capacities, such as in the midst of a severe 
storm.  Minor to moderate inconsistencies between capacity and demand are otherwise resolved through 
localized air traffic control.  Since the air traffic controllers’ strike in 1981, the primary tool the FAA has 
used for TFM has been the ground delay program (GDP).   
In a GDP, the FAA controls the arrival rate into a reduced-capacity airport by coordinating the departure 
times for impacted flights.  The goal is to allow each aircraft to proceed safely to its destination with 
minimal airborne delay.  Airspace flow programs (AFPs) were first introduced in 2007 and are operated 
much like GDPs.  The FAA uses an AFP to control the arrival rate into a flow-constrained area (FCA) – a 
reduced-capacity air segment in the NAS.  To understand the prevalence of these programs, in Table 1-1 
we list the number of days in 2007 impacted by GDPs or AFPs.  Each cell in the table lists the number of 
days in which the corresponding number of GDPs and AFPs were enacted (e.g., there were only 16 days 
with no GDPs or AFPs).  Thus, on approximately 35% of the days during 2007, at least one GDP and at 
least one AFP were in place.  Though the number of GDPs per day varies significantly, the number of 
AFPs rarely exceeds 2.  
Number of 
AFPs 
Number of GDPs 
Total 0 1 2 3 4 5 6 7 8 9 10 11 
0 16 24 31 44 26 28 15 13 8 2 2 1 210 
1 5 10 13 7 5 11 5 6 3 0 0 1 66 
2 2 15 13 14 7 16 5 9 3 2 1 0 87 
3 0 0 0 0 0 1 0 0 0 0 0 0 1 
4 0 0 0 0 0 0 0 0 1 0 0 0 1 
Total 23 49 57 65 38 56 25 28 15 4 3 2 365 
Table 1-1: Number of days in 2007 with the corresponding number of TFM programs of each type 
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These tools, namely, GDPs and AFPs, are used in concert with a three-stage approach to scheduling flight 
operations, which includes collaboration between the FAA and airlines.  The collaborative decision-
making (CDM) approach was first implemented in the late 1990s and represents the most significant 
enhancement to TFM procedures since the introduction of the GDP.  In the first stage, the FAA allocates 
arrival times or slots to airlines by applying the Ration-by-Schedule (RBS) method for each TFM 
program.  In RBS, arrival slots are allocated according to the original schedule ordering, as is described in 
detail in Section 2.1.  Although fairness is a subjective criterion, the RBS approach is generally 
considered fair within the airline industry because it is consistent with a first-scheduled, first-served 
service discipline.  In the second stage, airlines respond to the schedule disruption.  Each airline is 
allowed to make changes to the schedule within the context of the slots allocated to it.  For instance, an 
airline can swap arrival slots for two of its own flights as long as the swap does not cause either flight to 
depart prior to its posted departure time.  Additionally, an airline may choose to cancel flights due to 
operational constraints on aircraft routing, crew assignments, etc.  In the third stage, the FAA accepts the 
changes proposed by all airlines.  These combined changes constitute a capacity-feasible schedule 
because each airline is only allowed to make changes within the set of slots allocated to it.  Subsequently, 
the FAA attempts to improve the schedule by filling in gaps created by cancellations or operator-
announced delays.  This procedure is known as compression and is described in detail in Vossen and Ball 
(2005).  After compression, the new schedule proposal is sent out to the airlines and the last two stages of 
the process are repeated as necessary. 
1.2 Literature Review 
The first specification of the TFM problem was developed by Odoni (1987) and focused on the single-
airport ground holding problem (GHP), of which the GDP is an instance.  Subsequent research in the area 
has diverged along five primary axes: adaptability, stochasticity, connectivity, control, and equity, 
described as follows. 
• Adaptability:  Does the approach consider opportunities for improvement as additional information 
is revealed regarding resource capacities? 
- Static:  Flights are scheduled over the full time period, assuming all information is known 
upfront.  Most of the research to-date has considered the static TFM problem. 
- Dynamic:  First stage flights are scheduled, reserving the opportunity to make changes to 
future flights as further information is revealed. 
• Stochasticity:  Does the approach consider the inherently probabilistic nature of capacities, e.g., 
changes in weather forecasts?  
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- Deterministic:  Capacities are fixed, typically either to their expected values or to their most-
likely values. 
- Stochastic:  A number of capacity scenarios are considered along with their corresponding 
probabilities. 
• Connectivity:  Does the approach consider network effects between resources? 
- Single Resource:  Each capacity-controlled resource is treated as an independent entity.  
These approaches ignore planned aircraft connectivity between flights.  As such, when there 
are multiple GDPs (and no AFPs), each GDP can be treated as a single resource problem.  
Although this assumption may lead to schedule infeasibilities for airlines, the benefit is that 
the formulation can typically be reduced to a network flow problem with corresponding 
computational advantages. 
- Network:  In addition to allowing interactions between capacity-controlled resources, these 
approaches consider aircraft connectivity between flights.  In the literature, aircraft 
connectivity is typically handled by ensuring that planned aircraft routings (i.e., the sequence 
of flights aircraft are scheduled to fly) are maintained in the final schedule.  The multi-airport 
GHP is the most commonly referenced network TFM approach. 
• Control:  How is flight schedule decision-making divided between the FAA and the airlines? 
- Command-and-Control:  The FAA is assumed to have complete authority over flight 
schedules, cancellations, and even in some cases airline fleet allocation.  The benefit of this 
approach is that it can create a system optimal solution, though competitive considerations 
make this type of approach infeasible in practice. 
- Collaborative Decision-Making (CDM):  The FAA acts as a mediator between competitive 
parties (the airlines) sharing a set of common resources (the airports and the NAS).  That is, 
the FAA attempts to ensure that all capacity constraints are satisfied while pushing as much 
decision-making as possible to the airlines.  Though this introduces significant modeling 
complexities, it more accurately depicts the relationship between the FAA and the airlines. 
• Equity:  Does the approach attempt to distribute delay equitably to airlines or flights? 
- Without Equity Considerations:  The approach is based entirely on system delay costs.  These 
approaches have had little success in practice due to inherent mistrust and the competitive 
relationship between airlines. 
- With Equity Considerations:  The approach attempts to balance a fair distribution of delay 
with minimizing system delay costs.  The most commonly accepted view of fairness within 
the airline industry is first-scheduled, first-served (FSFS).  Approaches with equity 
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considerations have generated significant research and practical interest.  As should be 
expected, the downside often comes in the form of increased modeling complexity. 
With these classifications in mind, we can review the significant work in the field to-date.  As mentioned 
above, the first thorough review of the TFM problem is provided by Odoni (1987).  In the paper, Odoni 
provides a specification of the dynamic-stochastic single-airport GHP.  Subsequently, two leading 
research paths have emerged and diverged, with single resource research focused on collaboration and 
equity, and network research primarily focused on computational efficiency.  
On the single resource side, Terrab and Odoni (1993) provide the first integer programming formulation 
for the single-airport GHP.  Richetta and Odoni subsequently develop static-stochastic (1993) and 
dynamic-stochastic (1994) approaches for the problem.  Chang, et al. (2001) describes a CDM approach 
with updated equity considerations that was incorporated into the FAA’s GDP in the late 1990s.  The 
CDM paradigm was developed through a joint effort involving the FAA, the airline community, Metron 
Aviations Inc., the Volpe National Transportation Systems Center, and the academic community.  Ball, et 
al. (2003) provide an efficient dual network flow formulation for the static-stochastic, single-airport GHP 
and show how this approach can be incorporated into a CDM framework with equity considerations.  
Kotnyek and Richetta (2006) extend the Richetta and Odoni static-stochastic formulation to incorporate 
equity considerations.  In the process, they demonstrate that the Ball et al. model can be described as a 
special case.  Vossen and Ball (2005) extend an integer programming formulation for the single-airport 
GHP to approximate the CDM process.  They also describe how the compression step of the CDM 
process can be considered a mediated bartering step between airlines.  Brennan (2007) describes how the 
CDM-enhanced GDP approach has been extended to the Airspace-Flow Program (AFP). 
On the network side, Vranas, Bertsimas, and Odoni (1994) develop the first deterministic, network integer 
programming formulation for the multi-airport GHP.  Bertsimas and Patterson (1998) extend this 
deterministic, network formulation to the full air traffic system using a novel variable definition that leads 
to an intuitive approach for writing facet-defining flight and aircraft connectivity constraints.  The 
Hoffman and Ball (2000) review of formulations for the deterministic, single-airport GHP contains 
computational insights which extend to the various network formulations.  Andreatta, Brunetta, & 
Guastalla (2000) provide an exact integer programming (ABGE) formulation for the multi-airport GHP 
which shows computational advantages over the BSP model.  The authors also describe both a heuristic 
approach (ABGH) and integrated heuristic and exact approach (ABGI) and demonstrate computational 
feasibility for realistically-sized instances.  The ABGE formulation is a linear transformation of the 
Bertsimas and (Stock) Patterson (BSP) formulation to a more traditional variable definition, which 
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suggests that the novel variable definition in the BSP model is not a critical performance feature.  More 
recently, Bertsimas, Lulli, and Odoni (2008) extend the BSP formulation to incorporate efficient flight 
rerouting constraints. 
We believe that research into single resource approaches has historically gained more traction within the 
industry due primarily to two reasons: computational tractability (i.e., computations involving a full day 
of flights for a single resource run quickly) and the inclusion of collaboration and equity considerations.  
Arguably, it is because of failures in these areas that the application of academic research into network 
approaches has stalled.  Indeed, few network formulations have been able to consider equity or 
collaboration effectively.  Lulli and Odoni (2007) use straightforward examples to demonstrate the 
inherent inequities in the network TFM setting.  Bertsimas, Farias, and Trichakis (2009) show that under 
reasonable assumptions the price of fairness in terms of the loss of system efficiency has a theoretically 
provable upper bound.  Although this upper bound is tight, the authors show that for practical TFM 
scenarios, the loss of system efficiency is often much lower than the bound would indicate.  Bertsimas 
and Gupta (2010) extend the BSP formulation to encourage first-scheduled, first-served by including a 
pair-wise fairness deviation metric. 
1.3 Outline of Contributions 
In this thesis, we develop static, deterministic, multi-resource formulations for coordinating TFM 
programs with equity considerations.  Our multi-resource approaches sit between the single resource 
approaches and network approaches described in the previous section.  As with single resource 
approaches, we ignore aircraft connectivity between flights, but as with network approaches, a single 
flight may utilize multiple capacity-controlled resources.  For example, when both GDPs and AFPs are 
simultaneously in effect, a single flight may be impacted by a GDP and one or more AFPs.  Because of 
these interactions, connectivity constraints are required to maintain schedule consistency along each 
flight’s route.  We show that due to the consistency with approaches used in practice, our models can be 
applied directly in the current CDM environment. 
In Chapter 2, we develop these formulations as extensions of the BSP formulation and compare them to 
approaches utilized in practice.  In order to make these comparisons, we first develop a metric for 
evaluating schedule fairness in the multi-resource setting.  We use this metric to compare approaches in 
terms of both schedule fairness and allocated flight delays.  Using historical scenarios derived from 2007 
data, we show that, even with limited interaction between TFM programs, our optimization-based 
approaches can improve the utilization of air transportation system resources. 
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Skipping ahead, in Chapter 4, we develop a three-stage sequential evaluation procedure to analyze the 
TFM allocation process in the context of a dynamic CDM environment.  To perform this evaluation we 
develop an optimization-based airline disruption response model, which utilizes passenger itinerary data 
to approximate the underlying airline objective, resulting in estimated flight cancellations and aircraft 
swaps between flight legs.  Using this three-stage evaluation procedure, we show that the benefits of an 
optimization-based allocation are likely overstated based on a flight-level analysis.  The difference 
between these results and those in Chapter 2 suggests the importance of the multi-stage evaluation 
procedure.  Our results also suggest that there may be significant benefits to incorporating aircraft flow 
balance considerations into the FAA’s TFM allocation procedures. 
The passenger itinerary data required for the airline disruption response model in Chapter 4 are not 
publicly available, thus we first develop a method for modeling passenger travel and delays in Chapter 3.  
In our approach for estimating historical passenger travel, we develop a discrete choice model trained on 
one quarter of proprietary booking data to disaggregate publicly available passenger demand.  
Additionally, we extend a network-based heuristic for calculating passenger delays to estimate historical 
passenger delays for 2007.  To demonstrate the value in this approach, we investigate how passenger 
delays are affected by various features of the itinerary, such as the flight carrier and time of travel.  
Beyond its usages in Chapter 3 and Chapter 4, we believe the estimated passenger itinerary data will have 
broad applicability, allowing a passenger-centric focus to be incorporated in many facets of air 
transportation research.  To facilitate these endeavors, we have publicly shared our estimated passenger 
itinerary data for 2007. 
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Chapter 2  
Coordinating TFM Programs 
In Ration-by-Schedule (RBS), arrival slots for a single resource, either an airport in a GDP or a flow 
constrained area (FCA) in an AFP, are allocated to flights according to the original schedule order.  For 
FCAs, the scheduled arrival order is based on the estimated arrival times into the FCA, i.e., the scheduled 
departure time plus the estimated en route time to reach the FCA.  Once the controlled arrival slots have 
been allocated for a resource, each affected flight receives a corresponding Controlled Time of Departure 
(CTD) from its origin, converting the allocated arrival slot into departure delay at the airport of origin.  
When multiple TFM programs are implemented on the same day, applying RBS for each one 
independently may lead to a single flight receiving conflicting CTDs (e.g., from a GDP and one or more 
AFPs).  In order to resolve these conflicts, the FAA uses heuristics to determine a CTD for each flight 
based on the order in which the programs are initiated over the course of the day.  When AFPs were first 
created in 2007, there was long history of successful implementation of GDPs, thus GDPs were given 
priority by default.  Specifically, if a flight is already impacted by a GDP at the time a new AFP is 
initiated, the flight is exempted from the AFP (reducing the AFP capacity for other impacted flights).  If 
on the other hand, a flight is already impacted by an AFP at the time a new GDP is initiated, the CTD for 
the flight is modified to correspond to the GDP (Federal Aviation Administration 2005).  We refer to this 
conflict resolution heuristic as precedence RBS.  This represents the default behavior in Flight Schedule 
Monitor, the application developed by Metron Aviation that the FAA uses to manage GDPs and AFPs 
(Metron Aviation 2009a).  More recently, in March of 2009, Integrated Program Modeling (IPM) 
functionality was enabled in Flight Schedule Monitor that allows TFM managers to exempt AFP-
impacted flights from subsequent GDPs (Metron Aviation 2009b).  Thus, the other conflict resolution 
approach that we consider is a strict exemption-based heuristic, in which a flight is given a CTD from the 
first GDP or AFP that impacts its schedule and is then exempted from all future GDPs or AFPs.  We refer 




Figure 2-1: Visual representation of flight routes for flights A, B, C, and D 
Consider the following example based on the four flight routes displayed in Figure 2-1 with planned 
schedule details listed in Table 2-1.  At 17:00, an AFP is initiated for FCA1 with a controlled arrival rate 
of 1 flight every 5 minutes from 18:40 until 19:00.  Subsequently, at 17:05, a GDP is initiated for LGA, 
with arrivals into LGA restricted to 1 flight every 10 minutes from 18:55 until 19:15.  Note that the time a 
TFM program is initiated determines which flights are impacted, because flights already in the air at the 
time of initiation are exempted from the program.  Performing RBS for each resource independently leads 
to the CTDs listed in Table 2-2 and Table 2-3.  In this case, flight B receives conflicting CTDs (17:15 
from the AFP at FCA1 and 17:24 from the GDP at LGA).  Thus, according to precedence RBS, flight B 
will be given a CTD of 17:24 (because the GDP at LGA takes precedence).  This leads to the controlled 
schedule listed in Table 2-4.  
Flight Departure FCA1 LGA 
A 17:45 - 18:55 
B 17:15 18:40 18:56 
C 18:00 18:45 - 
D 18:15 18:46 - 
Table 2-1: Planned departure and arrival times 
Flight Slot CTD 
B 18:40 17:15 
C 18:45 18:00 
D 18:50 18:19 
Table 2-2: RBS CTDs for FCA1 
 
Flight Slot CTD 
A 18:55 17:45 
B 19:05 17:24 





Flight CTD FCA1 LGA 
A 17:45 - 18:55 
B 17:24 18:49 19:05 
C 18:00 18:45 - 
D 18:19 18:50 - 
Table 2-4: Controlled departure and arrival times according to precedence RBS 
There is one important thing to note regarding this example.  It is impossible to satisfy first-scheduled, 
first-served for each resource and simultaneously minimize system delay.  That is, the controlled schedule 
must either deviate from first-scheduled, first-served or incur excess delay.  This simple example 
illustrates the general trade-off that exists between fairness and efficiency in the multi-resource or 
network setting.  We will consider this example further in Section 2.1.1.  For additional examples of this 
type, the reader is encouraged to review Lulli and Odoni (2007). 
In this chapter, we develop integer programming formulations for coordinating multiple, conflicting TFM 
programs, as in the example above.  In the language of the literature review in Section 1.2, these models 
address the multi-resource TFM problem with equity considerations.  Unlike most network approaches 
referenced in the literature, which include all airports and air sectors, our problem is restricted to only 
those resources with active TFM programs (either GDPs or AFPs). 
The research contributions discussed in this chapter fall into four categories: 
1. Demonstrating the inefficiencies associated with the TFM conflict resolutions approaches utilized 
in practice.  The general TFM scheduling problem is NP-Hard, so these inefficiencies are not 
surprising.  Nonetheless, this point is not well understood.  Most importantly, we demonstrate 
that these inefficiencies are not just theoretically plausible, but that they are realized in historical 
scenarios; 
2. Developing a fairness metric that extends to the multi-resource setting, including analysis of the 
resulting fairness properties and its relationship to current industry standards; 
3. Developing two optimization approaches for coordinating TFM programs that balance the trade-
off between equity, as measured by #2 above, and efficiency, as measured by aggregate system 
delay.  The latter of these two models is computationally tractable for national-scale TFM 
problems; and 
4. Generating computational results and analysis using large-scale historical instances derived from 
2007 data obtained from Flight Schedule Monitor, the tool used to manage these programs. 
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The structure of the chapter follows these main points.  In Section 2.1 we demonstrate the limitations of 
the current TFM conflict resolution approaches, discuss inherent fairness properties, and develop our 
fairness metric.  In Section 2.2 we develop two integer programming formulations; and finally in Sections 
2.3 and 2.4 we describe our scenarios and present our computational results.  
The starting point for our formulations is the model developed in Bertsimas and Patterson (1998) and the 
first-scheduled, first-served concept of fairness inherent in RBS, as described in Section 2.1.  RBS has 
three salient features.  First, it is algorithmically trivial to implement and has a linear running time with 
respect to the number of flight steps.  Thus, the approach can be scaled to arbitrarily large problems.  
Second, for an isolated GDP or AFP, the RBS method always leads to a solution that minimizes system 
delay (Vossen and Ball 2005).  Third, it maintains a first-schedule, first-served invariant, which is the 
industry-accepted notion of fairness, endorsed by the primary stakeholders, i.e., the FAA and the airlines.  
In particular, as should be apparent based on the example provided above, any multi-resource extension 
of RBS will fail on a very important front: it will no longer provide delay-optimality guarantees as in the 
single-resource case.  This is to be expected, because fairness may in general come at the expense of 
increased aggregate delays.  The main modeling contribution of this chapter is precisely to address this 
deficiency.  Specifically, we seek a formulation for fairness that has the following properties:  
1. In the single resource setting, it should reduce to (the accepted standard) RBS, which as discussed 
above, is delay-optimal in this case; 
2. Because there will typically be a trade-off between aggregate system delay and any flight-based 
fairness criterion, the formulation should essentially consider a bi-criterion approach, enabling the 
study of the trade-off curve between the two; and 
3. The formulation should compare favorably to the approaches currently utilized in practice for the 
multi-resource setting. 
Using historical TFM scenarios, we demonstrate a computationally viable optimization formulation that 
satisfies all of these properties.  We estimate that this model can reduce flight delays by 4% or more on 
some of the worst days, resulting in system-wide savings on the order of $25 to $50 million annually.  
The concepts and modeling approaches we develop readily extend to the nationwide multi-resource or 
network TFM problems, though in this thesis we focus almost exclusively on the problems associated 
with coordinating GDPs and AFPs.  We do so with the goal of having our work provide a bridge both 
academically and practically between current approaches and a long-term vision of nationwide TFM.  
That is, we hope that our work allows future TFM research, including our own, to build upon a 
foundation that has a high likelihood of being accepted in practice.  Additionally, as the frequency and 
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complexity of AFPs increases due to increasing en route congestion, we expect the inefficiencies we 
identify with current approaches to be exacerbated, providing further justification for an optimization-
based approach. 
2.1 Ration-by-Schedule (RBS) and Fairness 
As discussed in the introduction, understanding and incorporating industry-accepted views of fairness has 
been a significant road-block to the implementation of optimization-based techniques for managing TFM 
programs.  One of the more significant challenges is that the first-scheduled, first-served concept of 
fairness underlying RBS does not directly extend to the setting where a single flight may interact with 
multiple TFM programs (e.g., a GDP plus one or more AFPs).  With this in mind, we turn our attention to 
developing a measure of overall schedule fairness that i) is consistent with first-scheduled, first-served in 
a single resource environment, and ii) naturally extends to the setting where there are interactions between 
TFM programs.  
To provide additional context, we first illustrate problems with the multi-resource RBS approaches 
utilized in practice to resolve conflicts between conflicting TFM programs (i.e., GDPs and AFPs).  The 
main advantages to these approaches are that they are simple extensions of RBS in the single-resource 
setting and thus the resulting schedules are similar to the single-resource RBS schedules.  Unfortunately, 
this simplicity can also lead to significant costs in terms of efficiency and therefore total delays.  Next, we 
describe the properties that we believe should underlie any measure of schedule fairness in a multi-
resource setting.  We use simple examples to demonstrate the importance and significance of the 
properties we outline.  Last, we develop a robust measure of schedule fairness that incorporates these 
properties.  The purpose of this metric is to evaluate the relative fairness of competing scheduling 
approaches.  
2.1.1 Problems with Multi-Resource RBS  
One downside of precedence RBS, that is not a factor with the exemption RBS alternative, is that AFP 
capacities, specified in terms of controlled arrival rates, may be (and often are) violated.  By examining 
the controlled schedule from the example in Section 1.2 (Table 2-4), we see that two flights (B and D) are 
scheduled to arrive at FCA1 simultaneously even though the controlled arrival rate was established at 1 
flight every 5 minutes.  It is difficult to measure how much this impacts efficiency, because in practice, 
AFPs are constructed in a subjective fashion.  That is, the parameters of each AFP, such as duration and 
arrival rate, are tweaked until the end result satisfies subjective criteria for safety.  Additionally, with an 
AFP, traffic flow is controlled through a line or region of air space which might be hundreds of miles 
long.  Thus two flights that arrive at the same time might be very far apart geographically.  Nonetheless, 
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precedence RBS makes it difficult, if not impossible, to precisely control traffic flow through the air.  
Additionally, as air traffic congestion continues to increase, airspace controls are expected to become 
more common, only exacerbating this problem.  
A more significant issue with both multi-resource RBS scheduling approaches is that either one may lead 
to inefficient resource utilization.  For instance, consider the planned flight schedule in Table 2-1 and the 
precedence RBS schedule in Table 2-4.  In the precedence RBS schedule, we see that the 18:40 arrival 
slot for FCA1 is unused because flights C and D cannot depart earlier than planned.  If we swap the order 
of flights A and B into LGA, flight B is then able to use the 18:40 slot which allows flights C and D to 
depart on time (using the same capacity profile as the precedence RBS schedule).  This sequence of 
exchanges reduces the total delay from 13 minutes (9 minutes for flight B and 4 minutes for flight D) to 
10 minutes (all for flight A).  Similarly, in Table 2-5 we provide the controlled schedule for this example 
according to exemption RBS (under the modified assumption that the GDP is implemented first).  This 
schedule results in 23 minutes of delay (9 minutes for flights B and D, and 5 minutes for flight C).  As 
with the precedence RBS example, the 18:40 slot into FCA1 is unused.  If we swap the order of flights A 
and B into LGA, flight B is able to use the 18:40 slot which allows flight C to depart on time and flight D 
to depart 4 minutes late, resulting in 14 minutes of delay (10 minutes for flight A and 4 minutes for flight 
B).  Note that the exemption RBS schedule results in more delay, because unlike the precedence RBS 
schedule, no new AFP capacity is created.  
Flight CTD FCA1 LGA 
A 17:45 - 18:55 
B 17:24 18:49 19:05 
C 18:05 18:50 - 
D 18:24 18:55 - 
Table 2-5: Controlled departure and arrival times according to exemption RBS 
The last issue with the two approaches is that the expected RBS order into certain resources may be 
violated based on the resolution of conflicting CTDs.  In the precedence RBS example above, flight B 
was originally scheduled to arrive at FCA1 first, but was instead scheduled second after resolution of the 
conflicting CTDs.  Though the RBS order is violated in this case, it is likely not a fairness issue because 
LGA is a more congested resource along flight B’s route.  On the other hand, consider two flights, the 
first of which passes through a severely constrained FCA en route to a more mildly constrained arrival 
airport, and the second of which just passes through the FCA.  Assuming the GDP was implemented first, 
under either approach, the GDP-based CTD will take priority for the first flight, allowing the flight to 
avoid the impact of the more severe AFP.  The second flight will be impacted solely by the AFP and thus, 
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receive significantly greater, and therefore inequitable, delays.  As should be apparent from this example, 
we can construct scenarios wherein either multi-resource RBS schedule is arbitrarily unfair. 
2.1.2 Principles for Measuring Fairness  
The challenge with incorporating fairness into the multi-resource setting is that the link between original 
schedule order and delay optimality breaks down when one or more flights are included in multiple TFM 
programs.  Thus, in a multi-resource setting we need to make a trade-off between fairness relative to the 
original schedule order and efficiency in terms of total system delay.  In order to find the appropriate 
trade-off, we need a method to measure the relative (un)fairness of competing schedules.  
The concept of fairness is by nature subjective and often domain-specific.  Even within air traffic, there 
are many plausible ways to measure schedule fairness, each leading to different results.  For example, in a 
single-resource setting, one measure of fairness implemented in practice is the number of slots a flight 
deviates from its initial order position (e.g., if a flight scheduled to arrive 4th is instead allocated the 12th 
arrival slot, we would say that flight’s schedule was unfair by 8 positions).  Unfortunately, in the multi-
resource setting, using position-based metrics without considering delay can lead to imbalances in the 
fairness penalty incurred between resources.  Other proposals include measuring schedule fairness by 
comparing average or maximum flight delays between airlines.  These types of measures ignore variation 
in congestion along flight routes, and thus are also problematic in the multi-resource setting.  In this 
section, we describe properties that we believe are critical for measuring fairness in the multi-resource 
setting.  These properties are motivated primarily as extensions of the successful properties of RBS in the 
single-resource environment.  In the following section, we use these properties to obtain a multi-resource 
fairness deviation metric.  
• Property 1:  The measure of schedule fairness should be determined in reference to the original 
schedule ordering.  Due to the success of RBS in the single-resource setting, the concept of first-
scheduled, first-served has become widely accepted by airlines and the FAA.  
• Property 2:  The measure of schedule fairness should be applicable to a single flight as well as to the 
overall schedule.  That is, the measure should be able to determine the amount each flight’s schedule 
varies from first-scheduled, first-served.  
• Property 3:  The unit of fairness deviation and its relative magnitude should be consistent between 
resources.  In a single-resource setting, position-based deviation is an accepted measure of fairness 
deviation.  In the multi-resource setting, this does not work due to varying congestion levels between 
resources.  An 8-position delay (going from 4th to 12th) could mean 30 minutes of delay in a low-
capacity airport, but only 10 minutes of delay in a
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• Property 4:  No flight should expect to receive less delay than that caused by the most congested 
resource along its route.  That is, there should be only be a fairness penalty if a flight receives more 
delay than its original schedule order would indicated for each of the resources along its route.   
• Property 5:  The measure of a flight’s deviation from the original schedule should be calculated 
relative to the total delay assigned to the flight (ground delay plus air delay), not intermediate arrival 
times into controlled resources.  This property is relevant if the scheduling approach allows both 
ground delays (by assigning CTDs) and en route delays (by mandating air speed reductions or arrival 
queuing) to be assigned.  In practice, the schedule created by the FAA using RBS assumes that a 
flight will receive no delays en route and only assigns ground delay through CTDs.  Airborne delays 
are subsequently managed by air traffic controllers en route or at the arrival airport.  Network TFM 
models, such as the one described in Bertsimas and Patterson (1998), consider both of these problems 
simultaneously in order to improve efficiency and predictability. 
2.1.3 Time-Order Deviation Metric  
With these properties in mind, we now develop a measure for evaluating the unfairness of a controlled 
schedule.  First, we use features of both the planned (pre-disruption) schedule and the controlled (post-
disruption) schedule to determine a fair delay threshold for each flight, which we refer to as the maximum 
expected delay.  Next, we calculate the time-order deviation for each flight as the amount that the flight’s 
delay in the controlled schedule exceeds this threshold. 
We first determine the fair delay threshold for the case where a flight, , utilizes just one controlled 
resource.  We let  be the flight’s position in the planned arrival ordering for this resource.  For example, 
if there is a GDP at New York’s LaGuardia Airport (LGA), and flight  was planned to be the 3rd arrival 
into LGA,  would equal 3.  We define flight ’s expected delay for the controlled resource as the 
difference between the th controlled arrival time for the resource and the planned arrival time of the 
flight.  Note that the order of flights could be swapped in the controlled schedule, thus the th controlled 
arrival for the resource might not be the same as the th planned arrival.  Continuing the example of a 
GDP at LGA, if flight  was planned to be the 3rd flight to arrive into LGA at 19:15, and the 3rd controlled 
arrival into LGA is scheduled for 19:20, we would say that flight  has a 5-minute expected delay into 
LGA.  As long as flight  receives no more than 5 minutes of delay, we would consider the controlled 
schedule to be fair from flight ’s perspective. 
The case where a flight, , utilizes multiple controlled resources is a bit more complicated.  For each of 
the controlled resources flight  is scheduled to utilize, we could calculate the expected delay as in the 
example above.  Each of these expected delay values would represent a fair delay threshold assuming that 
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flight  utilized no other controlled resources along its route.  Thus, in the case where a flight utilizes 
multiple controlled resources, we set the fair delay threshold to the maximum of the expected delay value 
across these controlled resources.  As long as flight  receives no more delay than this maximum expected 
delay, we consider the controlled schedule to be fair from flight ’s perspective.  One could argue that the 
fair delay threshold should be higher than this value – because the flight uses multiple controlled 
resources – but it clearly should not be any lower.  Note that this general definition applies to flights that 
utilize just one controlled resource, because for these cases the maximum expected delay equals the 
expected delay for the single resource. 
Using these definitions, for each flight, we define its time-order deviation as the amount by which its total 
delay in the controlled schedule exceeds the maximum expected delay along its route.  In the case that the 
maximum expected delay exceeds the flight’s total delay, we set the time-order deviation equal to zero.  
That is, a schedule is not fairer if a flight arrives earlier than expected, even though this might reduce the 
overall system delay.  Time-order deviation can be considered a generalization of deviation from the ideal 
RBS allocation used for measuring exemption bias in Vossen et al. (2003).  The two key differences are: 
i) time-order deviation is measured relative to the most congested resource along a flight’s route, and ii) 
time-order deviation is measured relative to a feasible, controlled schedule instead of a potentially 
infeasible, idealized allocation.  Next, we consider an example where we calculate the time-order 
deviation for a flight that is impacted by a GDP at LGA and an AFP at FCA1. 
• Time-Order Deviation Example: Consider a flight planned to depart from Boston Logan 
International Airport (BOS) at 18:00, arrive at FCA1 at 18:45, and arrive into LGA at 19:15.  Prior to 
schedule disruption, the flight is planned to be the 4th arrival into FCA1 and the 3rd arrival into LGA.  
Based on a GDP at LGA and an AFP at FCA1, the flight is subsequently given a CTD of 18:25 
(corresponding to 25 minutes of ground delay).  In order to calculate the time-order deviation for this 
flight, we need to additionally know the order of arrivals into FCA1 and LGA based on the controlled 
schedule.  Based on the controlled arrival orderings listed in Table 2-6 and Table 2-7, we can 
calculate the time-order deviation as follows.  First, we calculate the flight’s expected delay into 
FCA1 as the time of the 4th controlled arrival into FCA1 (18:55) minus the flight’s planned arrival 
time into FCA1 (18:45), which equals 10 minutes.  Next, we calculate the flight’s expected delay into 
LGA as the time of the 3rd controlled arrival into LGA (19:20) minus the flight’s planned arrival time 
into LGA (19:15), which equals 5 minutes.  The referenced arrival times in Table 2-6 and Table 2-7 
are highlighted in bold italics.  The maximum expected delay for the flight is the 10 minutes of 
expected delay from FCA1.  In the controlled schedule, the total delay for the flight is 25 minutes (the 
difference between the 18:25 CTD and the 18:00 planned departure time).  Thus, the time-order 
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deviation for the flight is 15 minutes (25 minutes of total delay minus 10 minutes of maximum 
expected delay).  Thus, we would say that 60% of the delay assigned to this flight is unfair as 
measured by time-order deviation.  In Table 2-6 and Table 2-7, the rows corresponding to the 
controlled arrival times for the referenced flight have been marked with an *, though they are not used 



















Table 2-7: Controlled flight order for LGA 
We define the time-order deviation for a controlled schedule as the sum of the time-order deviations for 
each flight represented in the schedule.  If we divide the total time-order deviation by the total delay 
assigned, the result describes the average percentage of unfair delay assigned to each flight (relative to the 
individual fair delay thresholds).  Individual flight values may vary significantly from this value, so in our 
results in Section 2.4, we also consider the distribution of flight delay.  As expected, time-order deviation 
satisfies all of the principles laid out in the previous section.  That is, i) time-order deviation is calculated 
relative to the original schedule order, ii) the measure can be applied for each flight in the controlled 
schedule, iii) the unit of measure (i.e., time) is consistent between resources, iv) the measure is calculated 
relative to the most restricted resource along each flight’s route (i.e., relative to the maximum expected 
delay), and v) the measure is based on the total delay and not intermediate arrival times.  Note that for a 
single controlled resource, or for a set of independent controlled resources (such as multiple GDPs), the 
time-order deviation metric achieves 0 if the controlled schedule matches the schedule resulting from 
independent RBS allocations for each controlled resource.  For this independent resource case, if we 
restrict consideration to only the set of delay-minimal schedules, then due to the uniqueness of the first-
scheduled, first-served solution, the time-order deviation metric achieves 0 if and only if the controlled 
schedule matches the RBS allocations. 
2.2 Optimization Approaches 
In this section, we describe two integer programming formulations whose solutions describe the ground 
holding that should be assigned to each flight.  Each formulation allows for the flexible trade-off between 
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a delay term and a fairness term in the minimization objective.  In the first model, the fairness term is a 
convex approximation of the fairness metric developed in the previous section.  We call this the Time-
Order Deviation Approximation (TODA) model.  In the second model, we use an exponentially growing 
delay penalty to enforce fairness.  We see that this approach has considerable computational advantages, 
yet sacrifices little in terms of fairness achieved according to time-order deviation.  We refer to this model 
as the Ration-by-Schedule Exponential Penalty (RBS-EP) model.  
In Section 2.2.1, we develop the common notation as well as define the input data used in both our 
formulations.  Then in Section 2.2.2, we describe the portion of the optimization formulation that is 
common to both our TODA and RBS-EP models.  Section 2.2.3 provides the formulation for the TODA 
model, and Section 2.2.4 the formulation for the RBS-EP model.  Finally we discuss some issues relating 
to practical implementation in Section 2.2.5.  
2.2.1 Data and Notation  
We consider a set of discretized time intervals,  = 0, … , 	 − 1, where time step T represents the end of 
the day, and each interval is defined to have equal duration, typically either 5 minutes or 15 minutes.  We 
consider a set of controlled resources, ℛ, which will typically include arrival airports (for GDPs) and 
FCAs (for AFPs).  All system resources that are not capacity-controlled provide no binding constraints on 
the system and are excluded from ℛ.  For each resource,  ∈ ℛ, and each time interval,  ∈ , we specify 
a capacity of , which can be thought of as either an allowable arrival rate or as a maximum occupancy 
over the interval.  For GDPs and AFPs, resource capacities are specified in terms of an allowable arrival 
rate.  
Additionally, we consider a set of flight legs, ℱ.  For each flight leg,  ∈ ℱ, we define its controlled flight 
plan to be the sequence of controlled resources it is scheduled to utilize over the course of the flight.  For 
instance, consider the flight from Boston Logan International Airport (BOS) to New York John F. 
Kennedy Airport (JFK) depicted in Figure 2-2 with TFM programs in place at FCA1 and JFK.  For this 
flight, the controlled flight plan would be a sequence containing FCA1 followed by the arrival resource 
for JFK.  Notationally, we let || represent the number of steps in the controlled flight plan for flight , 
and we use the shorthand ℐ() to represent the set of step indices 1, . . . , ||.  For each step in the 
controlled flight plan, in addition to the resource, , we must specify the earliest start time, , and the 
processing time, .  That is,  ∈  represents the first time interval at which the step can be scheduled 
and  ∈ ℕ the number of time intervals the step needs to be processed (i.e., landing time at an arrival 
airport or dwell time in an occupancy-controlled FCA).  Notationally, we let (, ), (, ), and (, ) 
refer to the appropriate values for step  of the flight plan for flight .  In our formulation, (,  +  1)  −
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(, ) represents the minimum number of time intervals between the starts of steps  and  +  1.  Thus, 
we require (, ) +  (, ) to be less than or equal, rather than strictly equal, to (,  +  1).  For 
example, if the resources for two sequential steps are not geographically adjacent (,  +  1)  − (, )  −  (, ) would represent the travel time between boundaries of the two resources.  In Table 2-8, 
we provide sample values for these fields based on the example described above (see Figure 2-2) with 5 
minute time intervals starting at 05:00.  In our example, the referenced flight is scheduled to occupy 
FCA1 for 10 minutes en route to LGA.  
 
 
Figure 2-2: BOS → JFK flight path intersecting two controlled resources, FCA1 and JFK 
Scheduled Arrival Time " # $ % 
07:35 1 FCA1 31 2 
08:15 2 LGA 39 1 
Table 2-8: Data values for BOS → JFK controlled flight plan based on 07:00 scheduled departure 
For each resource, , we assume there is a preferred ordering of tasks (i.e., flight steps) corresponding to 
the original schedule.  That is, for resource  we would prefer to start the task indexed by  before the task 
indexed by  + 1, where each task corresponds to a flight step, (, ). Using this notation, we let (, ) 
represent the task index of flight step (, ) for the corresponding resource, (, ).  Additionally, we let &'((, ) represent the time interval task  would be assigned based on performing single-resource RBS 
for resource .  
Summarizing the above, we have the following model inputs:  
 = set of discrete time intervals; ℛ = set of capacity-controlled resources;  = capacity of resource  over time interval ; ℱ = set of flights; || = number of steps in controlled flight plan for flight ; 
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ℐ() = set of step indices in controlled flight plan for flight ; (, ) = resource required by flight step  for flight ; (, ) = earliest start time for flight step  for flight ; (, ) = processing time of flight step  for flight ; )() = number of tasks (i.e., flight steps) assigned to resource ; *() = set of task indices 1, … , )() − 1; (, ) = the task index of flight step  for flight ; and &'((, ) = RBS start interval for task  of resource  
2.2.2 Model Foundation  
In this section, we describe the components of the deterministic, multi-resource TFM formulation that 
provide the foundation for the two models we develop.  This formulation is derived from the Bertsimas 
and Patterson (1998) nationwide TFM model.  
2.2.2.1 Decision Variables  
For both formulations, we use the following variable definitions:  
+,- = .1, if 1light plan step  for 1light  has started by time ; and0, otherwise. C (2-1) 
2.2.2.2 Constraints  
We first ensure that the sequence [+,-E  ···  +,-(G HI)], which we refer to as [+,-], is monotonically 
increasing:  
+,- ≤  +,-(I)  ∀ ∈ ℱ, ∀ ∈ ℐ(), ∀ ∈ 0 . . . 	 −  2. (2-2) 
Next, we guarantee that each flight step is scheduled and that no flight step is scheduled before its 
minimum start time: 
+,-(G HI) = 1 ∀ ∈ ℱ, ∀ ∈ ℐ(). (2-3) 
+,-(N(,,-)HI) = 0 ∀ ∈ ℱ, ∀ ∈ ℐ(F )  s. t.  α(, )  >  0. (2-4) 
We also enforce the appropriate order between flight steps in a controlled flight plan as follows:  
+,(-I)  =  +,-RHN(,,-I)N(,,-)S ∀ ∈ ℱ, ∀ ∈ ℐ() \ ||. (2-5) 
The last set of constraints is to ensure that resource capacities are not violated:  
28 
 
U V+,- − +,-RHW(,,-)SX(,,-):(,,-)Z̂ ≤ ̂ ∀̂ ∈ ℛ, ∀ ∈ . (2-6) 
Note that +,- − +,-RHW(,,-)S represents whether flight  is performing flight plan step  at time .  
2.2.2.3 Objective Function  
The delay term in the objective function of each formulation represents the aggregate costs associated 
with flight delay, which we model as follows.  First, we note that the start time of flight plan step  for 
flight , \(, ), can be written as:  
\(, ) = 	 − U +,-GHIZE . (2-7) 
The total delay for flight , ](), is equivalent to the delay accumulated up through the last step in the 
flight plan, ||, which can be written as:  
]() = \(, ||) − (, ||). (2-8) 
In the base formulation, the objective is to minimize total delay:  
min U ](),∈ℱ . (2-9) 
Constraints (2-6) ensure that the total delay for flight f is equivalent to the delay assigned before the first 
step in the controlled flight plan, allowing us to allocate all of the flight delay as ground holding. 
2.2.3 Time-Order Deviation Approximation (TODA) Model  
Using the notation described in the previous section, we first provide the mathematical definition of time-
order deviation.  Letting \̂(, ) represent the start time for the th flight step to utilize resource  in the 
controlled schedule, we have: 
 (Maximum Expected Delay) ^_`() ≜ maxℐ(,) c\̂R(, ), (, )S − (, )d ; and (2-10) 
(Time-Order Deviation) 	e`() ≜ R]() − ^_`()S. (2-11) 
In equation (2-10), ]() represents the total delay assigned to flight , as in the objective function for the 
base formulation (2-9).  There are two challenges to calculating time-order deviation within a 
mathematical programming model.  The first is that to calculate expected delay we need the sorted list of 
scheduled start times for each resource.  That is, in addition to maintaining a view of the schedule from 
each flight’s perspective, we also need to maintain a view of the schedule from each resource’s 
perspective.  We address this challenge by creating schedule variables that maintain a fixed relative order 
for each resource and are bound to the original flight-centric schedule variables.  The second challenge is 
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that time-order deviation is a non-convex function, due to the inner maximum in equation (2-10).  Thus, 
time-order deviation cannot be represented directly in a linear minimization objective.  Instead, we 
approximate time-order deviation by replacing the maximum over all flight steps in equation (2-10) with 
an average over the flight steps we estimate a priori will lead to the most delay.  We do so by computing 
which steps i would be assigned the most delay based on independent RBS allocations performed for each 
resource.  This gives us an estimate of congestion due to capacity-demand imbalances, though it ignores 
delays introduced due to interactions between resources.  
2.2.3.1 Model Adjustments  
We first define the ordered auxiliary variables described above:  
fg = .1, if  tasks for resource  have been scheduled to start by time ; and0, otherwise. C (2-12) 
Based on this definition, Rfg  – fg(HI)S will indicate when task  of resource  starts in the optimized 
schedule.  Note that this might or might not be the same as the start time of the task originally scheduled 
to occupy position . 
Next, we add the following constraints to the model to ensure that the variables maintain the definition 
above:  
fg ≤ fg(I) ∀ ∈ ℛ, ∀ ∈ *(), ∀ ∈ 0, … , 	 − 2; and (2-13) 
fg(GHI) = 1 ∀ ∈ ℛ, ∀ ∈ *(). (2-14) 
Constraints (2-13) and (2-14) ensure that the sequence of ordered auxiliary variables [fg] maintains the 
same monotonically increasing form as the sequence of flight step variables [+,-].  We also need to ensure 
that the appropriate order for the auxiliary variables is maintained, that is, task ( +  1) cannot start 
before task :  
f CgC ≤ f(gI) ∀ ∈ ℛ, ∀ ∈ *(), ∀ ∈ . (2-15) 
The last, and most important, set of constraints ensures that by each interval, the number of scheduled 
flights according to the ordered auxiliary variables and the flight step variables coincides:  
U fmg*()gZI = U +,-(,,-):(,,-)Z̂  ∀̂ ∈ ℛ, ∀ ∈ . (2-16) 
That is, constraints (2-16) ensure that when a flight step is scheduled within an interval, one of the 
sequences of ordered auxiliary variables must flip from 0 to 1 in that same interval.  
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With these definitions in mind, we can calculate the expected delay for flight step (, ) and resource (, ), which we denote _`(, ):  
_`(, ) = U R1 − f(,,-)g(,,-)SGHIN(,,-)  (2-17) 
The right-hand side measures the number of intervals from the earliest start time for flight step (, ) until 
the (, )th task starts for resource (, ).  
As discussed in the introduction to this section, we estimate which resources for each flight  will 
maximize expected delay by computing which steps  would be assigned the most delay according to 
independent RBS allocations.  For flight , we denote the maximum RBS delay as ]nopqrs  () and set of 
steps achieving the maximum RBS delay as tnop():  
]qrs(, ) = &'(R(, ), (, )S − (, );  (2-18) ]nopqrs () = max-∈ℐ(,)]qrs(, ) ; and (2-19) tnop() =  ∈ ℐ(): ]qrs(, ) = ]nopqrs (). (2-20) 
We now have the tools necessary to describe the fairness term we add to the base objective function 
(Section 2.2.2.3) to calculate the approximate time-order deviation in our TODA objective function:  
min U ]() + u v]() − U _`(, )|tnop()|-∈wxyz(,) {

,∈ℱ . (2-21) 
Within the sum, the second term represents the approximate time-order deviation scaled by a factor of u > 0, which controls the trade-off between system delay and approximate time-order deviation.  Within 
the approximate time-order deviation term, the inner sum calculates the average of the expected delay 
across the flight steps that achieve the maximum RBS delay according to independent RBS allocations.  
When the set tnop() equals the steps that achieve the maximum expected delay in the optimized 
schedule, our approximate time-order deviation will equal the true time-order deviation as described in 
Section 2.1.3.  Otherwise, the average expected delay across tnop()  will be less than the maximum 
expected delay, and the approximate time-order deviation will be strictly larger than the true time-order 
deviation.  The (⋅) ensures that we only add the approximate time-order deviation to our objective if the 
total delay exceeds this average expected delay. 
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2.2.4 Ration-by-Schedule Exponential Penalty (RBS-EP) Model  
Unlike the TODA model, the RBS-EP model requires the introduction of no new variables or constraints 
to the foundational model described in Section 2.2.2.  The only change required is modifying the 
functional form of the objective function.  The intuition behind the RBS-EP model has two parts.  The 
first is that no flight should expect to receive less delay than its worst-case RBS delay, ]nopqrs (), as 
defined in equation (2-19) in the previous section.  But, due to interactions between resources it is 
unlikely that each flight will be able to achieve this exactly.  So, to provide flexibility, we penalize each 
interval of delay beyond ]nopqrs () by an exponentially increasing amount. 
2.2.4.1 Model Adjustments  
One of the nice properties of discrete scheduling models is that we can associate different objective 
coefficients with each possible start time for a task.  To achieve an exponentially increasing penalty, we 
need only to determine the appropriate coefficients for each flight and potential start interval.  Thus, we 
let }, be the coefficient associated with the last step of flight f starting at time t:  






Based on the definition above, we have },  – },(HI) = uVHN(,,|,|)Hxyz (,)X assuming  > (, ||) +]nopqrs ().  That is, assuming u >  1, the incremental cost of each additional interval of delay beyond ]nopqrs () increases exponentially.  A sample plot of this cost function is represented in Figure 2-3 for u =  2, ]nopqrs  () = 4, and (, ||)  =  0. 
 
Figure 2-3: Plot of flight delay cost function for  =  , %  () = , and $(, ||)  =   
With the cost coefficients }, defined as above, the objective function for the RBS-EP model is:  
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min U  U },R+,|,| − +,|,|(HI)SGHIZN(,,|,|) ,∈ℱ . 
 
(2-23) 
The difference (+,|,|  – +,|,|(HI))  equals 1 if and only if the last step for flight  begins at time , thus 
applying a penalty of }, as desired.  In the exponential penalty model, the base of the exponent, u > 1.0, 
used in defining }, implicitly controls the trade-off between aggregate system delay and fairness.  
2.2.5 Integration Issues  
As noted, these computational models build off the works of Bertsimas and Patterson (1998) and 
Andreatta, Brunetta, and Guastalla (2000).  Beyond the fairness considerations, however, there are two 
key differences in the approach we outline.  First, in each of the referenced models, flights are able to be 
assigned air delay en route.  Due to the limited number of AFPs implemented in practice and the 
deterministic nature of our formulations, allowing air delay provides little value for the historical 
scenarios we consider in our results.  Thus, to simplify exposition of the model as well as maintain 
consistency with current practice, we consider only ground delay.  Additionally, in the referenced models, 
planned aircraft routings between flight legs are maintained in the controlled schedule (i.e., planned 
aircraft routings are represented as constraints in the formulation).  In our models, we do not include 
connectivity constraints between flight legs.  Note that both of our models could include these constraints 
and remain entirely consistent, thus it is an explicit modeling choice to omit them.  We have made the 
decision to exclude constraints of this type because, again, this change leads us to an approach that is 
consistent with current practice.  Most importantly, our models are able to utilize the same inputs as 
existing TFM programs, allowing for direct comparison as well as easier integration.  Additionally, due to 
each airline’s ability to swap aircraft and cancel flights, it is unclear whether strict connectivity 
constraints are in the best interest of the airlines.  Including these constraints increases the amount of 
delay assigned, under the assumption that airlines have less flexibility to respond than they do in practice.  
On the other hand, excluding these constraints leaves the full burden of resolving infeasibilities to the 
airlines.  We consider these issues in more detail in Chapter 4.  Another integration consideration is how 
these approaches fit into the three-stage collaborative decision-making (CDM) framework described in 
Section 1.1.1.  The key feature to note is that the output of our models can be easily translated into a slot 
assignment for the corresponding programs.  In this sense, we maintain the same output format as that of 
existing approaches (corresponding to the first stage in the CDM process).  To determine a single 
program to manage each flight (for stages two and three of the CDM process), we could simply choose 
the program that would be assigned under the current approaches.  Alternatively, we propose that each 
flight be assigned to the program that maximizes the expected delay in the resulting schedule, as defined 
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in equation (2-19).  Using this approach, each flight would be controlled by the program that creates the 
most congestion along its route. 
2.3 Scenario Construction 
To construct each of our scenarios, we start with flight schedule data that correspond to a single day of 
relatively clear weather operations (April 23rd , 2007).  This schedule includes estimated entry and exit 
times for each sector along each flight’s route.  The schedule data were obtained from Flight Schedule 
Monitor, the TFM decision support tool developed for the FAA by Metron Aviation (Metron Aviation 
2009a).  For the purposes of all our experiments, we will treat this schedule as representing the Official 
Airline Guide (i.e., the planned system-wide flight schedule).  Thus, the defining characteristics of each 
scenario are the set of controlled resources and the corresponding capacities. 
To construct the capacity reduction scenarios, we use historical TFM program data, also obtained from 
Metron Aviation’s Flight Schedule Monitor.  These data include reporting times, effective times and 
durations, and TFM program capacities for each 15-minute interval.  From these data, we choose 10 
representative days where both GDPs and AFPs are implemented.  For each of these days, we create two 
scenarios, one to reproduce historical behavior and a second to analyze the hypothetical impact of further 
reductions in FCA capacities.  To create the historical scenarios, we reduce all hourly arrival capacities by 
7.5% relative to the historical data.  This reduction compensates for the fact that our clear weather day, 
April 23rd, 2007 has fewer flight operations than days during the summer (when all of the capacity 
reduction scenarios occurred).  For the hypothetical scenarios, we reduce airport capacities by 7.5% and 
FCA capacities by 25%.  We utilize these hypothetical scenarios to understand how efficiency 
improvements might change as en route congestion increases and AFPs are used more heavily going 
forward.  Each of the approaches utilized in practice is sensitive to the order of program implementation, 
thus we use the historical reporting times to determine this order, reproducing historical behavior as 
accurately as possible.   
The historical AFPs we utilize affect traffic heading into the Northeast corridor through one or more of 
the boundary-based flow constrained areas: FCAA05, FCAA06, and FCAA08.  Figure 2-4 depicts each of 
these boundaries.  Because our schedule data include only sector entry and exit times, in our scenarios we 
replace FCAA08 with FCAA06.  Both FCAA06 and FCAA08 are used to address weather in the Ohio 
Valley region or in the ZDC airspace (Federal Aviation Administration 2006).  In Table 2-9, we report 
scenario details for the 10 days of capacity reductions we overlay on the clear weather flight schedule.  
The conflicts column reports the percentage of flights impacted by both a GDP and AFP.  By 
construction, each of these values is the same for the historical and hypothetical scenarios described 
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above.  For each of the scheduling approaches we test, including the two multi-resource RBS approaches, 
we discretize time into 5 minute intervals.  
   
Figure 2-4: Airspace boundaries for FCAA05, FCAA06, and FCAA08 (Federal Aviation Administration 2005) 
Scenario Date Flights Airports FCAs Conflicts 
5/2/2007  1858 (2) LGA SFO                         A06     4.3%  
5/9/2007  1572 (2) IAD JFK                         A05     8.7%  
6/19/2007 5191 (8) ATL DCA EWR IAD JFK LGA SFO PHL A05 A06 15.6% 
6/27/2007 4682 (4) CYYZ JFK LGA ORD MDW            A05 A06 7.5%  
6/28/2007 3583 (5) EWR IAD JFK LGA SFO             A05 A06 15.7% 
7/5/2007  2585 (2) CYYZ EWR                        A05 A06 5.1%  
7/16/2007 1858 (2) LGA SFO                         A06     4.3%  
7/18/2007 3705 (5) EWR JFK LGA PHL SFO             A05 A06 12.5% 
7/27/2007 3944 (4) EWR LGO ORD SFO                 A05 A06 6.6%  
9/27/2007 3953 (6) ATL CYYZ EWR JFK LGA PHL        A05     5.7%  
Table 2-9: Details on controlled resources for historical and hypothetical scenarios 
2.3.1 Apples-to-Apples Comparison  
One challenge in comparing our optimization-based approaches to current approaches is that precedence 
RBS allows the specified capacities to be violated (as discussed in Section 2.1.1).  An optimization-based 
approach, on the other hand, ensures that all resource capacity constraints are strictly satisfied.  Thus, if 
the same capacities are utilized as inputs into both procedures, precedence RBS would typically perform 
better because of its ability to arbitrarily exceed FCA capacity constraints (and the inability of our 
optimization-based approaches to do so).  In most cases, exemption RBS does not exhibit this same 
characteristic, because exempted flights reduce the effective capacity for future programs. 
To level the playing field when comparing to precedence RBS, we first perform the precedence RBS 
allocation.  For resources and time intervals in which the precedence RBS allocation exceeds the specified 
capacity, we update the capacity for our optimization-based approaches to equal the utilization of the 
precedence RBS allocation.  By updating the capacity, we ensure that our optimization-based approaches 
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do not exceed the initial capacity any more than the precedence RBS schedule.  For instance, based on the 
four flight example in the introduction to this chapter (see Table 2-4 for details) and 5 minute time 
intervals, we would increase the capacity of FCA1 to 2 flights for the 5-minute interval from 18:45 
through 18:49, keeping the capacity at 1 for all other intervals.  Although this leads to a fairer comparison 
between the two approaches, the playing field is still tilted toward precedence RBS.  Due to the inherent 
limitations of precedence RBS, we can only perform comparisons for the capacity allocations that directly 
correspond to a precedence RBS schedule.  Fortunately, as demonstrated in Section 2.1.1, this still leaves 
some inefficiencies that optimization-based approaches are capable of exploiting. 
2.4 Results 
In this section, we use computational experiments to demonstrate the practical value of the RBS-EP 
model.  We highlight three key results from our historical scenarios.  The first is that under a conservative 
comparison between RBS-EP and current practice, the RBS-EP model improves efficiency, as measured 
by total delays, while maintaining equivalent levels of equity.  The second is that the RBS-EP model 
closely tracks the tighter TODA approximation of the efficient frontier between aggregate delay and 
fairness, calculated according to our time-order deviation metric.  Finally, the RBS-EP model is 
computationally efficient, allowing solution of even complex, national-scale problems within reasonable 
computing times. 
2.4.1 Trade-off between Equity and Efficiency  
In this section, we demonstrate the trade-off between efficiency, as measured by aggregate delay, and 
fairness, as measured by the time-order deviation of the resulting schedule for each of the 20 scenarios 
described in the previous section (10 historical and 10 hypothetical).  We create trade-off curves by 
adjusting u, the parameter that controls the relative trade-off for each of the optimization-based 
approaches developed in Section 2.2.  We compare the time-order deviation approximation (TODA) 
model to the RBS exponential penalty model (RBS-EP) for the less complex scenarios.  For the more 
complex scenarios, we evaluate only the RBS-EP model, because the TODA model is not 
computationally tractable for these problems. 
To generate these results, we employ two computational heuristics for solving the TODA and RBS-EP 
optimization problems.  First, because we discretize time into 5 minute intervals, it is computationally 
intractable to allow each flight to be delayed indefinitely.  Doing so would result in well over a million 
binary decision variables for some of our instances.  Instead, we restrict the amount of allowable delay on 
a flight-by-flight basis.  Specifically, we allow each flight  to be assigned up to ]nopqrs () plus an 
additional 15 or 30 minutes of delay, where ]nopqrs () is the maximum independent RBS delay allocation 
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as defined in equation (2-19) in Section 2.2.3.  Although there is sub-optimality associated with this 
approach, the resulting schedule is, by construction, quite fair because it is close to the accepted RBS 
allocation.  Second, we use a greedy integer rounding heuristic to convert each solution of the linear 
relaxation into a feasible flight schedule.  We do so by greedily scheduling flights in order based on the 
relaxed start time to the first step in each flight plan, \(, 1).  This heuristic ensures that after solving the 
root node relaxation during branch-and-bound search, we always have a good feasible solution.  This is 
critically important in the TFM setting, where we must be able to guarantee a solution in a relatively short 
amount of time (preferably 1 minute or less). 
In Figure 2-5 and Figure 2-6, we compare the trade-off curves generated by the TODA model to the 
trade-off curves generated by the RBS-EP model.  In these plots, each point represents a schedule 
generated using a specific value of u, plotting average flight delay in the corresponding schedule against 
the percentage of unfair delay as measured by time-order deviation.  For each model, we allow flights to 
be assigned up to ]nopqrs () plus 30 minutes of delay.  In general, we find that the RBS-EP model closely 
tracks the approximate efficient frontier between fairness and delay as estimated by the TODA model, 
although the RBS-EP model does not allow us to fully explore the lower end of this curve.  For more 
complex scenarios, determining a baseline according to the TODA model is not computationally 
tractable, though we have verified this general relationship on smaller constructed scenarios outside of the 
ones shown here.  When there is more significant network-based congestion, there is typically a small gap 
between these two curves.  Even though the RBS-EP model is not directly minimizing time-order 
deviation or its approximation, there is a fairly consistent trend between an increasing u, the base of the 
exponential penalty, and a decreasing time-order deviation of the resulting schedule.  That is, by simply 
adjusting the functional form of the delay penalty, we have created a model that closely tracks the more 
complex time-order deviation metric.   One thing to note in these charts is that a relatively large benefit in 
terms of time-order deviation is gained by sacrificing a relatively small amount in terms of total or 
average flight delays.  This is consistent with both the computational results that follow and the 
theoretical results developed by Bertsimas, Farias, and Trichakis (2010).  In general, a substantial 




Figure 2-5: Historical and hypothetical precedence RBS scenarios for 7/16/2007 
  
Figure 2-6: Historical and hypothetical exemption RBS scenarios for 7/16/2007 
In Table 2-10 through Table 2-13 we summarize the results of our 40 test instances (10 days × 2 scenarios 
× 2 multi-resource RBS approaches).  For each instance, we compare the average flight delay and 
percentage of unfair delay (as measured by time-order deviation) of the multi-resource RBS schedules to 
schedules generated using two different approaches based on the RBS-EP model.  In the first approach, 
we allow each flight to be delayed up to ]nopqrs () plus 30 minutes.  We then choose and report the 
smallest parameter value for the exponential penalty base, u, that leads to a solution at least as fair as the 
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corresponding multi-resource RBS solution, as measured by time-order deviation.  For some instances, 
using the RBS-EP model, we are unable to find a schedule as fair, typically because the multi-resource 
RBS solution is almost perfectly fair.  In these cases, we report “N/A” for the RBS-EP parameter value 
and list “-” for the % delay reduction and % unfair delay.  When summarizing the results, we then use the 
multi-resource RBS solution in place of these values.  We refer to this approach as RBS-EP (Fair, 30).  In 
the second approach, we allow each flight to be delayed only 15 minutes beyond ]nopqrs ().  For this 
approach, we report the average flight delay and percentage of unfair delay for the RBS-EP solution using u = 1.001.  We refer to this approach as RBS-EP (1.001, 15).  Of the feasible schedules that minimize 
total delay, this approach selects the one that is most fair according to the exponential penalty.  Although 
this schedule might not be as fair as the multi-resource RBS schedule, no flight is likely to receive more 
than 15 minutes of unfair delay by construction.  Across the 20 precedence scenarios, this second 
approach allocates 1.8% of unfair delay on average as compared to 1.5% for the precedence RBS 
schedules.  For the 20 exemption scenarios, the second approach allocates 2.2% of unfair delay on 
average compared to 6.5% for the exemption RBS schedules.  Thus, we feel that this approach represents 
a reasonable and fair alternative, especially in an aggregate sense. 
Scenario 
Date 
Precedence RBS RBS-EP (Fair, 30) RBS-EP (1.001, 15) 
Average 
Flight Delay  
% Unfair 
Delay  % Delay Reduction % Unfair Delay % Delay Reduction % Unfair Delay 
5/2/2007  6.8 0.0% N/A - - 3.3% 1.9% 
5/9/2007  3.9 3.8% 1.001 0.9% 1.2% 0.8% 1.1% 
6/19/2007 19.7 0.5% 1.501 0.5% 0.3% 0.8% 0.6% 
6/27/2007 18.5 0.0% N/A - - 3.4% 1.4% 
6/28/2007 24.5 0.0% N/A - - 2.2% 1.3% 
7/5/2007  3.2 5.4% 1.001 12.2% 1.0% 12.2% 1.0% 
7/16/2007 2.9 0.0% N/A - - 0.6% 0.6% 
7/18/2007 17.5 0.1% N/A - - 2.6% 1.3% 
7/27/2007 4.5 0.5% N/A - - 7.7% 3.0% 
9/27/2007 7.9 0.1% N/A - - 1.5% 1.1% 
Summary   12.8 0.3%  0.4% 0.15% 2.5% 1.2% 





Precedence RBS RBS-EP (Fair, 30) RBS-EP (1.001, 15) 
Average 
Flight Delay  
% Unfair 
Delay  % Delay Reduction % Unfair Delay % Delay Reduction % Unfair Delay 
5/2/2007  7.2 13.0% 1.001 7.3% 3.2% 6.8% 2.9% 
5/9/2007  4.5 0.0% N/A - - 5.7% 1.1% 
6/19/2007 20.9 25.4% 1.001 4.8% 1.4% 4.4% 1.0% 
6/27/2007 19.0 5.6% 1.001 5.5% 2.5% 4.5% 1.4% 
6/28/2007 24.6 0.0% N/A - - 2.6% 1.6% 
7/5/2007  4.3 0.0% N/A - - 14.5% 0.9% 
7/16/2007 2.9 4.3% 1.001 0.5% 0.9% 0.5% 0.9% 
7/18/2007 18.1 5.9% 1.001 5.4% 2.4% 5.2% 2.7% 
7/27/2007 4.7 7.7% 1.001 7.7% 5.0% 5.7% 2.8% 
9/27/2007 8.2 3.5% 1.001 4.5% 1.6% 4.1% 1.2% 
Summary   13.4 9.3%  4.0% 1.6% 4.5% 1.6% 
Table 2-11: Comparison of RBS-EP model to exemption RBS for historical scenarios 
Scenario 
Date 
Precedence RBS RBS-EP (Fair, 30) RBS-EP (1.001, 15) 
Average 
Flight Delay  
% Unfair 
Delay  % Delay Reduction % Unfair Delay % Delay Reduction % Unfair Delay 
5/2/2007  13.3 0.4% 2.001 1.4% 0.0% 3.0% 1.7% 
5/9/2007  5.5 6.0% 1.001 0.7% 1.2% 0.7% 1.2% 
6/19/2007 22.0 2.7% 1.251 4.0% 2.3% 4.0% 2.4% 
6/27/2007 22.6 1.0% 1.751 5.7% 1.0% 6.9% 2.1% 
6/28/2007 27.7 0.0% N/A - - 6.8% 3.0% 
7/5/2007  14.7 7.6% 1.001 5.0% 0.4% 5.0% 0.4% 
7/16/2007 3.1 0.1% N/A - - 2.1% 1.4% 
7/18/2007 24.6 4.4% 1.001 13.4% 4.8% 11.1% 3.1% 
7/27/2007 7.1 4.6% 1.001 10.6% 4.6% 8.9% 2.8% 
9/27/2007 9.0 2.0% 1.001 3.5% 1.8% 2.8% 1.1% 
Summary   16.7 2.5%  5.3% 1.8% 6.4% 2.3% 





Precedence RBS RBS-EP (Fair, 30) RBS-EP (1.001, 15) 
Average 
Flight Delay  
% Unfair 
Delay  % Delay Reduction % Unfair Delay % Delay Reduction % Unfair Delay 
5/2/2007  13.8 3.4% 1.001 6.2% 3.3% 4.7% 1.7% 
5/9/2007  6.7 0.0% N/A - - 5.3% 1.3% 
6/19/2007 29.4 11.0% 1.001 19.0% 5.4% 17.1% 3.2% 
6/27/2007 24.0 3.0% 1.251 6.8% 2.3% 6.8% 2.3% 
6/28/2007 28.3 0.0% N/A - - 8.1% 4.1% 
7/5/2007  16.9 0.0% N/A - - 4.3% 0.4% 
7/16/2007 3.2 3.6% 1.001 3.0% 2.7% 2.5% 2.2% 
7/18/2007 28.5 4.7% 1.001 11.4% 3.9% 9.3% 2.6% 
7/27/2007 7.7 1.9% 1.501 4.9% 1.2% 6.4% 2.9% 
9/27/2007 9.8 2.7% 1.001 7.6% 1.8% 6.9% 1.0% 
Summary   19.0 4.4%  8.8% 2.6% 9.6% 2.6% 
Table 2-13: Comparison of RBS-EP model to exemption RBS for hypothetical scenarios 
For the historical scenarios in Table 2-11, the days where exemption RBS is the most unfair are 
6/19/2007, 6/27/2007, 7/18/2007, and 7/27/2007.  On each of these days, AFPs are reported earlier in the 
day than GDPs that represent possible sources of conflict.  When the reverse ordering occurs, on days 
such as 6/28/2007 and 7/5/2007, the resulting exemption RBS schedule is extremely fair.  Because AFPs 
affect a large geographic region, the relative capacity reductions are typically mild when compared to 
GDPs.  Thus, flights that are impacted first by AFPs and exempted from subsequent GDPs are able to 
skirt the largest source of congestion along their routes.  This in turn pushes further delays to the flights 
that are impacted by GDPs alone, creating large time-order deviations.  From a fairness perspective, this 
demonstrates the sensitivity of exemption RBS to the ordering of program implementation.  In Table 
2-10, we see that for the historical scenarios, precedence RBS remains quite fair even for the days 
mentioned above.  This is not particularly surprising, because precedence RBS is able to eliminate 
fairness issues by creating additional FCA capacity where necessary.  The costs of this additional capacity 
are likely realized downstream in terms of interventions en route, which make these costs difficult to 
evaluate.  Thus, in terms of calculating the efficiency gains in Section 4.5, we compare our RBS-EP 
approaches to exemption RBS.  
Under our hypothetical scenarios, where we simply reduce the capacities of each AFP, we find that, in 
general; significantly greater innefficiencies are introduced using both the precedence and exemption 
RBS scheduling approaches.  Though this statement is true in general, it does not hold for all scenarios.  
For some scenarios, we are able to achieve greater percentage delay reductions in the less constrained 
historical scenarios.  This demonstrates that the opportunity for delay reduction is not strictly increasing 
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as capacities decrease, even though this appears to be true in aggregate.  As expected, precedence RBS 
remains both more fair and more efficient than exemption RBS.  Nonetheless, even when using 
precedence RBS as a baseline, we are still able to realize delay reductions ranging from 5.3% for 
schedules that are just as fair, to 6.4% if we relax this restriction.  These results suggest the importance of 
implementing an optimization-based approach for TFM program coordination before the prevalence and 
complexity of AFP utilization increases. 
2.4.2 Computational Performance  
To be implemented in practice, an optimization-based approach for coordinating TFM programs must be 
extremely fast, preferably returning a good solution within a minute or less to support the subsequent 
CDM procedures.  Fortunately, this is not a concern for either of our RBS-EP approaches, which use less 
than 10 seconds of CPLEX solver time per instance.  As a reference, in Table 2-14 we list the CPLEX 
solver times for the hypothetical exemption RBS scenarios.  We allow either 15 or 30 minutes of delay 
beyond ]nopqrs () and compare the solution times for u = 1.001 and u = 2.001.  Allowing a smaller 
amount of delay in the model reduces the number of decision variables, leading to roughly a 40% 
improvement in CPLEX times on average.  The performance measurements utilize the greedy integer 
rounding heuristic described in Section 2.4.1 with a CPLEX relative optimality gap of 0.01%.  The 
computational tests are performed on a PC with dual Xeon 3220 Quad-Core processors, 16 Gigabytes of 
RAM, running Ubuntu v8.04 and CPLEX v11.2 through the Java interface. 
Scenario Date 
CPLEX Solver Times (sec.) 
RBS-EP (15) RBS-EP (30)  = .   = .   = .   = .  
5/2/2007 0.16 0.15 0.47 0.46 
5/9/2007 0.12 0.12 0.45 0.44 
6/19/2007 8.10 8.05 9.03 6.59 
6/27/2007 2.15 3.37 3.70 7.69 
6/28/2007 4.19 4.54 6.58 8.57 
7/5/2007 0.39 0.39 1.32 1.32 
7/16/2007 0.24 0.24 0.67 0.66 
7/18/2007 1.34 3.54 3.68 7.68 
7/27/2007 0.65 0.63 1.68 1.62 
9/27/2007 0.51 0.51 2.09 2.06 
Total 17.83 21.53 29.65 37.08 
Table 2-14: CPLEX times for hypothetical exemption RBS scenarios using RBS-EP model 
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2.4.3 Flight Delay Distributions  
In addition to the summary statistics listed in the tables in Section 2.4.1, it is important to consider the 
distribution of delays for impacted flights.  Airlines typically build slack into their flight schedules to 
preserve connections between aircraft, crew, and passengers.  Delay that is less than the planned slack can 
be absorbed without schedule modifications.  Delay that exceeds the planned slack often requires costly 
recovery operations.  Thus, we need to ensure that our approach does not lead to a heavy tail of flight 
delays (i.e., a larger number of flights receiving a large amount of delay).   
Consider the flight delay distributions charted in Figure 2-7 for the historical and hypothetical 6/28/2007 
exemption RBS scenarios.  These figures chart the number of flights receiving at least the specified 
number of hours of delay (starting at 45 minutes), comparing the exemption RBS schedule to the RBS-EP 
schedule allowing ]nopqrs () plus 30 minutes of delay with u = 1.001.  Although the distributions are 
similar, the RBS-EP schedules have a longer tail, with many flights receiving at least 2.5 hours of delay, 
more than the maximum delay assigned in the exemption RBS schedule.  Based on the discussion in the 
preceding paragraph, this could represent a significant cost for airlines. 
  
Figure 2-7: Allocated flight delay distributions with RBS-EP  value of 1.001 
Fortunately, the RBS-EP model provides an obvious mechanism for resolving these issues.  By increasing 
the value of u, the base of the exponential penalty, it puts additional pressure on the tail of the flight delay 
distribution.  For example, consider the updated charts in Figure 2-8.  To create these charts, we utilize u 
values of 2.001 for each of the RBS-EP solutions, as compared to 1.001 in the previous charts.  By 
increasing the value of u we have increased the total delay assigned from 1429 hours to 1443 hours in the 
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historical scenario and from 1527 hours to 1581 hours in the hypothetical scenario.  Though, in so doing, 
we have managed to shrink the tails of the delay distribution, with the resulting schedules still more 
efficient than the exemption RBS schedules.  This trade-off between aggregate delay and the distribution 
of delay is another important consideration for choosing an appropriate value of u in practice.  
  
Figure 2-8: Updated flight delay distributions based on RBS-EP  value of 2.001 
2.4.4 Value of Efficiency  
In Table 2-11, we see that exemption RBS allocates a total of 7,339 hours of delay across the 10 historical 
scenarios, whereas the RBS-EP (Fair, 30) approach allocates 7,046 hours of delay and the RBS-EP 
(1.001, 15) approach allocates 7,008 hours of delay.  Thus, we estimate that the RBS-EP model would 
lead to an overall delay reduction of 4.0% to 4.5% across days with conflicting TFM programs.  Next, we 
would like to determine how much cost reduction, for airlines, passengers, and related industries, can be 
attributed to this efficiency gain. 
As previously mentioned, the U.S. Congress Joint Economic Committee estimates that arrival delays cost 
the U.S. economy $25.7 billion in 2007 Joint Economic Committee (2008).  The Bureau of 
Transportation Statistics (BTS) estimates that in 2007, 37.7% of flight delays were due to the previous 
flight arriving late, thus we estimate that the remaining 62.3% of flight delays are due to direct impacts 
(Bureau of Transportation Statistics 2008).  These direct impacts, to which we attribute the full delay 
costs, led to 73.5 million minutes of delay.  Of the 73.5 million minutes of delay, we estimate that 21.3 
million minutes of delay were due to ground holding programs using the Airline On-time Performance 
Database (Bureau of Transportation Statistics n.d.).  This represents approximately 30% of the direct 
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impact delay, thus we attribute 30% of the total delay costs to TFM programs – $3.7 billion in increased 
airline operating costs, $2.2 billion in passenger time lost, and $1.8 billion in costs for related industries.  
Of the delay assigned through these initiatives, approximately 13% was assigned on days where domestic 
GDPs and AFPs were both implemented.  We consider these days our baseline for improvement, because 
the multi-resource RBS schedules are delay optimal when there are no conflicts between TFM programs.  
A 1% efficiency improvement on these days would save airlines $4.8 million, passengers $2.9 million, 
and related industries $2.4 million annually, a total of just over $10 million annually.  Combining this 
with the above, we estimate that implementation of the RBS-EP model for coordinating TFM programs 
would lead to annual cost savings on the order of $25 to $50 million.  
It is worth noting that this attribution approach utilized could underestimate the value in at least two ways.  
First, by focusing our analysis on direct impact delays, we are assuming propagated delay costs are 
allocated proportionally between different root causes.  Note that this likely underestimates the costs 
associated with TFM programs, because TFM programs typically result in larger magnitudes of delays 
which are more likely to exceed schedule slack leading to delay propagation.  Second, the Joint Economic 
Committee estimates passenger delays by multiplying the number of passengers by the corresponding 
flight delays.  This approach does not include the impacts of missed connections or flight cancellations, 
both of which are prevalent during TFM initiatives.  In Chapter 4, we address each of these issues to 
develop a more accurate picture of the benefits of the RBS-EP model. 
Introducing optimization into the FAA’s practices has been a significant challenge, as should be apparent 
from the literature review in Section 1.2.  The RBS-EP model addresses many of these challenges and 
should thus provide a strong foundation for future research.  In Chapter 4, we extend our analysis of the 
RBS-EP model, but before doing so, we turn to modeling historical passenger travel and delays in 




Chapter 3  
Modeling Passenger Travel and Delays 
In this chapter, we consider the problem of modeling historical passenger travel and delays given a 
limited set of public data on air transportation demand patterns.  Beyond the important insights gleaned 
from the analysis of historical passenger delays, this approach provides a critical input for the extended 
traffic flow management analysis we perform in Chapter 4.  Additionally, we expect the approach to be 
valuable in extending passenger analyses to other contexts where previously only flight information has 
been available.  Thus, to encourage further passenger-centric research, we have made our estimated 
passenger itinerary flows for 2007 publicly available1.  Further details regarding our approach and the 
subsequent analysis can be found in Barnhart, Fearing and Vaze (2010). 
3.1 Introduction 
As referenced in the introduction, the U.S. Congress Joint Economic Committee (2008) estimates that in 
2007, flight delays led to costs of $7.4 billion for passengers.  A similar analysis performed by the Air 
Transport Association (2008) estimates the same figure at approximately $5 billion, almost a third lower.  
While there are differences in methodologies, the huge discrepancy between these estimates suggests the 
need for a more transparent and rigorous approach to measuring passenger delays.  Accurately estimating 
passenger delays is important not only as a means to understand system performance, but also to motivate 
policy and investment decisions for the National Air Transportation System. 
Another important consideration is that neither of the passenger delay cost estimates listed above includes 
the delays associated with itinerary disruptions, such as missed connections or cancellations.  Analysis 
performed by Bratu and Barnhart (2005) suggests that itinerary disruptions and the associated delays 
represent a significant component of passenger delays.  Their analysis was performed using one month of 
proprietary passenger booking data from a legacy carrier.  The challenge in extending this analysis 
system-wide is that publicly available data sources do not contain passenger itinerary flows.  For 
example, on a given day, there is no way to determine how many passengers planned to take the 7:55am 
American Airlines flight from Boston Logan (BOS) to Chicago O’Hare (ORD) followed by the 11:15am 
flight from Chicago O’Hare (ORD) to Los Angeles (LAX), or even the number of non-stop passengers on 
each of these flights.  Instead, the passenger flow data sets that are publicly available are aggregated over 
                                                     
1 For further information, please visit http://web.mit.edu/nsfnats/README.html, which provides detailed 
instructions for accessing the data. 
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time, either monthly or quarterly, and report flows based only on the origin, connection and destination 
airports.  The methodologies we develop in this chapter are precisely to address these limitations. 
3.1.1 Literature Review 
As mentioned above, the work in this chapter is largely motivated by the findings of Bratu and Barnhart 
(2005).  Using one month of booking data from a major U.S. carrier, their research demonstrated that 
itinerary disruptions in the form of flight cancellations and missed connections contribute significantly to 
overall passenger delays.  To generate this result, the authors used a passenger delay calculator to estimate 
passenger delays by greedily re-accommodating passengers traveling on disrupted itineraries.  
The primary challenge we address in our work is estimating disaggregate passenger itinerary flows from 
publicly available aggregate flow data using a small set of proprietary booking data.  In her Master’s 
thesis, Zhu (2009) attempted to address this problem using an allocation approach based on linear 
programming.  One challenge with this approach is the inability to incorporate secondary factors, such as 
connection time, which play an important role in passenger delays.  The nature of the extreme point 
optimal solutions to the linear programming model also creates challenges, because a much larger 
proportion of flights end up being either empty or full as compared to the proprietary data.  These 
limitations have led us to apply instead a discrete choice modeling approach.  In a related context, 
Coldren, Koppelman and others have applied discrete choice models to estimate airline itinerary shares 
from booking data (Coldren, Koppelman, Kasurirangan, and Mukherjee, 2003 and Coldren and 
Koppelman, 2005).  In the airline itinerary shares estimation problem, the goal is to predict the share of 
passenger demand for a market (i.e., all air travel from an origin to destination) that will utilize each of a 
set of available itinerary choices.  Thus, the itinerary shares problem is more general in that all routes 
between the origin and destination are considered simultaneously.  In our problem, due to the manner in 
which publicly available passenger flow data sets are aggregated, we are interested in estimating the share 
of passenger demand for a single carrier and route combination across different itineraries.  Nonetheless, 
the success of the Coldren and Koppelman models suggest that application of a discrete choice model is 
reasonable in this area. 
Other researchers have performed passenger delay analyses without first disaggregating passenger 
itinerary flows, but these approaches tend to require rather substantial assumptions.  Sherry, Wang, and 
Donohue (2007) estimate passenger delays by treating all passengers as non-stop and assuming that all 
flights on an origin-destination segment operate at average load factors.  Tien, Ball, and Subramanian 
(2008) develop a nice structural model of passenger delays, but in order to use the model, they are forced 
to make unverifiable assumptions regarding key parameter values (e.g., the delay thresholds for missed 
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connections).  Each of these approaches would benefit from access to estimated passenger itinerary data 
from which to enhance or validate the model. 
Additional studies on air transportation passenger choice have helped us determine which features to 
include in our model.  Theis, Adler, Clarke, and Ben-Akiva (2006) demonstrate that passengers travelling 
on one-stop itineraries are sensitive to connection times, specifically exhibiting a disutility associated with 
both short and long connection times.  The referenced study by Coldren and Koppelman (2005) suggests 
that passengers prefer travelling on larger aircraft.  Last, recent work has shown that flight cancellation 
decisions are affected by flight load factors – the fraction of seats filled on each flight (Tien, Churchill 
and Ball 2009).  This suggests flight cancellations are an important factor to consider, because we would 
expect fewer passengers to have been booked on canceled flights.  That is, though we do not expect 
passengers to predict cancellations, in hindsight, cancellations provide valuable information regarding the 
historical distribution of passengers across itineraries. 
3.1.2 Contributions 
The contributions of our research fall broadly into two categories: i) an approach for disaggregating 
publicly available passenger demand data, and ii) an analysis of historical passenger delays using these 
disaggregate passenger itinerary flows.  The outline of the chapter follows this structure. 
In Section 3.2, we describe the components of the passenger itinerary allocation process.  First, we join 
passenger and flight data from multiple sources into a large Oracle database.  Next, we process the data to 
establish the necessary inputs for passenger allocation, such as potential itineraries and flight seating 
capacities.  Last, we develop a discrete choice model for passenger itinerary allocation, training and 
validating the results using a small set of proprietary booking data. 
In Section 3.3, we utilize the disaggregated passenger itinerary flows to analyze domestic passenger 
delays for 2007.  First, we extend the passenger delay calculator developed by Bratu and Barnhart (2005) 
to support a multi-day, multi-carrier rebooking process.  Next, we analyze the sensitivity of our approach 
and validate the calculated delays against those estimated from the proprietary booking data.  Last, we 
analyze passenger delays from 2007 to develop insights into the relationship between flight delays and 
passenger delays.  Finally, we conclude the chapter with a discussion of other problems to which the 
resulting passenger data are either already being applied or could be applied in the future. 
3.2 Passenger Itinerary Allocation 
In this section, we describe the process of allocating passengers to individual itineraries.  We consider an 
itinerary to be a sequence of connecting flights that represents a one-way trip, including scheduled 
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departure, connection (if any), and arrival times.  Thus, round-trip travel would be represented by two 
one-way itineraries.  To describe this process, we first define the following terminology.   
• carrier-segment: the combination of an operating carrier, origin, and destination, where the 
operating carrier provides non-stop flight access between the origin and destination; and 
• carrier-route: a sequence of carrier-segments that represents the flight path a passenger could 
travel from the origin of the first carrier-segment to the destination of the last carrier-segment. 
With these definitions in mind, we can describe passenger itinerary allocation as the effort to combine 
carrier-segment demand information that is aggregated monthly with carrier-route demand information 
that is aggregated quarterly to allocate passengers to plausible itineraries.  For example, a plausible one-
stop itinerary would be taking the 7:55am American Airlines flight from Boston Logan (BOS) to Chicago 
O’Hare (ORD) followed by the 11:15am flight from Chicago O’Hare (ORD) to Los Angeles (LAX) on 
Thursday, August 9th.  The carrier-segment information would tell us how many passengers traveled on 
American Airlines flight legs from BOS to ORD and ORD to LAX in August, whereas the carrier-route 
information would tell us how many passengers traveled on American Airlines from BOS to LAX 
connecting in ORD in the 3rd quarter of 2007.  Note that when we discuss itineraries in this chapter, we 
are including both the specific dates and times of travel in our definition of an itinerary.  In Section 3.2.1, 
we describe each of the data sources in detail, followed by a description of the data processing in Section 
3.2.2.  In Section 3.2.3, we describe the methodological core of our chapter – the discrete choice model 
used to allocate passengers to itineraries.  Last, in Section 3.2.4, we validate the discrete choice 
allocations against a small set of proprietary booking data. 
3.2.1 Data Sources 
The U.S. Bureau of Transportation Statistics (BTS) provides a wealth of data related to airline travel 
(Bureau of Transportation Statistics n.d.).  The Airline Service Quality Performance (ASQP) database 
provides planned and realized flight schedules for many airlines.  Reporting is mandatory for all airlines 
that carry at least 1% of U.S. domestic passengers.  For calendar year 2007, the database contains 
information for 20 airlines, ranging from Aloha Airlines with 46,360 flights to Southwest Airlines with 
1,168,871 flights.  BTS also maintains the Schedule B-43 Aircraft Inventory which provides annual lists 
of aircraft in inventory for most airlines.  Most importantly for our purposes, the Schedule B-43 provides 
the seating capacity for each aircraft, matching approximately 75% of the flights in ASQP by tail number.  
We cannot match 100% of flights this way, because tail number information is sometimes inaccurate or 
non-existent in both ASQP and Schedule B-43 as airlines are not required to report this information. 
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The Federal Aviation Administration (FAA) maintains the Enhanced Traffic Management System 
(ETMS) database, which includes schedule information for all flights tracked by air traffic control.  This 
database is not publicly available, due to the presence of sensitive military flight information, but a 
filtered version was made accessible for the purposes of this research.  The benefit of this database over 
ASQP is that, in addition to the planned and realized flight schedules, it contains the International Civil 
Aviation Organization (ICAO) aircraft equipment code for each flight.  Using the ETMS database, we are 
able to determine the ICAO aircraft code and seating capacity for most of the 25% of ASQP flights that 
could not be matched through Schedule B-43. 
There are two BTS datasets that we depend on for passenger demand information.  The first is the T-100 
Domestic Segment (T-100) database, which contains passenger and seat counts for each carrier-segment 
and equipment type aggregated monthly.  For example, from this data we can see that in September 2007, 
American Airlines performed 79 departures from BOS to ORD using Boeing 757-200s with 14,852 seats 
available and 11,215 passengers.  T-100 is a particularly useful database in that it contains information on 
both passenger demand and aircraft types.  If the variation in seating capacity is sufficiently low for a 
carrier-segment, we estimate the seating capacity of each matching flight by dividing the number of seats 
available by the number of departures performed.  We say that the variation in seating capacity is 
sufficiently low if the coefficient of variation (the standard deviation divided by the mean) is less than 
2.5% across all rows matching the carrier-segment.  By combining T-100 with the data from Schedule B-
43 and ETMS described above, we are able to estimate accurate seating capacities for approximately 
98.5% of the ASQP flights.  For the remaining 1.5% of ASQP flights, because the variation in seating 
capacity is high, we use the T-100 data to estimate a seating capacity that is slightly higher than average.  
For these flights, the seating capacity we use equals the average seating capacity across the matching T-
100 rows plus one standard deviation to account for variation across aircraft types.  The second passenger 
demand database we depend on is the Airline Origin and Destination Survey (DB1B), which provides a 
10% sample of domestic passenger tickets from reporting carriers, including all of the carriers in ASQP, 
aggregated quarterly by removing information on flight times.  For example, in the 3rd quarter of 2007, 
128 passenger tickets were sampled that included a one-way trip on American Airlines from BOS to ORD 
to LAX.  We use these data to determine the approximate number of monthly passengers travelling on 
each non-stop or one-stop carrier-route. 
The last data set we use contains proprietary booking data from a large network carrier for the 4th quarter 
of 2007.  This data set is used for training our passenger flow estimation model and for validating our 




3.2.2 Data Processing 
There are two data processing steps that are performed prior to the discrete choice allocation of 
passengers to itineraries.  The first step is estimating the set of potential itineraries on which passengers 
might have travelled.  These itineraries will be used to create the choice sets in the discrete choice 
allocation model.  The second step is estimating the number of passengers travelling on each carrier-
route for each month.  These passengers will be allocated to matching itineraries using the discrete choice 
allocation model described in the next section. 
We generate the set of potential itineraries for the year based on the flights in ASQP and the carrier-
routes represented in DB1B.  For the purpose of our analysis, we include only non-stop and one-stop 
itineraries.  Itineraries with more than one stop account for only 2.5% of the one-way trips in DB1B.  A 
non-stop itinerary is generated for each flight in ASQP, whereas a one-stop itinerary is generated only for 
valid flight pairs.  The rules we use for determining valid flight pairs are as follows: 
1. The carrier-route represented by the flight pair exists within DB1B.  This filters out nonsensical 
routes, such as BOS – IAH – PVD (Boston to Houston to Providence), but allows for multi-
carrier and code-share itineraries as long as at least one DB1B passenger utilized the 
corresponding multi-carrier carrier-route. 
2. The planned connection time (the difference between the planned departure time of the second 
flight and the planned arrival time of the first flight) is at least 30 minutes and not more than 5 
hours. 
3. For a given first flight and matching carrier-route, we generate at most 2 connections.  This 
ensures that passengers are not assigned to a much longer connection when multiple shorter 
connection times are available.  Passenger utility associated with connection time is also 
explicitly considered within our discrete choice allocation model. 
Using the 2007 ASQP and DB1B data sets, this procedure leads to 273,473,424 possible itineraries, of 
which 7,455,428 are non-stop.  These itineraries are stored in our Oracle database for ease of querying 
during passenger flow estimation. 
We estimate the number of passengers travelling each month on each carrier-route as follows. 
1. First, for each carrier-segment, s, we calculate a monthly scaling factor, αs.  The scaling factor is 
calculated as the ratio between the monthly carrier-segment demands specified by T-100 and the 
10%-sample quarterly carrier-segment demands calculated from DB1B.  For all itineraries 
represented in the DB1B 10% ticket sample, we aggregate the number of passengers on each 
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carrier-segment.  If the DB1B data were sampled across carrier-segments uniformly, including 
international itineraries, and there were no monthly variations across carrier-segments in T-100, 
we would expect this ratio to equal 3.33 for all carrier-segments.  That is, we would expect 3.33 
times the DB1B sampled, quarterly carrier-route demand to be a good estimate of the total, 
monthly carrier-route demand (i.e., multiplying by 10 to account for the sampling and then 
dividing by 3, the number of months in a quarter).  Instead, because the DB1B sample includes 
only domestic itineraries and there are no guarantees that the sampling is exactly 10% for each 
carrier-segment, we find that the calculated ratio varies around a mean of approximately 4.1. 
2. For each one-stop carrier-route represented in DB1B, we estimate the monthly passenger 
demand by first scaling the 10%-sample quarterly DB1B passenger counts by the minimum αs 
across the corresponding sequence of monthly carrier-segments.  Because we use the minimum 
scaling factor across all carrier-segments in the carrier-route, this approach underestimates the 
number of one-stop passengers.  We prefer this approach, because other approaches cause the 
scaled then aggregated carrier-route demands to exceed the original carrier-segment demands 
(i.e., they allocate too many passengers on the carrier-segment).  To resolve the undercounting of 
one-stop passengers, we subsequently apply a uniform scaling to all carrier-route demands to 
ensure that the percentage of one-stop passengers is consistent with DB1B. 
3. For each non-stop carrier-route represented in DB1B, we calculate the monthly passenger 
demand by subtracting from the total carrier-segment demands provided by T-100 the one-stop 
demands estimated in step 2 for all carrier-routes that contain the corresponding carrier-
segment..  Note that because some one-stop carrier-route passengers are not able to be allocated 
to matching itineraries (e.g., due to lack of available seats), we wait to calculate the non-stop 
carrier-route demands until the one-stop allocation is complete.  This ensures that, when 
aggregated by carrier-segment, our estimated carrier-route demands match the original T-100 
data set. 
In the next section, we describe the discrete choice allocation model we use for allocating the monthly 
carrier-route passengers to the generated itineraries. 
3.2.3 Discrete Choice Allocation 
As described in the previous section, for each month and carrier-route, we estimate passenger demands 
and generate a set of potential passenger itineraries.  Next, we estimate the number of passengers 
corresponding to each itinerary.  For each itinerary choice, , we assign a passenger utility, f(-), based 
on features of the corresponding itinerary.  Then, for each passenger, we randomly select an itinerary 
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choice from the ones matching the passenger’s carrier-route according to the proportions, (), described 
by the discrete choice multinomial logit function in equation (3-1). 
( ) ∑ () = 
()∑ () g , ∀ itineraries . (3-1) 
The utility function, f(∙), we use for our discrete choice model includes parameters for the interaction of 
the local time of departure and day of week, parameters for a piecewise linear function of connection time 
(to model the disutility associated with short and long connection times), and parameters for flight 
cancellations and seating capacities.  To describe the utility function, we first define the following 
notation: 
• -day = the day of week for itinerary  with Sunday = 1 and Saturday = 7; 
• -time = the local time of departure for itinerary ; 
• - = the connection time for itinerary  with - = 0 for non-stop itineraries; 
• - ¡ = 1 if any flight in itinerary  was marked as canceled in ASQP, 0 otherwise; 
• -¢ ¢ = the minimum seating capacity for the flights in itinerary ; 
• £  = the ¤th four-hour daily block of departures, with I = 1:00 – 4:59am and ¥ = 9:00pm – 
12:59am the following day; 
• }¦ = the §th threshold for the piecewise linear utility for connection time in minutes with }E = 0, }I = 45, }¨ = 60, }© = ∞; and 
• ℐ(∙) = the indicator function for the expression argument. 
Using this notation, the mathematical formulation of the itinerary choice utility function is provided in 
equation (3-2).  In the equation, the second sum represents the piecewise linear utility associated with 
connection times, with (∙) indicating the positive part of the inner expression (i.e., max0,·). 
f(-) = U U ª£« ¬H­®ℐ V-« ¬ = ]X ℐR-­® ∈ £S +¥£ZI
¯
ZI
U ª¦©¦ZI Rminc-, }¦d − }¦HIS
 + ª ¡- ¡ + ª¢ ¢-¢ ¢
 (3-2) 
  
We include flight cancellations in our model, because all else being equal, a carrier is more likely to 
cancel a flight with fewer passengers than one with more passengers.  This is intuitively reasonable 
because there is a cost to the airline associated with rebooking the disrupted passengers.  Thus, in 
hindsight, we would expect fewer passengers to have been scheduled to travel on itineraries that include a 
canceled flight.  This decision is additionally supported by the passenger delay validation we perform in 
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Section 3.2.4.  Last, we include the minimum seating capacity on the itinerary as a measure of aircraft 
sizes. 
The parameters of the discrete choice model represented by equation (3-2) are fit by maximum-likelihood 
estimation with BIOGEME (Bierlaire, 2003) using one quarter of the proprietary booking data from a 
single major carrier extended to include unselected itineraries from our set of generated itineraries.  
Adding in the unselected itineraries is important to accurately assess the disutility associated with very 
long connections.  Without these itineraries it would appear that the very long connections are more 
strongly preferred, because unselected alternatives would not appear in the choice set.  When extending 
the booking data, we consider only the generated itineraries with connection times of one hour or longer 
to eliminate choice set issues due to airport-specific minimum connection times.  Additionally, this 
approach ensures that the distribution of connection times in our allocation aligns with the distribution of 
connection times in the booking data.  Because there are often hundreds of choices for each month and 
carrier-route, we use sampling of alternatives to limit the size of the choice set to 10 alternatives for each 
observation, where each passenger in the booking data represents a single observation.  Sampling of 
alternatives limits the computational effort required to train the model while still ensuring consistent 
parameter estimates.  There is substantial literature on sampling of alternatives ranging from general 
applications (Ben-Akiva and Lerman 1985) to specific considerations in a route choice context (Frejinger, 
Bierlaire and Ben-Akiva 2009).  The estimated parameter values and statistics from this model are listed 
in Table 2.1.  All of the parameter estimates are significant at the 0.01 confidence level using a classic 
Student’s t-test, except for ª°,©« ¬H­®, which is extremely close to zero.  The overall model is also 
extremely significant, with a likelihood-ratio test value of 1563127 highly unlikely to occur under a ±¨ distribution with 46 degrees of freedom (corresponding to a p-value of less than 10-30).  Additionally, 
we feel that the parameter estimates are subjectively reasonable suggesting the highest utility for travel on 
Sunday, Thursday afternoon, and Friday, and the lowest utility for late night and pre-dawn travel. 
Parameter Description
2
 Parameter Estimate Std Error p-value 
Sunday, 1:00am – 4:59am ªI,I« ¬H­® -0.183 0.07030 0.01 
Sunday, 5:00am – 8:59am ªI,¨« ¬H­® -0.132 0.00730 0.00 
Sunday, 9:00am – 12:59pm ªI,©« ¬H­® 0.103 0.00738 0.00 
Sunday, 1:00pm – 4:59pm ªI,²« ¬H­® 0.148 0.00736 0.00 
Sunday, 5:00pm – 8:59pm ªI,°« ¬H­® 0.165 0.00864 0.00 
                                                     
2 The starred time intervals start at 9:00pm on the specified day and include all flights departing up until 12:59am on 





 Parameter Estimate Std Error p-value 
Sunday, 9:00pm – 12:59am* ªI,¥« ¬H­® -0.366 0.01620 0.00 
Monday, 1:00am – 4:59am ª¨,I« ¬H­® -0.333 0.06660 0.00 
Monday, 5:00am – 8:59am ª¨,¨« ¬H­® 0.000 fixed  
Monday, 9:00am – 12:59pm ª¨,©« ¬H­® 0.066 0.00723 0.00 
Monday, 1:00pm – 4:59pm ª¨,²« ¬H­® -0.062 0.00764 0.00 
Monday, 5:00pm – 8:59pm ª¨,°« ¬H­® -0.202 0.00983 0.00 
Monday, 9:00pm – 12:59am* ª¨,¥« ¬H­® -0.348 0.01660 0.00 
Tuesday, 1:00am – 4:59am ª©,I« ¬H­® -0.567 0.07930 0.00 
Tuesday, 5:00am – 8:59am ª©,¨« ¬H­® -0.273 0.00711 0.00 
Tuesday, 9:00am – 12:59pm ª©,©« ¬H­® -0.109 0.00774 0.00 
Tuesday, 1:00pm – 4:59pm ª©,²« ¬H­® -0.130 0.00790 0.00 
Tuesday, 5:00pm – 8:59pm ª©,°« ¬H­® -0.134 0.00953 0.00 
Tuesday, 9:00pm – 12:59am* ª©,¥« ¬H­® -0.289 0.01570 0.00 
Wednesday, 1:00am – 4:59am ª²,I« ¬H­® -0.596 0.07900 0.00 
Wednesday, 5:00am – 8:59am ª²,¨« ¬H­® -0.223 0.00693 0.00 
Wednesday, 9:00am – 12:59pm ª²,©« ¬H­® -0.042 0.00757 0.00 
Wednesday, 1:00pm – 4:59pm ª²,²« ¬H­® -0.075 0.00770 0.00 
Wednesday, 5:00pm – 8:59pm ª²,°« ¬H­® -0.062 0.00919 0.00 
Wednesday, 9:00pm – 12:59am* ª²,¥« ¬H­® -0.174 0.01500 0.00 
Thursday, 1:00am – 4:59am ª°,I« ¬H­® -0.520 0.07150 0.00 
Thursday, 5:00am – 8:59am ª°,¨« ¬H­® -0.149 0.00671 0.00 
Thursday, 9:00am – 12:59pm ª°,©« ¬H­® 0.001 0.00752 0.91 
Thursday, 1:00pm – 4:59pm ª°,²« ¬H­® -0.021 0.00770 0.01 
Thursday, 5:00pm – 8:59pm ª°,°« ¬H­® 0.126 0.00892 0.00 
Thursday, 9:00pm – 12:59am* ª°,¥« ¬H­® -0.192 0.01660 0.00 
Friday, 1:00am – 4:59am ª¥,I« ¬H­® -0.404 0.07160 0.00 
Friday, 5:00am – 8:59am ª¥,¨« ¬H­® -0.114 0.00674 0.00 
Friday, 9:00am – 12:59pm ª¥,©« ¬H­® 0.062 0.00739 0.00 





 Parameter Estimate Std Error p-value 
Friday, 5:00pm – 8:59pm ª¥,°« ¬H­® 0.085 0.00887 0.00 
Friday, 9:00pm – 12:59am* ª¥,¥« ¬H­® -0.255 0.01920 0.00 
Saturday, 1:00am – 4:59am ª¯,I« ¬H­® -0.307 0.08220 0.00 
Saturday, 5:00am – 8:59am ª¯,¨« ¬H­® -0.144 0.00747 0.00 
Saturday, 9:00am – 12:59pm ª¯,©« ¬H­® 0.064 0.00835 0.00 
Saturday, 1:00pm – 4:59pm ª¯,²« ¬H­® -0.118 0.00910 0.00 
Saturday, 5:00pm – 8:59pm ª¯,°« ¬H­® -0.233 0.01370 0.00 
Saturday, 9:00pm – 12:59am* ª¯,¥« ¬H­® -0.178 0.01550 0.00 
Connection time (minutes) ≤ 45 ªI 0.007 0.00013 0.00 
Connection time (minutes) > 45 and ≤ 60 ª¨ 0.028 0.00055 0.00 
Connection time (minutes) > 60 ª© -0.018 0.00004 0.00 
Flight cancellation ª ¡
 
-0.143 0.00956 0.00 
Minimum seating capacity ª¢ ¢ 0.005 0.00010 0.00 
Table 2.1: Estimated itinerary choice utility function parameters and standard errors, with p-values listed based on a 
classic Student’s t-test.  
Using the estimated parameters of this model, we calculate the utility associated with each of the 
generated itineraries and then, for each passenger, we sample a [0, 1] uniform random variable to select 
an itinerary allocation based on the proportions calculated using equation (3-1).  When a flight becomes 
full, we remove all corresponding itineraries from the choice set and update the expected proportions for 
the remaining itineraries.  Because of this step, the order in which carrier-routes are processed is an 
important issue, as carrier-routes processed first are more likely to find seats available on all flights.  
Thus, to maintain the aggregate connecting percentage in the allocation, we process one-stop passengers 
before non-stop passengers, and for each, we process a single passenger at a time.  Passengers are 
processed in a random order, which reduces order-based biases in the results (e.g., having no seats 
available for carrier-routes that are processed last).  To determine the random order, we sample a [0, 1] 
uniform random variable to set a priority for each individual passenger and then sort the passengers 
according to these priorities. 
3.2.4 Validating Passenger Itinerary Flows 
Unlike T-100, which includes passengers travelling on both domestic and international itineraries, our one 
quarter of proprietary booking data includes only domestic itineraries.  Thus, the aggregate passenger 
counts for each carrier-segment and month are significantly lower than the T-100 data on average.  Direct 
validation between the allocation described above and the proprietary data would lead to results that are 
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heavily biased by this discrepancy.  Instead, we perform a validation allocation where we scale the DB1B 
data (as described in Section 3.2.2) by the monthly carrier-segment passenger counts from the booking 
data (instead of T-100).  Using this approach, the total number of validation passengers allocated is 
approximately the same as the number of passengers represented in the booking data. 
For validation purposes, we are concerned primarily with distributional properties of our allocation 
approach.  That is, because we have no way of determining the actual itinerary for each passenger, we 
instead focus on ensuring that our allocation is reasonable in an aggregate sense.  We do so by comparing 
aggregate distributions of our validation allocation against the aggregate distributions of the proprietary 
booking data.  The distributions we consider are: 
1. Distribution of flight load factor, 
2. Distribution of daily average load factor, 
3. Distribution of percentage of connecting passengers, and 
4. Distribution of connection time for one-stop passengers. 
For each of these distributions, we compare our validation allocation to the booking data and to a 
randomized allocation (in which we assume all itinerary utilities, f(-), are equal).  The randomized 
allocation allows us to test the sensitivity of our approach to the individual parameter values of our 
discrete choice model. 
In Figure 3-1, we consider the distribution of flight load factor.  In the plot, we bucket flights by load 
factor in increments of 5%, with the percentage on the x-axis representing the mid-point of the bucket.  
The y-axis lists the percentage of flights falling into each bucket.  With regards to load factors, the 
discrete choice allocation performs similarly to the randomized allocation.  Each of these approaches 
under-estimates the number of flights with load factors between 0% and 35% and between 75% and 95%, 
and over-estimates the number of flights with load factors between 40% and 70%.  We believe these 
discrepancies are due to the impacts of revenue management and our inability to model price as a 





Figure 3-1: Distribution of flight load factor for booking data, randomized allocation, and discrete choice allocation 
In Figure 3-2, we consider the distribution of daily average load factor – the fraction of seats filled each 
day.  As with flight load factors, daily average load factors are grouped into 5% buckets.  In this plot, we 
see a significant improvement using the discrete choice model as compared to a randomized allocation.  
Although the discrete choice model increases the spread of average daily load factors, the proprietary 
booking data suggest even further variability.  The proprietary booking data set we use is from the fourth 
quarter of 2007, thus we attribute this additional variability to the impact of holiday travel.  Because each 
holiday impacts travel differently, and because we have access to only one quarter of booking data, we do 
not attempt to model the impact of holiday travel directly. 
 
Figure 3-2: Distribution of daily average load factor for booking data, randomized allocation, and discrete choice 
allocation 
In Figure 3-3, we consider the distribution of connecting passengers.  That is, for each flight we determine 
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flight connecting passenger percentages are subsequently bucketed as with load factors above.  Other than 
the 95% to 100% bucket, both the randomized allocation and the discrete choice allocation match the 
booking data well.  The higher percentage of flights filled with connecting passengers is most likely due 
to our decision to allocate one-stop passengers prior to non-stop passengers (as described in Section 
3.2.3).  If we were to consider a larger bucket from 85% to 100%, all three data sets correspond quite well 
(5.5% for booking data, 5.4% for randomized allocation, and 5.4% for discrete choice allocation). 
 
Figure 3-3: Distribution of connecting passengers for booking data, randomized allocation, and discrete choice allocation 
In Figure 3-4, we consider the distribution of connection times for one-stop passengers.  In this plot, we 
consider only one-stop passengers, and bucket these passengers by the connection time between the two 
flights.  In this plot, we utilize 10-minute buckets, with each point on the x-axis specifying the mid-point 
of the bucket.  The y-axis lists the percentage of one-stop passengers falling into each bucket.  This plot 
demonstrates the power of the discrete choice modeling approach.  Using this approach we are able to 
very accurately match the distribution of connection times that exists in the proprietary booking data.  The 
randomized allocation exhibits no preference towards connection times, so all variation is due to 
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Figure 3-4: Distribution of connection times for booking data, randomized allocation, and discrete choice allocation 
In Section Error! Reference source not found., we extend our validation to the analysis of passenger 
delays.  In the context of estimating passenger delays, the number of passengers traveling on itineraries 
with flight cancellations is critical due to the immense impact of itinerary disruptions.  Our results show 
that the inclusion of flight cancellations in the model allows us to pick up on an important factor, namely 
the tendency of airlines to cancel flights with fewer passengers, further justifying our discrete choice 
approach. 
Overall, it appears that the discrete choice model and randomized allocation both do quite well according 
to system-wide metrics such as the distribution of load factors and connecting passengers.  On the other 
hand, for more disaggregate measures, such as connection times or daily load factors, the discrete choice 
model appears to dominate the randomized allocation. 
3.3 Passenger Delay Calculation 
In this section, we turn our focus from modeling passenger travel to estimating passenger delays.  First, 
we describe the procedure we use to calculate passenger delays based on the estimated passenger itinerary 
flows developed in the previous section.  Then, we use passenger delay calculations to further validate our 
allocation approach. 
3.3.1 Passenger Delay Calculator 
The procedure we use for calculating passenger delays is an extension of the passenger delay calculator 
developed by Bratu and Barnhart (2005).  In order to calculate the passenger delays associated with the 
estimated passenger itinerary flows, the authors used the realized flight schedules in ASQP, which 
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calculator was applied to only a single carrier, and thus assumed a default passenger delay value for 
passengers accommodated on a different carrier.  For the purpose of our study, involving all of the 20 
ASQP-reporting domestic carriers, we extend the algorithm to estimate the delays for passengers 
rebooked on a carrier different than planned. 
The first step in passenger delay calculation is to determine which passengers have had their itinerary 
disrupted and therefore need to be re-accommodated to their final destinations.  A non-stop itinerary is 
disrupted only if the corresponding flight is canceled or diverted.  A one-stop itinerary is disrupted if one 
or both of the two flights is canceled or diverted, or if the first flight is delayed to such an extent that the 
corresponding passengers are unable to make their connection to the second flight (we assume this is the 
case if the remaining connection time is less than 15 minutes).  For non-disrupted itineraries and the 
corresponding passengers, the passenger delay is simply equal to the (non-negative) flight delay 
associated with the last flight in the itinerary.  Note that for passengers on non-disrupted one-stop 
itineraries this means that delay on the first leg is absorbed into the planned connection time.  If an 
itinerary is disrupted, each of the passengers on the itinerary must be re-accommodated from the point of 
disruption to the final destination of the itinerary.  We assume that each of these passengers is re-
accommodated on the best available alternative itinerary, where best is defined as the alternative 
scheduled to arrive the earliest.  The passenger delay for these passengers is then the time they reach their 
final destination minus the planned arrival time, ignoring negative values.  Thus, the primary work of the 
passenger delay calculator is the re-accommodation of passengers whose itineraries have been disrupted. 
Disrupted passengers are re-accommodated in order based on the itinerary’s time of disruption.  For 
canceled or diverted flights, we use the planned departure time as the time of disruption.  For missed 
connections, we use the actual arrival time of the first flight as the time of disruption.  Note that rather 
than ignoring the diversions, we treat them the same as cancellations.  This is not due to any limitations 
with the algorithm, but to the fact that the destination to which the flight is diverted is not provided in 
ASQP.  The number of flight diversions is equal to about 10% of the number of flight cancellations (or 
about 0.23% of total flights), so we do not expect the method of handling diversions to impact the final 
results significantly, as long as they are not ignored entirely.  Under this assumption, the point of 
disruption for canceled or diverted flights is the origin of the flight, whereas for missed connections, the 
point of disruption is the planned connecting airport. 
One challenge in calculating passenger delays is that the ASQP database does not include all possible 
flight options, such as those of non-reporting carriers. Therefore, in order to be conservative in our 
estimates (i.e., we would rather underestimate than overestimate), we put a limit on the re-accommodation 
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delay for each disrupted passenger based on the time of disruption.  For passengers disrupted during 
daytime hours, between 5:00am and 5:00pm, we limit the re-accommodation delay to 8 hours.  For 
passenger disrupted during evening or pre-dawn hours, between 5:00pm and 5:00am, we set the limit to 
16 hours to allow for re-accommodation the following day.  Then, in order to re-accommodate each 
passenger, we check if there are any valid recovery itineraries amongst the 273,473,424 itineraries 
generated in Section 3.2.2.  A recovery itinerary is valid if it departs from the point of disruption at least 
45 minutes after the time of disruption (to allow time for rebooking and transfer), has available seat(s), 
and is scheduled to arrive at the passenger’s final destination in time to satisfy the re-accommodation 
delay limit.  We first search for itineraries that use airlines matching the original itinerary (e.g., the two 
carriers on a multi-carrier one-stop itinerary), along with any sub-contracted or parent airlines.  For 
example, when a Continental itinerary is disrupted, we look for recovery itineraries on Continental or 
ExpressJet (or any combination of the two).  If we are unable to find a valid itinerary using these airlines, 
we attempt to re-accommodate the passengers using any valid itinerary across all carriers.  If we are 
unable to find an alternative at this point, we assign the passenger a delay equal to the re-accommodation 
delay limit, assuming that he or she will be re-accommodated in some other fashion.  For passengers who 
are recovered on a new itinerary, the passenger delay is calculated based on the actual arrival time of the 
recovery itinerary.  Note that we allow disruption chaining, that is we allow for the possibility that the 
recovery itinerary to which a passenger is assigned might in turn get disrupted and the passenger may be 
required to be rebooked again. Although we allow such disruption chaining in our passenger delay 
calculator, we maintain the re-accommodation delay limit throughout.  Thus, passengers are often 
defaulted to the re-accommodation delay limit after a second disruption.  This ensures that our disruption 
chains do not become overly long, because in many cases airlines have knowledge of future disruptions at 
the time of re-accommodation (e.g., a severe weather event that is projected to last throughout the day). 
3.3.2 Testing Passenger Delays 
In this section, we consider three potential sources of error in our end-to-end approach for estimating 
passenger delays.  First, we consider the sensitivity of our passenger delay estimates to the re-
accommodation delay limits described in the previous section.  Second, we validate our passenger delay 
estimates against those estimated from the proprietary bookings data.  The purpose of this validation is to 
ensure that there are not important factors missing from our discrete choice allocation.  Last, we measure 
the impact of our discrete choice sampling variation on our aggregate passenger delay estimates to ensure 
that a single allocation is sufficient for our subsequent analyses.  That is, we want to ensure that at the 
levels of aggregation we are interested in, the variance between samples is low. 
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As described in the previous section, each time a passenger is disrupted, the passenger delay calculator 
attempts to re-accommodate the passenger on an alternative itinerary for which the planned arrival time 
satisfies the re-accommodation delay limit.  Because these limits have been introduced with the intent to 
be conservative in our estimates, the results are sensitive to the limits chosen.  In Table 3-1, we compare 
delay estimates for 2007 utilizing different re-accommodation delay limits for daytime (5:00am to 
5:00pm) and evening (5:00pm to 5:00am) disruptions.  In each column of the table, we list the 
corresponding daytime and evening delay limits separated by a “/”, so “8 hour / 16 hour” would refer to 
the limits described in Section 3.3.1.  Even when these limits are increased to 24 hours for both daytime 
and evening disruptions, we are still unable to find alternative itineraries for just over 8% of the disrupted 
passengers, because there are either no flights or no seats available.  This explains why the choice of re-
accommodation delay limit has such a significant impact on the estimated delay for disrupted passengers. 
 
6 hour / 12 hour 
Delay Limits
8 hour / 16 hour 
Delay Limits
12 hour / 24 hour 
Delay Limits
24 hour / 24 hour 
Delay Limits
Average Passenger Delay 
(min) 
27.78 30.15 33.09 37.47
Average Disrupted Passenger 
Delay (min) 
376.33 448.63 538.41 672.08
Average Daytime Disrupted 
Passenger Delay (min) 
259.37 308.17 385.92 589.89
Average Evening Disrupted 
Passenger Delay (min) 
554.36 662.42 770.52 797.19
% of Passengers Disrupted 3.3% 3.3% 3.3% 3.3%
% of Disrupted Passengers 
Receiving Default Delay 
33.5% 20.7% 15.5% 8.0%
Table 3-1: Comparison of delay estimates using different daytime / evening delay limits in the passenger delay calculator 
Of the daytime / evening limit combinations that we tested, we chose to use the 8 hour / 16 hour delay 
limits as the basis for reporting our results for the following reasons.  First, the 8 hour daytime limit 
ensures that passengers who are both scheduled to arrive and subsequently disrupted between the hours of 
5:00am and 5:00pm are rescheduled (either on an alternative or by default) to reach their destination 
before the following morning.  This would not hold if the daytime delay limit were larger than 12 hours.  
The 16 hour evening limit ensures that, for passengers who are disrupted during the evening, the 
passenger delay calculator will consider at least a few hours’ worth of rebooking alternatives the 
following morning.  This would not hold for evening limits of 12 hours or less.  Last, based on the fact 
that 20% of the disrupted passengers are not re-accommodated within the system, we feel that these are 
sufficiently conservative values. 
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Next, in order to further validate our allocation approach, we consider our estimated passenger delays 
alongside those estimated from the proprietary booking data.  Because the proprietary booking data do not 
contain information on passenger re-accommodations, we cannot compare our passenger delay estimates 
directly to actual delays.  Instead, we first estimate the passenger delays associated with the proprietary 
booking data by applying the passenger delay calculation procedure from the previous section.  The intent 
of this validation is to ensure that any itinerary-level differences in passenger counts are washed out by 
the aggregate passenger delay calculations.   Thus, in Table 3-2, we compare the passenger delay results 
based on our estimated passenger flows to those based on proprietary booking data for one major carrier 
for the 4th quarter of 2007.  For each of these two data sets, we list the number of passengers impacted by 
each type of disruption (or lack thereof) as well as the total number of hours of delay accumulated.  For 
the case of disruption chaining, we categorize disrupted passengers and their delays based on the cause of 
the first itinerary disruption (i.e., cancellation / diversion or missed connection).  By construction, as 
described in 3.2.2, the total number of passengers is very close (within 0.4%), but for all other categories, 
the error ranges from 2.0% to 4.4%, which we believe to be quite good.  One interesting result is that our 
estimated passenger delays appear to be consistently biased high across all categories.  This suggests that 
airlines do (slightly) more to mitigate passenger delays than we are able to pick up in our allocation 



















7,113,553 7,141,404 0.39% 1,968,253 2,007,925  2.02% 
Flight 
Cancellations 
114,654 119,174 3.94% 933,486  962,681  3.13% 
Missed 
Connections 
80,439 77,082 4.17% 558,722  583,296  4.40% 
Total 7,308,646 7,337,660 0.40% 3,460,460 3,553,903 2.70% 
Table 3-2: Validation passenger delays by cause 
Last, because the passenger itinerary allocation methodology is based on a probabilistic allocation, the 
estimated passenger flows and hence the calculated passenger delays are not deterministic but rather are 
subject to sampling errors.  For instance, the validation results presented in Table 3-2 are for a single 
allocation.  Thus, it is critical that we also identify the extent of errors due to sampling.  To do this, we 
perform two allocations using the entire year’s worth of data and calculate the passenger delays 
associated with each of these allocations.  To determine the sampling error, we aggregate the passenger 
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delays on a daily, monthly, and annual basis.  From these aggregated delays, we calculate a percentage 
error equal to the absolute value of the difference divided by the smaller of the two.  In Table 3.3, we 
summarize these errors by presenting the minimum, maximum, average and median percentage error for 
each aggregation level.  Note that for the annual delays, there is just one aggregated delay value for each 
sample, as opposed to 365 for daily and 12 for monthly.  The table demonstrates that the sampling errors 
are very low, even when calculated on a daily basis.   Moreover, as we would expect, the range of 
sampling errors decreases significantly as the level of aggregation increases.  This suggests that sampling 
error is not a significant source of concern, especially for the levels of aggregation we consider in the 
following section (e.g., annual, by carrier, or by month). 
Aggregation Level Minimum Maximum Average Median 
Daily 0.0034% 2.0780% 0.3948% 0.3309% 
Monthly 0.0149% 0.1611% 0.0729% 0.0599% 
Annual 0.0472% 0. 0472% 0. 0472% 0. 0472% 
Table 3-3: Summary of sampling error in passenger delay estimates  
3.4 Results 
In this section, we first summarize the results of our passenger delay calculations and consider the impact 
of various itinerary features on passenger delays.  This analysis serves two purposes: 1) to further our 
understanding of the complex performance characteristics of the National Air Transportation System, and 
2) to demonstrate the breadth of analytical possibilities based on the methodologies we have developed.  
Next, using the results of our allocation and delay calculation process, we develop a regression model for 
estimating the delays associated with itinerary disruptions based on features of the itinerary and the 
corresponding airline network.  In Chapter 4, we will use this model to estimate cost parameters 
associated with passenger itinerary disruptions, though the analysis presented in this chapter is interesting 
in its own right. 
3.4.1 Characterizing Passenger Delays 
Based on the methodologies described in this chapter, we estimate that for calendar year 2007, 486.5 
million domestic passengers were delayed for an average of 30 minutes each (see Table 3-5 for details).  
This corresponds to approximately 245 million hours of passenger delay, or $9.2 billion in estimated costs 
based on the $37.60 / hour in costs utilized by both the U.S. Congress Joint Economic Committee (2008) 
and Air Transport Association (2008) analyses.  Of the total passenger delays, we estimate that flight 
cancellations are responsible for approximately 30%, missed connections for approximately 18%, and that 
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the remainder is accounted for by flight delays.  This is consistent with the Bratu and Barnhart (2005) 
analyses, in which itinerary disruptions were also responsible for about 50% of total passenger delays. 
In Section 3.4.4, we present tables with detailed statistics regarding our passenger delay estimates, 
aggregated based on different characteristics of the passenger itinerary.  In each of the tables, we sort the 
results in order of decreasing average passenger delays, i.e., with the highest average passenger delay on 
top.  Due to space limitations, we abbreviate the names for airline and airports by using their IATA codes.  
Table 3-12 provides a full list of the referenced abbreviations alongside the full name for the respective 
airline or airport.  In the following paragraphs, we highlight some of the interesting results from these 
tables. 
Passenger delays vary significantly by airline, as indicated in Table 3-5.  This is not particularly 
surprising, because airlines serve different airports and therefore face different levels of congestion.  What 
is perhaps more surprising is that passenger delays appear to be most heavily influenced by the type of 
carrier: regional, traditional, or low cost.  Regional carriers – Atlantic Southeast (EV), American Eagle 
(MQ), Comair (OH), Mesa (YV), Pinnacle (9E), ExpressJet (XE), and SkyWest (OO) – as a group have 
the worst passenger delays, averaging 43 minutes of delay per passenger.  The significant passenger 
delays for this group are driven primarily by a high flight cancellation rate of 3.4%, which is 44% higher 
than the 2.4% across all carriers.  Traditional network carriers – American (AA), United (UA), Northwest 
(NW), US Airways (US), Delta (DL), Continental (CO), and Alaska (AS) – are the next worst group, 
averaging 33 minutes of delay per passenger with 2.2% of flights canceled.  Among the carriers that 
predominantly serve the contiguous United States, the low cost carriers – Jet Blue (B6), AirTran (FL), 
Frontier (F9), and Southwest (WN) – have the best passenger performance, averaging 17.00 minutes of 
delay per passenger with just 1.2% of flights canceled.  Excluding Hawaiian (HA) and Aloha (AQ) who 
predominantly serve the Hawaiian Islands, Southwest (WN) has the best average delay performance both 
in terms of flights (10 minutes) and passengers (15 minutes). 
The date and time of departure also significantly affect passenger delays as can be seen in Table 3-6, 
Table 3-7, and Table 3-8, which list passenger delay statistics by month, day of week, and hour of day 
respectively.  In Table 3-6, we see that the worst months for travel delays occur during the peak summer 
travel period (June, July, and August) and during the winter and early spring (December, January, 
February, and March).  In Table 3-7, we find that the worst days for travel are Thursday and Friday due to 
a combination of higher than average flight delays and long delays for disrupted passengers.  Monday is 
one of the better days for travel and presents an interesting case where above average flight delays (16 
minutes) correspond to below average passenger delays (27 minutes).   Only 1.9% of Monday passengers 
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were impacted by flight cancellations, approximately 10% below the average.  Additionally, the estimated 
delays for disrupted passengers on Monday (397 minutes) are more than 10% below the average.  This 
can be explained by the fact that 47.6% of Monday passengers planned to depart prior to Noon, as 
compared to 43.8% on average.  Morning passengers experience significantly shorter delays due to the 
relative ease of rebooking after a disruption, which is readily apparent in Table 3-8.  Although we present 
each table independently, the impacts do compound.  For example, passengers departing on a Friday 
evening (4:00 – 7:59pm) in June received a startling average of 78 minutes of delay. 
Last, we consider passenger delays by airport.  In Table 3-9 and Table 3-10, we list the passenger delay 
statistics for the 25 busiest airports in terms of the number of passengers beginning or concluding their 
trip at the specified airport.  The 7 worst airports in each list are dominated by Northeast airports, 
including LaGuardia (LGA), John F. Kennedy (JFK), Newark (EWR), Philadelphia (PHL), and Boston 
(BOS), with Chicago O’Hare (ORD) and Dallas / Fort Worth (DFW) the two exceptions.  American 
(AA), the worst of the traditional carriers in terms of passenger delays, is the largest carrier for DFW and 
the second largest for ORD.  United (UA), the second worst traditional carrier in terms of passenger 
delays, is the largest carrier for ORD.  In Table 3-11, we restrict our focus to one-stop passengers and 
connecting airports.  The 25 airports listed are the largest in terms of estimated passenger connections 
(each serving over 75,000 connections in 2007).  The worst 5 of these airports each have average 
passenger delays of 74 minutes or more for connecting passengers.  Even within this group, EWR is in a 
class of its own with average connecting passenger delays of more than 90 minutes.  At EWR and ORD, 
December is the worst month for connecting passengers, with EWR connecting passengers receiving an 
average of 129 minutes of delay and ORD connecting passengers receiving on average an even more 
daunting 146 minutes of delay.  Among this group, Atlanta (ATL) serves the most connections and its 
average connecting passenger delay of 44 minutes is well below the average of 50 minutes. 
3.4.2 Cost of Disruptions 
As mentioned above, itinerary disruptions account for almost 50% of passenger delays, yet only 3.3% of 
passengers have their itineraries disrupted.  The reason disruptions pose such a significant cost is the 
delay associated with re-accommodation, which averages almost 7 and a half hours per disrupted 
passenger.  There are also significant and systematic variations in the delays to disrupted passengers.  For 
example, disruption delays are much lower for morning travelers, as indicated in Table 3-8.  To better 
understand this variability, in this section we develop a simple linear regression model to predict the delay 
associated with an itinerary disruption.  We subsequently use this model in Chapter 4 to estimate delay 
cost coefficients associated with itinerary disruptions. 
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In our regression model, the dependent variable is the minutes of delay associated with an itinerary 
disruption.  The observations we use to train the model are the disrupted passengers and their estimated 
delays based on the passenger delay calculator described in Section 3.3.1.  To better represent the full 
range of variability, we estimate the disruption delays based on re-accommodation delay limits of 24 
hours for both daytime and evening passengers.  Additionally, we filter out disrupted itineraries where we 
are unable to re-accommodate the corresponding passengers based on the 24 hour delay limit.  Thus, out 
of the approximately 16.0 million disrupted passengers, we exclude the 8.0% who receive the default 
delay resulting in 14.7 million observations (see Table 3-1 for details).  Often, multiple passengers travel 
on the same disrupted itinerary and re-accommodation alternative, thus we can reduce the computational 
complexity of training the model by grouping these passengers and weighting the corresponding 
observation.  By doing so, we are left with 5.3 million distinct observations. 
As inputs into the model, we utilize the raw features: 
• -³´µ = estimated hour of disruption for observation , either the planned departure hour of the 
first flight cancellation or the planned departure hour of the second flight in the case of a 
missed connection; 
• -EH¢¶ = average number of daily non-stop alternatives for the month from the point of 
disruption to the intended destination for observation  using one of the planned itinerary 
carriers or related sub-contracted carriers; 
• -EH¡ « = average load factor for the month on non-stop flights from the point of disruption to 
the intended destination for observation  using one of the planned itinerary carriers or related 
sub-contracted carriers; 
• -IH¢¶ = average number of daily one-stop alternatives for the month from the point of 
disruption to the intended destination for observation  using one or more of the planned 
itinerary carriers or related sub-contracted carriers; 
• - ¡ = 1 if the disruption for observation  is due to a flight cancellation; and 
• -¢¶¢ = number of planned stops remaining at the time of disruption for observation  (e.g., 
either 0 or 1). 
Based on these features, we estimate the disruption delay +-(-) using the regression function represented 
in equation (3-3), where ℐ(∙) represents the indicator function for the expression argument. 
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+-(-) = ªE + ª ¡- ¡ + U ª·³´µℐ(-³´µ = ℎ)¨¨·Z¥ + ª¨³¨´µℐ(-³´µ = 23)+ªºµ­»³R5 − -³´µSℐ(-³´µ < 5) + ªEH¢¶-0-stopR1 − -EH¡ «S+ªIH¢¶-IH¢¶ + ª¢¶¢-¢¶¢ + ª¢¶¢(I)-IH¢¶-¢¶¢
 (3-3) 
For additional context, we provide a brief description of each of the parameters utilized in the regression 
function: 
• ªE – the baseline delay for a disruption during the 5:00am hour; 
• ª ¡ – the impact of flight cancellations on disruption delays (as compared to missed 
connections); 
• ª·³´µ – disruption delay associated with each possible hour of disruption between 6:00am and 
11:59pm.  Disruptions between 10:00pm and 11:59pm are grouped together due to a limited 
amount of data; 
• ªºµ­»³ – disruption delay factor for each hour between the hour of disruption and 5:00am for 
pre-dawn disruptions (i.e., midnight through 4:59am); 
• ªEH¢¶ – change in disruption delay based on the daily frequency of empty non-stop alternatives 
(i.e., the number of full planes worth of seats available on a daily basis);  
• ªIH¢¶ – change in disruption delay based on the daily frequency of one-stop alternatives 
(ignoring load factors); 
• ª¢¶¢ – impact of disruptions that occur prior to the first flight in a one-stop itinerary (i.e., the 
impact of the first flight in a one-stop itinerary being canceled); and 
• ª¢¶¢(I) – additional change in disruption delays based on the daily frequency of one-stop 
alternatives, when a one-stop itinerary is disrupted prior the first flight. 
In Table 3-4, we list the estimated regression function parameter values, along with the standard errors 
and t-values.  Each of the parameters is significantly different from 0 at the 99.9% confidence level 
(under a classical t-test, the probability of exceeding the magnitude of the t-value never exceeds 10-15).  
The overall model has an adjusted R2 value of 0.2752. 
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Parameter Estimate Std Error t-value ªE 364.80 2.67 136.79 ª ¡ 184.90 0.35 526.23 ª¥³´µ 24.37 2.74 8.89 ª³¯´µ 48.09 2.75 17.47 ª¿³´µ 73.55 2.74 26.86 ªÀ³´µ 90.56 2.72 33.27 ªIE³´µ 126.40 2.73 46.29 ªII³´µ 147.10 2.72 54.09 ªI³¨´µ 189.30 2.72 69.52 ªI©³´µ 277.10 2.71 102.19 ªI²³´µ 300.60 2.71 110.79 ªI°³´µ 329.20 2.71 121.49 ªI¥³´µ 360.20 2.70 133.26 ªI³¯´µ 404.00 2.70 149.72 ªI¿³´µ 463.00 2.71 171.13 ªIÀ³´µ 500.30 2.70 185.06 ª¨E³´µ 515.70 2.72 189.69 ª¨I³´µ 536.10 2.73 196.36 ª¨³¨´µ 464.90 2.81 165.77 ªºµ­»³ 58.95 1.23 48.05 ªEH¢¶ -115.50 0.13 -884.33 ªIH¢¶ -1.09 0.01 -114.28 ª¢¶¢ -73.14 0.69 -106.21 ª¢¶¢(I) -6.57 0.05 -141.38 
Table 3-4: Estimated disruption delay regression function parameters with standard errors and t-values 
Based on the parameter estimates, we find that as the hour of disruption becomes later, the average 
disruption delay increases until it hits a maximum during the 9:00pm hour.  Beyond 9:00pm, the average 
disruption delay decreases to the minimum reached during the 5:00am hour.  The fact that ªºµ­»³ is 
close to 60 is not surprising because there are rarely re-accommodation alternatives available between 
midnight and 5:00am.  The availability of non-stop alternatives (both flights and seats) is the most 
beneficial factor for reducing passenger delays.  The availability of one-stop alternatives is also 
beneficial, especially when the disruption occurs prior to the first flight in a planned one-stop itinerary.  
The estimates for ª ¡ and ª¢¶¢ indicate that delays associated with disruptions are lowest for missed 
connections, followed by first flight cancellations in a one-stop itinerary, and highest for last flig
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cancellations (either for a non-stop itinerary or for the second flight in a one-stop itinerary).  This ordering 
is consistent with the number of disrupted passengers competing for seats on re-accommodation 
alternatives.  That is, typically with a missed connection, only a few passengers are disrupted, making it 
easier to find seats to re-accommodate them.  Alternatively, when the first flight in a one-stop itinerary is 
canceled, the disrupted passengers can often be re-accommodated through a different connecting airport, 
avoiding competition for seats with the non-stop passengers.  A cancellation for the last flight in a 
passenger’s itinerary leads to the highest disruption delays, because there are typically many passengers 
competing for the same seats on non-stop re-accommodation alternatives. 
3.4.3 Summary 
In this chapter, we have developed methodologies for modeling and estimating historical passenger travel 
and delays.  We have applied these approaches to analyze and develop insights into some of the key 
factors affecting passenger air travel performance.  By developing and sharing these estimated passenger 
data, our goal is to enable and encourage further passenger-centric air transportation research, and we 
believe this data set has many applications.  For example, beyond the analyses provided herein, we are 
applying the passenger data set developed in this chapter in multiple ways.  First, in collaboration with 
George Mason University, we have used these approaches to estimate the overall costs of passenger 
delays as one component of NEXTOR’s Total Delay Impact Study (Ball M., et al., 2010).  This report 
was commissioned by the FAA and has been developed through collaboration between all of the 
universities affiliated with the National Center of Excellence for Aviation Operations Research 
(NEXTOR).  The goal of the report is to provide a complete and rigorous assessment of the total costs of 
delays in order to inform aviation policy decision-making.  Second, we are jointly analyzing flight and 
passenger data to better understand how airline network structures and scheduling decisions impact 
passengers.  Last, as mentioned in the introduction, in Chapter 4 we use these approaches to analyze how 
potential changes in traffic flow management allocation procedures propagate through to passengers.  In 
each of these areas, access to estimated passenger travel and delay data has enabled research opportunities 
that would not exist otherwise.       
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3.4.4 Passenger Delay Tables 
Airline
3

















EV 286 21.86 3.36% 7,109 53.20 3.74% 59.70% 7.66% 440.87 
MQ 540 17.81 4.49% 12,393 49.78 4.80% 44.48% 5.47% 447.81 
OH 236 17.81 3.97% 6,934 46.09 3.91% 29.12% 5.88% 509.79 
YV 294 16.44 4.00% 9,458 41.45 3.67% 35.73% 5.75% 447.20 
9E 259 13.81 3.35% 6,564 41.33 3.43% 45.63% 5.17% 465.86 
AA 634 19.15 3.16% 59,548 40.28 3.23% 29.51% 4.80% 446.98 
XE 435 16.68 2.87% 12,531 37.83 2.78% 22.20% 6.28% 516.93 
OO 598 13.43 2.51% 14,543 37.28 2.76% 45.49% 4.76% 461.24 
UA 490 18.26 2.64% 44,246 36.77 2.78% 28.67% 5.28% 436.66 
NW 415 16.30 2.09% 32,507 34.60 2.22% 36.23% 4.36% 481.22 
B6 191 20.37 2.26% 19,020 33.50 1.98% 8.19% 5.34% 562.65 
US 485 16.28 2.03% 40,894 31.83 2.09% 28.42% 4.57% 428.94 
DL 476 12.63 1.59% 44,150 28.21 1.82% 40.39% 3.32% 438.14 
CO 323 16.38 1.24% 30,566 26.98 1.32% 21.66% 3.79% 474.54 
FL 263 13.41 1.25% 18,522 25.34 1.35% 29.72% 3.36% 477.73 
AS 160 14.92 1.91% 14,600 22.87 1.53% 9.56% 4.74% 395.33 
F9 98 11.53 0.52% 7,780 17.85 0.52% 26.04% 2.69% 473.93 
WN 1169 10.47 1.02% 95,580 15.62 0.90% 15.53% 2.28% 368.66 
HA 56 4.25 0.43% 5,860 9.29 0.43% 17.94% 2.29% 300.29 
AQ 46 4.11 0.87% 3,727 6.59 0.71% 7.52% 1.60% 253.36 
Total 7,455 15.32 2.39% 486,533 30.15 2.09% 27.20% 4.34% 448.63 
Table 3-5: Flight and passenger delay statistics by carrier and overall for calendar year 2007 
                                                     
3 For multi-carrier one-stop itineraries, passengers are grouped according to the carrier for the first flight in the itinerary. 
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June 629 20.28 3.09% 44,004 41.84 2.78% 27.30% 5.36% 497.33 
February 566 18.02 4.73% 34,366 40.96 3.96% 27.26% 4.96% 449.05 
December 616 20.52 3.74% 38,357 39.35 3.04% 26.03% 5.75% 438.57 
July 649 18.58 2.41% 45,187 37.01 2.24% 27.88% 5.14% 486.88 
August 653 17.22 2.20% 44,524 33.54 2.01% 28.12% 4.80% 472.44 
March 639 15.29 2.84% 42,723 33.11 2.60% 26.91% 4.15% 480.34 
January 622 14.45 2.73% 36,368 27.65 2.33% 26.61% 4.31% 397.65 
April 615 13.79 2.01% 41,458 26.55 1.77% 26.53% 3.84% 442.81 
May 632 12.47 1.31% 42,370 22.64 1.25% 27.75% 3.60% 433.52 
October 630 12.16 1.32% 40,779 20.99 1.15% 27.11% 3.60% 398.12 
November 605 11.02 1.18% 39,172 18.47 1.04% 27.01% 3.19% 384.42 
September 600 10.21 1.24% 37,225 18.40 1.17% 27.59% 3.25% 388.14 
Table 3-6: Flight and passenger delay statistics by month for calendar year 2007 

















Friday 1102 17.50 2.45% 75,842 35.09 2.17% 27.45% 4.78% 495.42 
Thursday 1098 17.30 2.54% 73,558 34.68 2.24% 27.12% 4.75% 477.49 
Sunday 1041 15.58 2.25% 74,283 31.21 1.91% 27.47% 4.30% 499.29 
Wednesday 1089 15.09 2.66% 67,690 30.62 2.41% 26.94% 4.35% 426.05 
Tuesday 1079 13.75 2.62% 63,630 27.82 2.31% 26.72% 3.98% 415.10 
Monday 1113 15.53 2.22% 72,286 27.14 1.89% 28.16% 4.31% 397.12 
Saturday 934 12.00 1.90% 59,245 22.50 1.69% 26.26% 3.67% 402.44 
Table 3-7: Flight and passenger delay statistics by day of week for calendar year 2007 
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17:00 501 21.70 2.99% 32,888 50.67 2.37% 26.32% 7.41% 677.36 
18:00 438 21.96 3.02% 27,080 49.48 2.36% 20.86% 7.91% 692.21 
19:00 437 21.98 2.83% 23,589 43.89 2.11% 11.52% 8.50% 701.46 
16:00 482 20.06 2.97% 30,309 40.09 2.42% 27.01% 6.33% 491.78 
20:00 298 22.39 2.59% 16,287 38.42 1.90% 6.76% 7.53% 679.15 
15:00 452 18.63 2.70% 29,244 35.36 2.26% 25.73% 5.34% 449.10 
14:00 459 17.38 2.42% 29,743 33.46 2.22% 27.47% 5.18% 427.22 
21:00 251 19.26 2.28% 10,565 32.10 1.60% 6.30% 5.10% 674.09 
03:00 0.3 14.77 1.81% 32 31.33 1.90% 8.83% 9.42% 627.48 
13:00 486 15.84 2.27% 32,012 30.37 2.16% 27.73% 4.56% 399.82 
04:00 0.8 11.74 1.72% 63 27.84 1.66% 27.10% 2.51% 559.44 
12:00 461 13.76 2.15% 32,688 27.36 2.14% 29.84% 4.03% 371.01 
22:00 92 16.28 2.07% 5,332 26.05 1.52% 18.61% 3.52% 519.51 
23:00 41 14.56 1.56% 3,786 25.50 1.49% 24.43% 4.94% 427.25 
11:00 494 12.24 2.06% 34,400 24.80 2.09% 29.27% 3.63% 354.89 
01:00 4 10.59 1.20% 414 21.78 1.58% 51.59% 3.57% 339.14 
10:00 468 11.36 1.95% 31,067 21.10 1.90% 26.67% 3.28% 327.38 
02:00 0.9 11.92 1.51% 140 20.39 1.30% 30.12% 3.67% 408.75 
09:00 487 10.69 2.00% 31,730 19.95 1.88% 25.45% 3.35% 318.50 
08:00 511 9.88 1.95% 35,393 19.30 1.80% 28.06% 3.19% 318.61 
00:00 10 10.85 0.80% 1,137 19.20 1.24% 41.30% 3.54% 334.56 
05:00 47 7.76 2.62% 3,067 19.00 2.46% 53.95% 2.60% 284.44 
06:00 523 7.65 2.33% 38,196 18.69 2.26% 46.84% 2.37% 299.62 
07:00 512 8.62 2.01% 37,372 18.26 1.90% 33.32% 2.92% 309.84 





















LGA 123 20.23 5.45% 9,376 45.08 4.52% 20.17% 7.29% 432.66 
ORD 376 21.69 4.61% 17,256 39.34 3.26% 9.10% 7.39% 454.48 
JFK 127 24.49 3.43% 10,479 39.31 2.32% 6.25% 9.39% 546.50 
PHL 104 21.99 2.66% 9,493 39.29 2.36% 20.62% 7.09% 475.48 
EWR 154 23.26 4.07% 11,550 39.05 2.66% 11.10% 8.14% 510.17 
BOS 128 17.91 3.62% 10,989 35.97 2.98% 22.60% 5.89% 448.21 
DFW 297 18.50 3.35% 11,230 35.63 2.88% 15.30% 5.85% 452.59 
MSP 156 16.46 2.49% 8,343 32.42 2.08% 19.85% 6.14% 461.37 
MIA 65 18.55 1.59% 7,109 32.07 1.73% 17.51% 4.28% 463.33 
DTW 178 16.75 2.51% 8,267 30.77 2.04% 20.10% 4.66% 460.61 
CLT 127 17.19 1.93% 6,607 30.54 1.85% 18.63% 4.92% 462.16 
SFO 138 16.18 2.08% 10,584 29.77 2.10% 22.69% 4.80% 411.09 
FLL 69 15.04 1.36% 8,038 28.44 1.60% 27.63% 3.31% 476.74 
MCO 130 13.92 1.15% 14,628 26.53 1.38% 22.46% 4.21% 480.33 
DEN 241 15.80 1.77% 13,171 26.42 1.61% 16.42% 4.62% 440.33 
BWI 109 13.45 1.75% 8,489 26.37 1.63% 21.08% 4.63% 488.15 
SEA 109 14.15 1.22% 11,516 25.86 1.49% 25.87% 4.16% 422.88 
TPA 80 12.28 1.12% 8,392 25.42 1.42% 27.24% 3.46% 486.58 
ATL 414 16.90 1.86% 13,923 24.01 1.58% 8.30% 5.09% 445.56 
LAX 238 12.07 1.54% 18,141 23.81 1.73% 19.02% 3.67% 379.71 
LAS 184 13.37 1.23% 16,824 23.70 1.36% 18.80% 3.98% 430.34 
SAN 97 10.47 1.42% 8,856 23.67 1.68% 31.35% 2.86% 415.43 
IAH 200 13.61 1.27% 8,401 23.07 1.23% 11.73% 4.96% 459.02 
PHX 211 12.59 1.36% 13,170 22.09 1.37% 18.33% 3.60% 423.51 
OAK 75 9.70 1.42% 6,641 16.63 1.36% 15.26% 2.78% 331.35 
Table 3-9: Flight and passenger delay statistics by flight / passenger origin for the 25 busiest airports in terms of one-way trip endpoints for calendar year 2007 
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LGA 123 23.75 5.59% 9,322 47.60 4.82% 19.80% 4.28% 418.65 
EWR 154 29.03 4.35% 11,445 43.34 2.95% 11.12% 3.69% 491.67 
JFK 127 23.79 3.73% 10,539 38.98 2.74% 6.34% 4.23% 508.16 
ORD 376 22.61 4.91% 17,255 38.36 3.47% 9.42% 4.08% 423.85 
DFW 297 16.65 3.94% 11,232 34.45 3.41% 15.53% 4.58% 420.19 
PHL 104 20.10 2.61% 9,626 34.19 2.39% 20.48% 3.69% 444.22 
BOS 128 17.44 3.46% 10,996 33.45 2.86% 22.63% 4.70% 412.76 
SFO 138 17.71 2.11% 10,599 31.25 2.03% 23.20% 5.08% 409.50 
MSP 156 16.27 2.73% 8,341 30.14 2.24% 19.90% 4.65% 423.06 
MIA 65 17.17 1.50% 7,165 29.08 1.63% 17.18% 4.73% 435.34 
SEA 109 15.76 1.32% 11,510 28.42 1.51% 25.93% 4.57% 443.37 
DTW 177 15.44 2.70% 8,252 27.71 2.08% 19.54% 3.97% 424.30 
CLT 127 14.79 2.00% 6,625 27.41 1.91% 18.53% 4.10% 443.56 
FLL 69 15.26 1.16% 8,060 27.12 1.46% 26.86% 4.23% 437.86 
TPA 80 13.46 0.97% 8,389 25.13 1.35% 27.04% 4.24% 436.79 
SAN 97 11.38 1.20% 8,862 25.03 1.49% 31.48% 4.65% 425.01 
MCO 130 13.64 0.97% 14,762 24.56 1.28% 22.30% 4.39% 432.42 
LAX 238 12.59 1.53% 18,199 24.06 1.60% 19.10% 5.18% 359.66 
BWI 109 12.67 1.62% 8,462 23.94 1.55% 20.94% 3.80% 453.71 
DEN 241 13.69 1.83% 13,135 23.59 1.56% 16.82% 4.48% 405.46 
ATL 414 15.40 2.13% 14,045 23.02 1.76% 8.47% 4.52% 392.06 
IAH 200 12.95 1.67% 8,392 22.78 1.59% 11.78% 5.22% 427.51 
LAS 184 12.53 1.01% 16,816 22.21 1.15% 19.07% 4.86% 424.05 
PHX 211 11.58 1.60% 13,199 21.87 1.44% 18.42% 4.66% 398.03 
OAK 75 10.27 1.36% 6,668 17.90 1.31% 15.22% 4.29% 370.14 




























EWR 27.86 3.83% 22.34 3.48% 1,086 93.10 6.05% 8.09% 502.56 
ORD 22.40 4.80% 21.77 4.52% 12,031 78.36 6.61% 5.88% 470.62 
JFK 24.10 4.51% 26.65 3.80% 1,689 75.42 4.73% 5.82% 504.30 
IAD 16.75 3.65% 19.19 3.27% 1,057 74.61 5.43% 6.23% 478.52 
PHL 21.37 2.89% 24.22 2.77% 1,069 74.10 4.16% 5.90% 493.85 
DFW 16.68 4.03% 18.78 3.45% 14,463 59.07 5.27% 4.50% 423.88 
DTW 15.43 2.73% 17.71 2.47% 5,849 56.28 3.93% 4.51% 468.50 
MEM 13.35 2.28% 13.61 1.94% 2,657 55.06 3.05% 5.13% 518.57 
CVG 12.65 2.54% 13.70 2.18% 3,143 54.09 3.17% 4.80% 525.48 
MSP 15.89 2.60% 16.43 2.32% 5,851 52.42 3.30% 4.23% 489.80 
DEN 13.81 1.92% 16.13 1.81% 9,002 51.07 2.84% 4.51% 472.40 
SFO 17.78 2.23% 16.19 2.12% 2,309 50.81 3.23% 5.78% 390.91 
CLT 14.30 1.84% 17.22 1.63% 5,583 44.38 2.52% 3.97% 434.30 
ATL 15.60 2.19% 16.71 1.80% 23,598 43.91 2.45% 4.05% 445.23 
SEA 16.43 1.50% 14.99 1.32% 1,140 42.93 2.07% 5.00% 387.41 
LAX 13.04 1.52% 12.73 1.56% 3,209 39.70 2.32% 4.62% 383.02 
LAS 15.00 1.22% 15.15 1.48% 3,363 37.49 1.54% 3.86% 439.24 
IAH 12.63 1.59% 13.64 1.19% 7,263 37.49 1.83% 3.78% 446.80 
SLC 10.38 1.15% 11.17 1.04% 4,321 37.19 1.63% 3.74% 492.48 
PHX 12.18 1.86% 14.03 1.47% 7,355 37.03 2.33% 3.81% 385.96 
MDW 12.70 2.17% 14.46 1.83% 2,433 34.76 1.73% 2.26% 459.53 
DAL 11.95 2.60% 13.33 2.29% 1,037 33.47 2.50% 2.54% 358.53 
HOU 11.96 2.04% 13.27 1.76% 1,158 32.84 2.34% 2.69% 359.19 
BWI 15.19 2.32% 15.01 2.38% 2,014 30.73 1.33% 2.31% 468.08 
HNL 5.12 0.67% 4.85 0.63% 1,191 18.77 0.77% 2.82% 302.31 




Code Airline Name  
Airport 
Code Airport Name  
Airport 
Code Airport Name 
9E Pinnacle Airlines  ATL Hartsfield - Jackson Atlanta International  MDW Chicago Midway International 
AA American Airlines  BOS Boston Logan International  MEM Memphis International 
AQ Aloha Airlines  BWI Baltimore Washington International  MIA Miami International 
AS Alaska Airlines  CLT Charlotte Douglas International  MSP Minneapolis - St. Paul International 
B6 JetBlue Airways  CVG Cincinnati / North. Kentucky International  OAK Oakland International 
CO Continental Airlines  DAL Dallas Love Field  ORD Chicago O'Hare International 
DL Delta Air Lines  DEN Denver International  PHL Philadelphia International 
EV Atlantic Southeast Airlines  DFW Dallas / Fort Worth International  PHX Phoenix Sky Harbor International 
F9 Frontier Airlines  DTW Detroit Metro  SAN San Diego International 
FL AirTran Airways  EWR Newark Liberty International  SEA Seattle - Tacoma International 
HA Hawaiian Airlines  FLL Fort Lauderdale - Hollywood International  SFO San Francisco International 
MQ American Eagle Airlines  HNL Honolulu International  SLC Salt Lake City International 
NW Northwest Airlines  HOU Houston Hobby  TPA Tampa International 
OH Comair  IAD Washington Dulles International    
OO SkyWest Airlines  IAH Houston George Bush    
UA United Airlines  JFK John F Kennedy International    
US US Airways  LAS Las Vegas - McCarran International    
WN Southwest Airlines  LAX Los Angeles International    
XE ExpressJet Airlines  LGA LaGuardia    
YV Mesa Airlines  MCO Orlando International    
Table 3-12: List of abbreviations for referenced airlines and airports
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Chapter 4   
Analyzing Collaborative Decision-Making (CDM) 
In this chapter, we develop a sequential evaluation procedure that we use to analyze traffic flow 
management approaches in a collaborative decision-making (CDM) environment.  After allocating traffic 
flow management (TFM) capacities, the sequential evaluation procedure i) uses an airline disruption 
response model to approximate each airline’s flight cancellations and swaps, ii) performs a quasi-
compression operation on the combined schedule, and iii) calculates passenger delays based on the result.  
By applying this multi-stage evaluation procedure, we are able to analyze the following three TFM 
questions that – to the best of our knowledge – have not been previously considered by the research 
community. 
1. What are the benefits of an optimization-based allocation approach in a CDM environment? 
2. Is there significant value associated with incorporating aircraft connectivity considerations? 
3. What are the impacts and how are they distributed for giving larger aircraft higher priority? 
To answer the first question, using the sequential evaluation procedure, we compare the Ration-by-
Schedule Exponential Penalty (RBS-EP) model developed in Section 2.2 to the exemption RBS 
scheduling approach utilized in practice (as described in Section 2.1).  For the second question, we 
consider two extensions of the RBS-EP model.  The first includes flow balance constraints to ensure 
availability of aircraft by carrier and aircraft type.  The second includes strict aircraft connectivity 
constraints as in the Bertsimas and Patterson (1998) model.  One reason it is important to consider aircraft 
connectivity is that the benefits could apply even on days when there are no AFPs in effect – precisely the 
days for which the RBS-EP model provides no benefit over current approaches.  Last, to answer the third 
question, we scale the flight delay costs in the RBS-EP model by the number of seats on the plane.  For 
each of these questions, the sequential evaluation procedure allows us to consider the impacts from both 
the airline and passenger perspectives. 
In Section 4.1, we describe the components of the sequential evaluation procedure, including the airline 
disruption response model and quasi-compression.  Section 4.2 describes the procedures for constructing 
the scenarios we use for our analysis, including the multi-resource TFM extensions that we evaluate later 
in the chapter.  Generating the scenarios is itself a complex task, requiring the estimation of planned 
aircraft routings and passenger itineraries for a 12-hour planned flight schedule. 
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4.1 Sequential Evaluation Procedure 
The sequential evaluation procedure that we have developed is depicted in Figure 4-1.  The procedure 
takes as an input an initial allocated schedule based on one or more TFM programs.  From this schedule, 
each airline is allotted capacity based on its flights in the allocated schedule.  Capacities are assumed to 
be infinite for unconstrained resources (i.e., airports or flow constrained areas (FCAs) with no TFM 
program in place at the time).  To attempt to mimic airline operations, we group sub-contracted carriers 
with their parent carriers.  The full list of the 15 airline groupings we consider is provided in Table 4-1.  
These groupings are determined based on the prevalence of corresponding multi-carrier itineraries in the 
Airline Origin and Destination Survey (DB1B) provided by the Bureau of Transportation Statistics 
(2008). 
 
Figure 4-1: Process workflow for sequential evaluation procedure with input in  and outputs in  
To approximate airline disruption responses, we utilize a modified TFM optimization model, which is 
described in Section 4.1.2.  The output of this model is a feasible airline flight schedule, incorporating 
flight cancellations and maintaining aircraft flow balance.  Because the allocated capacities are derived 
from a feasible controlled schedule, when combined, the airline schedules form a feasible schedule 
relative to the initial TFM programs.  The combined flight schedule and its calculated passenger delays 
are two of the outputs from our sequential evaluation procedure.  We then perform a quasi-compression 
procedure to fill in gaps created by flight cancellations, ensuring that no flights receive more delay in the 
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compressed schedule.  The details of the quasi-compression procedure are described in Section 4.1.3.  
The compressed flight schedule and its calculated passenger delays form the final two outputs of our 
sequential evaluation procedure.  Before describing the individual components of the sequential 
evaluation procedure, we define the required data and notation in Section 4.1.1. 
Airline Codes Airline Names 
AA, MQ American Airlines & American Eagle Airlines 
DL, EV, OH Delta Airlines, Atlantic Southeast Airlines, & Comair 
CO, XE Continental Airlines & ExpressJet Airlines 
NW, 9E Northwest Airlines & Pinnacle Airlines 
AS Alaska Airlines 
AQ Aloha Airlines 
B6 JetBlue Airways 
F9 Frontier Airlines 
FL AirTran Airways 
HA Hawaiian Airlines 
OO SkyWest Airlines 
UA United Airlines 
US US Airways 
WN Southwest Airlines 
YV Mesa Airlines 
Table 4-1: Airline groupings for sequential evaluation procedure 
4.1.1 Data and Notation 
The notation used for the airline disruption response model builds on the notation defined in Section 2.2.1 
for the traffic flow management models, summarized as follows: 
 = set of discrete time intervals; ℛ = set of capacity-controlled resources;  = capacity of resource  over time interval ; ℱ = set of flights; || = number of steps in controlled flight plan for flight ; ℐ() = set of step indices in controlled flight plan for flight ; (, ) = resource required by flight step  for flight ; (, ) = earliest start time for flight step  for flight ; and (, ) = processing time of flight step  for flight . 
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Because each airline’s disruption response is determined independently, there is no need to index these 
terms by airline.  For example, when determining the disruption response for Southwest, ℱ will refer to 
all of the Southwest flights, and  will refer to the capacity allocated to Southwest for resource  and 
time interval .  For each flight, we extend ℐ() to include a departure index, 1, and an arrival index, ||, 
increasing the indices for each of the controlled resources by 1.  Because neither of these two new indices 
references a controlled resource, (, 1) and (, ||) are undefined in the airline disruption response 
model.  In addition to the above, the airline disruption response depends on planned aircraft routings and 
booked passenger itineraries. 
We first specify the aircraft type for each scheduled flight, Á() ∈ Â, where Â represents the set of 
aircraft types for the airline.  The aircraft type is a combination of the operating carrier and International 
Civil Aviation Organization (ICAO) aircraft code for the flight.  Each planned aircraft routing, \ ∈ Ã, is 
then represented as a sequence of flights an aircraft is scheduled to fly, [I, … , £].  We use the notation [\]Ä to represent the Åth flight in aircraft routing \, and [\](Ä) to represent the Åth flight from the end of the 
sequence (i.e., indexing in reverse order).  Thus, for aircraft routing \, [\]I represents the first flight and [\](E) the last.  The minimum aircraft turnaround time (i.e., the minimum time between arrival and 
subsequent departure) is assumed to be constant across all airports and aircraft types, and is denoted by §.  We opt for a constant turnaround time to maintain consistency with the itinerary generation 
procedures defined in Section 3.2.2, though it would be a simple extension to allow this value to vary.  
We ensure that each of the planned flight sequences satisfies the minimum aircraft turnaround time while 
generating the routings as detailed in Section 4.2.3.  To maintain aircraft flow balance, we also need to 
denote the origin and destination of each flight, ÆÇ() and ]\() respectively, letting È represent 
the set of origin and destination airports. 
Passenger itineraries are either non-stop, represented by a single flight , or one-stop, represented by a 
pair of flights (I, ¨ ).  Each flight  ∈ ℱ represents a valid non-stop itinerary, and we let the set É( 
represent the set of booked one-stop itineraries, where at least one flight in each flight pair is in ℱ.  Note 
that we do not require both flights to be in ℱ because one flight may be operated by another airline, and 
therefore not controlled in this airline disruption response model.  For these cases, we also need to know 
the planned connection time between the arrival of flight I and the departure of flight ¨ , Ê(I, ¨ ), 
which we compare to the minimum connection time, Ê®­ , to determine a missed connection.  We let ¤Á() represent the number of non-stop passengers booked on flight  and ¤Á(I, ¨ ) represent the 
number of passengers booked on the one-stop itinerary represented by the pair of flights (I, ¨ ) ∈ É(.  
The number of seats on flight  is represented by ¤\(). 
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If a passenger itinerary is disrupted, the delay associated with re-accommodation depends on the itinerary 
and the type of disruption.  For non-stop itineraries, the only type of disruption we consider is a flight 
cancellation.  Thus, we specify the re-accommodation delay associated with a flight cancellation for non-
stop passengers booked on flight  as ]().  For one-stop itineraries, the possible types of disruptions 
are first flight cancellation, second flight cancellation, or missed connection which we specify as ]I(I, ¨ ), ]¨(I, ¨ ), and ]Ë(I, ¨ ) respectively.  In determining the type of disruption for an 
individual itinerary, a first flight cancellation takes precedence over a second flight cancellation, which 
takes precedence over a missed connection.  For example, if both flights in a one-stop itinerary are 
canceled, we will treat the disruption type as a first flight cancellation.  The estimated re-accommodation 
delays, ](), ]I(I, ¨ ), ]¨(I, ¨ ), and ]Ë(I, ¨ ) will be calculated using the disruption cost 
regression model developed in Section 3.4.2.  We describe this process in detail in Section 4.2.4. 
Summarizing the new notation, we have: 
Â = set of aircraft types; Á() = aircraft types for flight ; Ã = set of aircraft routings of the form [I, … , Ì]; [\]Ä = the Åth flight in aircraft routing \; [\](Ä) = the Åth flight from the last in aircraft routing \; § = minimum aircraft turnaround time; È = set of origin and destination airports; ÆÇ() = origin airport for flight ; ]\() = destination airport for flight ; É( = set of one-stop itineraries of the form (I, ¨ ); Ê(I, ¨ ) = planned connection time between flights I and ¨ ; Ê®­ = minimum connection time between two flights; ¤Á() = number of non-stop passengers booked on flight ; ¤Á(I, ¨ ) = number of passenger booked on one-stop itinerary (I, ¨ ) ∈ É(; ¤\() = number of seats on flight ; ]() = delay for non-stop passengers due to cancellation of flight ; ]I(I, ¨ ) = delay for one-stop passengers on (I, ¨ ) due to cancellation of flight I; ]¨(I, ¨ ) = delay for one-stop passengers on (I, ¨ ) due to cancellation of flight ¨ ; and ]Ë(I, ¨ ) = delay for one-stop passengers on (I, ¨ ) due to a missed connection. 
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4.1.2 Airline Disruption Response Model 
In the airline disruption response model, we attempt to mimic airline disruption responses by canceling 
and scheduling flights using an integer optimization model extended from the traffic flow management 
formulation specified in Section 2.2.  The decisions on flight schedules and cancellations are based on a 
multi-part objective function that takes into account both operational and passenger considerations.  
Additionally, using the planned aircraft routings, the disruption response model ensures that for each 
airline and airport, aircraft flow balance is maintained at all times.  In Sections 4.1.2.1 through 4.1.2.3, we 
describe the adjustments to the base formulation that define the airline disruption response model. 
4.1.2.1 Decision Variables 
For each one-stop itinerary (I, ¨ ) ∈ ÉÃ where both flights are in ℱ, we introduce two binary decision 
variables to represent whether the itinerary is disrupted due to the second flight being canceled or due to a 
missed connection.  In addition, we introduce a linear variable to measure the delay associated with the 
itinerary in the case that no disruptions occur. 
Í,Î,Ï = Ð1, if itinerary (I, ¨ ) is disrupted due to 1light ¨  being canceled; and 0, otherwise. C (4-1) 
 ,Î,Ï  = Ð1, if itinerary (I, ¨ ) is disrupted due to a missed connection; and 0, otherwise. C (4-2) 
],Î,Ï  ≥ 0 (4-3) 
4.1.2.2 Constraints 
Using the notation described in the Section 4.1.1, we define the airline disruption response model as an 
extension of the foundation traffic flow management model described in Section 2.2.2.  The first change 
is that we need to allow cancellations.  We do so by replacing constraints (2-3) with the following 
constraints to ensure that if one step of a flight is canceled, then so are all others. 
+,-(GHI) =  +,(-I)(GHI)  ∀ ∈ ℱ, ∀ ∈ ℐ() ∖ ||. (4-4) 
Additionally, we need to add constraints to ensure that for each airport, Ó ∈ È, and aircraft type, Á ∈ Â, 
flow balance is maintained for all time intervals.  To simplify exposition, we first define Δ(Ó, Á, ) as the 
difference between the number of flights of aircraft type Á that arrive at airport Ó by time ( − §) and the 
number of flights of aircraft type Á that depart from airport Ó by time . 
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Δ(Ó, Á, ) ≜ U +,I(H¦),∈ℱ:ÕÖ(,)Z×,Ø(,)ZØ − U +,|,|,∈ℱ:Ù-Ú(,)Z×,Ø(,)ZØ . (4-5) 
Note that if airport Ó has no aircraft of type Á available at the beginning of the model time period, Δ(Ó, Á, ) equals the number of these aircraft available for departure.  Because the model time period ends 
at time 	, we use Δ(Ó, Á, 	 + §) to specify the difference between arrivals and departures at the end of 
the model time period. 
In addition to the flight arrivals and departures, we need to model where aircraft begin and are required to 
end the day.  For each aircraft routing, \, there is an aircraft of type Á([\]I) available for the first flight in 
the sequence at its scheduled departure time ([\]I, 1) and origin airport ÆÇ([\]I).  Additionally, for 
each aircraft routing, we require an aircraft of type ÁR[\](E)S at the destination airport of the last flight, ]\R[\](E)S, at the end of the model time period.  Thus, we define ¤(Ó, Á, ) as the cumulative number of 
aircraft of type Á available at airport Ó by time  and ¤(Ó, Á) as the number of aircraft of type  Á required 
at airport Ó at the end of the model time period. 
¤(Ó, Á, ) ≜  |\ ∈ Ã: Á([\]I) = Á, ÆÇ([\]I) = Ó, ([\]I, 1) ≤ |, and (4-6) 
¤(Ó, Á) ≜ Ûc\ ∈ Ã: ÁR[\](E)S = Á, ]\R[\](E)S = ÓdÛ. (4-7) 
Using these definitions, we add the following constraints to the model ensure flow balance. 
Δ(Ó, Á, ) + ¤(Ó, Á, ) ≥ 0 ∀Ó ∈ È, ∀Á ∈ Â,∀ ∈ .  (4-8) 
Δ(Ó, Á, 	 + §) + ¤(Ó, Á, 	) = ¤(Ó, Á) ∀Ó ∈ È, ∀Á ∈ Â. (4-9) 
In addition to forcing delay propagation through the airline network, constraints (4-8) and (4-9) guarantee 
that flight cancellations occur in cycles, ensuring that no deadheading (flying empty) is required to 
reposition aircraft for future operations. 
Next, we need to add constraints to ensure that each of the decision variables defined in Section 4.1.2.1 
takes the appropriate values.  The first of these constraints ensures that we only consider a one-stop 
itinerary to be disrupted by a second flight cancellation if the second flight is canceled and the first flight 
is not canceled. 
Í,Î,Ï + +,Ï|,Ï|(GHI) ≥ +,Î|,Î|(GHI)  ∀(I, ¨ ) ∈ ÉÃ: I, ¨ ∈ ℱ. (4-10) 
In our minimization objective, the cost coefficient for Í,Î,Ïwill be strictly positive, which when combined 
with constraints (4-15) ensures that, in an optimal solution, Í,Î,Ï  will equal 1 if and only if  +,Î|,Î|(GHI) =1 and +,Ï|,Ï|(GHI) = 0, as desired. 
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The next constraints ensure that we only consider a one-stop itinerary to be disrupted by a missed 
connection if both flights are scheduled and the time between the arrival of the first flight and departure of 
the second is less than the minimum connection time, Ê®­. 
+,ÏI ≤ +,Î|,Î|(HÜmin) + 1 − +,Î|,Î|(GHI) + ,Î,Ï  ∀(I, ¨ ) ∈ ÉÃ: I, ¨ ∈ ℱ. (4-11) 
That is, constraints (4-11) ensure that flight ¨  departs by time  only if 1) flight I arrives by time ( − Êmin), 2) flight I is canceled, or 3) ,Î,Ï is set to 1.  As with Í,Î,Ï , the cost coefficient for ,Î,Ï  will 
be strictly positive, ensuring that, in an optimal solution, ,Î,Ï  will equal 1 if and only if flights I and ¨  
are scheduled and the connection time between the two is less than Êmin. 
Last, we need to add constraints to ensure that the flight delay associated with a one-stop itinerary is 
positive only if the itinerary is not disrupted.  To specify this constraint, it is helpful to first define 
expressions to calculate whether an individual flight is canceled, and if not, the associated delay.  A flight 
is canceled if it is not scheduled, thus we can calculate the cancellation expression, }() as: 
}() = (1 − C+,|,|(GHI))C. (4-12) 
We consider the delay for flight  to be 0 if the flight is canceled, thus we calculate the delay as: 
]() = R	 − (, ||)SC+,|,|(GHI) C −  U +,|,|GHIZN(,,|,|) . (4-13) 
Note that +,|,| = 0 for all  when flight  is canceled, therefore ]() = 0 in this case, as desired.  When 
flight  is scheduled, +,|,|GHI is guaranteed to equal 1 based on the variable constraints.  In this case, ]() counts the number of intervals for which +,|,| = 0 between (, ||) and 	, which equals the delay 
for flight .  Using these definitions, we now define the flight delay constraints for one-stop itineraries 
where both flights are in ℱ. 
],Î,Ï ≥ ](¨ ) − 	R}(I) + ,Î,ÏS  ∀(I, ¨ ) ∈ ÉÃ: I, ¨ ∈ ℱ. (4-14) 
The second term in the right-hand side of constraints (4-17) allows the flight delay decision variable, ],Î,Ï, to equal 0 if either flight I is canceled or there is a missed connection.  Thus, as with constraints 
(4-10) and (4-11), because the costs associated with flight delays are strictly positive, ],Î,Ï  will equal ](¨ ) if and only if flight I is scheduled and there is no missed connection.  Note that in the case flight ¨  is canceled, ](¨ ) will equal 0 by definition. 
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4.1.2.3 Objective Function 
The objective function that drives scheduling and cancellation decisions is composed of three parts: i) 
small fixed benefits for flight cancellations, ii) superlinear operating costs associated with flight delays, 
and iii) estimated passenger delay costs.  For example, in deciding which flights to cancel, there would be 
no operating costs, so the fixed cancellation benefit must be balanced against the expected passenger 
delays associated with re-accommodating all passengers booked on the flight.  We measure each of the 
objective function components relative to expected passenger delay minutes, scaling the cancellation 
benefit by the number of seats on the aircraft and the operating costs by the number of seats times a factor 0 < Ý < 1. 
The benefit for flight cancellation is defined by a single parameter, Þ.  Thus, we can specify the 
cancellation component of the objective function, Ç (+), as follows. 
Ç (+) = Þ U[¤\() ⋅ }()],∈ℱ . (4-15) 
In practice, the operational costs and constraints associated with flight delays are defined by many factors, 
including crew availability and work restrictions, aircraft maintenance schedules, etc.  Because we do not 
have access to this information, we instead approximate the resulting behavior by using a superlinear 
delay cost.  That is, we assume that as flight delays increase, it becomes increasingly difficult to continue 
to operate the flight.  The form of the delay cost function we utilize is similar to the exponential penalty 
cost function utilized by the RBS-EP model, as defined in Section 2.2.4.  In the RBS-EP model, the cost 
for flight delay is linear up to a threshold ]nopqrs (), which varies on a flight-by-flight basis to encourage a 
fairer schedule.  For the airline disruption response, we utilize a fixed delay threshold, ß ∈ ℕ, below 
which flight delay costs are linear.  Above the threshold, the delay costs are piecewise linear, with the 
slope of each subsequent piece increasing by a factor of u.  Unlike the RBS-EP model, we specify a 
parameter, à ∈ ℕ, which defines the length of each of the pieces.  Using this notation, the un-scaled 
delay costs associated with flight  arriving at time , },, are defined as follows. 
}, = min − (, ||), ß + U u­¡V~ áâ XHN
(,,|,|)Hã
~ZI . (4-16) 
In equation (4-16), the function ceil(⋅) determines the integer ceiling of its argument.  It is instructive to 
compare the form of equation (4-16) to equation (2-22).  A sample plot of this cost function is represented 
in Figure 4-2 for ß =  3, u = 1.5, à = 2, and (, ||) = 0. 
 Figure 4-2: Plot of flight delay cost function for 
Using these definitions, the operating cost
Ç¶¢(+) = Ý U ¤\,∈ℱ
If flight  is canceled, the corresponding 
R+,|,| − +,|,|(HI)S = 0 for all . 
The last and most complex component of the object
costs, Ç¶«¡(+).  To calculate these costs, we split passenger itineraries into four categories: 
itineraries, i) one-stop itineraries 
remaining one-stop itineraries.  We specify the 
ÇI¶«¡(+), Ç¶¨«¡(+), Ç©¶«¡(+), and Ç
For non-stop passengers, the delays are due to either flight delays or fli
the associated delay costs, ÇI¶«¡(+)
ÇI¶«¡(+) =
For one-stop itineraries where I ∉
are associated with flight ¨ , and we calculate the associated delay costs, 
Ç¶¨«¡(+) = U(,Î,,Ï)∈ÉÃ
If we were to consider these passengers as traveling on a non
and (4-19) would be almost identical, only differing in the rec
 
å = æ,  = . ç, è = , and $(, ||)
 component of the objective function, Ç¶¢(+)
() ⋅ U },R+,|,| − +,|,|(HI)SGHIZN(,,|,|)  . 
flight delay cost term in equation (4-17) will equal 
ive function represents the estimated passenger delay 
where I ∉ ℱ, iii) one-stop itineraries where ¨
delays costs associated with each of these categories as 
²¶«¡(+) respectively.   
ght cancellation, thus we 
, as: 
U ¤Á()[]() + ]()}()],∈ℱ . ℱ we assume that flight I arrives on-time, thus all of the delay costs Ç¶¨«¡(+), as: 
¤Á(I, ¨ )[](¨ ) + ]¨(I, ¨ )}(¨ )]:,Î∉ℱ . 
-stop itinerary on flight ¨
overy delay cost coefficient
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For one-stop itineraries where ¨ ∉ ℱ, we assume that flight ¨  departs on-time, thus the connection is 
missed if the delay on flight I is such that the minimum connection time cannot be satisfied.  Thus, the 
last possible arrival interval for flight I to avoid a missed connection is ̅(I, ¨ ) =  (I, |I|) +Ê(I, ¨ ) − Êmin.  We now calculate the delay costs associated with these one-stop itineraries, Ç©¶«¡(+), 
as: 
Ç©¶«¡(+) = U ¤Á(I, ¨ ) ê]I(I, ¨ )}(I)(,Î,,Ï)∈ÉÃ:,Ï∉ℱ+ ]Ë(I, ¨ ) V1 − +,Î|,Î|̅(,Î,,Ï) − }(I)Xë. (4-20) 
For the second term in equation (4-20), we accumulate the re-accommodation delay ]Ë(I, ¨ ) if flight I has not arrived by time  ̅(I, ¨ ) and it is not canceled (i.e., }() = 0). 
For one-stop itineraries where both flights are under the airline’s control, disruptions can occur due to 
cancellations of either flight or due to a missed connection.  Note that if the itinerary is not disrupted, 
passengers experience flight delays based only on the second flight in the itinerary.  Thus, we calculate 
the delay costs, Ç²¶«¡(+), as: 
Ç²¶«¡(+) = U ¤Á(I, ¨ )ì]I(I, ¨ )}(I) + ]¨(I, ¨ )Í,Î,Ï(,Î,,Ï)∈ÉÃ:,Î,Ï∈ℱ+ ]Ë(I, ¨ ),Î,Ï + ],Î,Ïí. (4-21) 
In equation (4-21), we use Í,Î,Ï  instead of }(¨ ) to eliminate double-counting in the case that flights I 
and ¨  are both canceled.  Using ],Î,Ï  in place of ](¨ ) allows us to eliminate double-counting associated 
with delays on the second flight in the itinerary in the case of an earlier itinerary disruption.  
The passenger delay component of the objective function, Ç¶«¡(+), is the sum of the passenger delays 
across each itinerary category, equations (4-18) through (4-22). 
Ç¶«¡(+) = ÇI¶«¡(+) + Ç¶¨«¡(+) + Ç©¶«¡(+) + Ç²¶«¡(+). (4-22) 
The overall objective function is the sum of each of the components, Ç (+), Ç¶¢(+), and Ç¶«¡(+) 
defined in equations (4-15), (4-17), and (4-22) respectively.  Outside of the estimated re-accommodation 
delays, which we specify as inputs and calculate using the disruption cost model from Section 3.4.2, the 
overall objective function is parameterized by Þ, Ý,ß, u, and à, which we summarize as follows. 
Þ < 0 = cost benefit per seat associated with flight cancellations; 
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0 < Ý < 1 = seating capacity scaling factor applied for operating costs; ß = linear operating cost threshold; u = exponential growth rate for piecewise linear operating costs; and à = length of each segment in the superlinear portion of the operating cost curve. 
4.1.3 Quasi-Compression 
In collaborative decision-making (CDM), the FAA performs compression on the combined airline 
schedules for each TFM program to fill in gaps created by flight cancellations.  In compression, a 
sequence of exchanges is performed to attempt to reward the airline that canceled each flight, freeing up 
an available slot.  Because of the nature of these 1-to-1 exchanges, compression is only defined in the 
single-resource TFM setting.  Nonetheless, when evaluating different allocation techniques, it is 
important to consider something like compression to ensure that the allocations that lead to a larger 
number of cancellations do not look worse simply due to a lack of opportunity for compression.  If we 
were only to consider the combined schedule based on the airline disruption response models, we would 
have no way to measure this effect.  Thus, strictly for evaluation purposes, we define a quasi-compression 
optimization model. 
The goal of the quasi-compression model is to compress the multi-resource TFM schedule optimally; 
ensuring that each flight receives no more delay than in the combined schedule and that flow balance is 
maintained for all airlines and aircraft types.  Thus, the optimal solution to the quasi-compression model 
provides an approximate lower bound on the resulting flight and passenger delays.  To attempt to 
distribute delay improvements fairly between flights, we utilize the RBS-EP allocation model defined in 
Section 2.2.4 as the base for the quasi-compression model.  For the quasi-compression model, we 
determine the task ordering for each controlled resource, *(), based on the scheduled arrival times for 
the corresponding flight steps in the combined schedule.  Canceled flights are excluded from these 
orderings and are therefore not assigned RBS start intervals. 
In the combined schedule from the airline disruption response models, we denote the set of canceled 
flights as îï.  For each flight  ∉ îï, we denote its arrival time in the combined schedule as ∗().  To 
ensure that cancellations are maintained and that flight delays are not extended in the quasi-compression 
model, we add the following constraints. 
+,|,|(GHI) = 0 ∀ ∈ îï. (4-23) 
+,|,|∗(,) = 1 ∀ ∈ ℱ ∖ îï. (4-24) 
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Additionally, we combine the sets of aircraft types from each of the 15 airline disruption response models 
and then add constraints (4-8) and (4-9) to ensure that flow balance is maintained for all airlines and 
aircraft types in the compressed model. 
4.1.4 Passenger Delay Calculation 
Given either the combined or compressed flight schedule, we can estimate passenger delays using the 
passenger delay calculator from the previous chapter.  One challenge is that because the allocated flight 
schedule corresponds to only a portion of a single day of operations, most disrupted passengers will be 
unable to be re-accommodated to their final destinations.  For these passengers, instead of defaulting to 
the maximum re-accommodation delay as described in Section 3.3.1, we use the disruption delay 
regression model defined in Section 3.4.2 to estimate the delays associated with each disrupted itinerary.  
If the estimate from the disruption delay model exceeds the maximum re-accommodation delay, only then 
do we default the passenger to the maximum re-accommodation delay.  Otherwise, the delay calculation 
proceeds exactly as previously described. 
4.2 Scenario Construction 
The scenarios we consider in this chapter are similar to the ones developed in Section 2.3.  The most 
significant difference is that we restrict the set of flights we consider to those which have associated data 
for estimating passenger travel and delays.  Thus, as in Section 3.2.1, we limit the flight schedules we 
consider to the 20 carriers represented in the Airline Service Quality Performance (ASQP) data set.  This 
reduces the number of flights from more than 38,000 to just over 16,000, which means we need to adjust 
the TFM program capacities accordingly.  In Section 4.2.1, we describe the process for generating the 
required data for each of these flights, and in Section 4.2.2 we describe how we compute the adjusted 
TFM program capacities.  In addition to flight schedules and TFM program capacities, our sequential 
evaluation procedure requires planned aircraft routings and booked passenger itineraries.  Thus, in 
Sections 4.2.3 and 4.2.4, we describe how we generate each of these data sets respectively. 
The multi-resource TFM allocation methods we evaluate are: the exemption RBS scheduling approach 
described in Section 2.1.1, the Ration-by-Schedule Exponential Penalty (RBS-EP) model defined in 
Section 2.2.4, and three extensions of the RBS-EP model which we define in Section 4.2.5.  Last, in 
Section 4.2.6, we describe and justify the airline disruption response model parameter values we utilize 
for these evaluations. 
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4.2.1 Flight Schedules 
As with the scenarios described in Section 2.3, we start with flight schedule data from Flight Schedule 
Monitor (FSM) (Metron Aviation 2009a) that correspond to a single day of relatively clear weather 
operations (April 23rd, 2007).  We restrict the schedule to the flights in FSM that are operated by an 
ASQP carrier on origin-destination segments that exist in the T-100 Domestic Segment (T-100) database.  
As mentioned above, this reduces the number of flights we consider from over 38,000 to just over 16,000.  
Thus, the scenarios in this chapter are not directly comparable to the ones in Chapter 2. 
For the airline disruption response model, in addition to the planned flight schedule, we need to know the 
carrier, ICAO aircraft code, origin, destination, and the number of seats for each flight.  Outside of the 
number of seats, the data we received from FSM includes this information.  To calculate the number of 
seats on each flight, we use the approach described in Section 3.2.1 for passenger itinerary allocation, 
obtaining the ICAO aircraft code from FSM in place of the one from the Enhanced Traffic Management 
System (ETMS). 
4.2.2 TFM Program Capacities 
To develop our capacity reduction scenarios, we start with the 10 days of disruption scenarios described 
in Section 2.3.  For each of these days, we created two capacity reduction levels for the conflicting GDP 
and AFP programs, one representing historical capacities and one representing hypothetical capacities as 
congestion en-route increases.  In this chapter, we create a third capacity reduction level, which 
corresponds to historical GDPs only.  That is, for each of the 10 days of disruption scenarios, we remove 
the AFP capacity restrictions, leaving just the GDPs behind.  Thus, in total, we utilize 30 capacity 
reduction scenarios (10 historical disruption days x 3 capacity reduction levels). 
The resource capacities in each of the 30 capacity reduction scenarios correspond to the full flight 
schedule, including more than 38,000 flights.  Thus, when we restrict our consideration to the smaller set 
of 16,000 flights, it is important that we adjust the capacities accordingly.  To do so, we first build an 
allocated schedule based on the full flight schedule and original capacities.  From this, we separate out the 
capacity assigned to the 16,000 flights that we are considering, much like the first step of the sequential 
evaluation procedure depicted in Figure 4-1.  To ensure that these capacities are not highly variable across 
adjacent time periods, we smooth out the capacity by averaging the assigned capacities across a rolling 1 
hour window.  To guarantee that all of the required capacity is assigned, when we round the capacity, we 
add the fractional remainder from the current period to the next period.  As with the scenarios in Chapter 
2, we consider resource capacities to be infinite for any time period during which a TFM program is not 
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in effect.  In Table 4-2, we provide the updated counts of impacted flights and the percentage of those 
flights impacted by both a GDP and AFP. 
Scenario Date Flights Airports FCAs Conflicts 
5/2/2007  981 (2) LGA SFO                         A06     6.7% 
5/9/2007  803 (2) IAD JFK                         A05     11.1% 
6/19/2007 2950 (8) ATL DCA EWR IAD JFK LGA SFO PHL A05 A06 15.6% 
6/27/2007 2528 (4) CYYZ JFK LGA ORD MDW            A05 A06 10.2% 
6/28/2007 1943 (5) EWR IAD JFK LGA SFO             A05 A06 17.7% 
7/5/2007  1130 (2) CYYZ EWR                        A05 A06 9.5% 
7/16/2007 981 (2) LGA SFO                         A06     6.7% 
7/18/2007 1905 (5) EWR JFK LGA PHL SFO             A05 A06 16.0% 
7/27/2007 2420 (4) EWR LGO ORD SFO                 A05 A06 8.1% 
9/27/2007 2115 (6) ATL CYYZ EWR JFK LGA PHL        A05     6.3% 
Table 4-2: Details on controlled resources for sequential evaluation procedure 
4.2.3 Aircraft Routings 
To describe a valid aircraft routing, a flight sequence \ must satisfy the following requirements. 
1. The flight sequence must be connected, i.e., ÆÇ([\]ÄI) = ]\([\]Ä) for all Å, 
2. All flights in the sequence must be of the same aircraft type, i.e., Á([\]I) = ⋯ = ÁR[\](E)S, and 
3. The flight sequence must be consistent with the minimum aircraft turnaround time §, i.e., ([\]ÄI, 1) ≥ ([\]Ä, |[\]Ä|) + § for all Å. 
To determine the planned aircraft routings, we start by attempting to determine the airplane tail number 
for each of the 16,100 FSM flights.  If we had accurate tail numbers for each flight, we could estimate the 
planned aircraft routings by tracing each tail number over the course of the day.  To determine the tail 
number for each flight, we match the FSM flights, which do not include tail numbers, against flights in 
the ASQP database, which often do include tail numbers.  The flights in these two datasets do not match 
exactly, thus we look for a best match filtering on operating carrier, origin, destination, and arrival time.  
By matching flights that arrive within +/- 10 minutes of each other, we can estimate the tail number for 
14,716 flights (leaving 1384 undetermined).  Next, we sort each sequence of flights that share the same 
tail number by departure times.  The tail number information in ASQP is sometimes inaccurate, so these 
sequences are occasionally invalid according to the requirements described above.  We utilize a minimum 
turnaround time § = 3 (i.e., 15 minutes) to minimize these data inconsistencies, but when they do occur 
we split the invalid sequence up into the longest valid sub-sequences maintaining the ordering by 
departure time.  Last, to minimize the number of aircraft routings we consider, we greedily extend valid 
 flight sequences (treating the 1384 unspecified flights as unit length 
next connected flight sequence of the 
the first arrives.  Using this procedure, we end up with 4002 aircraft 
the 12 hour FSM flight window (including all flights that arrive or depart in the window).  The 
distribution of flight sequence lengths for these 4002 aircraft routings is depicted in 
Figure 4-3: Distribution of flight sequence lengths for estimated aircraft routings
4.2.4 Passenger Itineraries 
In Chapter 3, we developed a methodology for estimating historical passenger itineraries from aggregated 
demand data.  The itineraries we developed are based on the flights in ASQP, which unfo
mentioned in the previous section, do not match the FSM flights exactly.  An additional complication is 
that the FSM flight schedules are based on actual flight times on the day of operations, whereas the 
ASQP-based itineraries are based on p
specified in ASQP are invalid based on the
delays.  Thus, using them directly would create issues for the airline disruption res
address these problems, we perform the following three steps, all based on the procedures described in 
Section 3.2. 
1. Generate potential itineraries
2. Estimate carrier-route demands for the day by aggregating the passengers allocated to the 
ASQP-based itineraries over the same time period
3. Allocate carrier-route passengers to the matching FSM itineraries using the discrete 
allocation model and estimated parameters.
By performing this re-allocation process, we ensure that the passenger counts, 
we utilize as inputs into our airline disruption response model
flight sequences) by appending the 
appropriate aircraft type that departs at least § time intervals after 
routings for the 16,100 flights over 
Figure 
 
lanned flight times.  Due to these problems, some of the itineraries 
 FSM flight schedules due either to data inconsistencies or 









ponse model.  To 
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¤Á(I, ¨ ), that 
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the planned schedule (e.g., one-stop itineraries must satisfy the minimum connection time).  In total, we 
allocate 1,151,718 passengers to the 16,100 flights.  Of the passengers, 36% are allocated to one-stop 
itineraries. 
In addition to estimating the passenger itineraries, we need to calculate the expected re-accommodation 
delay associated with disruption of each of these itineraries.  To do so, we apply the disruption cost 
regression model developed in Section 3.4.2 for each itinerary and possible disruption type.  To ensure 
that the expected delay associated with re-accommodation is strictly positive and reasonably bounded, 
we limit  the results of the model so that estimated disruption costs are always within the range of  2 
hours to 24 hours (e.g., if the model predicts less than 2 hours, we treat the disruption cost as 2 hours).  In 
the airline disruption response model, we estimate that a connection is missed if there is less than 15 
minutes of connection time in the resulting schedule (i.e., Êmin = 3). 
4.2.5 Multi-Resource TFM Extensions 
Each of the multi-resource TFM models we consider is an extension of the Ration-by-Schedule 
Exponential Penalty (RBS-EP) model described in Section 2.2.4.  We develop these models to test 
different allocation policies, evaluating the results using the sequential evaluation procedure described in 
Section 4.1.  The first two models add aircraft connectivity considerations, either in the form of aircraft 
flow balance or strict routing connectivity.  These two extensions are described in Sections 4.2.5.1 and 
4.2.5.2 respectively.  By evaluating these models, we are able to determine whether there is a system-
wide benefit for the FAA to consider aircraft connectivity in its capacity allocation decisions.  The last 
model we consider scales the flight delay costs in the RBS-EP model by the number of seats on each 
flight.  The goal is to improve air transportation passenger flows by increasing the priority for larger 
aircraft, while balancing this preference against a flight-based notion of equity.  We describe this 
extension in Section 4.2.5.3.  For each of these models, we utilize the notation described in Section 4.1.1. 
4.2.5.1 Aircraft Flow Balance Model 
For the aircraft flow balance model, we consider Â to be the set of aircraft types (combinations of 
operating carrier and ICAO aircraft code) across all 15 airline disruption response groupings listed in 
Table 4-1.  Then, we add the following aircraft flow balance constraints to the RBS-EP model. 
Δ(Ó, Á, ) + ¤(Ó, Á, ) ≥ 0 ∀Ó ∈ È, ∀Á ∈ Â,∀ ∈ .  (4-25) 
Δ(Ó, Á, 	 + §) + ¤(Ó, Á, 	) = ¤(Ó, Á) ∀Ó ∈ È, ∀Á ∈ Â. (4-26) 
95 
 
Constraints (4-25) and (4-26) rely on the definitions of Δ(Ó, Á, ), ¤(Ó, Á, ), and ¤(Ó, Á), which are 
specified in equations (4-5), (4-6), and (4-7) respectively.  The constraints are equivalent to constraints 
(4-8) and (4-9), the aircraft flow balance constraints in the airline disruption response model. 
4.2.5.2 Strict Routing Connectivity Model 
For the strict routing connectivity model, the desire is to constrain the schedule such that planned aircraft 
routings remain feasible in the controlled schedule.  Thus, we consider Ã to be the set of aircraft routings 
(i.e., planned flight sequences) across all 15 airline disruption response groupings listed in Table 4-1.  
Then, to maintain feasibility of these sequences, we add the following constraints to the RBS-EP model. 
+[Ö]òóÎI ≤ +[Ö]ò|[Ö]ò|(H¦)  ∀\ ∈ Ã, ∀Å ∈ 1, … , C|[\]| − 1C, ∀ ∈ ([\]ÄI, 1), … , 	 − 1. (4-27) 
Constraints (4-27) are derived from the facet-defining aircraft connectivity constraints utilized in the 
Bertsimas and Patterson (1998) formulation.  They ensure that flight [\]ÄI cannot depart at time  unless 
flight [\]Ä has arrived by at least § intervals earlier. 
For both the aircraft flow balance model and the strict routing connectivity model, we consider delay 
propagation along the planned aircraft routing to determine the maximum allowable delay for each flight.  
For example, if we consider a flight sequence \ = [I, ¨ ], we allow flight I to be assigned ]nopqrs (I) +ô intervals of delay, and we allow flight ¨  to be assigned ]nopqrs (¨ ) + ]nopqrs (I) − (Ê,ÎõÏ − §) + ô 
intervals of delay, where (Ê,ÎõÏ − §) measures the slack in the turnaround time between flights I and ¨  
and ô is the fixed delay constant. 
4.2.5.3 Seating Capacity Scaling Model 
In the seating capacity scaling model, we scale the flight delay costs in the RBS-EP model defined in 
equation (2-22) by the number of seats on each flight.  Thus, we replace objective function (2-23), with: 
min U ¤\()  U },R+,|,| − +,|,|(HI)SGHIZN(,,|,|) ,∈ℱ . (4-28) 
Because of the exponentially increasing nature of the cost coefficients, },, the impact of the seating 
capacity scaling is counterbalanced by the exponential delay penalty notion of flight-based equity 
inherent in the RBS-EP model. 
4.2.6 Airline Disruption Response Model Parameters 
As described in Section 4.1.2.3, the objective function for the airline disruption response model is 
described by the following five parameters: Þ, Ý,ß, u, and à, which we summarize as follows. 
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Þ < 0 = cost benefit per seat associated with flight cancellations; 0 < Ý < 1 = seating capacity scaling factor applied for operating costs; ß = linear operating cost threshold; u = exponential growth rate for piecewise linear operating costs; and à = length of each segment in the superlinear portion of the operating cost curve. 
The per seat cancellation benefit Þ < 0 determines the propensity for airlines to cancel flights that are 
empty or nearly empty.  The four parameters of the superlinear operating cost function, Ý, ß, u, and à, 
determine how quickly flight delays force airlines to cancel flights based on operational considerations.  
Each of these is in turn balanced against the re-accommodation delays associated with flight 
cancellations.  In our results, we use Þ = −6, corresponding to negative 30 minutes of passenger delays 
per seat (based on 5 minute time intervals).  Assuming average passenger delays of 6 hours for flight 
cancellations (a reasonable, low-end estimate), this parameter value suggests that all else being equal, an 
airline would like to cancel a flight that is less than 1/12th full.  In the airline disruption model, all else is 
not equal, because single flight cancellations are impossible due to the flow balance constraints.  
Nonetheless, this seems like a subjectively reasonable threshold. 
For the superlinear operating cost function, we consider two sets of parameter values, (Ý = 0.5, ß = 6, u = 1.5, and à = 3) and (Ý = 0.5, ß = 12, u = 1.25, and à = 3).  The first suggests that flight operating 
costs grow linearly for up to 30 minutes of delay, before growing by a rate that increases exponentially by 
a factor of 1.5 every 15 minutes.  The second suggests that flight operating costs grow linearly for up to 
an hour of delay, before growing by a rate that increases exponentially by a factor of 1.25 every 15 
minutes.  In each, the flight delay costs are scaled by 0.5 suggesting that baseline delay for an empty seat 
is half as costly as for a passenger.  When referencing the two operating cost curves in our results, we 
refer to the first curve as aggressive and the second as conservative. 
In Figure 4-4, we compare the two total cost curves (i.e., cancellation benefit plus operating costs plus 
passenger delays), based on a flight with an average 81.2% load factor (passengers divided by seats) and 
an average 36.4% of connecting passengers (split evenly between first leg and second leg passengers).  
Each of these values represents the empirical averages based on the planned passenger itineraries in our 
test scenarios.  To simplify the presentation, we list – Þ as the fixed flight cost, which is equivalent from 
an optimization perspective.  We assume that no other flights in the system are delayed, and therefore we 
estimate the number of missed connections based on an average, and therefore smooth, distribution of 
connection times.  For example, we assume that 5.56% of the connecting passengers have a connection 
time of 60 minutes, regardless of whether this leads to an integral value.  These percentages are again 
derived based on empirical averages from the test scenarios.  This approach has the side-effect of 
 smoothing the passenger delay curve
increasing delay costs at intervals leading to missed connection
disruption type, we use a constant 
with the estimates from Chapter 3 listed 
delay associated with disrupting all of the passengers, which we plot as a constant threshold.  
for the two parameter sets, the flight fixed cost
Thus, the difference between the curves is due 
cost functions. 
Figure 4-4: Per seat costs for aggressive and conservative operating cost function parameters
In Figure 4-4, we see that under the
hypothetical flight (as described above)
cancellations typically occur in pairs, a more accurate cancellation threshold is twice the cancellation cost, 
which is hit at approximately 2.5 hours of flight delay.  Intuitively, 
find that the resulting number of cancellations is actually quite reasonable as we detail further in our 
results.  To ensure that our evaluation results are robust, we als
parameter set in our evaluation.  The total cost curve based on this parameter set exceeds the threshold of 
cancellation indifference at just less than 3 hours, and exceeds twice the threshold of cancellation 
indifference at approximately 4 hours.
scenario types (historical, hypothetical, and GDP
consider 60 sequential evaluation scenarios for each a
.  In practice, the passenger delay curve would exhibit stepwise 
s.  For all passengers, 
7.5 hours of expected re-accommodation delay, which is consistent 
in Table 3-5.  The cost of canceling a flight equals the passenger 
s, passenger delays, and cancellations costs are equivalent.  
solely to the difference between the superlinear operating 
 aggressive parameter set, the airline is indifferent 
 based on just less than 2 hours of flight delay.  However, because 
this does seem aggressive
o consider a second, more conservative, 
  Between the 10 days of historical disruptions scenarios, the 3 
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At the outset of the chapter, we posed three questions that we hoped to answer using the sequential 
evaluation procedure developed in Section 4.1. 
1. What are the benefits of an optimization-based allocation approach in a CDM environment? 
2. Is there significant value associated with incorporating aircraft connectivity considerations? 
3. What are the impacts and how are they distributed for giving larger aircraft higher priority? 
In the next three sections, using the scenarios described in Section 4.2, we address each of these questions 
in turn.  In some cases, the answers are inconclusive, suggesting opportunities for future research, but 
even in those cases, the results provide interesting insights into the dynamic nature of the National Air 
Transportation System.  In Section 4.3.4, we conclude the chapter with a summary of our results and a 
discussion of the implications. 
4.3.1 Benefits of Optimization 
In Chapter 2, we suggested that there is a significant benefit to coordinating conflicting TFM programs 
(i.e., GDPs and AFPs) using an optimization-based approach.  The analysis we performed looked at the 
equity and efficiency of competing allocation schemes including two multi-resource RBS scheduling 
approaches used in practice.  One limitation with that analysis is that we were only able to compare 
allocated flight delays.  In practice, due to flight cancellations and swaps, realized flight delays can differ 
significantly from those allocated.  It is thus possible to conceive of situations where one approach 
allocates fewer delays, but does so in a way that systematically leads to a worse result.  In this section, 
using our sequential evaluation procedure, we demonstrate that the benefits suggested in Chapter 2, 
though slightly diminished, appear to be fairly robust even in the dynamic CDM environment.  We 
perform this analysis by comparing results from the exemption RBS allocation to the Ration-by-Schedule 
Exponential Penalty (RBS-EP) model at each stage in the evaluation procedure: allocated schedule, 
combined airline schedule, and compressed schedule.  To simplify the evaluation, we use a constant u = 1.25 as the base for the exponential penalty in the RBS-EP model, allowing up to 60 minutes of 
delay beyond the maximum RBS delay threshold.  Thus, using the notation defined in Section 2.3, we 
refer to this as the RBS-EP (1.25, 60) model. 
In Table 4-3, we compare the allocated flight schedules under the historical and hypothetical scenarios.  
Compared to Table 2-11 and Table 2-13, the average flight delays reported here are about 5 minutes 
higher for each scenario.  This discrepancy is due to the capacity smoothing that occurs to restrict our 
scenarios to the ASQP carriers (see Section 4.2.2 for details).  It is interesting to note that this small 
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change in congestion levels and corresponding delays significantly increases the overall delay reduction 
opportunity from approximately 4.0% to 12.1% for the historical scenarios and from approximately 9.0% 
to 11.0% for the hypothetical scenarios.  We say approximately for the delay reduction percentages from 
Chapter 2, because the RBS-EP parameters used here are slightly different.  Of the 20 scenarios listed, the 
RBS-EP (1.25, 60) model is at least as fair according to time-order deviation in 19, with the 5/19/2007 
hypothetical scenario being the lone exception.  In aggregate, the RBS-EP is significantly fairer, 
allocating 2.3% of unfair delay for the historical scenarios and 2.4% for the hypothetical scenarios 
compared to 9.0% and 7.8% for exemption RBS respectively. 
Historical  Hypothetical 



















5/2/2007 9.7 16.5% 14.5% 3.1% 11.1 13.0% 14.6% 3.7% 
5/9/2007 6.4 1.7% 9.6% 1.6% 8.3 1.2% 6.1% 1.8% 
6/19/2007 24.6 8.1% 14.6% 2.8% 26.5 7.3% 13.0% 2.9% 
6/27/2007 26.4 5.0% 10.1% 1.9% 30.3 3.3% 8.6% 1.7% 
6/28/2007 32.4 11.6% 16.6% 2.7% 33.9 9.7% 15.7% 2.8% 
7/5/2007 7.0 6.7% 9.0% 1.0% 17.5 9.8% 3.1% 0.5% 
7/16/2007 5.6 8.3% 8.1% 5.1% 5.8 9.3% 13.4% 5.0% 
7/18/2007 21.1 17.1% 7.6% 1.8% 25.9 14.5% 9.7% 3.7% 
7/27/2007 7.5 2.5% 13.1% 3.1% 9.6 3.5% 10.1% 2.0% 
9/27/2007 10.6 7.2% 6.1% 1.2% 12.2 6.6% 8.9% 1.4% 
Summary 17.5 9.0% 12.1% 2.3% 20.4 7.8% 11.0% 2.4% 
Table 4-3: Comparison of allocated flight schedules for historical and hypothetical scenarios 
To compare the combined airline schedule, we consider flight cancellations, flight delays, and estimated 
passenger delays.  From this stage on, we ignore fairness, because airlines are free to reschedule flights 
according to their own internal objectives.  To better understand how the initial allocation might impact 
these internal objectives, we also list the sum of the objective values across each of the 15 airline 
disruption response models.  In Table 4-4 and Table 4-5, we perform these comparisons using the 
aggressive operating cost curve for the airline disruption response model.  In Table 4-6 and Table 4-7, we 
utilize the conservative operating cost curve.  
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5/2/2007 26 7.4 680,801 264,515 23.1% 8.9% 10.5% 18.3% 
5/9/2007 4 6.8 427,564 140,490 0.0% 8.9% 10.5% 9.9% 
6/19/2007 131 18.8 6,253,282 2,580,650 27.5% 6.1% 14.9% 11.8% 
6/27/2007 112 20.5 5,130,220 2,012,356 3.6% 11.3% 9.8% 11.0% 
6/28/2007 134 21.2 5,303,837 2,069,220 13.4% 9.8% 11.2% 7.7% 
7/5/2007 4 7.3 673,961 219,398 0.0% 9.5% 14.1% 13.8% 
7/16/2007 6 5.7 397,232 132,828 0.0% 6.4% 4.1% 5.5% 
7/18/2007 104 13.6 3,646,403 1,282,067 9.6% -2.2% 11.1% 7.3% 
7/27/2007 10 7.3 1,199,080 418,283 20.0% 11.5% 15.2% 14.6% 
9/27/2007 32 8.5 1,582,025 616,683 12.5% 1.2% 3.6% 7.2% 
Summary 563 13.2 25,294,405 9,736,490 14.2% 7.2% 11.5% 10.1% 
Table 4-4: Comparison of combined schedules for historical scenarios using aggressive cost curve 



















5/2/2007 26 8.5 757,819 293,411 15.4% 7.8% 7.0% 14.8% 
5/9/2007 4 9.0 599,268 205,436 0.0% 5.3% 5.8% 5.4% 
6/19/2007 128 20.9 6,721,250 2,738,286 21.1% 8.1% 13.2% 11.4% 
6/27/2007 137 22.5 6,299,878 2,451,177 8.8% 8.2% 10.1% 9.6% 
6/28/2007 135 23.0 5,597,547 2,209,248 11.1% 10.7% 4.0% 7.2% 
7/5/2007 22 16.2 1,920,136 707,805 18.2% 1.4% 10.4% 11.4% 
7/16/2007 8 5.7 417,286 139,646 25.0% 9.6% 10.2% 11.7% 
7/18/2007 108 18.5 4,523,324 1,614,701 3.7% 5.6% 10.6% 9.6% 
7/27/2007 22 9.1 1,813,242 687,811 18.2% 8.7% 13.6% 13.9% 
9/27/2007 34 10.1 1,924,703 739,396 11.8% 4.3% 7.8% 10.4% 
Summary 624 15.7 30,574,453 11,786,916 12.2% 7.4% 9.7% 10.1% 
Table 4-5: Comparison of combined schedules for hypothetical scenarios using aggressive cost curve 
When we utilize the aggressive cost curves in the airline disruption response model, we see that the RBS-
EP model exhibits across the board improvements as compared to the exemption RBS scheduling 
approach.  The improvement in total objective values for both the historical and hypothetical scenarios 
equals 10.1%.  If we treat this as a proxy for total costs, the percentage improvement is slightly smaller 
than the percentage delay reductions indicated in Table 4-3 (12.1% and 11.0%), though still substantial.  
When comparing flight cancellations, average flight delays, and total passenger delays, the improvements 
equal 14.2%, 7.2%, and 11.5% respectively for the historical scenarios and 12.2%, 7.4%, and 9.7% 
respectively for the hypothetical scenarios. 
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5/2/2007 16 8.7 633,496 162,293 0.0% 15.9% 9.9% 16.9% 
5/9/2007 4 6.8 423,296 119,523 0.0% 9.1% 10.3% 9.9% 
6/19/2007 70 22.0 5,518,520 1,707,361 31.4% 7.9% 12.6% 12.9% 
6/27/2007 72 23.0 4,949,683 1,370,630 5.6% 9.0% 9.3% 10.8% 
6/28/2007 88 25.8 4,930,266 1,553,992 25.0% 6.5% 11.2% 12.7% 
7/5/2007 4 7.3 664,360 178,742 0.0% 9.2% 13.9% 13.5% 
7/16/2007 6 5.7 393,389 100,502 0.0% 6.1% 4.3% 6.5% 
7/18/2007 72 16.4 3,375,120 940,844 8.3% 0.9% 9.3% 10.5% 
7/27/2007 6 7.6 1,183,254 318,944 0.0% 12.8% 15.7% 16.4% 
9/27/2007 22 9.2 1,559,514 465,522 0.0% 6.7% 4.6% 6.9% 
Summary 360 15.1 23,630,898 6,918,353 15.0% 7.5% 10.6% 11.8% 
Table 4-6: Comparison of combined schedules for historical scenarios using conservative cost curve 



















5/2/2007 16 10.0 716,128 184,016 0.0% 10.4% 6.8% 16.4% 
5/9/2007 4 9.0 597,088 169,056 0.0% 5.4% 6.6% 5.2% 
6/19/2007 78 23.2 5,931,223 1,822,537 30.8% 5.7% 9.8% 11.3% 
6/27/2007 85 26.0 5,918,363 1,684,518 2.4% 9.2% 9.5% 10.1% 
6/28/2007 88 27.5 5,222,585 1,642,135 21.6% 7.0% 10.8% 12.4% 
7/5/2007 16 17.1 1,810,172 526,090 25.0% 1.6% 9.4% 9.9% 
7/16/2007 6 5.9 408,985 104,739 0.0% 13.7% 8.7% 12.6% 
7/18/2007 72 21.7 4,227,289 1,183,523 2.8% 7.8% 11.4% 13.3% 
7/27/2007 12 9.8 1,773,172 505,986 0.0% 10.9% 12.5% 13.3% 
9/27/2007 24 10.7 1,899,235 556,713 0.0% 8.1% 9.6% 9.0% 
Summary 401 17.8 28,504,239 8,379,311 12.7% 7.4% 10.1% 11.4% 
Table 4-7: Comparison of combined schedules for hypothetical scenarios using conservative cost curve 
Using the conservative cost curves, we find a similar result.  The objective value improvements for the 
historical and hypothetical scenarios are 11.8% and 11.4% respectively.  Compared to the delay 
reductions of 12.1% and 11.0% in the allocated schedule, these improvements are very similar.  When 
comparing flight cancellations, average flight delays, and total passenger delays, the improvements equal 
15.0%, 7.5%, and 10.6% respectively for the historical scenarios and 12.7%, 7.4%, and 10.1% 
respectively for the hypothetical scenarios.  Although fewer flights are canceled using the conservative 
cost curve (2.1% of TFM-impacted flights), the cancellation rate using the aggressive cost curve (3.3% of 
TFM-impacted flights) is well within historical norms.  For instance, the average cancellation rate across 
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all ASQP flights in 2007 was 2.4%, which includes many flights that have not been impacted by TFM 
programs. 
Using either the aggregate or conservative cost curves, we see that the RBS-EP model balances relatively 
smaller improvements in flight delays against larger improvements in flight cancellations.  The difference 
in cancellation rates between the exemption RBS and RBS-EP allocations suggests that it is critical to 
consider the impact of compression on the final results, because each cancellation creates an opportunity 
for further delay reduction.  This intuition is borne out by the results in Table 4-8 and Table 4-9, which 
show that after quasi-compression, average flight delays have decreased by a relatively larger amount 
based on the exemption RBS allocation (i.e., the percentage reduction when comparing average flight 
delays for exemption RBS and RBS-EP has decreased). 
Historical Hypothetical 
Exemption RBS 
RBS-EP (1.25, 60) 
[% Reductions] 
Exemption RBS 




















5/2/2007 6.5 636,509 -1.9% 4.3% 7.8 721,429 2.7% 3.8% 
5/9/2007 6.7 433,656 8.5% 11.5% 8.8 605,546 5.0% 6.4% 
6/19/2007 16.3 5,790,215 -4.4% 9.2% 18.8 6,384,008 3.9% 10.6% 
6/27/2007 18.1 4,959,219 5.8% 5.5% 20.0 6,106,967 6.5% 9.7% 
6/28/2007 17.4 4,969,603 -1.7% 5.4% 18.9 5,216,621 1.6% -1.6% 
7/5/2007 7.2 673,837 9.4% 13.4% 15.9 1,937,936 1.7% 10.4% 
7/16/2007 5.6 397,153 6.8% 3.8% 5.6 417,191 9.5% 10.2% 
7/18/2007 12.4 3,578,563 1.2% 11.3% 16.4 4,372,314 4.0% 8.6% 
7/27/2007 7.2 1,209,655 11.5% 15.6% 8.9 1,813,999 8.0% 13.4% 
9/27/2007 8.2 1,603,803 0.4% 2.6% 9.8 1,951,266 3.3% 7.2% 
Summary 11.9 24,252,213 1.7% 7.8% 14.3 29,527,276 4.3% 7.6% 





RBS-EP (1.25, 60) 
[% Reductions] Exemption RBS 




















5/2/2007 8.3 621,564 13.0% 7.8% 9.8 707,278 9.0% 5.7% 
5/9/2007 6.7 428,269 9.0% 10.9% 8.9 602,502 5.5% 7.0% 
6/19/2007 20.0 5,192,261 1.1% 7.0% 21.5 5,692,214 2.6% 7.3% 
6/27/2007 21.2 4,837,878 5.3% 6.1% 23.6 5,750,081 5.9% 6.1% 
6/28/2007 22.8 4,719,468 -2.5% 5.1% 25.0 5,123,334 2.0% 7.8% 
7/5/2007 7.3 665,535 9.4% 13.4% 16.8 1,821,100 1.6% 9.5% 
7/16/2007 5.6 393,310 6.4% 4.0% 5.9 408,700 13.6% 8.7% 
7/18/2007 15.3 3,324,759 2.6% 8.7% 20.1 4,137,861 6.5% 9.8% 
7/27/2007 7.4 1,171,737 10.9% 14.9% 9.5 1,766,511 10.1% 12.3% 
9/27/2007 9.0 1,561,599 5.9% 4.1% 10.5 1,934,050 7.4% 9.6% 
Summary 14.0 22,916,381 3.5% 7.1% 16.7 27,943,630 5.0% 8.1% 
Table 4-9: Comparison of compressed schedules for historical and hypothetical scenarios using conservative cost curve 
For the combined schedules, the improvement in passenger delays tracks very well the improvement in 
objective value (see Table 4-4 through Table 4-7), which is not surprising because passenger delays make 
up a significant component of the airline disruption response objective function.  Thus, when evaluating 
the compressed schedule, we consider passenger delay improvement as a proxy for overall cost reduction.   
For the historical scenarios, the passenger delay improvement is 7.6% under the aggressive cost curve and 
7.1% under the conservative cost curve.  For the hypothetical scenarios, the improvements are 7.6% and 
8.1% respectively.  These values compare to the 12.1% and 11.0% improvement calculated based on the 
initial allocation.  This suggests that a rather significant portion – perhaps as much as 30% – of the 
improvement reflected by a single-stage analysis is illusory.  Note that it is unlikely that the result is 
inflated by a full 30%, because the compression procedure utilized in practice is significantly more 
restrictive than the quasi-compression we consider here.  Nonetheless, the magnitude of the difference 
reinforces the importance of evaluating TFM allocation schemes in a CDM-like environment.  Based on 
this information, we can conservatively update our estimate for the annual cost savings associated with 
the RBS-EP model from the $25 to $50 million per year estimated in Section 2.4.4 to $20 to $40 million 
per year (based on a 20% reduction). 
4.3.2 Value of Aircraft Connectivity 
Beyond the equity and efficiency benefits already discussed, a key motivation for using an optimization-
based TFM allocation scheme is the flexibility it provides for considering other factors when making 
allocation decisions (e.g., rerouting).  In this section, we consider the value of incorporating aircraft 
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connectivity in these allocation decisions.  We do so by comparing the basic RBS-EP model to the aircraft 
flow balance and strict routing connectivity formulations defined in Sections 4.2.5.1 and 4.2.5.2 
respectively.  Because the latter two formulations represent more constrained versions of the RBS-EP 
model, it is guaranteed that they will allocate more delay, making it impossible to do a direct comparison 
based on the allocated schedule.  Instead, the models must be compared in a collaborative setting to 
determine if the structure of the allocation provides sufficient compensatory benefits to airlines such that 
improvements will be realized in practice.  To perform this analysis, we use our sequential evaluation 
procedure and compare the results in terms of both the combined and compressed schedules. 
In Section 4.3.1, we found that at each stage of the evaluation the improvements associated with the RBS-
EP model tracked closely between the historical and hypothetical scenarios and between the aggressive 
and conservative operating cost curves.  The same holds true for the results in this section, thus to 
simplify the presentation, except where explicitly noted, we present results averaged across 3 scenario 
types (historical, hypothetical, and GDP only) using the conservative operating cost curve for airline 
disruption responses.  In Table 4-10, we first present the results for the allocated flight schedule, 
including the exemption RBS allocation for reference.  We refer to the basic RBS-EP (1.25, 60) 
formulation as the no connectivity model.  For the aircraft flow balance and strict connectivity models, we 
also use u = 1.25, and allow each flight up to 60 minutes of delay beyond the maximum RBS delay 
threshold, though for these models the threshold includes delay propagation across the planned aircraft 
routings (as mentioned in Section 4.2.5.2). 
As expected, Table 4-10 indicates that both the flow balance and strict connectivity models allocate 
greater flight delays than the basic RBS-EP model.  The strict connectivity model can be thought of as a 
more constrained version of the flow balance model (any feasible solution to the strict routing 
connectivity model is feasible for the aircraft flow balance model), thus the fact that the former allocates 
the most flight delay is also to be expected.  In addition to allocating more delays, the delays in the flow 
balance and strict connectivity models are more inequitably distributed, as the models are forced to trade 
off equity in order to satisfy the aircraft connectivity constraints.  That said, the percentages of unfair 
delay allocated in the flow balance and strict connectivity models are more or less in line with those 
allocated through the exemption RBS approach. 
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5/2/2007 11.1 10.6% 10.0 2.4% 10.2 6.6% 10.5 8.2% 
5/9/2007 6.8 1.2% 6.3 1.4% 6.5 6.6% 6.8 8.9% 
6/19/2007 24.7 5.5% 22.3 2.0% 23.1 5.5% 24.0 6.5% 
6/27/2007 28.6 3.0% 26.7 1.2% 26.9 4.1% 27.8 6.9% 
6/28/2007 34.1 7.6% 30.2 1.9% 32.3 6.7% 33.7 8.6% 
7/5/2007 11.0 8.7% 10.5 0.6% 10.5 5.3% 10.8 8.0% 
7/16/2007 6.1 6.4% 5.6 3.5% 5.6 4.8% 5.6 5.7% 
7/18/2007 24.4 11.2% 22.9 2.0% 25.8 7.6% 26.9 8.6% 
7/27/2007 8.1 2.3% 7.4 1.9% 7.4 4.2% 7.6 6.2% 
9/27/2007 11.3 4.8% 10.7 0.9% 10.7 2.4% 10.7 3.8% 
Summary 19.1 6.1% 17.5 1.7% 18.3 5.5% 18.9 7.2% 
Table 4-10: Comparison of allocated schedules for different levels of aircraft connectivity considerations 
We now consider the combined schedule to analyze how the delay allocation under each of the three 
approaches (no connectivity, flow balance, and strict connectivity) impacts the ability for airlines to 
respond to the disruption.  In Table 4-11, we compare the no connectivity RBS-EP allocation to the flow 
balance allocation.  We report the flow balance results as percentage reductions from the corresponding 
no connectivity values (i.e., a negative result corresponds to an increase).  Based on the change in total 
objective value (a 1.1% reduction), it appears that there is a mild benefit to including flow balance 
constraints in the allocation model.  This benefit comes from the ability to cancel a few additional flights 
(329.3 vs. 334.0), while slightly reducing passenger delays (by 0.7%).  The benefit appears to be fairly 
consistent, with the 7/18/2007 and 7/27/2007 scenarios being the only ones that result in average losses 
(of -1.0% and -0.7% respectively).  The strict connectivity model, on the other hand, appears to lead to a 
less beneficial allocation for airlines, with a net loss of -0.1% in the total objective value for the combined 
schedule as indicated in Table 4-12.  Of the 10 scenario dates, the strict connectivity model results in a net 
benefit on 6 days and a net loss on the 4 others. 
106 
 



















5/2/2007 16.7 8.9 588,020 135,975 -4.0% 3.0% 0.1% 0.9% 
5/9/2007 4.0 6.9 371,337 105,977 0.0% 2.1% 5.6% 6.9% 
6/19/2007 53.7 20.9 4,797,229 1,475,002 -1.2% 1.6% 1.4% 1.6% 
6/27/2007 75.7 22.9 4,570,150 1,265,034 3.1% 0.5% 0.1% 1.3% 
6/28/2007 68.0 26.5 4,327,818 1,345,765 -4.4% 5.2% 1.3% 1.8% 
7/5/2007 6.7 10.5 752,512 212,945 0.0% 1.6% 2.5% 1.2% 
7/16/2007 6.0 5.8 348,804 86,303 0.0% 1.0% 1.7% 1.6% 
7/18/2007 68.0 18.9 3,205,621 881,899 0.0% 0.0% -1.3% -1.0% 
7/27/2007 8.7 7.5 1,064,065 292,252 -7.7% 1.9% 0.5% -0.7% 
9/27/2007 22.0 9.3 1,529,720 448,932 -9.1% 2.0% 0.3% 0.2% 
Summary 329.3 15.6 21,555,275 6,250,085 -1.4% 1.9% 0.7% 1.1% 
Table 4-11: Comparison of combined schedules for no connectivity and flow balance allocation schemes 



















5/2/2007 16.7 8.9 588,020 135,975 -4.0% 1.8% -1.7% -1.3% 
5/9/2007 4.0 6.9 371,337 105,977 0.0% 0.6% 3.7% 5.2% 
6/19/2007 53.7 20.9 4,797,229 1,475,002 3.7% 0.4% 0.1% -0.6% 
6/27/2007 75.7 22.9 4,570,150 1,265,034 3.1% 0.4% -0.1% -0.7% 
6/28/2007 68.0 26.5 4,327,818 1,345,765 1.5% 1.3% -0.8% 0.2% 
7/5/2007 6.7 10.5 752,512 212,945 -10.0% 1.9% 2.4% 1.5% 
7/16/2007 6.0 5.8 348,804 86,303 0.0% 1.1% 0.8% 0.2% 
7/18/2007 68.0 18.9 3,205,621 881,899 4.9% -1.2% 0.6% 0.6% 
7/27/2007 8.7 7.5 1,064,065 292,252 -7.7% 1.6% -0.4% -1.2% 
9/27/2007 22.0 9.3 1,529,720 448,932 9.1% -1.2% -0.3% 0.5% 
Summary 329.3 15.6 21,555,275 6,250,085 2.6% 0.4% 0.0% -0.1% 
Table 4-12: Comparison of combined schedules for no connectivity and strict connectivity allocation schemes 
In the previous section, we discussed the benefits of using the RBS-EP model for coordinating potentially 
conflicting TFM programs.  As detailed in Section 2.4.4, these benefits apply only on days where both 
GDPs and AFPs are in effect at the same time.  A key reason for considering aircraft connectivity is the 
potential to extend the benefits of an optimization-based allocation to periods where there are no active 
AFPs.  Using data from Flight Schedule Monitor (FSM), we estimate that 87% of the delays allocated 
through TFM programs occur in just this type of situation.  Thus, even a relatively small improvement 
can translate to a very significant impact.  To see if the benefits of the flow balance model extend to these 
situations, in Table 4-13 we report the same values as in Table 4-11, but restrict the results to the 10 GDP 
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only disruption scenarios.  Though the distribution of reductions across cancellations, flight delays, and 
passenger delays has changed, the overall improvement in objective value remains about 1.1%.   



















5/2/2007 18.0 11.5 525,972 119,076 0.0% 2.3% 1.6% -0.6% 
5/9/2007 4.0 5.4 176,287 49,890 0.0% 3.3% 10.9% 13.2% 
6/19/2007 59.0 20.6 4,215,379 1,321,485 6.8% -0.1% 0.5% 1.7% 
6/27/2007 76.0 24.5 3,865,333 1,057,500 5.3% 0.5% -0.3% 1.4% 
6/28/2007 69.0 30.9 3,948,346 1,242,817 -7.2% 5.4% 1.0% 1.6% 
7/5/2007 4.0 2.5 44,935 9,973 0.0% 0.0% 0.0% 0.0% 
7/16/2007 6.0 7.6 296,264 73,360 0.0% 0.8% 1.4% 1.4% 
7/18/2007 68.0 21.3 2,810,941 778,120 2.9% -0.8% -1.2% -0.8% 
7/27/2007 8.0 7.0 642,928 171,313 0.0% 1.4% 0.2% 0.1% 
9/27/2007 20.0 9.6 1,384,926 407,034 -20.0% 4.8% 2.1% 0.6% 
Summary 332.0 16.7 17,911,311 5,230,568 0.3% 1.7% 0.4% 1.1% 
Table 4-13: Comparison of combined schedules for no connectivity and flow balance allocation schemes (GDP only) 
For a new allocation approach to be implemented in practice, it is important that the benefits be 
distributed fairly across carriers.  In Table 4-14, we compare the airline disruption response objective 
values between the different allocation approaches, aggregating by carrier as opposed to scenario date.  In 
the first two columns, we compare exemption RBS to the no connectivity model to provide a sense of the 
underlying variability in our scenarios.  In the no connectivity model, the variability in benefits is due 
primarily to the geographical distribution of flights and TFM programs.  Its relative improvement over 
exemption RBS ranges from a loss of 5.3% for Continental / Express Jet (CO / XE) to a gain of 32.6% for 
Southwest (WN).  While there are significant geographic differences in these airline flight networks, we 
expect this range to collapse significantly as a broader cross-section of GDPs and AFPs are considered.  
In comparison, the relative improvement from the flow balance model over the no connectivity model 
ranges from a loss of 7.3% for Mesa Airlines (YV) to a gain of 19.6% for AirTran (FL).  This variability 
is in line with the improvements from the no connectivity model, thus it is difficult to say conclusively 
whether the distribution of benefits is due to the specifics of the underlying scenarios or rather due to 
airline-specific features that would apply across all scenarios. 
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AA MQ 1,153,440 4.2% 1,105,353 1.5% -0.3% 
AQ 0 0.0% 0 0.0% 0.0% 
AS 86,735 15.2% 73,548 -1.4% -7.6% 
B6 1,288,087 11.3% 1,142,748 1.5% 3.4% 
CO XE 1,005,889 -5.3% 1,058,850 0.1% 0.2% 
DL EV OH 1,111,724 2.3% 1,086,317 -0.8% -2.5% 
F9 65,174 19.1% 52,720 10.2% 9.2% 
FL 317,613 12.0% 279,600 19.6% 14.7% 
HA 1,152 0.0% 1,152 0.0% 0.0% 
NW 9E 482,901 14.3% 413,711 0.9% -3.0% 
OO 74,228 8.7% 67,775 0.2% 1.9% 
UA 1,408,037 6.9% 1,311,147 -2.9% -8.9% 
US 193,644 0.0% 193,689 5.6% -2.1% 
WN 495,845 32.6% 334,055 11.4% 18.8% 
YV 311,716 24.7% 234,775 -7.3% 4.9% 
Summary 7,996,184 8.0% 7,355,438 1.1% -0.1% 
Table 4-14: Objective value comparison for airline disruption responses based on allocation method 
Last, in Table 4-15, we compare the flight and passenger delays for the compressed schedule based on 
each allocation approach.  For the flow balance allocation, the relative benefits appear to be maintained 
through compression, with reductions of 2.0% for average flight delays and 0.6% for total passenger 
delays after compression, as compared to reductions of 1.9% and 0.7% prior to compression (Table 4-11).  
The relative reductions for the strict connectivity model are also maintained, although in aggregate, it 
continues to perform at almost the same level as the no connectivity formulation.  Unlike in the previous 
section, here compression has a much more limited impact on the results.  This is primarily due to the fact 
that each of the three models results in a similar numbers of cancellations in the combined schedule (see 
Table 4-11 and Table 4-12).  The flow balance allocation leads to just 1.4% more cancellations than the 
no connectivity allocation, whereas the strict connectivity allocation leads to just 2.6% fewer.  In the 
previous section, when comparing the RBS-EP model to the exemption RBS approach, the difference was 
considerably larger, ranging from 12% to 15%, and resulting in a much larger compression impact.  
Although the distribution of cancellations could also impact compression results, it appears that the most 























5/2/2007 8.8 588,846 3.1% 0.2% 1.9% -1.5% 
5/9/2007 6.8 372,385 2.5% 4.3% 0.4% 3.7% 
6/19/2007 20.3 4,785,875 1.4% 1.3% 0.2% 0.4% 
6/27/2007 21.8 4,652,889 0.6% -0.2% 0.4% -0.4% 
6/28/2007 25.5 4,414,648 5.7% 1.9% 1.5% -0.6% 
7/5/2007 10.4 756,342 1.4% 2.6% 1.9% 2.2% 
7/16/2007 5.7 349,079 0.9% 1.8% 1.0% 0.9% 
7/18/2007 17.7 3,190,110 0.3% -1.6% -1.8% -0.4% 
7/27/2007 7.4 1,064,038 1.9% -0.3% 1.6% -0.9% 
9/27/2007 9.2 1,550,830 2.0% 0.7% -1.5% 0.4% 
Summary 15.1 21,725,042 2.0% 0.6% 0.3% -0.1% 
Table 4-15: Comparison of compressed schedules for different levels of aircraft connectivity considerations 
Using the same approach as in Section 2.4.4, we estimate that a 1% improvement in delay costs across all 
TFM programs would correspond to an annual system-wide cost savings of $75 million (based on 2007 
congestion levels).  Thus, our recommendation is for the FAA to further investigate the impacts of 
implementing a flow balanced allocation.  It might well be the case that the benefits of maintaining flow 
balance are even greater after considering additional internal operational requirements such as crew work 
restrictions and aircraft maintenance requirements.  An important benefit of the flow balance model, 
unlike the strict connectivity model, is that the FAA needs no new information from the airlines to 
implement the approach.  Although we describe the flow balance constraints based on planned aircraft 
routings which the FAA does not have access to, the constraints can be calculated based solely on the 
operating carrier, ICAO aircraft code, planned arrival time and planned departure time for each flight – 
information which the FAA does have.  Prior to any implementation, further investigation should also be 
performed to ensure that the benefits of the flow balance allocation are distributed equitably across 
carriers.  In the case they are not, the base of the exponent for the RBS-EP model could be adjusted to 
help balance system-wide benefits against the traditional flight-centric view of equity. 
4.3.3 Impact of Allocating Capacity by Aircraft Size 
The last question we consider is the most controversial.  The purpose of traffic flow management as it is 
performed today is to efficiently balance the demands of flights against the capacities of congested 
airports and air sectors.  Note that there is no explicit consideration of passengers in this statement or in 
the methods that the FAA uses for managing TFM programs.  At first glance, it would seem that 
passengers are implicitly considered because they travel on these flights, but this ignores a key 
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consideration: the number of passengers on each flight.  Outside of exemptions which are typically 
applied only for long distance flights, all flights are treated equally within TFM programs.  Thus, as long 
as neither flight is exempted, an American Eagle Embraer 135 with 37 seats is given the same allocation 
priority as a Northwest 747-400 with 403 seats.  Although subtle, another issue is that this equivalence 
creates a benefit for airlines that choose to fly many smaller planes instead of fewer larger ones.   When 
traffic flow management programs are put into place, each of these scheduled small flights receives a 
separate slot allocation, significantly increasing operational flexibility for the airline in the case of 
congestion.  On top of all of this, the competitive relationship between carriers encourages flight 
frequency, leading to a propagation of small aircraft flying frequent routes over relatively short distances 
(e.g., see Vaze and Barhnart (2010) and Tomer and Puentes (2009)). 
We believe that effectively managing congestion growth in the U.S. will require enhancements to the 
utilization of the National Air Transportation System resources, and to the incentive structures for the 
underlying system.  One way that the FAA can simultaneously address both of these issues is by 
considering aircraft size, as measured by the number of seats, when allocating TFM capacities.  The 
number of seats on a plane provides a good proxy for the number of passengers, and requires no new 
information from airlines.  The idea of scaling flight delay costs by aircraft size is not novel, but we 
believe the analysis we perform here is, because we are able to evaluate the impacts in a dynamic CDM-
like environment using our sequential evaluation procedure.  Additionally, as mentioned with respect to 
the aircraft flow balance model in the previous section, using the RBS-EP model as the foundation is 
appealing because we can adjust the base of the exponential penalty to control the trade-off between the 
linear scaling based on aircraft size and the exponential growth of the flight delay costs. 
In Table 4-16, we compare the allocated schedules with and without scaling objective costs by seat counts 
as described in Section 4.2.5.3.  For both models, we use u = 1.25, allowing up to 60 minutes of delay 
beyond the maximum RBS delay threshold.  As in the previous section, the results are averaged across the 
three scenario types.  Between the two models, the average flight delay allocated is the same, 17.5 
minutes across the 10 scenario dates.  Using the seats scaled allocation, the unfair delay as measured by 
time-order deviation is almost an order of magnitude higher, 12.9% overall as compared to just 1.7%.  
Even when compared to exemption RBS, the unfair delay is still substantially higher (increasing by more 
than a factor of 2).  Nonetheless, this should not be surprising.  The concept of equity developed in 
Section 2.1 and used to derive time-order deviation is based on equivalence between flights.  By scaling 
the objective costs by seat counts we are explicitly violating this notion of flight equivalence. 
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5/2/2007 11.1 10.6% 10.0 2.4% 10.0 15.4% 
5/9/2007 6.8 1.2% 6.3 1.4% 6.4 21.6% 
6/19/2007 24.7 5.5% 22.3 2.0% 22.3 10.9% 
6/27/2007 28.6 3.0% 26.7 1.2% 26.6 12.0% 
6/28/2007 34.1 7.6% 30.2 1.9% 30.4 11.1% 
7/5/2007 11.0 8.7% 10.5 0.6% 10.5 16.8% 
7/16/2007 6.1 6.4% 5.6 3.5% 5.7 24.7% 
7/18/2007 24.4 11.2% 22.9 2.0% 22.9 11.9% 
7/27/2007 8.1 2.3% 7.4 1.9% 7.4 20.9% 
9/27/2007 11.3 4.8% 10.7 0.9% 10.7 14.6% 
Summary 19.1 6.1% 17.5 1.7% 17.5 12.9% 
Table 4-16: Comparison of allocated schedules with and without aircraft seat scaling 
There are two results that we highlight in the comparison of combined schedules in Table 4-17.  First, in 
terms of passenger delays, the seats scaled allocation is significantly better, reducing total passenger 
delays by 9.5%, even though it leads to 6.5% more flight cancellations (an average of 344.3 cancellations 
per scenario type compared) and barely impacts average flight delays (an average improvement of 0.1%).  
Second, the seats scaled allocation leads to a similar improvement in the combined objective value (a 
9.0% reduction).  The objective function in each airline disruption response model is composed of three 
components: flight cancellation costs, flight operating costs, and passenger delays.  The first two of these 
are scaled by the number of seats on the flight and the third is highly correlated, so it makes sense that the 
objective value would exhibit this type of result.  In Table 4-18, we compare the combined schedules, 
restricting the results to the GDP only scenarios.  Though the relative improvements are smaller in this 
case, we see a similar type of behavior, with reductions of 8.0% for passenger delays and 7.9% for the 
combined objective value. 
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5/2/2007 16.7 8.9 588,762 188,139 -8.0% 3.6% 14.8% 15.3% 
5/9/2007 4.0 6.9 372,253 117,487 0.0% -2.2% 24.6% 23.9% 
6/19/2007 54.3 20.9 4,804,095 1,697,060 -9.2% 0.6% 9.2% 8.6% 
6/27/2007 73.0 23.1 4,580,638 1,552,954 -9.1% 1.7% 8.7% 7.2% 
6/28/2007 66.7 26.6 4,327,814 1,524,119 -4.5% 0.6% 7.8% 7.4% 
7/5/2007 6.7 10.5 752,447 245,316 -10.0% -1.3% 16.3% 14.8% 
7/16/2007 6.0 5.8 348,804 111,710 -33.3% -2.4% 29.1% 28.9% 
7/18/2007 66.0 19.1 3,188,485 1,046,645 -2.5% -3.2% 3.5% 5.5% 
7/27/2007 8.7 7.5 1,064,182 361,595 -15.4% -1.1% 16.2% 15.1% 
9/27/2007 21.3 9.4 1,536,023 524,735 3.1% -2.9% 12.2% 10.8% 
Summary 323.3 15.7 21,563,502 7,369,761 -6.5% -0.1% 9.5% 9.0% 
Table 4-17: Comparison of combined schedules with and without aircraft seat scaling 



















5/2/2007 18.0 11.5 525,704 163,210 -11.1% 7.3% 14.9% 14.3% 
5/9/2007 4.0 5.4 178,386 55,631 0.0% -1.0% 35.6% 34.2% 
6/19/2007 59.0 20.6 4,235,137 1,512,662 -10.2% 1.7% 8.8% 8.6% 
6/27/2007 74.0 24.7 3,888,118 1,318,940 -5.4% 1.3% 8.1% 7.0% 
6/28/2007 69.0 30.9 3,953,542 1,399,155 -5.8% -0.9% 6.0% 5.8% 
7/5/2007 4.0 2.5 44,935 11,200 0.0% -2.3% 17.7% 22.5% 
7/16/2007 6.0 7.6 296,264 94,974 -33.3% -2.2% 28.3% 27.9% 
7/18/2007 66.0 21.6 2,823,551 917,987 0.0% -4.8% 1.4% 3.5% 
7/27/2007 8.0 7.0 644,278 223,611 0.0% -3.3% 15.7% 15.4% 
9/27/2007 22.0 9.4 1,377,888 478,212 9.1% -5.1% 10.4% 9.8% 
Summary 330.0 16.8 17,967,803 6,175,583 -4.8% -0.5% 8.0% 7.9% 
Table 4-18: Comparison of combined schedules with and without aircraft seat scaling (GDP only) 
To better understand where these benefits are coming from, in Table 4-19, we compare the combined 
results by carrier.  The carriers that lose the most under the seats scaled allocation are the three with the 
smallest average seat counts on their planes, which is as expected and as desired.  SkyWest (OO) with an 
average seat count of 48.8 sees its objective costs almost double, increasing by 93.1% from 68,842 to 
132,957.  Mesa Airlines’ (YV) objective costs increase 33.9% from 236,774 to 317,026 based on an 
average seat count of 60.5, and Continental / ExpressJet (CO / XE) with an average of 88.2 seats have 
their objective costs increased by 5.1% from 1,062,825 to 1,117,501.  In addition, it is clear that not all of 
the benefits are due to a redistributive effect.  For example, Delta / Atlantic / Comair experience increased 
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cancellations and average flight delays, yet still manage to realize a 4.8% objective improvement.  This 
suggests that there is an additional benefit to the aircraft seat scaling in that it better aligns the structure of 
the allocation with the airline’s internal objectives.  This outcome is amplified by the correlation between 
the objective functions of the airline disruption response model and the seats scaled allocation.  
Nonetheless, as long as internal airline delay costs are correlated with aircraft size, which we believe they 
generally are, some of this structural benefit should remain. 
Not Scaled Seats Scaled [% Reductions] 
Carrier 













AA MQ 104.2 93.7 14.4 1,106,774 5.7% -3.1% 10.3% 
AQ 126.5 0.0 0.0 0 0.0% 0.0% 0.0% 
AS 142.8 0.0 12.6 73,548 0.0% 34.5% 36.4% 
B6 137.6 24.0 26.7 1,144,390 13.9% -0.1% 2.3% 
CO XE 88.2 63.3 18.2 1,062,825 -7.4% -6.8% -5.1% 
DL EV OH 106.6 103.0 13.0 1,087,710 -12.0% -4.3% 4.8% 
F9 130.2 0.0 14.8 52,720 0.0% 7.4% 7.1% 
FL 123.3 0.0 12.1 279,277 0.0% 11.8% 8.8% 
HA 161.4 0.0 2.5 1,152 0.0% 100.0% 100.0% 
NW 9E 101.8 24.0 19.5 413,716 2.8% -6.1% 4.9% 
OO 48.8 0.0 6.9 68,842 0.0% -47.0% -93.1% 
UA 146.4 6.7 15.2 1,314,083 80.0% 35.7% 42.3% 
US 137.1 0.0 18.8 193,691 0.0% 6.0% 6.2% 
WN 136.1 6.7 10.2 334,259 10.0% 9.4% 7.9% 
YV 60.5 2.0 21.1 236,774 -266.7% -23.1% -33.9% 
Summary 108.7 323.3 15.4 7,369,761 -6.5% 0.1% 9.0% 
Table 4-19: Comparison of combined schedules by carrier with and without aircraft seat scaling 
Finally, in Table 4-20, we compare the compressed schedules for the two allocation approaches.  For the 
allocations with and without seat scaling, average flight delays are very similar in both the combined and 
compressed schedules.  The difference ranges from just 0.1% fewer to 0.1% more.  Under each approach, 
flight delays decrease from an average of 15.7 minutes in the combined schedule to 15.2 minutes in the 
compressed schedule.  The relative improvement in passenger delays is also significantly unchanged after 
compression.  For both models, passenger delays increase slightly in the compressed results, suggesting 
that the compression-based improvements in flight delays are offset by additional missed connections.  
How much of this benefit could be translated into practice remains unclear, but even a small portion 


















5/2/2007 8.8 589,505 3.8% 15.0% 
5/9/2007 6.8 372,895 -2.7% 24.5% 
6/19/2007 20.3 4,805,155 0.1% 9.0% 
6/27/2007 22.0 4,691,187 2.1% 9.9% 
6/28/2007 25.5 4,396,725 0.2% 7.4% 
7/5/2007 10.4 755,485 -1.0% 16.3% 
7/16/2007 5.7 349,079 -2.4% 29.1% 
7/18/2007 17.9 3,194,283 -2.2% 4.5% 
7/27/2007 7.4 1,064,551 -1.5% 16.0% 
9/27/2007 9.3 1,552,842 -2.8% 11.2% 
Summary 15.2 21,771,708 -0.1% 9.7% 
Table 4-20: Comparison of compressed schedules with and without aircraft seat scaling 
4.3.4 Summary 
In this chapter, we developed a sequential evaluation procedure to analyze various TFM allocation 
procedures in a dynamic and collaborative environment.  Specifically, we considered the following three 
questions. 
1. What are the benefits of an optimization-based allocation approach in a CDM environment? 
2. Is there significant value associated with incorporating aircraft connectivity considerations? 
3. What are the impacts and how are they distributed for giving larger aircraft higher priority? 
For the first question, we found that the benefits of an optimization-based allocation appear to be 
overstated according to a flight-centric analysis of allocated delays.  That is, because the exemption RBS 
scheduling approach leads to larger allocated flight delays, it results in significantly more cancellations by 
the carriers, which in turn provides a relative benefit during compression.  Our results suggest that as 
much as 30% of the benefits indicated by a flight-centric analysis of optimization-based allocation 
approaches could be illusory.  This demonstrates the importance of considering both the airline response 
and compression when evaluating TFM allocation procedures. 
For the second question, we found that including aircraft connectivity considerations in the form of 
aircraft flow balance constraints appears to provide a significant value.  We estimate that this value 
corresponds to approximately a 1% reduction in airline delay costs, even for GDP-only scenarios.  On the 
other hand, strict aircraft connectivity constraints do not appear to be beneficial or particularly harmful, 
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which suggests that flight cancellations invalidate enough of the planned aircraft connections to offset any 
potential benefits. 
For the last question, the results are more speculative than either of the first two, but also potentially more 
significant.  Assuming the airlines’ internal objectives are aligned with aircraft size (e.g., due to passenger 
counts or fuel costs), we found that the impact of prioritizing TFM allocations by aircraft size could be 
quite large, representing as much as a 9.0% reduction in delay-related costs for both airlines and 
passengers.  Even if the alignment is weaker, there would likely still be a substantial economic benefit, 
both in terms of reductions in delay-related costs and improved incentives for carriers. 
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Chapter 5   
Conclusion and Future Directions 
In this thesis, we considered the impacts of air traffic congestion and related disruptions from three 
different perspectives.  First, in Chapter 2, we looked at the equity and efficiency of Traffic Flow 
Management from the perspective of the FAA and the air transportation system.  Next, in Chapter 3, we 
evaluated the historical impacts of flight delays and cancellations from the passenger perspective.  Last, in 
Chapter 4, we turned our focus back to Traffic Flow Management, incorporating both passenger and 
airline perspectives based on the Collaborative Decision-Making (CDM) process. 
In Chapter 2, we first considered the problem of coordinating multiple, potentially conflicting Traffic 
Flow Management programs, analyzing equity, relative to first-scheduled, first served, and system 
efficiency, relative to overall flight delays.  We demonstrated that optimization-based approaches to 
coordinating TFM programs can increase system efficiency while in many cases providing a more 
equitable allocation of system resources.  Based on the reduction in flight delays from historical 
scenarios, we estimated that this type of approach could result in annual savings on the order of $25 - $50 
million.  In addition, this approach would provide a clear path to managing TFM programs in the future 
as en route congestion continues to increase. 
In Chapter 3, we analyzed historical passenger travel and delays.  Using a small set of proprietary 
passenger booking data from a major U.S. carrier, we developed techniques to disaggregate publicly 
available passenger flows and estimate historical passenger delays.  Using these techniques, we analyzed 
key performance characteristics of the U.S. National Air Transportation System, and estimated that 
passenger delays in 2007 cost the U.S. economy $9.2 billion based on passenger time lost.  Additionally, 
we discussed additional research topics to which this disaggregated passenger flow data could be or 
already is being applied. 
Last, in Chapter 4, we incorporated both airlines and passengers into our analysis of Traffic Flow 
Management allocation procedures.  To do so, we developed a sequential evaluation procedure that 
incorporates the disaggregate passenger flows from Chapter 3 with an optimization-based airline 
disruption response model.  This procedure allowed us to compare the impacts of different TFM 
allocation procedures in a dynamic CDM-like environment.  Our results suggest that implementing an 
aircraft flow-balanced TFM allocation approach could lead to annual cost savings on the order of $100 
million per year – (a slightly reduced) $20 to $40 million from the underlying RBS-EP model and an 
additional $75 million from extending the model to include flow balance constraints.  While these savings 
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are substantial, the $100 million total could be easily dwarfed by just the direct impacts of incorporating 
aircraft size into capacity allocation decisions.  We estimated that the opportunity for improvement could 
be up to 9.0%, and even if it is much lower, would still represent a substantial economic benefit.  More 
importantly, this type of allocation approach could have an even larger indirect impact if the adjusted 
incentives are significant enough to change airline behavior, allowing capacities to be used more 
efficiently in the future.  We strongly believe that a combination of direct and indirect improvements will 
be critical for the FAA to successfully manage congestion growth into the future. 
In the remaining sections, we briefly describe four possible directions to extend this research: 
1. Incorporating crew considerations (Section 5.1); 
2. Analyzing the trade-off between Air Traffic Control (ATC) and TFM (Section 5.2); 
3. Enhancing collaboration between airlines (Section 5.3); and 
4. Understanding and shaping purchasing behavior with respect to disruption risks (Section 5.4). 
5.1 Crew Considerations 
In the sequential evaluation procedure we developed in Chapter 4, we approximated airline operational 
considerations through the use of a superlinear delay cost function.  A more complete approach would be 
to consider the impacts and costs associated with crew disruptions along with aircrafts and passengers 
jointly. 
One significant challenge with incorporating crew considerations is that information on crew plans and 
availability is proprietary.  Our hope is that we can get crew schedule data from one or more airlines and 
generalize these data to develop plausible historical crew plans, much like we have done with passenger 
itinerary flows.  Another possibility would be to apply commercial crew scheduling software to generate 
feasible crew plans based on each airline’s historical flight schedules.  Either of these approaches would 
provide estimated pre-disruption crew plans that we could use as inputs into an enhanced sequential 
evaluation procedure. 
Another challenge is the complexity and corresponding tractability issues introduced by jointly 
considering aircraft, crew, and passengers in an integrated disruption response model.  Our hope is that 
we can combine the existing airline disruption response model with a crew recovery model in an iterative 
fashion.  Even an approximate solution in this integrated regime should be more representative of true 
airline behavior than an optimal solution without crew considerations.  Ideally, we would like to develop 
this model such that it could also be applied in an operational setting.  Because the goal is to inclu
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relevant operational constraints in the integrated disruption response model, the remaining hurdle would 
be whether we can achieve computational performance that is fast enough for real-time applications. 
5.2 Trade-off between ATC and TFM 
As discussed in Section 1.1, air traffic control (ATC) is tactical in nature, applying interventions to flights 
en route to ensure safe flight operations.  Traffic flow management (TFM) procedures are more strategic 
and are typically implemented hours in advance of the flight operations they are intended to impact.  The 
challenge with constructing TFM programs is that system capacities are uncertain, which leads to the risk 
of being overly conservative.  That is, if a TFM program is constructed based on predicted capacities that 
are too low (e.g., the weather improves faster than expected, wind directions change, etc.), valuable 
system resources (airports and air sectors) will be underutilized.  If, on the other hand, a TFM program is 
constructed based on predicted capacities that are too high (e.g., a storm lingers longer than expected), 
ATC interventions will be applied to manage the discrepancies.  The problem in this case is that ATC 
interventions are applied en route and thus tend to be much more costly in terms of fuel, crew, safety, etc.  
Thus, the goal of this research would be to appropriately balance the risk of being overly conservative 
when constructing TFM programs and choosing capacities, against the risk of being overly aggressive and 
realizing higher costs due to ATC interventions. 
The first step in this research path would be to understand the costs associated with ATC interventions.  
As mentioned in Section 3.2, the FAA maintains the Enhanced Traffic Management System (ETMS) 
database on historical flight operations.  In addition to scheduled and actual flight arrival and departure 
times, the full ETMS database includes historical minute-by-minute location tracking for each flight in 
the system.  The goal would be to use this historical data set to estimate when ATC interventions have 
been applied and their associated costs.  The next step would be to use this ATC cost information, along 
with estimated costs for aircraft ground-holding, to determine optimal TFM program parameters based on 
various stochastic models of weather-induced resource capacities.  The last step would be to consider 
schedule variability related to airline operations (e.g., aircraft maintenance issues).  On average, this type 
of variability should result in a mild de-peaking of the planned flight schedule.  This suggests that the 
FAA could perhaps be more aggressive when it comes to creating and managing the corresponding TFM 
programs. 
Another research topic in this same direction is analyzing the cost implications of TFM program 
revisions.  After a TFM program has been initiated, if new information results in an updated prediction of 
system capacities (e.g., a weather forecast changes), the TFM program can be revised to incorporate this 
information.  These revisions typically result in modified TFM program capacities or a shortening or 
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lengthening of the TFM program.  The complexity in this situation is introduced by the fact that airlines 
have already responded to the original program definition based on the Collaborative Decision-Making 
(CDM) framework.  Some of these decisions (e.g., flight cancellations) are very difficult to change and 
may no longer be optimal based on the modified TFM program.  An alternative approach would be to 
have the FAA concurrently manage a small number (e.g., 2 or 3) of possible TFM program scenarios, and 
then announce the final operational scenario once more information is available.  For flights that have not 
departed by this time, airlines would be free to create a different plan for each possible scenario.  The 
hope is that this would allow airlines to be more conservative about canceling flights in the case that best-
case capacities are realized. 
5.3 Enhanced Airline Collaboration 
Although Collaborative Decision-Making (CDM) has been very successful in practice, it is not without 
associated costs.  For example, under stronger regulatory regimes, the government could take on more of 
a centralized-controller role when it comes to managing air traffic.  Although this might not be either fair 
or democratic, there would be benefits when it comes to optimizing system efficiency.  One way to 
conceptualize this is to realize that CDM restricts the set of feasible schedules (i.e., to those which can be 
generated through the recursive three-stage procedure).  Thus, from a theoretical perspective, CDM can 
only increase the optimal cost regardless of the underlying objective.  In practice, the significant 
advantage of the CDM process comes from the fact that it discourages gaming and encourages prompt 
sharing of information.  Thus, the goal of this research would be to maintain the practical advantages of 
the CDM process while “getting back” some of the theoretical value of a centralized controller. 
In Chapter 4, we considered coordination between airlines and the FAA by aligning the objective of the 
allocation procedure with those of the individual airlines, with respect to aircraft flow balance and 
passenger delays.  Here, we instead focus on collaboration between airlines through enhanced exchanges 
of disruption capacities.  The first step in this research would be to determine the potential opportunity, 
which we refer to as the cost of collaboration based on the reasoning above.  The plan is to estimate this 
cost by applying a single airline disruption response model and comparing the results to those estimated 
through the sequential evaluation procedure.  The difference would provide an upper bound on what 
benefits we could expect to achieve from a more complex (transient) exchange (e.g., allowing airlines to 
swap slots with each other across active TFM programs).  The next step would be to evaluate multiple 
exchange frameworks and see which are best able to capture this value while remaining simple and 
intuitive for the airlines.  The last step would be to consider a persistent scrip-based exchange (i.e., 
creating a non-monetary currency) to allow airlines to exchange disruption capacity across both TFM 
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programs and days.  In addition to understanding the potential benefits, a persistent exchange raises other 
interesting research questions, such as how to value the non-monetary currency in a mediated exchange 
(i.e., facilitated by the FAA) and how to avoid hoarding. 
5.4 Purchasing Behavior and Disruption Risks 
In this thesis, we have treated passenger itineraries as if they are static, and attempted to optimize TFM 
allocation procedures around them.  In truth, passenger purchasing behavior heavily influences the risk of 
itinerary disruptions.  For example, consider a passenger choosing between flying through Chicago 
O’Hare (ORD) or Houston (IAH) to reach her final destination.  In Table 3-11, we see that over 12% of 
passengers connecting through ORD had their itinerary disrupted as compared to under 6% for IAH.  
Thus, choosing the connection through ORD could easily double the risk of a disruption.  But, the 
problem of incorporating disruption risks into itinerary selection is significantly more challenging than 
this alone.  For example, if the connection time through ORD is 2 hours as compared to 30 minutes 
through IAH, it becomes less clear which choice will minimize the disruption risk. 
There are four steps along this research path.  The first is to use the estimated passenger itinerary flow 
data combined with historical flight performance data to develop a simplified stochastic model of the risk 
of disruption for one-stop itineraries.  The second is to use this model of itinerary disruption risk to 
determine optimal purchasing decisions for different idealized classes of customers (e.g., risk-neutral, 
risk-adverse, high value of time, low value of time, etc.).  The third is to analyze historical ticketing data 
to see what disruption risk factors, if any, have historically influenced passenger purchasing decisions.  
Our hypothesis is that due to lack of easily accessible information, passengers are unable to precisely 
differentiate these risks, instead relying on coarser purchasing rules.  For example, though the passenger 
utility associated with connection times has been shown to vary, we believe it is likely the case that the 
flight delay characteristics of the connection airport are not appropriately accounted for.  The last step is 
to perform a survey to test how presenting more complete information on itinerary disruption risks might 
influence purchasing decisions. 
A nice property of this research plan is that it can be defended from one of two perspectives, either system 
efficiency or consumer advocacy.  From a system efficiency perspective, the benefits should extend 
beyond the purchaser, because passenger purchasing behavior directly influences airline scheduling 
behavior.  For example, a shift in passengers away from high-risk connections at congested airports 
would conceivably encourage further de-banking of highly congested hubs.  The consumer advocacy case 
is even clearer, because better information on itinerary disruption risks would allow passengers to make 
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