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Materials in which heat and entropy can be transmitted by directed ballistic pulses can trigger
new approaches to energy transduction in solids. We predict that a ballistic energy transfer mode,
with heat propagation governed by a wave equation rather than a diffusion equation, can be realized
for a thermal electron-hole plasma in graphene. The new behavior originates from rapid exchange
of energy and momentum in particle collisions leading to energy propagation as a collective weakly-
damped oscillation. Due to the electronic nature of this mode, the estimated propagation velocity
can be 103 times larger than that for previously studied phonon mechanisms. The energy mode
is uncharged at charge neutrality, but becomes coupled to charge dynamics upon doping. This
coupling can be used for all-electric excitation and detection of energy transport.
Can heat in a solid propagate by directed ballistic
pulses? While energy transport is typically of a diffu-
sive character, some materials can display a very dif-
ferent heat transfer mode — energy pulses transmit-
ted in a collective wave-like fashion. For such pulses
the distance travelled scales linearly with the travel
time, ∆x = v∆t. Thermal waves, called second sound,
can occur in solids that host a “thermal liquid” of
phonons.[1] The existence of second sound requires that
its frequency satisfies γp  ω  γN , where γN and
γp are the phonon momentum-conserving (normal) and
momentum-nonconserving (Umklapp) scattering rates.
The rate γN grows with temperature, however the rate
γp, grows even faster. For this reason second sound, orig-
inally discovered in superfluid He,[2] was observed only
in a handful of solids, namely solid He, NaF and Bi.[3]
Second sound speed is close to s′ = s/
√
3, where s is the
sound velocity, giving values such as 20 m/s for 4He and
780 m/s for Bi. The relatively low velocity values facil-
itate experimental detection of second sound, yet they
also limit its utility in energy transduction applications.
Can heat transfer occur at supersonic speeds? So far
supersonic heat transfer has not been known in an earthly
setting. However, theory predicts energy and entropy
waves in interacting systems of relativistic particles.[4]
These long-wavelength oscillations, sometimes called cos-
mic sound, propagate with very high velocity c′ = c/
√
3,
where c is the speed of light (the quantity under square
root is space dimensionality). Acoustic oscillations obey-
ing this relation underpin the modern interpretation of
Cosmic Microwave Background Radiation, a relict of the
“big bang” creation of the universe[5, 6]. The relation
∆x = c′∆t serves as a “standard ruler” for relating cos-
mic length scales and distant times.
Here we predict waves analogous to cosmic sound in
graphene. Electrons in graphene behave as relativistic
particles moving with velocity v ≈ 106 m/s. At charge
neutrality graphene hosts charge-compensated plasma
with strong interactions. The carrier-carrier scattering
in this system, under typical conditions, is much faster
than electron-lattice cooling rate and momentum relax-
FIG. 1: Oscillating temperature profile that results from a
collective energy wave. Energy waves are decoupled from
charge dynamics at charge neutrality, µ = 0, become charge-
coupled upon doping away from neutrality, µ 6= 0, and even-
tually morph into plasmons at large µ. Coupling to plasmons,
Eq.(19), can enable all-electric detection of energy waves.
ation due to disorder scattering, which makes graphene
ideal for realizing an electronic analog of second sound.
Rapid exchange of energy and momentum among collid-
ing particles results in energy propagating as a collective
excitation shared by many particles. Furthermore, since
momentum is conserved alongside with energy, energy
transport is characterized by inertia (finite momentum
associated with energy flux). As we will see, coupled
energy and momentum transport gives rise to wave-like
propagation of energy with a characteristic velocity
v′ =
v√
2
≈ 0.71 · 106 m/s, (1)
where v is the Fermi velocity. The value v′ is about 103
times larger than the velocity for the phonon mechanism.
Pulse-echo measurements and standing wave reso-
nances were used to probe phonon second sound.[2, 3]
For electronic second sound in graphene, gate-tunability
of carrier density provides a new knob to probe bal-
listic energy transfer, having no analog in phonon sec-
ond sound or cosmic sound. We will see that energy
waves, which are fully uncharged at charge neutrality,
become coupled to charge dynamics upon doping (see
Fig. 1). Coupling to plasmons provides an all-electric
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2way to excite and detect energy waves. One promis-
ing approach is the recently developed spatially resolved
nanoscale probe of plasmonic standing waves.[7, 8] Lo-
cal probes can be used to excite and detect energy waves
using their coupling to plasmons near charge neutrality,
kBT  µ. Alternatively, a pulse echo technique similar
to that used for detecting ballistic electron resonances in
carbon nanotubes[9] can be used.
The origin of collective thermal waves can be under-
stood on very general grounds. We will first discuss cos-
mic sound, and then generalize to electronic waves in
graphene. The universal behavior of relativistic thermal
waves follows from the proportionality between the en-
ergy flux and momentum density of a relativistic gas,
j = c
2p, and the relativistic pressure-energy relation,
P = 13W . The wave equation follows under very general
assumptions from energy and momentum conservation
written in terms of the 4× 4 stress tensor:
∂iTij = 0, T =
(
W j
j P
)
, (2)
where P is a shorthand for a diagonal 3×3 matrix Pδαβ .
Acoustic oscillations obeying the law c′ = c/
√
3 arise
directly from the coupled dynamics of energy and mo-
mentum governed by Eq.(2).
The origin of energy waves in graphene can be under-
stood in direct analogy with cosmic sound. This is done
most easily starting from conservation laws for energy
and momentum of the electron system, described by the
continuity equations
∂tW +∇jq = −γw(W −W0), ∂tpi +∇jσij = −γppi.
(3)
Here jq is the heat current, σij is the stress tensor. The
rates of momentum relaxation and electron-lattice cool-
ing, γp and γw, are introduced to account for disorder
scattering and energy loss to the lattice. For simplic-
ity, we suppressed coupling to electric field, which limits
the present discussion to charge neutrality where energy
and momentum oscillations are decoupled from charge
oscillations. This coupling will be reinstated below when
we discuss the effect of doping, and the relation between
thermal waves and plasmons.
As we will see, the quantities jq and σij depend on
momentum density and temperature in a way mimic-
ing that in relativistic gas. This dependence generates
a cross-coupling between the T and p dynamics, leading
to oscillations and wave propagation. Specifically,
jq = v
2p− κ∇T, σij = 1
2
Wδij − ν1∇jpi − ν2δij∇kpk,
(4)
were v is the velocity, W (T ) ∼ T 3 is the energy density,
κ is thermal conductivity, and ν1,2 are viscosity parame-
ters. The first terms in jq and σij generate a nontrivial
coupling of the T and p dynamics. Since these terms do
not depend on gradients, they provide a dominant con-
tribution in the long-wavelength limit: suppressing the
terms in Eq.(4) first-order in gradients, we find coupled
equations ∂tW + v
2∂jpj = 0, ∂tpi +
1
2∂iW = 0. This
yields a wave equation (∂2t − 12v2∇2)W = 0 describing
energy propagation with the velocity given in Eq.(1). In
the absence of damping, wave-like energy transport re-
sults in ballistic energy propagation, whereby distance
travelled scales linearly with time, ` ∼ v′t.
The relation between momentum density and energy
flux which is key in the above analysis can be obtained
by analyzing a homogeneous macroscopic flow of Dirac
particles. This is described by a distribution
n(p) =
1
eβ(
(±)
p −up−µ) + 1
, (±)p = ±v|p|, (5)
with u the velocity. At charge neutrality, µ = 0, we
evaluate momentum density at first order in u. After
some algebra we find
〈p〉 =
∑
p
pδn(p) = N
9ζ(3)p3T
4pih¯2v
u. (6)
Here
∑
p ... = N
∑
±
∫
... d
2p
(2pih¯)2 , N = 4 is the number
of spin/valley species, and pT = kBT/v. The sum is
taken over both Dirac bands, 
(±)
p = ±v|p|, and the quan-
tity δn(p) = −(up)∂f/∂ is a first-order variation in u.
Next, evaluating the energy flux at first order in u and
comparing to Eq.(6), we find
jq =
∑
p
(±)p vδn(p) = N
9ζ(3)p3T v
4pih¯2
u = v2 〈p〉 (7)
which determines the coupling of momentum to the heat
flux, Eq.(4). This relation captures the essence of the
coupling between collective particle motion and energy
flow in the system.
Various damping mechanisms can be most easily as-
sessed by analyzing solutions for Eqs.(3). Taking the
quantities jq and σij in the form given in Eq.(4), and
constructing plane-wave solutions, W,p ∼ e−iωt+ikx, we
find the dispersion relation
(ω + iDk2 + iγp)(ω + iνk
2 + iγw) =
v2
2
k2 (8)
where we defined diffusivity D = κ/C, where C is spe-
cific heat, and ν = ν1 +ν2. Eq.(8) indicates that thermal
waves are heavily damped at very high and very low fre-
quencies. Damping at high frequencies is dominated by
the diffusive and viscous terms, whereas damping at low
frequencies is dominated by γp and γw.
To understand the relation between various timescales,
we will use parameter values estimated for pristine
graphene samples which are almost defect free, such free-
standing graphene.[10] Disorder scattering can be esti-
mated from the measured mean free path values which
3reach a few microns at large doping [11]. Using the mo-
mentum relaxation rate square-root dependence on dop-
ing, γp ∝ n−1/2, and extrapolating to charge neutral-
ity, n ∼ 1010 cm−2, gives values γ−1p ∼ 0.5 ps. The-
ory predicts slow electron cooling in pristine graphene
at neutrality, giving γ−1w ∼ T−2 with predicted values as
large as 10 ns for T = 100 K[12]. Cooling times can be
shortened in the presence of disorder scattering [13], how-
ever, under any circumstances, cooling is expected to be
much slower than momentum relaxation, γw  γp. The
carrier-carrier scattering which dominates the hydrody-
namical regime has little effect on cooling.
Refs.[14, 15] estimate the carrier-carrier scattering rate
as γN ≈ Aα2kBT/h¯, where α is the interaction strength.
For T = 100 K, approximating the prefactor as A ≈ 1[14,
15], we obtain characteristic times, γ−1N ≈ 70 fs, which
are much shorter than the values γ−1p and γ
−1
w estimated
above. The inequalities γw  γN , γp  γN justify our
hydrodynamical description of transport. Estimating the
diffusion constant and viscosity, D, ν ≈ 12v2/γN , and
comparing to the dispersion relation, Eq.(8), we see that
damping is weak in the range of frequencies defined as
γp <∼ ω <∼ γN
Using the values estimated above, gives frequencies f =
ω/2pi in the low THz range, 0.1 THz <∼ f <∼ 3 THz.
Next we will analyze the effect of finite doping. As
we will see, the thermal waves morph into plasma waves
upon doping away from neutrality. We will employ a mi-
croscopic approach based on the quantum kinetic equa-
tion, which will allow us to justify our hydrodynamical
treatment by a microscopic analysis. The kinetic equa-
tion for electron distribution reads
(∂t + v∇x + eE∇p)n(x,p, t) = IN + Iel−ph + Idis, (9)
where E is the electric field, and IN , Iel−ph, Idis de-
scribe (normal) two-particle collisions, electron-phonon
collisions and scattering by disorder. The electric field
can be either extrinsic (imposed externally) or intrin-
sic, arising due to long-wavelength charge fluctuations
(as will be the case in our analysis of plasmons).
Collective transport arises in the regime dominated by
normal collisions, when the processes Iel−ph and Idis are
negligible. The quantity IN is given by the standard ex-
pression which accounts for energy and momentum con-
servation in two-particle collisions,[16]
IN [n] =
∑
p1,p′,p′1
wp′,p′1→p,p1 [(1− n(p))(1− n(p1))
×n(p′)n(p′1)− (1− n(p′))(1− n(p′1))n(p)n(p1)]
×δ(p+ p1 − p′ − p′1)δ(p + p1 − p′ − p′1). (10)
The transition rate w is given by the electron scatter-
ing vertex which includes coherence factors, e.g. Born
approximation yields wp′,p′1→p,p1 =
2pi
h¯ |Vp,p1,p′p′1 |2.
In the long-wavelength limit we can analyze solutions
of the kinetic equation, Eq.(9), perturbatively for a weak
inhomogeneity. Setting the left-hand side of Eq.(9) to
zero (electric field becomes small in the long-wavelength
limit), we find that the kinetic equation is approximately
solved by zero modes of the collision integral. The zero-
mode equation IN [n] = 0 can be solved by taking into ac-
count the energy-conserving and momentum-conserving
character of the collision operator. A standard Boltzman-
nesque reasoning gives a general solution of the form[16]
n(x,p, t) =
1
eβ(x,t)(
(±)
p −pu(x,t)−µ(x,t) + 1
. (11)
This equation determines the p dependence of particle
distribution, leaving the dependence of the quantities u,
β and µ on position and time unspecified. Here u(x, t) is
the hydrodynamical velocity describing collective motion
of the e-h plasma, β(x, t) describes temperature varia-
tion, and µ(x, t) describes the local chemical potential
deviation from equilibrium. Accounting for variations in
µ is inessential at charge neutrality, where energy and
momentum oscillations occur at µ(x, t) = 0. However,
as we will see, µ must be included in the full analysis
to achieve a unified description of both the undoped and
doped regime. In particular, plasma oscillations in the
doped regime are associated with a time-varying µ.
The hydrodynamic description of energy and momen-
tum transport can be obtained directly from conserva-
tion laws for particle density, energy and momentum.
Specifically, we consider deviations in these quantities
from equilibrium, δN =
∑
p δn(p), δW =
∑
p 
(±)
p δn(p),
〈δp〉 = ∑p pδn(p). Integrating Eq.(9) over p yields
the continuity equation for particle number. Multiplying
Eq.(9) by 
(±)
p (or, by p), integrating, and accounting for
energy (momentum) conservation by normal collisions,
yields equations for energy and momentum transport,
∂tδN +∇jN = 0, ∂tδW +∇jq = 0, (12)
∂t 〈δpi〉+∇jσij − n0eEi = 0. (13)
Here jN = 〈v〉 and jq = 〈vp〉 are particle and energy cur-
rents, σij = 〈vipj〉 is the stress tensor, and n0 is carrier
density. In the interest of brevity we will denote averag-
ing over the distribution variation δn by angular brackets,
〈A〉 = ∑pAδn(p), and suppress the ± superscript of p.
Here we used the continuity equation for δN to simplify
the equation for δW by dropping µ: 〈p − µ〉 → 〈p〉,
〈v(p − µ)〉 → 〈vp〉.
The hydrodynamic equations at first order in devia-
tions from equlibrium can be obtained by expanding the
expression in Eq.(11) as
δn =
∂n
∂β
δβ(x, t) +
∂n
∂µ
δµ(x, t) +
∂n
∂ui
δui(x, t), (14)
plugging in the conservation laws and integrating over p.
In doing so it will be convenient to combine the first two
4terms, which are isotropic in p, and denote them as δ1n.
The last term, which has angular dependence of the form
pu, will be denoted as δun. Eq.(11) gives
δ1n =
(
− µ
β
δβ − δµ
)
∂n
∂
, δun = −pδu∂n
∂
(15)
Combining these expressions with the conservation laws,
and taking into account the angular dependence in
Eq.(15), we see that the quantities δN , δW and σij are
expressed through δ1n, whereas jN , jq and 〈δpi〉 are ex-
pressed through δun. Then, with angular averaging per-
formed via 〈vδun〉 = − 12u 〈p〉, the conservation laws for
particle number and energy, Eq.(12), become
∂t 〈δ1n〉 = A∇u, ∂t 〈pδ1n〉 = B∇u, (16)
where A =
〈 p
2
∂n
∂
〉
, B =
〈
2p
2
∂n
∂
〉
. We note parentheti-
cally that if δµ(x, t) were not treated as an independent
hydrodynamical variable, the equations in Eq.(16) would
become incompatible with each other. Consistency is as-
sured by δµ varying independently of δβ and δu.
Lastly, we consider the momentum transport equation,
Eq.(13). The stress tensor, after angular averaging per-
formed as above, can be written as σij =
1
2δij 〈pδ1n〉.
Expressing the electric field through spatial variation of
particle density, we have E = −∇ ∫ e|x−x′| 〈δ1nx′〉 d2x′.
We note that σij and E are expressed through the same
quantities as those appearing under time derivatives in
Eq.(16). With the help of this observation, we can write
the time derivative of Eq.(13) as
∂2t 〈δp〉+
1
2
B∇2u = −n0∇
∫
e2
|x− x′|A∇u(x
′)d2x′.
(17)
Finally, we express 〈δp〉 through u by writing
〈δp〉 = 〈pδun〉 = −
〈
p2
2
∂n
∂
〉
u = −B
v2
u. (18)
Plugging this in Eq.(17), and passing to Fourier harmon-
ics, u(x, t) ∼ eikx−iωt, we obtain the dispersion relation
describing charge-coupled thermal waves:
ω2 =
v2
2
k2 + 2pie2λn0v
2|k|, λ = A
B
. (19)
The plasmonic correction (second term) vanishes at
charge neutrality, µ = 0, and is small near it. Numer-
ical analysis of Eq.(19) can be done using the integral∫∞
0
ts−1
et/z+1dt = −Γ(s)Lis(−z), where Lis is the polyloga-
rithm function and z = eβµ. We find
λn0 = −α (Li2(−z)− Li2(−1/z))
2
Li3(−z) + Li3(−1/z) ≈
16 ln2 2βµ2
9piζ(3)h¯2v2
, (20)
with the last equation valid near charge neutrality |µ| 
kBT [here α =
2
3pih¯2v2β
]. The last term in Eq.(19) be-
comes dominant far from neutrality, |µ|  kBT . In this
limit, we reproduce the standard plasmon dispersion.[22]
Charge coupling that is nonzero but small near charge
neutrality, Eq.(19), provides a convenient tool for an all-
electric excitation and detection of energy waves.
In summary, graphene can host new collective modes,
namely long-wavelength energy oscillations that propa-
gate as weakly damped waves. Energy waves exist in the
hydrodynamical frequency range, ω < γN . This condi-
tion sets such waves apart from various types of collision-
less collective modes proposed at charge neutrality, which
occur at ω ≥ γN .[19–21] The electronic nature of energy
waves ensures their high propagation velocity, which can
be 103 times larger than the highest values known for the
phonon mechanism. Directed ballistic energy pulses en-
abled by electronic second sound open the door to achiev-
ing high-speed energy transduction in solids.
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