Global existence for rough differential equations under linear growth conditions by Gubinelli, Massimiliano & Lejay, Antoine
HAL Id: hal-00384327
https://hal.archives-ouvertes.fr/hal-00384327
Preprint submitted on 14 May 2009
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
Global existence for rough differential equations under
linear growth conditions
Massimiliano Gubinelli, Antoine Lejay
To cite this version:
Massimiliano Gubinelli, Antoine Lejay. Global existence for rough differential equations under linear
growth conditions. 2009. ￿hal-00384327￿
Global existence for rough differential equations
under linear growth conditions
Massimilano Gubinelli∗ Antoine Lejay†
May 14, 2009
Abstract
We prove existence of global solutions for differential equations driven by
a geometric rough path under the condition that the vector fields have lin-
ear growth. We show by an explicit counter-example that the linear growth
condition is not sufficient if the driving rough path is not geometric. This
settle a long-standing open question in the theory of rough paths. So in the
geometric setting we recover the usual sufficient condition for differential
equation. The proof rely on a simple mapping of the differential equation
from the Euclidean space to a manifold to obtain a rough differential equa-
tion with bounded coefficients.
Keywords. Rough differential equation, global existence, change of variable for-
mula, explosion in a finite time, rough path, geometric rough paths.
1 Introduction
Let us consider the controlled differential equation
yt = y0 +
∫ t
0
f(ys) dxs (1)
for a Lipschitz continuous function f : R → R, and a smooth path x : [0, T ] → R. If
ψ(t) is solution to the ordinary differential equation ψ′(t) = f(ψ(t)) dt, which does
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not explode in a finite time, then it is well known that the solution to (1) is yt =
ψ(xt). From this, one may deduce that (1) may be extended to continuous paths
x : [0, T ] → R, whatever their regularity. H. Doss [22, 2] and H. Sussmann [33, 3]
have proposed this as a simple way to defined stochastic differential equations. In
addition, (1) has a global solution, i.e. a solution that does not explodes in a finite
time.
Using the commutation of the flows, these results may be extended to deal with
controlled differential equations of type
yt = y0 +
∫ t
0
m∑
i=1
f i(ys) dx
i
s
for a family (f i)mi=1 of commuting Lipschitz vector fields (i.e. when their Lie
brackets vanishes), and a path x = (x1, . . . , xm) from [0, T ] to Rm.
For general vector fields without conditions on Lie brackets, the theory of rough
paths introduced by T. Lyons and his co-authors (see for example [77, 788, 81212,
121313,131616,161717,171818,18]) has provided a way to define the solution to
yt = y0 +
∫ t
0
f(ys) dxs (2)
for paths x with values in a Banach space U , and a vector field f such that for
any y ∈ V , f(y) is a linear map from U to V , V being another Banach space.
In addition to some additional regularity of f , the core idea of the theory is that
the driving path x shall be extended as some enhanced path with values in some
non-commutative truncated tensor space. The various component of the tensor
provide information about iterated integrals of the path x which naturally appears
in formal expansions of the solution to (2). This additional data is at the basis
of a generalized notion of integral over x which give a extension by continuity
of the (Riemman-Lebesgue-Stieljes-Young) integral formulation of the differential
equation. The truncation order of the tensor space depends on ⌊p⌋, where p is
such that this enhanced path is of finite p-variation. Equation (2) is then called a
rough differential equation (RDE).
This paper deals with existence of global solutions to the RDE. For sake of
simplicity and clear exposition of the arguments, we prefer to restrict ourselves
to the analysis of the case 2 ≤ p < 3. This is the first non-trivial situation
appearing when dealing with rough-paths, already presenting most of the features
of the general theory. It is worth stressing that the content of the paper can be
generalized at any p without any substantial changes in the arguments.
In all the different approaches to the solution of the RDE (2) present in the
literature [1616,1644,411,188,8] the usual condition for global in time existence of
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solutions is that both f and ∇f shall be bounded. In particular the boundedness
on ∇f is a necessary condition to avoid explosion: A.M. Davie provided a nice
counter-example in [11, 1]. Yet, by comparing with the case of a smooth driving
path, one may wonder if global existence holds for any vector field f of linear
growth.
Since the original work of T. Lyons [1616, 16] it is clear that if f is a linear
vector field then the solution of the RDE is global. In this case indeed it is possible
to give an explicit form of this solution as a linear combination of all the iterated
integrals of x with coefficients given by tensor powers of the linear map f . The
bounds provided by Lyons on the growth of the iterated integrals of a rough paths
are enough to have norm convergence of the series.
In [77, 7], P. Friz and N. Victoir give a sufficient condition on the vector field
to have global existence when the driving signal is a geometric rough path. By
this, we mean a rough path which is limit of enhanced paths obtained by lifting
smooth paths using their iterated integrals. Their arguments rely on an extension
of the ideas of A.M. Davie [11, 1]. Essentially, in the case 2 < p < 3, along with
linear growth they require that the combination f · ∇f shall be globally Holder
for suitable index.
In [1515, 15], one of us has provided some conditions for global existence in a
more general context, including non-geometric rough paths. Excepted for p = 1,
the conditions found cover only sub-linear growth (depending on p) and logarithmic
growth (for any p) and leave open the issue of the linear growing f .
It is worthwhile to mention that in infinite dimension, requiring bounded vector
fields is a very restrictive condition. In [1010,10] global solutions in the context of
stochastic partial differential equations defined by Young-like integrals are proved
to exist for fairly general vector fields which fails to be bounded (in particular
they are bounded with respect to some norm but of linear growth with respect
to another norm, situation peculiar to the infinite dimensional case). It is also
shown that linear vector fields admit global solutions for SPDEs not covered by
standard rough path theory due to the distributional character of the driving sig-
nal. In [1111,1199,9] some examples of global solutions to (generalized) RDEs are
provided in an infinite-dimensional context where the vector field is of polynomial
character. They rely on special features like smallness conditions on the initial
data or on conservation laws.
The main result of this paper is the proof that in the case of geometric rough
paths, the linear growth condition on the vector field f is sufficient for global
existence. To our knowledge this result answers a natural question which has been
a long-standing open issue in rough path theory. The method of proof relies on
mapping the RDE to an RDE with bounded coefficients. Along the way we prove
some change of variable formula for RDEs which can be used as a basis of a general
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theory of RDEs on manifolds.
Moreover, for non-geometric rough path, we give a sufficient condition for global
existence related to the behavior of f ·∇f . This last result extends the observation
of P. Friz and N. Victor to the general non-geometric setting. Our proof is different
and more direct than the one contained in [77, 7]. By means of an example we
show also that there exists non-geometric RDEs with linear growing vector fields
which explode in finite time so that some condition on f · ∇f seems necessary.
It would be interesting to extends these result for general Banach space val-
ued RDEs. This seems not entirely trivial since we exploit some differentiability
properties of the norm | · | and of the map x 7→ x/|x|.
Most of the literature on rough paths have been developed in the standard
framework of Lyons but recently some papers are written using the language and
results associated to the notion of controlled paths introduced in [88, 8]. In this
paper we decided to stick to the classical framework enriched with the notion of
partial rough path (see Sect. 2.1) which allow a finer analysis of the objects involved
in the change of variable formula. However it is worthwhile to note that all our
results can be equivalently stated in terms of controlled paths, change of variable
formula for controlled paths and the estimates contained in [88, 8] on solutions of
RDEs in the space of controlled paths.
Outline. The paper is organized as follows. Sec. 2 contains some preliminary
material in order to fix notation and to define the notion of partial controlled
paths and the related RDE estimates. In Sec. 3 we prove the basic change of
variable formula for geometric rough paths and as a by-product a similar formula
for non-geometric rough paths. Sec. 4 will introduce our basic tool for the proof of
global existence: a simple logarithmic change of variable which transforms linear
growing vector fields to bounded ones. Finally in Sec. 5 we prove the absence
of explosion under linear growth condition when the driving signal is geometric.
We give also a new proof of some sufficient condition of Victoir and Friz for non-
explosion in the non-geometric setting and we conclude with an explicit example
of explosion with linear vector fields in the non-geometric case.
2 Preliminary considerations
In the following U , V and W will stay for generic Banach spaces. We denote by
L(U, V ) the vector space of linear maps from U to V .
Definition 1. For γ ∈ (0, 1], a Lip(γ) function from U to V is a map f : U → V
which is γ-Hölder continuous. A Lip(1 + γ) function from U to V is Lip(1) map
from U to V such that there exists a bounded Lip(γ) map ∇f from U to L(U, V )
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that satisfies for any (u, u′) ∈ U × U ,
|f(u) − f(u′) −∇f(u′)(u− u′)| ≤ C|u′ − u|1+γ. (3)
The smallest constant C such that (3) holds for any (u, u′) ∈ U ×U is denoted by
Hγ(∇f).
Inequality (3) is true if ∇f is γ-Hölder continuous.
Remark 1. Note that in this definition is a bit different from the one usually used
[1919, 191616, 161717, 17], since we do not impose that f is bounded (but ∇f is),
so that f has at most a linear growth.
Remark 2. Later, we may also consider functions f that are defined only on a
subset Ω of the Banach space U . In this case, by a Lip(γ) functions we mean
a γ-Hölder continuous function on Ω and by a Lip(1 + γ) functions, we mean a
function as above for which there exists ∇f from Ω to L(U, V ) satisfying (3).
If f is bounded, then we set ‖f‖Lip = max{Hγ(∇f), ‖∇f‖∞, ‖f‖∞}, which is
its Lipschitz norm.
Given a vector space U we let T (U) = ⊕k≥0U
⊗k be the tensor algebra of U
(with U⊗0 = R) and T2(U) = R ⊕ U ⊕ (U ⊗ U) the projection on the elements of
degree smaller or equal than 2 which is again an algebra for the tensor product.
We denote by πU⊗k : T (U) → U
⊗k the projection on the subspace of degree k. The
space T2(U) will be equipped with a compatible norm so that it become a Banach
algebra.
Let x be a rough path of finite p-variation controlled by ω with p ∈ [2, 3) with
values in T2(U). That is (xt)t∈[0,T ] is a path with values in the subset {1}⊕U⊕(U⊗
U) of T2(U) — which is a Lie group for the tensor product when keeping only the
terms of degree 0, 1 or 2 — such that xs,t = x
−1
s ⊗xt satisfies |πU(xs,t)| ≤ Cω(s, t)
1/p
and |πU⊗U(xs,t)| ≤ Cω(s, t)
2/p for some constant C and any 0 ≤ s ≤ t ≤ T .
The theory of rough paths has been the subject of several books and lecture
notes [77, 788, 81212, 121313, 131616, 161717, 171818, 18], so that we do not give
here more insights of this theory.
However, let us recall here the most technical core of the theory, which we call
the sewing Lemma, following [55, 5].
Lemma 3 (Sewing Lemma). An almost rough path z̃ on U is a map z̃ : [0, T ]2 →
T2(U) such that, for some θ > 1, |z̃s,t − z̃s,u ⊗ z̃u,t| ≤ Cω(t, s)
θ for all 0 ≤ s ≤ u ≤
t ≤ T . Given an almost rough path on U then there exists only one rough path
z = J (z̃) on U such that z0 = 1 and |zs,t − z̃s,t| ≤ C
′ω(t, s)θ.
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Let f be a Lip(1 + γ)-map from V to L(U, V ) and let us consider the RDE
yt = a+
∫ t
0
f(ys) dxs (4)
for a ∈ V . By this, we mean that y is a rough path of finite p-variation controlled
by ω such that y lives in T2(U ⊕ V ), such that x = πT2(U)(y) and which satisfies
the equality
yt = a+
∫ t
0
f̂(ys) dys
for the Lip(1+γ)-differentiable form from U⊕V to U⊕V defined by f̂(v)(u′, v′) =
u′ + f(v)u′. We used the convention that the italic letter y is path in V obtained
by the projection of the rough path denoted by a bold letter y (i.e. y = πV (y)).
Another equivalent characterization of y is given by the fact that it is the
unique rough path satisfying y = a+ J (ỹ) where ỹ is the almost rough path
ỹs,t = xs,t + f(ys)πU (xs,t) + (f · ∇f)(ys)πU⊗U(xs,t)
+ f(ys) ⊗ f(ys)πU⊗U(xs,t).
We know that y exists at least up to some explosion time T , which is charac-
terized by limt→T− |yt| = +∞ for T < +∞ (See for example [1515, 15]). Besides,
if f is bounded, then no explosion occurs and in this case, we say that there exists
a global solution to (4). Uniqueness (and continuity of the map x 7→ y in the
p-variation topology) is granted only if f is a Lip(2 + γ)-vector field from V to
L(U, V ) (see [11, 1] for a counter-example).
If x is a smooth path, then one may solve first the ODE
yt = a+
∫ t
0
f(ys) dxs (5)
in V and then construct x and y as (in the following expression, the elements to
be summed live in different spaces)
xt = 1T (U) + xt +
∫ t
0
(xs − x0) ⊗ dxs,
yt = 1T (V ) + xt + yt +
∫ t
0
(ys − y0) ⊗ dxs +
∫ t
0
(ys − y0) ⊗ dys
+
∫ t
0
(xs − x0) ⊗ dys.
In this case, x and y are smooth rough paths.
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2.1 Transformation of a partial rough path by a smooth
function
Let x and y two paths of finite p-variation respectively with values in U and V ,
and such that the cross-iterated integral
∫
dy ⊗ dx exists and is controlled by ω.
This means that
∫ t
s
dy ⊗ dx lives in V ⊗ U and satisfies for some constant L,
∣∣∣∣
∫ t
s
dy ⊗ dx
∣∣∣∣ ≤ Lω(s, t)
p/2, (6)
∫ t
s
dy ⊗ dx =
∫ r
s
dy ⊗ dx+
∫ t
r
dy ⊗ dx+ (yr − ys) ⊗ (xt − xr), (7)
for all 0 ≤ s ≤ r ≤ t ≤ T .
Note that knowing a cross-iterated integral between y and x is sufficient to
properly define an integral of type
∫
f(ys) dxs with value in a Banach space W for
a Lip(1+γ)-vector field from V to L(U,W ), by defining this integral as the element
associated to the almost rough path f(ys)xs,t + ∇f(ys)
∫ t
s
dy ⊗ dx using the non-
commutative Sewing Lemma 3 while keeping only the elements in U⊕V ⊕(V ⊗U).
We then call the triple
(
x, y,
∫
dy ⊗ dx
)
a partial rough path. The distance
between two partial rough paths
(
x, y,
∫
dy ⊗ dx
)
and
(
x′, y′,
∫
dy′ ⊗ dx′
)
is given
by
sup
0≤s<t≤T
max



|xs,t − x
′
s,t|
ω(s, t)1/p
,
|ys,t − y
′
s,t|
ω(s, t)1/p
,
∣∣∣
∫ t
s
dy ⊗ dx−
∫ t
s
dy′ ⊗ dx′
∣∣∣
ω(s, t)p/2


 .
The corresponding topology is called the topology of p-variation generated by ω.
Lemma 4. Let φ be a Lip(1 + κ) map from V to W , κ > p. Then there
exists a cross-iterated integral for φ(y) and x (that is a function that satisfies
(6) and (7) with y replaced by φ(y)) which extend the smooth natural iterated
integral when x and y are smooth. In addition, the map
(
y, x,
∫
dy ⊗ dx
)
7→(
φ(y), x,
∫
dφ(y) ⊗ dx
)
is continuous with respect to the topology of p-variation
generated by ω.
With the above hypothesis on φ, φ(y) is of finite p-variation controlled by ω
on V , and this last lemma implies of course that
∫
g(φ(ys)) dxs is well defined for
a Lip(1 + γ)-vector field g from W to L(U, Y ) for a Banach space Y .
Proof. Set
zs,t = ∇φ(ys)
∫ t
s
dy ⊗ dx+ φ(yt) − φ(ys) + xt − xs
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living in U ⊕ V ⊕ (V ⊗ U). With abuse of notation here we note ∇φ(ys) the
application ∇φ(ys) ⊗ 1 ∈ L(V,W ) ⊗ L(U,U) ≃ L(V ⊗ U,W ⊗ U). The context
will always be sufficient to remove the ambiguity.
It follows that, by keeping only the terms in U ⊕ V ⊕ (V ⊗ U),
zs,t − zs,r ⊗ zr,t = ∇φ(ys)(yr − ys) ⊗ (xr − xs)
+ (φ(yr) − φ(ys)) ⊗ (xr − xs) + (∇φ(ys) −∇φ(yr))
∫ t
r
dy ⊗ dx.
In addition
φ(yr) − φ(ys) =
∫ 1
0
∇φ(ys + τ(yr − ys))(yr − ys) dτ.
It follows from standard estimates that
|zs,t − zs,r ⊗ zr,t| ≤ C ω(s, t)
(1+κ)/p
where C depends only on ‖∇φ‖∞, Hγ(∇φ), ‖y‖p,ω, ‖x‖p,ω, L in (6) and ω(0, T ).
Consequently, z is an almost rough path. Applying the sewing map J of Lemma 3
to z while keeping only the terms in U⊕V⊕(V⊗U), we get an triple
(
x, φ(y),
∫
dφ(y) ⊗ dx
)
,
where
∫
dφ(y) ⊗ dx is a cross-iterated integral between φ(y) and x.
With similar computations, it is easily shown that
(
x, y,
∫
dy ⊗ dx
)
7→
∫
dφ(y)⊗
dx is continuous.
If x and y are smooth, then
∣∣∣∣
∫ t
s
(φ(yr) − φ(ys)) dxr −∇φ(ys)
∫ t
s
dy ⊗ dx
∣∣∣∣
≤
∣∣∣∣
∫ t
s
(∫ 1
0
(∇φ(ys + τ(yr − ys)) −∇φ(ys)) dτ(yr − ys)
)
⊗ dxr
∣∣∣∣
≤ Cω(s, t)(2+κ)/p.
which means that
∫ t
0
dφ(y)⊗ dx is the rough path associated to the almost rough
path ∇φ(ys)
∫ t
s
dy ⊗ dx.
2.2 A bound on the solutions of RDE for bounded vector
fields
Let h a bounded Lip(1 + γ)-vector field from V to L(U, V ), γ ∈ (0, 1], 2 + γ > p.
By this, we mean that h satisfies (3). Consider the RDE in V
zt = a+
∫ t
0
h(zs) dxs (8)
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Proposition 5. Under the above hypotheses, there exists a constant C that depends
only on ‖h‖Lip, γ and p such that
sup
t∈[0,T ]
|zt − z0| ≤ C(1 + ‖x‖
p
p,ωω(0, T )). (9)
Proof. From the computations in [1515, 15], for any T > 0 and some constant µ
depending on ‖∇h‖∞, Hγ(∇h) and γ, there exists for any time s a time s
′ such
that |zt − zs| ≤ µ and
ω(s, s′)1/p(‖h‖∞ + µ‖∇h‖∞)‖x‖p,ω ≤ Kµ (10)
for some universal constant µ. If ω is continuous, then we may choose s′ so that an
equality holds in (10). Hence, we construct recursively a family (sn)n≥1 of times
such that ω(sn, sn+1) = L‖x‖
−p
p,ω, where L depends only on the norm ‖h‖Lip. Let
N be the smallest time such that sN+1 ≥ T . Since
∑N−1
i=1 ω(si, si+1) ≤ ω(0, T ) ≤∑N
i=1 ω(si, si+1), we have
(N − 1)L‖x‖−pp,ω ≤ ω(0, T ) ≤ NL‖x‖
−p
p,ω
and
sup
t∈[0,T ]
|zt − z0| ≤ Nµ ≤ µ+ L
′ω(0, T )‖x‖pp,ω (11)
with L′ = µ/L, which is a constant that depends only on ‖h‖∞, ‖∇h‖∞, Hγ(h), γ
and p.
3 Change of variable formulas
3.1 Geometric rough paths
Assume y is a solution to some RDE, we prove here a change of variable formula
giving the RDE satisfied by φ(yt). We need the following regularity hypothesis
on φ.
Hypothesis 1. For γ ∈ (0, 1], the function φ is a Lip(1+γ) function from V to W
which is one-to-one between a set Γ ⊆ V and a closed set Ω ⊆ W .
Let x be a smooth path and let y be the solution to (4). We assume that yt
belongs to Γ for any t ∈ [0, T ]. Then the Newton formula applied to zt = φ(yt)
reads
zt = φ(yt) = φ(a) +
∫ t
0
∇φ(ys)f(ys) dxs = φ(a) +
∫ t
0
h(zs) dxs
9
with, for z in Ω,
h(z) = ∇φ(φ−1(z))f(φ−1(z)). (12)
Note that h is defined only on a subspace Ω of a vector space, so that one
cannot necessarily solve the RDE zt = φ(a) +
∫ t
0
h(zs) dxs, because it involves
the derivative of h in directions that are not necessarily in Ω. In addition, the
proofs of existence and continuity of solutions of RDE rely on expressions on type∫ 1
0
∇h(zs + τ(zt − zs))(zt − zs) dτ , so that ∇h needs to be defined at least on a
convex set containing Ω. This is why we assume the following hypotheses.
Hypothesis 2. The function h can be extended to a Lip(1 + γ)-vector field from
W to L(U,W ).
Note that, for Euclidean vector spaces, the Whitney extension theorem (see
Theorem 12 below) asserts the existence of such an extension.
Using Lemma 4, we see that
∫
h(zs) dxs =
∫
h(φ(ys)) dxs is well defined pro-
vided that
(
x, y,
∫
dy ⊗ dx
)
is a partial rough path, since h is a Lip(1 + γ)-vector
field from W to L(U,W ) and
(
x, φ(y),
∫
dφ(y) ⊗ dx
)
is a partial rough path.
If a solution y to (4) exists, then
(
x, y,
∫
dy ⊗ dx
)
is a partial rough path of
finite p-variation controlled by ω. In addition if x is a geometric rough path,
then there exists a family (xn)n∈N of smooth rough paths that converges to x in
p-variation. Let yn be the solution to the RDE ynt = a +
∫ t
0
f(yns ) dx
n
s . Then one
can extract from yn the partial rough path
(
xn, yn,
∫
dyn ⊗ dxn
)
which converges
to the partial rough path
(
x, y,
∫
dy ⊗ dx
)
.
Letting zn = φ(yn) we have znt = φ(a)+
∫ t
0
h(zns )dxs and by the convergence of
the partial rough paths we have that
∫
h(zns )dxs →
∫
h(zs)dxs. So we have then
proved the following result.
Lemma 6. Let x be a rough path of finite p-variation, y be a solution to (4) which
we assume to exists up to time T . Let φ such that Hypotheses 1 and 2 hold. Then
z = φ(y) is the solution to
zt = φ(a) +
∫ t
0
h(zs) dxs (13)
for t ≤ T , where this definition involves the partial rough path
(
x, z,
∫
dz ⊗ dx
)
constructed in Lemma 6.
Provided that h is bounded, it follows directly from Proposition 5 that one gets
a bound on supt∈[0,T ] |zt − z0|. The next proposition is then immediate.
Proposition 7. Under the above hypotheses, if h in bounded in W , then there
exists a global solution to the RDE (4).
Indeed, if an explosion occurs to (13) at time T , then an explosion should also
occurs to (4) at time T .
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3.2 Non-geometric rough paths
Let us consider a rough path x of finite p-variation controlled by ω with value in
a Banach space U , but which is not necessarily a geometric one. In [1414, 14] it
is shown that x may be decomposed by x = x̂ + β, where x̂ is a geometric rough
path and β is a path of p/2-finite variation with values in U ⊗ U such that βt is
symmetric. In addition, the map x 7→ (x̂, β) is continuous.
Besides, there exists a sequence (x̂n, βn) of approximations of (x̂, β), in the
sense that x̂n converges to x̂ for the norm of p-variation induced by ω and βn
converges to β for the norm of p/2-variation induced by ω.
Hypothesis 3. Let f be a Lip(1 + γ)-vector field from V to L(U, V ), γ ∈ (0, 1],
2 + γ > p such that f · ∇f defined by
(f · ∇f)(v)u⊗ w = ∇f(v)((f(v)u)⊗ w), (v, u, w) ∈ V × U × U,
is Lip(γ)-vector field from V to L(U ⊗ U, V ).
Let y be the solution to yt = y0 +
∫ t
0
f(ys) dxs. In this case, since 2 + γ > p,
αt =
∫ t
0
(f · ∇f)(ys) dβs
is well defined as a Young integral and is of p/2-finite variation controlled by ω.
Let us denote by
∫
dy ⊗ dx the cross-iterated integral between y and x. Since∫
dy⊗dβ is well defined as a Young integral and
∫
dyn⊗dβn converges to
∫
dy⊗dβ
as well as
∫
dyn ⊗ dxn converges to
∫
dy ⊗ dx, an approximation argument shows
that one may naturally define a cross-iterated integral
∫
dy ⊗ dx̂ by the formula
∫
dy ⊗ dx̂ =
∫
dy ⊗ dx+
∫
dy ⊗ dβ. (14)
It follows that the rough integral
∫ t
0
f(ys) dx̂s is well defined (since one needs only
to get the iterated integral between y and x̂) and using an approximation argument,
one gets that
yt = a+
∫ t
0
f(ys) dx̂s +
∫ t
0
(f · ∇f)(ys) dβs +
∫ t
0
f(ys) ⊗ f(ys) dβs.
In particular, in using the cross-iterated integral
∫
dy dx̂ given by (14), the pro-
jection yt of the rough path yt is given by
yt = y0 + πV
(∫ t
0
f(ys) dx̂s
)
+
∫ t
0
(f · ∇f)(ys) dβs,
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where πV is the projection operator from T2(V ) onto V .
Now, let us consider a family of approximations (x̂n, βn) of (x̂, β), where x̂n is
a smooth rough path and βn is a smooth path. The solution
ynt = a +
∫ t
0
f(yns ) dx̂
n
s +
∫ t
0
(f · ∇f)(yns ) dβ
n
s
is then the projection onto V of the rough solution to ynt = a+
∫ t
0
f(yns ) dx
n
s .
Hypothesis 4. We consider a one-to-one Lip(1 + γ) map φ from Γ ⊆ V to a
closed subset Ω ⊆W such that
h1(z) = ∇φ ◦ φ
−1(z)f ◦ φ−1(z) (15)
may be extended to a Lip(1 + γ)-vector field from W to L(U,W ) and
h2(z) = ∇φ ◦ φ
−1(z)[f · ∇f ](φ−1(z)) (16)
may be extended to a Lip(γ)-vector field from W to L(U,W ). We also assume
that any solution yn satisfies ynt ∈ Γ, t ∈ [0, T ], for any n.
Set znt = φ(y
n
t ). It follows from the change of variable formula that
znt = z
n
0 +
∫ t
0
∇φ(yns )f(y
n
s ) dx̂
n
s +
∫ t
0
∇φ(yns )(f · ∇f)(y
n
s ) dβ
n
s .
and then that
znt = z
n
0 +
∫ t
0
h1(z
n
s ) dx̂
n
s +
∫ t
0
h2(z
n
s ) dβ
n
s .
Passing to the limit with the help of Lemma 4 (let us recall that the definition
of
∫
h(zs) dxs as a rough integral requires only to know the cross-iterated integral
between z and x and well as the iterated integrals of x), one gets the following
Lemma.
Lemma 8. Under Hypotheses 3 and 4, zt = φ(yt) is solution to
zt = z0 +
∫ t
0
h1(zs) dx̂s +
∫ t
0
h2(zs) dβs (17)
where the integral
∫
h1(zs) dx̂s is defined using the cross-iterated integral
∫
dφ(ys) dx̂s.
Let us note that (17) is different from
zt = z0 +
∫ t
0
h1(zs) dxs = z0 +
∫ t
0
h1(zs) dx̂s +
∫ t
0
(h1∇h1)(zs) dβs.
Note also that unless f is bounded, (f · ∇f) may be only locally γ-Hölder
continuous, so that the boundedness of h1 and h2 is not necessarily sufficient to
deduce the existence of a global solution to (4) if one drops Hypothesis 3.
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4 A convenient transformation of vector fields
From now, we denote by Sd the sphere of radius 1 in Rd.
Let us consider the one-to-one map φ from Rd\{0} to Ω = Sd × R+ defined by
φ(z) =
[
θ(z)
ρ(z)
]
with θ(z) =
z
|z|
and ρ(z) = log(|z|)
for z ∈ Rd\{0}.
Remark 9. In this section, C and C ′ denote constants that may vary from line
to line.
Let us also set the inverse map
z(θ, ρ) = exp(ρ)θ.
Since |θ| = |θ′| = 1, for all (θ, ρ) ∈ Ω, (θ′, ρ′) ∈ Ω,
|z(θ, ρ) − z(θ′, ρ′)| ≤ |θ − θ′| exp(ρ′) + | exp(ρ) − exp(ρ′)|. (18)
If ρ′ > ρ, we have
exp(ρ′) − exp(ρ) =
∫ 1
0
exp(ρ+ τ(ρ′ − ρ))(ρ′ − ρ)dτ ≤ exp(ρ′)(ρ′ − ρ)
so that we transform (18) as
|z(θ, ρ) − z(θ′, ρ′)| ≤ exp(ρ′)
(
|θ − θ′| + (ρ′ − ρ)
)
when ρ′ > ρ. (19)
We have also for γ ∈ (0, 1) and ρ′ ≥ ρ,
|z(θ, ρ) − z(θ′, ρ′)|
≤ max{|z(θ, ρ)|, |z(θ′, ρ′)|}1−γ2γ−1 exp(γρ′)(|ρ′ − ρ|γ + |θ′ − θ|γ)
≤ 2γ−1 exp(ρ′)(|ρ′ − ρ|γ + |θ′ − θ|γ). (20)
This way, z(θ, ρ) is locally γ-Hölder for any γ ∈ (0, 1].
In addition, if θi(z) = zi/|z|,
∂θi(z)
∂zj
= δi,j
1
|z|
−
z2j
|z|3
and
∂ρ(z)
∂zi
=
zi
|z|2
.
Computing the first order derivatives for k = 1, 2, 3, one gets that
|∇kθ(z)| ≤ C/|z|k, |∇kρ(z)| ≤ C ′/|z|k.
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Hence
|∇φ(z) −∇φ(z)| ≤ C
∫ 1
0
|z′ − z| · |∇2φ(z + τ(z′ − z))|dτ
≤ C
∫ 1
0
|z′ − z|
|z + τ(z′ − z)|2
dτ ≤
C
|z|
−
C ′
|z′|
≤
C|z′ − z|
|z′| · |z|
. (21)
This way,
|∇φ(z(θ, ρ)) −∇φ(z(θ′, ρ′))| ≤
|ρ′ − ρ|
exp(ρ)
. (22)
In addition, if ρ′, ρ ≥ 1,
|∇φ(z(θ, ρ)) −∇φ(z(θ′, ρ′))|
≤
|ρ′ − ρ|γ + |θ′ − θ|γ
γ
max{|∇φ(z(θ, ρ))|1−γ, |∇φ(z(θ′, ρ′))|1−γ}
≤ C
|ρ′ − ρ|γ + |θ′ − θ|γ
exp(ρ)
. (23)
If f is a Lip(γ) vector field from Rd to L(Rm,Rd), then set
h(θ, ρ) = ∇φ(z(θ, ρ))f(z(θ, ρ))
which is a short-hand for
hik(θ, ρ) =
m∑
j=1
∂φi(z(θ, ρ))
∂zj
f jk(z(θ, ρ)). (24)
Lemma 10. For γ ∈ (0, 1], h is also a Lip(γ)-vector field from Ω to L(Rm,Rd)
and is bounded.
Proof. For ρ, ρ′ ≥ 1, using (23),
|h(θ, ρ) − h(θ′, ρ′)| ≤ C|z(θ, ρ) − z(θ′, ρ′)|γ|∇φ(z(θ′, ρ′))|
+ |∇φ(z(θ, ρ)) −∇φ(θ′, ρ′)| · |f(z(θ, ρ))|
≤ C(|θ − θ′|γ + |ρ− ρ′|γ) + C ′|ρ′ − ρ|γ.
This proves that h is a Lip(γ)-vector field from Ω to L(Rm,Rd). In addition, since
|h(z)| ≤ A+K|z| and ∇φ(z) ≤ C/|z|, we get that h is bounded.
Lemma 11. If f is a Lip(1+γ)-vector field from Rd to L(Rm,Rd) with γ ∈ (0, 1],
then h is a bounded Lip(1 + γ)-vector field from Rm to L(Rm,Rd).
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Proof. Clearly, h is differentiable and we have seen that it is bounded. We have
∇h(θ, ρ) = ∇2φ(z(θ, ρ))∇z(θ, ρ)f(θ, ρ) + ∇φ(z(θ, ρ))∇f(θ, ρ).
It follows from Lemma 10 that ∇φ(z(θ, ρ))∇f(θ, ρ) is γ-Hölder continuous on Ω
and bounded. For ρ, ρ′ ≥ 1,
|∇h(θ, ρ) −∇h(θ, ρ)| ≤ C|z(θ, ρ) − z(θ′, ρ′)|γ|∇φ(z(θ′, ρ′))|
+ |∇φ(z(θ, ρ)) −∇φ(θ′, ρ′)| · |∇f(z(θ, ρ))| + |∇2φ(z(θ, ρ))∇z(θ, ρ)f(z(θ, ρ))
−∇2φ(z(θ, ρ))∇z(θ, ρ)f(z(θ, ρ))|.
For zi(θ, ρ) = θ exp(ρ),
∂zi
∂θj
= δi,j exp(ρ) and
∂zi
∂ρ
= θi exp(ρ) = zi(θ, ρ).
Thus, ∇z(θ, ρ) also satisfies (22) and (23) and then
|∇z(θ, ρ) −∇z(θ′, ρ′)| · |f(z(θ′, ρ′))∇2φ(z(θ′, ρ′))| ≤ C|ρ′ − ρ|γ + C ′|θ′ − θ|γ.
Since f is a Lipschitz function, if ρ′ ≥ ρ ≥ 1,
|(h(z(θ, ρ)) − h(z(θ′, ρ′)))| · |∇2φ(z(θ′, ρ′))∇z(θ, ρ)|
≤ K|z(θ, ρ) − z(θ′, ρ′)|
C exp(ρ)
exp(2ρ′)
≤ C|θ − θ′|γ + C ′|ρ− ρ′|γ.
Finally, for some positive constants A and B,
|∇2φ(z(θ′, ρ′)) −∇2φ(z(θ, ρ))||f(z(θ, ρ))∇z(θ, ρ)|
≤ (A+B exp(ρ)) exp(ρ)|∇2φ(z(θ′, ρ′)) −∇2φ(z(θ, ρ))|. (25)
If |z′| ≥ |z|,
|∇2φ(z) −∇2φ(z′)| ≤ C
∣∣∣∣
∫ 1
0
z′ − z
(z + τ(z′ − z))2
dτ
∣∣∣∣
≤
C
z2
−
C ′
(z′)2
≤ |z′ − z|
|z| + |z′|
|z|2|z′|2
≤
2|z′ − z|
|z|2
.
Then
|∇2φ(z(θ′, ρ′)) −∇2φ(z(θ, ρ))||f(z(θ, ρ))∇z(θ, ρ)|
≤ C
(A+B exp(ρ)) exp(ρ)
exp(2ρ)
(|θ − θ′|γ + |ρ− ρ′|γ) (26)
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which implies that the difference is γ-Hölder when ρ′ ≥ ρ ≥ 1.
Summarizing all these inequalities, we get that ∇h is γ-Hölder on Ω. This
proves that h is a Lip(1 + γ)-vector field from Ω to L(Rd,Rm)-vector field. In
addition, ∇h and h are clearly bounded.
To conclude, let us recall an important result from H. Whitney, which is of
course also valid for more regular vector fields.
Theorem 12 (Whitney extension theorem [2020, 201919, 19]). Let Ω be a closed
subset of Rd and γ ∈ (0, 1].
There exists a linear operator E for the space of bounded Lip(γ)-vector fields
from Ω to a space Rd
′
to bounded Lip(γ)-vector fields from Rd to Rd
′
such that
E(f)|Ω = f
‖E(f)‖Lip ≤ c‖f‖Lip with ‖f‖Lip = max{‖f‖∞, Hγ(f)},
where c depends only on γ.
There exists a linear operator E from the space of bounded Lip(1 + γ)-vector
fields from Ω to Rd
′
to bounded Lip(1 + γ)-vector field from Rd to Rd
′
such that
E(f)|Ω = f and ∇E(f)|Ω = ∇f,
‖E(f)‖Lip ≤ c‖f‖Lip with ‖f‖Lip = max{‖f‖∞, ‖∇f‖∞, Hγ(∇f)},
where c depends only on γ.
This way, it is possible to extend h to Rd.
Corollary 13. For a f ∈ Lip(1+γ)-vector field from Rd to L(Rm,Rd), the bounded
Lip(1+γ)-vector field h from Ω to L(Rm,Rd) field h defined by (24) may be extended
to a bounded Lip(1 + γ)-vector field from Rd to L(Rd,Rm).
5 Global existence of a vector field with linear
growth
5.1 Case of a geometric rough path
Let us now consider
yt = a+
∫ t
0
f(ys) dxs (27)
for a geometric rough path x with values in T (Rm) of finite p-variation controlled
by ω, and a Lip(1 + γ) from Rd to L(Rm,Rd), 2 + γ > p.
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Proposition 14. The solutions of (27) are defined up to any time T and there
exists constants C and C ′ depending only on |y0|, ‖f‖∞, ‖∇f‖∞, Hγ(f), γ and p
such that any solution y to (27) satisfies |yt| ≤ C exp(C
′‖x‖pp,ωω(0, T )),
Proof. Fix T > 0. With φ as above, set ψ(y) = φ(b+ y), where b is chosen so that
mint∈[0,T ] |b+ yt| ≥ 1.
We set zt = ψ(yt) so that z takes its values in the set Ω = S
d × [1,+∞). Let
us remark that ∇ψ ◦ ψ−1 = ∇φ ◦ φ−1 and f ◦ ψ−1 = f(φ−1(θ, ρ) − b). The vector
field f(· − b) is also a Lip(1 + γ) from Rd to L(Rm,Rd)-vector field.
It follows from Lemma 11 and Corollary 13 that
h(θ, ρ) = ∇ψ ◦ ψ−1(θ, ρ)f ◦ ψ−1(θ, ρ)
may be extended to a bounded Lip(1 + γ)-vector field from Rd to L(Rm,Rd) still
denoted by h.
From Proposition 7, it follows that yt = a +
∫ t
0
f(ys) dxs has indeed a global
solution. In addition, |zt − z0| ≤ µ+ L
′‖x‖pp,ωω(0, T ). This implies that
∣∣∣∣log
|yt + b|
|a+ b|
∣∣∣∣ ≤ µ+ L
′‖x‖pp,ωω(0, T ).
From this, we deduce that
|yt| ≤ (|a| + |b| − 1)e
µ+L′‖x‖pp,ωω(0,T ), t ∈ [0, T ].
This proves that no explosion occurs at time T .
5.2 Case of non-geometric rough paths
We now consider that (27) is driven by a non-geometric rough path x with values
in T (Rm) and of p-variation controlled by ω. This rough path may be decomposed
as the sum of a geometric rough path x̂ and a path β of finite p/2-variation value
values in Rm ⊗ Rm.
Using ψ and the change of variable formula (17), we get that zt = ψ(yt) is
solution to
zt = z0 +
∫ t
0
∇ψ ◦ ψ−1(zs)f ◦ ψ
−1(zs) dx̂s
+
∫ t
0
∇ψ ◦ ψ−1(zs)(f · ∇f)(ψ
−1(zs))dβs. (28)
We have seen in [1414, 14] that there exists a solution to (28), provided that
h1(z) = ∇ψ ◦ ψ
−1(z)f ◦ ψ−1(z) may be extended to a bounded Lip(1 + γ)-vector
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field from Rd to L(Rd,Rm), and h2(z) = ∇ψ ◦ ψ
−1(z)(f · ∇f) ◦ ψ−1(z) may be
extended to a bounded Lip(γ)-vector field from Rd to L(Rm ⊗ Rm,Rd).
Yet if h1(z) may be extended to a bounded Lip(1 + γ)-vector field from R
d to
L(Rm,Rd) thanks to Lemma 11 and Corollary 13, nothing ensures that f · ∇f is
γ-Hölder continuous and then that h2 may be extended to a bounded Lip(γ)-vector
field from Rd to L(Rm ⊗ Rm),Rd).
Proposition 15. For a Lip(1+γ)-vector field f from Rd to L(Rm,Rd)-vector field
f such that f · ∇f is a Lip(γ)-vector field from Rd to L(Rm ⊗Rm,Rd)-vector field
with 2 + γ > p, then there exists a global solution to (27).
Proof. Considering a solution z to
zt = z0 +
∫ t
0
h1(zs) dxs +
∫ t
0
h2(zs) dβs.
Then, for some constants C1 and C2 that depend on ‖h1‖Lip, ‖h2‖∞ and Hγ(h2),
we know from the very construction of a rough integral that for any t ∈ [0, T ],
∣∣∣∣zt − z0 − h1(z0)x
1
0,t −∇h1(z0)
∫ t
0
dzs ⊗ dxs − h2(z0)β0,t
∣∣∣∣ ≤ C1ω(0, t)
θ,
∣∣∣∣
∫ t
0
dzs ⊗ dxs − h1(z0) ⊗ 1 · x
2
0,t
∣∣∣∣ ≤ C2ω(0, t)
θ
where θ > 1 and
∫
dzs dxs denotes the cross-iterated integral between z and x. It
follows that one can get an estimate of the type
|zt − z0| ≤ C(ω(0, t)
θ + ω(0, t)1/p)‖x‖p,ω.
This estimate is less satisfactory that (9). However, at the price of cumbersome
computations, one should be able also to extend the results of [1515, 15] to deal
with (p, q)-rough paths.
Now, the proof is similar to the one of Proposition 7.
It is easy to construct a counter-example that show an explosion may occurs if
we only require linear growth of the vector fields.
Example 16. Consider the solution y of the RDE in R2, yt = a +
∫ t
0
f(ys) dxs
driven by the non-geometric rough path xt = (1, 0, (1 ⊗ 1)t) taking values in
1 ⊕ R ⊕ (R ⊗ R). This rough path lies above the constant path at 0 ∈ R and
has only a pure area part which is symmetric and proportional to t. Then by the
above considerations y is also a solution to yt = a +
∫ t
0
(f · ∇f)(ys) ds. Take the
vector field f ∈ R2 → L(R,R2) given by
f(ξ) = (sin(ξ2)ξ1, ξ1), ξ = (ξ1, ξ2) ∈ R
2
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which is of linear growth and for which
(f · ∇f)(ξ) = (sin2(ξ2)ξ1 + ξ
2
1 cos(ξ2), sin(ξ2)ξ1).
Take the initial point a = (a1, 0) with a1 > 0. Then (yt)2 = 0 and (yt)1 =
a1 +
∫ t
0
(ys)
2
1 ds so that (yt)1 → +∞ in finite time. This proves that explosion may
occur in a finite time.
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