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Abstract
Deep reinforcement learning (DRL) is one of the promising approaches to make robots accomplish complicated tasks.
In the robotic problems with time-varying environment, online DRL is required since the methods that directly reuse the
stored experience data cannot follow the change of the environment. Eligibility traces method is well known as an online
learning technique to improve sample efficiency in the traditional reinforcement learning with linear regressors, not DRL.
The one reason why the eligibility traces are not integrated with DRL is because dependencies between parameters of
deep neural networks would destroy the eligibility traces. To mitigate this problem, this study proposes a new eligibility
traces method that makes it possible to be applied even into DRL. The eligibility traces in DRL accumulate gradients
computed based on the past parameters, which are different from that computed based on the latest parameters. Hence,
the proposed method considers the divergence between the past and latest parameters to adaptively decay the eligibility
traces. Instead of that divergence directly, Bregman divergences between outputs computed by the past and latest
parameters, which are computationally feasible, are exploited. In addition, inspired by the replacing eligibility traces,
a generalized method with multiple time-scale traces are newly designed. In benchmark tasks on a dynamic robotic
simulator, the proposed method outperformed the conventional methods in terms of the learning speed and the quality
of the tasks by the learned policy. A real-robot demonstration verified the importance of online DRL and the adaptability
of the proposed method to the time-varying environment.
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1. Introduction
As robotics has remarkably been developed in decades,
the difficulty of tasks that autonomous robots are de-
manded to resolve is becoming higher. In particular, the
tasks with complicated and unknown models (such as hu-
man assistance [1] and cloth manipulation [2]) are expected
targets, although they are difficult to be resolved only by
classic control methods. Reinforcement learning (RL) [3]
and its extension combined with deep neural networks
(DNNs) [4] to approximate policy and value functions,
named deep reinforcement learning (DRL) [5, 6], would
be the promising methodology for them.
As an open problem in robotics with DRL, we have
to consider its sample efficiency. In general, RL needs
many explorations to find the best task performance from
scratch, and in addition, learning of DNNs is slower than
that of shallow neural networks due to high nonlinearity
and large number of parameters. Such sample inefficiency
is not a big problem in video games [5] and stationary tasks
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In disaster sites…
In human-living spaces…
Figure 1: Open problem for autonomous robot learning: in real en-
vironments, the autonomous robots would face many different types
of situations with corresponding tasks that are sometimes given on
the spot, thereby making big data collection infeasible.
for industry that can collect big data in parallel [6], but
it is infeasible for the autonomous robots. As illustrated
in Fig. 1, real environments, such as disaster sites and
human-living spaces, are non-stationary (or time-varying),
and tasks in them are often given on the spot. Alterna-
tively, the robots may change its kinodynamic character-
istics by abrasion and/or deformation due to long-term
operation. Such situations would prevent collecting suffi-
cient data rapidly.
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A naive but practical way to improve the sample ef-
ficiency is to store experiences and to replay them later,
so-called experience replay [7]. This method can reuse
the past experiences to update DNNs. However, in most
cases where the autonomous robots have limited compu-
tational power and memory capacity, buffer size to store
the experiences would be too much small to achieve the
good performance [8]. In addition, as mentioned above,
the autonomous robots sometimes should adapt to non-
stationary tasks (e.g., adaptation to human preferences
and/or system deterioration over time), and in that cases,
the past experiences are no longer reusable.
On the other hand, by fully making use of the prop-
erties of RL (i.e., maximizing the sum of rewards in the
future and Markovian), the prediction error at the current
time is propagated to the past by combining the gradients
on the past, so-called eligibility traces [3, 9, 10]. This prop-
agation accelerates learning speed by reusing the past gra-
dients. However, this method is well known as the method
only for the traditional RL with linear regressors. It is re-
ported that DRL with the eligibility traces method tends
to fail learning [11], although shallow neural networks can
relatively easily be integrated with it [12].
The reason why the eligibility traces fails is explained
by Van et al. [10, 11] that the eligibility traces method
is backward-view approximation of λ-return [3, 13], which
leaves approximation errors. Although only for linear re-
gressors, such errors have been eliminated by the litera-
ture [10]. If only that, however, the reason why the stan-
dard eligibility traces can utilize with linear regressors is
not explained clearly.
As another reason, it is found that the difference be-
tween the linear and nonlinear regressors is in parameter-
dependent gradients. All the gradients stored in the el-
igibility traces are implicitly assumed to be gained from
the same parameters. This assumption is satisfied if the
gradients are independent from parameters like the linear
regressors. In the nonlinear regressors like DNNs, how-
ever, the gradients are depending on the other parameters,
in particular the parameters of the front layers in DNNs.
That is, the divergence between the gradients computed
by the parameters before and after updates (let us call the
gradient divergence) would be caused as the failure rea-
son. Although the shallow networks (e.g., only one hidden
layer) makes the gradient divergence ignorable due to min-
imal parameter dependency [12], the deep networks have
to face it.
Hence, this paper focuses on how to mitigate the ef-
fects of the dependency on the parameters in DNNs. To
this end, an adaptive eligibility traces method, which aims
to decay the eligibility traces adaptively according to the
gradient divergence, is proposed as a first contribution. Al-
though such decaying is a conservative way, the proposed
method can work when recent parameters are updated
only slightly. The practical problem is however raised that
the gradient divergence is difficult to be computed analyt-
ically or efficiently. In practice, therefore, this paper uti-
Open Manipulator X
~70 mm
~140 mm
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Figure 2: Peg-in-hole task by a four-axis robot arm with a one-axis
gripper: the task is initialized with holding the peg that fits either
of the holes on the left or right, and the robot aims to insert the
peg into the hole; after learning with one peg, it is exchanged with
another to demonstrate adaptability to changes in the problem.
lizes the Bregman divergences [14] between the past and
latest outputs, which imply the gradient divergence and
are computed analytically with low computational cost.
Furthermore, we focus on the fact that the replacing el-
igibility traces method [9] resets the traces if the latest gra-
dient becomes dominant. This resetting behavior would
mitigate the accumulation of the gradient divergence. In-
spired by this resetting behavior, a generalized eligibility
traces method with multiple time-scale traces is further
proposed. This proposed method includes the standard
and replacing eligibility traces according to the setting of
the decaying factors. It is expected that, with the ap-
propriate parameters, the proposed method can achieve
the benefits of both the standard and replacing eligibility
traces.
For verification of the two proposed methods, four
robotic benchmark tasks, which include the tasks that ei-
ther of the standard or replacing eligibility traces methods
is poor at, are conducted in a dynamic simulator. Al-
though the contribution of the adaptive decaying to the
learning performance is not so pronounced, the general-
ized eligibility traces show the excellent performance in all
the tasks and exceed the conventional methods.
Finally, a time-varying peg-in-hole task is demon-
strated using a robot arm, Open Manipulator X developed
by Robotis (see Fig. 2). Even when the target pair of peg
and hole is exchanged after learning for another pair and
the past experience data would be no longer reused, the
proposed method for online DRL enables the robot to ac-
quire its new target.
2
2. Preliminaries
2.1. Reinforcement learning
2.1.1. Problem statement
RL makes an agent learn the optimal policy, which can
achieve the maximum return (i.e., the sum of rewards)
from an environment [3]. Here, Markov decision pro-
cess (MDP) is assumed as the tuple (S,A,R, p0, pT , γ).
First, the agent gets the initial state s0 ∈ S randomly:
s0 ∼ p0(s0). At the time step t ∈ N, the agent sam-
ples an action at ∈ A from the policy pi over the cur-
rent state st ∈ S: at ∼ pi(at | st). The sampled ac-
tion at acts on the environment, and the next state st+1
is sampled according to the transition probability model
pT : st+1 ∼ pT (st+1 | st, at). In addition, the agent
gets a reward rt ∈ R according to the reward function:
rt = r(st, at, st+1). In this interaction loop, the agent
aims to maximize the return defined as Rt =
∑∞
k=0 γ
krt+k
where γ ∈ [0, 1) by optimizing the policy to pi∗. Note that,
only if the transition probability model pT and the reward
function r are stationary, the past raw experiences can be
reused to enhance the sample efficiency [7].
In many methods, the expected value of the return,
named the value function, is approximated as V (st) =
E[Rt | st]. If we have the correct V , pi∗ only needs to
choose the action that can maximize V . To learn V , a
temporal difference (TD) error δt, which should be mini-
mized, is derived from Bellman equation.
δt = rt + γV (st+1)− V (st) (1)
Note that, to learn the action value function Q, We can
replace V (s) to Q(s, a).
2.1.2. Actor-critic algorithm
Actually, the policy pi and the value function V are
black-box functions, hence it is difficult to learn them di-
rectly. Regression methods are therefore needed to approx-
imate such functions through optimization of their param-
eters θ. Note that approximation by DNNs are introduced
later.
To learn the optimal parameters, loss functions to be
minimized should be designed. In this paper, two loss
functions for an actor (with the policy), La, and a critic
(with the value function), Lc, are minimized according to
actor-critic algorithms [15, 16, 17, 18]. When the policy
and value functions are approximated with the parameters
θn after n updates, pi(a | s; θn) and V (s; θn), they are
defined as follows:
La(t, θn) = −δˆt log pi(at | st; θn) (2)
Lc(t, θn) = −δˆtV (st; θn) (3)
where ·ˆ cuts the computational graph and changes the vari-
able to just value. La(t, θn) is derived from the policy
gradient method [19], and Lc(t, θn) is equivalent to the
minimization of the squared TD error.
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Figure 3: Advantage of eligibility traces: in the left (a), many visits
are required to back propagate future information to the initial state;
in the right (b), using the eligibility traces, future information can
be back propagated effectively.
In addition, the importance sampling [20] is applied.
Although the importance sampling technique is for off-
policy learning, it can be applied to online on-policy learn-
ing without storing the past parameters as follows. Sup-
pose that the agent interacts with the environment before
updating the policy, and to update the policy in parallel
during the interaction. In that case, the action at for the
interaction has to be sampled from the policy with θn−1,
while at is used for updating the policy with θn.
ρt,n =
pi(at | st; θn)
pi(at | st; θn−1) (4)
By combining these equations, the main loss function
is derived.
L(t, θn) = ρˆt,n {La(t, θn) + Lc(t, θn)} (5)
Finally, this loss function is minimized basically using
stochastic gradient decent (SGD) methods like Adam [21].
Note that the latest regularization techniques [15, 16, 17]
can be integrated in this basic algorithm.
2.2. Eligibility traces
The parameters are updated to minimize the above
loss function L at each time step, but in that case, the
propagation of the future rewards to the vicinity of the
initial state is too slow, as shown in the left of Fig. 3. To
accelerate such propagation, the eligibility traces [3, 9, 10],
e, utilize the trajectory given by MDP, as shown in the
right of Fig. 3.
That is, the past gradients are accumulated and used
to update the parameters as follows:
gt =
∇θnL(t, θn)
δˆt
(6)
et = γλet−1 + gt (7)
θn+1 = θn − αSGD(δˆtet) (8)
where α ∈ R+ denotes the learning rate and SGD(·) is one
of the SGD methods. λ ∈ [0, 1] means the rate of decaying.
The eligibility traces are initialized as zero when starting
a new trajectory (i.e., at t = 0). Note that, since all the
3
components in L as shown in eqs. (2) and (3) are multiplied
by δˆt, this accumulation can be computed stably.
If λ = 0, this method is consistent with the TD learning
without the eligibility traces. If λ = 1 and the tasks to
be resolved have time limitation, this method represents
Monte Carlo method. With large λ, the propagation would
be facilitated, thereby improving the sample efficiency.
As a variant of the standard eligibility traces, the re-
placing eligibility traces [9] have been proposed for the
table-style value function. The original replacing eligibil-
ity traces can be extended for the general approximation
of the policy and value functions as follows:
et =
{
gt |gt| > |et−1|
γλet−1 otherwise
(9)
That is, this method stores only the most dominant gradi-
ents into e. Although such a replacing operation does not
satisfy the backward-view approximation of λ-return, the
better learning performance than by the standard eligibil-
ity traces has been reported.
2.3. Deep neural networks
When DNNs are employed for approximation of the
policy and the value function, θ is basically given to be
weights w and biases b for the respective hidden layers and
an output layer. That is, the outputs from the respective
hidden layers xi (i = 1, . . . , L) with L number of layers are
defined as follows:
xi = fi(w
>
i xi−1 + bi) (10)
where x0 is set as the inputs (s in DRL). The activation
functions, fi(·), are given for nonlinearity, and they are
usually common for all the layers, fi(·) = f(·).
Finally, the outputs from the last hidden layer is
mapped to the domain for the learning targets y.
y = m(w>o xL + bo) (11)
where m(·) denotes the mapping function, such as a soft-
plus function for positive real domain, a sigmoid function
for [0, 1], and so on.
3. Adaptive eligibility traces
3.1. Problem and solution
Let us theoretically derive the problem hidden in the
eligibility traces with the nonlinear regressor (see Fig. 4).
Then, a basic idea of its solution is proposed (details are
introduced from the next section).
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Figure 4: Parameter dependency of gradient in nonlinear regres-
sor: unlike the linear regressor shown in the left (a), the nonlinear
regressor has the different gradients between the past and latest pa-
rameters, as shown in the right (b).
3.1.1. Case of linear regressor
The eligibility traces method accumulates the gradients
w.r.t the parameters, and uses them again and again until
they are completely decayed. If the linear regressors, e.g.,
θ = w and y = m(w>x(s)) with x(·) the fixed function
that maps to higher dimensions, the gradients of y w.r.t w
are given as follows:
∇θny = m′(w>n x(s))x(s) (12)
where m′(·) denotes the derivative of the mapping func-
tion m(·). In addition, the gradients after updating the
parameters by ∆θn = θn+1 − θn  1 is derived as follows:
∇θn+1y = m′(w>n x(s) + ∆w>n x(s))x(s) (13)
If the outputs are real by m(x) = x (and m′(x) = 1), the
above equation is no longer depending on the parameters.
Even if the outputs are in limited spaces like the positive
real one, the effects of parameter update is easy to be
ignored since m′(·) can be smooth and smaller than 1, such
properties of which can derive m′(x+ ∆x)−m′(x) < ∆x.
3.1.2. Case of nonlinear regressor
In contrast, however, the nonlinear regressors like
DNNs cannot ignore the effects of parameter update in the
gradients. Specifically, x(s) in eq. (12) is replaced with xi
(i = 1, . . . , L), which is depending on the parameters on
j < i layers: xi(s; θj<i). In addition, y is computed multi-
plication of the features depending on θ 6=o, xL(s; θ 6=o), and
θo. Such highly parameter-dependent gradients may not
be reusable for updating the latest parameters as the eli-
gibility traces since they are absolutely different from the
gradients computed by the latest parameters and violate
SGD. Here, the difference between the gradients computed
by the past and latest parameters are defined as the gra-
dient divergence, ∆g(t, θn) = g(t, θn+1)− g(t, θn).
3.1.3. Solution
Theoretically, the gradient divergence is one possibil-
ity why the eligibility traces in DNNs fail, as mentioned
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Algorithm 1 Proposed algorithm
1: n← 0
2: Initialize θ0
3: while True do
4: t← 0, e = 0, and assume θn−1 = θn . Reset
5: s0 ∼ p0(s0)
6: while True do
7: Compute pi(st; θn), V (st; θn)
8: at ∼ pi(at | st; θn)
9: Execute at
10: if t 6= 0 then . During interaction if possible
11: Compute the gradient gt
12: using eqs. (1)–(6)
13: Compute the adaptive decaying factor λdt,n
14: using eqs (14)–(17)
15: Update parameters to θn+1
16: using eqs. (19) and (20)
17: Compute pi(st; θn+1), V (st; θn+1)
18: n← n+ 1
19: end if
20: st+1 ∼ pT (st+1 | st, at)
21: t← t+ 1
22: if Meet end conditions then
23: break
24: end if
25: end while
26: end while
in the above. To eliminate this, the naive solution is to
recompute the loss functions given by the past states, ac-
tions, and rewards (i.e., to directly use λ-return [3, 11, 13]),
although that requires high computational cost and mem-
ory capacity. The advantages of the eligibility traces are
in low computational cost and memory efficiency, which
are suitable for online learning in the autonomous robots.
Hence, we have to modify the eligibility traces somehow by
mitigating or avoiding the adverse effects of the gradient
divergence.
As a solution, this paper proposes the way to adap-
tively decay the eligibility traces with the large gradient
divergence, although that would be conservative. To do so,
the gradient divergence should be defined quantitatively.
The next section, therefore, introduces the definition of
the output divergences as alternative to the gradient diver-
gence. According to the output divergences, the adaptive
decaying method is proposed.
In addition, the resetting behavior of the replacing el-
igibility traces method [9] would implicitly mitigate the
accumulation of the gradient divergence. Inspired by this
fact, a generalized eligibility traces method with multiple
time-scale traces, which contains the standard and replac-
ing eligibility traces methods, is further proposed.
In summary, the implemented algorithm is written in
Alg. 1.
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Figure 5: Behavior of the adaptive decaying factor: if the large di-
vergences happen, the adaptive decaying resets the eligibility traces
since the stored gradients no longer indicate the correct update di-
rection.
3.2. Output divergences as alternative to gradient diver-
gence
As mentioned in the above, the gradient divergence is
difficult to be defined in computationally cheap way due
to huge parameter space. Instead, we focus on that the
outputs of regressors, i.e., the policy pi and the value func-
tion V , are in relatively small spaces and reveal the change
in the parameters. That is, the gradient divergence is ap-
proximated as the combination of two output divergences
of pi and V .
By considering the types of the respective spaces,
the divergences are generally given as Bregman diver-
gence [14]. Specifically, the divergence of pi, which is in
probability space, is given as Kullback-Leibler (KL) diver-
gence.
dpit,n = KL(pi(a | st; θn) | pi(a | st; θn−1))
=
∫
a
pi(a | st; θn) log ρt,n(a)da (14)
Note that, in most cases, this integral can be solved with
a closed-form solution for the model that is employed for
the policy (e.g., normal distribution). In addition, the
divergence of V , which is in Euclid space, is given as L2
norm.
dVt,n =
1
2
{V (st; θn)− V (st; θn−1)}2 (15)
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As a remark, even in the cases without the closed-form
solution of KL divergence, Pearson divergence [22] would
alternate with it.
dpit,n =
∫
a
pi(a | st; θn−1)(ρt,n(a)− 1)2da
Since this definition is based on a squared loss, the Pearson
divergence always satisfies positive even if the Monte Carlo
approximation is performed, although the KL divergence
does not.
Using the above two divergences, dpi and dV , λ for
adaptively decaying the eligibility traces are defined as fol-
lows:
dst,n = λ
d
t,n−1d
s
t,n−1 +
(
dpit,n + d
V
t,n
)
(16)
λdt,n = exp
(−κdst,n) (17)
λt,n = λmaxλ
d
t,n (18)
where λmax is the maximum of the decaying factor since
dpi, dV > 0, and λ = λmax in the standard method. κ
denotes the gain to adjust the ease of decaying.
ds accumulates the divergences while decaying adap-
tively. If dpi and dV are instantaneously large (i.e., the
parameters are largely changed), the eligibility traces e
defined in eq. (7) are reseted since the accumulated gradi-
ents are likely to be different from that computed by the
latest parameters. If (1 − λd)ds ' dpi + dV , the decay-
ing speed and the accumulated divergences are balanced,
and λd would converge on the specific value (less than 1).
That means, the decaying factor is adjusted stationally.
Otherwise, the gradients would be accumulated to e like
the standard method does (see Fig. 5).
3.3. Generalization to include replacing eligibility traces
As shown in eq. (9), the replacing eligibility traces dis-
card all the past gradients if the new gradient exceeds the
stored one. This discarding is expected to work similar
to the above adaptive decaying. However, on the other
hand, the replacing eligibility traces would run short of
propagation of the latest value to the past by cutting the
trajectory. Hence, to exploit the benefits of the replacing
eligibility traces while accumulating the trajectory infor-
mation, a generalized eligibility traces are proposed in this
section.
Let us define ei (i = 1, . . . ,K) with K > 1 as mul-
tiple time-scale traces. They are with a K-series-layered
structure, and the maximum decaying factor of i-th layer,
λimax, is given. Under these conditions, a new update rule
to replace conventional ones (i.e., eqs (7) and (8) for the
standard version and; eqs (9) and (8) for the replacing
version) is proposed as follows:
eit =
{
ei−1t i 6= 1 ∧∆eiei−1t > 0
γλimaxλ
d
t,ne
i
t−1 + β
igt otherwise
(19)
θn+1 = θn − αSGD(δˆteKt ) (20)
Number of update: 𝑛Elig
ib
ilit
y t
ra
ce
s: 
𝑒
Standard: 
accumulate all gradients
Number of update: 𝑛Elig
ib
ilit
y t
ra
ce
s: 
𝑒
Replacing: 
use the most influential gradient
Number of update: 𝑛Elig
ib
ilit
y t
ra
ce
s: 
𝑒
Generalized: 
store influential gradients for long periods
Figure 6: Behavior of the generalized eligibility traces: by having two
different time-scale traces, this new method can accumulate the gra-
dients as like the standard eligibility traces, and store them for long
periods by replacing them into another traces as like the replacing
eligibility traces.
where ∆ei = ei−1t − eit−1. βi is the sequence with three
conditions: βi ≥ βi+1, ∑Ki=1 βi = 1, and βK = 0. For
example, the following arithmetic sequence satisfies the
above conditions:
βi =
2(K − i)
K(K − i) (21)
This update rule implies that the gradient propagates
from shallow to deep layers, which have the different time
constants for decaying. Note that the condition for re-
placing is relaxed to make the sign reversal between layers
true. Such relaxation would allow the update direction to
rapidly follow the latest gradient direction.
The large K wastes memory capacity of systems and
loses the advantages of the eligibility traces in comparison
with the experience replay. Therefore, K is fixed on two in
this paper, which is the minimum value to gain the benefits
from the replacing eligibility traces. In fact, although the
above equations are given as a general form, it can easily
be imagined that the effects of deepening the layer is not so
critical due to the effects of the adaptive decaying, which
resets all the traces adaptively.
In the case with K = 2, the proposed eligibility traces
can generalize the standard/replacing eligibility traces.
Specifically, we expect three modes according to the set-
ting of λ1max and λ
2
max as follows (also, see Fig. 6):
1. λ1max > λ
2
max: The second layer decays its traces
faster than the first layer, that is, we can expect e1t '
6
e2t . Specifically, if all the gradients are positive (or
negative) or λ2max = 0, this mode perfectly matches
the standard eligibility traces.
2. λ1max = 0 and λ
2
max > 0: Since e
1
t = gt, this mode
is almost the same as the replacing eligibility traces.
The difference is only whether the sign reversal is
included in the replacing condition.
3. 0 < λ1max < λ
2
max: The traces with the short-term
memory e1 replace the traces with the long-term
memory e2 only if e1 may be more influential than
e2. As a result, only the most important traces are
actively stored for long periods. Such a behavior
can be regarded to be similar to hyperbolic discount-
ing, which has been studied as biologically-plausible
decision making mechanism with variable decaying
speeds [23, 24].
From the above analysis, the third mode should be better
than the others. To exploit the advantages of both the
standard and replacing eligibility traces, it is expected that
λ2max ' 2λ1max would be reasonable choice.
4. Simulations
4.1. Benchmark tasks
In the dynamic simulations, the agent learns the given
tasks, which have |S|-dimensional state space and |A|-
dimensional action space, through E episodes with up to
T = 1000 time steps. After learning, the agent performs
the learned task 50 times to compute the sum of rewards
for each, and median of them is given to be the score. The
agent with different random seeds tries to learn each task
20 trials for statistical evaluation.
Four benchmark tasks for DRL simulated by Pybullet
Gym [25, 26] are prepared. They are listed in Table 1 (also
see Fig. 7). Their purposes (i.e., their reward designs) are
given as follows:
(a) InvertedPendulum: A cart keeps a pole standing.
(b) Swingup: A cart swings up a pole and keeps it stand-
ing.
(c) HalfCheetah: A two-dimensional cheetah with two
legs walks forward as fast as possible.
(d) Ant: A three-dimensional quadruped walks forward
as fast as possible.
4.2. Conditions
Basic network architecture, which is implemented by
PyTorch [27], is shown in Fig. 8. The tasks conducted are
without image input state. Therefore, only L fully con-
nected layers with N neurons are employed. To avoid over
fitting, layer normalization [28] is added after each layer
except the output one. As an activation function, Swish
function [29, 12] is employed for biological plausibility and
high nonlinearity.
Using this network architecture, the actor and critic
approximate the policy pi and value function V , respec-
tively. Specifically, as the policy model, student-t distri-
bution [18], which has location parameter µ ∈ R|A|, scale
parameter σ ∈ R|A|+ , and degrees of freedom ν ∈ R≥2 as
parameters to be approximated, is employed. Since σ and
ν are in positive real domain, softplus function is used as
the mapping function. The others (i.e., µ and V ) are in
real domain, so identity map is used.
To stably learn the tasks, the latest policy regulariza-
tion techniques are combined. Specifically, the importance
sampling is replaced by PPO [15] with a clipping value .
The policy entropy regularization based on SAC [16] is
added with a regularization weight βDE . The TD reg-
ularization [17] is also introduced with a regularization
weight βTD. In addition, for robustness to noisy gradi-
ents in online learning, a robust SGD, i.e., LaProp [30]
with t-momentum [31] and d-AmsGrad [32] (so-called td-
AmsProp), is employed with their default parameters ex-
cept the learning rate.
Table 2 summarizes the common hyperparameters to
be used in the simulations. Here, these parameters were
tuned empirically using CartPoleContinuousBulletEnv-v0.
In addition, the hyperparameters related to the proposed
method, (λ1max, λ
2
max, κ), are set as the following compar-
ative conditions.
1. (0.0, 0.0, 0.0) as no eligibility traces
2. (0.9, 0.0, 0.0) as the standard eligibility traces
3. (0.0, 0.9, 0.0) as the replacing eligibility traces
4. (0.9, 0.0, 1.0) as the adaptive standard eligibility
traces
5. (0.0, 0.9, 1.0) as the adaptive replacing eligibility
traces
6. (0.5, 0.9, 1.0) as the proposed eligibility traces
Here, λmax = 0.9 is given based on the preferred value
for the standard eligibility traces. Through tuning, it is
empirically found that the better κ is within [1.0, 10.0].
The importance of the eligibility traces will be con-
firmed by comparing the first condition with the others.
The adaptive decaying will be verified by comparing the
standard/replacing eligibility traces with/without it. The
proposed eligibility traces with multiple time-scale traces
will also be verified by comparing the last three conditions.
4.3. Results
First, to confirm the learning tendency, the test re-
sults with the respective scores (i.e., the sum of rewards at
each episode) are summarized in Fig. 9. Overall, the DRL
without the eligibility traces failed to learn all the tasks.
In contrast, the eligibility traces accelerated learning and
enabled the agent to acquire the given tasks. The proposed
decaying technique in eqs. (14)–(17) did not improve the
performance of the tasks significantly, although the medi-
ans indicated as the lines in the boxes were likely to be in-
creased by the adaptive decaying with κ = 1. The reason
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Table 1: Simulation environments provided by Pybullet Gym [25, 26]
ID Name State space |S| Action space |A| Episode E
InvertedPendulumBulletEnv-v0 InvertedPendulum 5 1 200
InvertedPendulumSwingupBulletEnv-v0 Swingup 5 1 200
HalfCheetahBulletEnv-v0 HalfCheetah 26 6 2000
AntBulletEnv-v0 Ant 28 8 2000
(a) InvertedPendulum (b) Swingup (c) HalfCheetah (d) Ant
Figure 7: Snapshots of four benchmark tasks: they are simulated by Pybullet Gym [25, 26]; (a) InvertedPendulum makes a cart keep a pole
standing; (b) Swingup makes a cart swing up a pole on it standing; (c) HalfCheetah makes a two-legged robot walk forward as fast as possible.
(d) Ant makes a four-legged robot walk forward as fast as possible.
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why the standard eligibility traces without the adaptive
decaying succeeded in learning more than expected would
be that the latest regularization techniques [15, 16, 17]
suppress the amount of parameter update, and secondarily
reduce the gradient divergence, which is considered as the
reason why the eligibility traces are unsuitable for DRL.
Remarkably, the proposed integration technique in
eqs. (19) and (20) outperformed the others in all the
tasks. Whereas the standard/replacing eligibility traces
have the task-specific performances especially in the lo-
comotion tasks (HalfCheetah and Ant tasks), mostly be-
cause of the integrated characteristics, the proposed eligi-
bility traces exhibited the high performance in both tasks.
Hence, we can agree that the both proposed techniques
for the eligibility traces (in particular, the generalized ver-
Table 2: Common hyperparameters for the simulations
Symbol Meaning Value
N Number of neurons 128
L Number of layers 5
γ Discount factor 0.99
α Learning rate 1e-4
 Threshold for clipping 0.1
βDE Gain for entropy regularization 0.025
βTD Gain for TD regularization 0.025
sion with multiple time-scale traces) improved the learning
performance efficiently.
The learning behaviors of the score are shown in
Fig. 10. In addition, the average of the adaptive decay-
ing factors λd in each episode is depicted in Fig. 11. We
found that the decaying tends to be strengthened when
the score changes greatly (in particular, increases). This
is a natural behavior since the policy and value functions
would be greatly updated when the performance is im-
proved. In fact, in the proposed method with the high-
est performance (0.5, 0.9, 1.0), the decaying was stronger
overall than that in the others. By focusing on the learn-
ing curves in Fig. 10, we also found that the proposed
method basically increased the scores from the beginning
of learning. That is, we can say that the proposed method
enhanced the sample efficiency without reusing the past
experiences directly.
5. Demonstration with real robot experiments
5.1. Peg-in-hole task
As a real-robot-used demonstration of the proposed
method, a peg-in-hole task with a robot arm is performed
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Figure 9: Test results of four benchmark tasks illustrated as box
plots: the tuples on legend denote (λ1max, λ
2
max, κ); although the
contribution of the adaptive decaying was not significant, we found
improvements at the median level; thanks to the integration of the
standard and replacing eligibility traces, the proposed method (with
yellow) outperformed the others in all the tasks.
(see Fig. 2). The robot used is Open Manipulator X de-
veloped by Robotis, which has one axis for yaw rotation;
three axes for pitch rotation; and one axis for a gripper.
That is, the robot can control the position of its end effec-
tor while keeping the gripper vertical. However, it should
be noted that the position control is not sufficiently accu-
rate and the control error may occur.
Two types of pegs with different shapes are prepared,
and either of them are grasped by the robot from the be-
ginning of episode. Two 70 mm squared plates, each of
which has the hole corresponding to either of pegs in the
center, are set side by side on the environment. The depth
of each hole is around 5 mm. Note that cushions are at-
tached on the bottom of the plates and pegs to reduce the
load when insertion is attempted deviated from the cen-
ter of holes. In this setting, the working space of the end
effector is within [p, p] (see Table 3).
As state space for RL, the three-dimensional observed
and commanded positions of the end effector are employed.
To utilize the load as collision detection, the observed cur-
rents on four axes (without the actuator for the gripper)
are added (roughly within [-500 mA, 500 mA] for each
current). From the control error and the load, the flag
of collision (∈ [0, 1]) is stochastically given. In total, the
11-dimensional state space is constructed.
The action space is given to be three-dimensional: the
velocity of the end effector in Cartesian space, which is
integrated into the commanded position by Euler method.
The velocity of the end effector is bounded within 0.01,
0.015, and 0.005 m/s for x-, y-, z−axes, respectively. In
addition, the commanded position is also clipped within
[p, p]. In the control loop of the robot (with around 3 Hz),
as the probability of the collision is increased, a propor-
tional feedback control is activated so that the commanded
position returns to the collision point (i.e., the current ob-
served position).
To design a reward function, we define the purpose of
this task as reaching the target position in the correspond-
ing hole while reducing load as much as possible. This
purpose is implemented as the following reward function:
r = exp(−k‖pobs − ptar‖2Σ)− fc +
{
±100 pobsz ≤ ptarz
0 otherwise
(22)
where pobs denotes the observed position of the end ef-
fector, ptar is the target position (i.e., the rough position
of the center of the hole). Σ is for scaling the axes by the
ranges of the commanded position [p, p], and k denotes the
gain for sparsity. fc denotes the stochastic flag of collision.
If the peg is inserted into the correct hole, the success-
ful bonus 100 is given; and if the peg is inserted into the
wrong hole, the big penalty −100 is given. Whether the
inserted hole is correct or not is roughly judged according
to (pobsy p
tar
y ) > 0. In both cases, that episode is terminated
and a new episode is started after initialization. Note that
the first term for approaching the target is auxiliary be-
cause the accurate target position cannot be specified in
the environment that is not precisely built while only the
last sparse term would make the task intractable.
To demonstrate the effectiveness and adaptability of
the eligibility traces, the following demonstration is per-
formed. Here, it is noticed that the proposed eligibility
traces with (λ1max, λ
2
max, κ) = (0.5, 0.9, 1.0) outperformed
the conventional ones in the above simulations, only the
proposed method represents the eligibility traces. At the
first stage, the robot tries to insert the peg with flower
shape into the hole on the left side, and the method
with/without the eligibility traces are compared to show
the sample efficiency of the eligibility traces even in real
robot experiment. After the first stage, the peg is ex-
changed with the one with pentagon shape for the hole on
the right side, and the robot continues to learn the peg-
in-hole task with the different target as the second stage.
Since the robot can only perceive this change from the re-
ward signals, the past raw experiences at the first stage
would prevent the robot from adapting to the new tar-
get. Even in that case, the eligibility traces would adapt
the robot to the change of the target efficiently due to no
reuse of the past raw experiences.
The above configurations are summarized in Table 3.
To accomplish this task, the proposed method with the
same parameters as Table 2 except for the learning rate is
employed. Since the real robot experiment would contain
large uncertainty due to observation and control noises, the
learning rate α is reduced to 5× 10−5 for stable learning.
The length of episodes in each stage is differently given:
200 episodes for the first stage and; 100 episodes for the
second stage.
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Figure 10: Learning curves of four benchmark tasks: the sum of rewards at each episode are given as the score; the corresponding shaded
areas show the 95 % confidence intervals; the proposed method (with yellow) increased the return rapidly, and outperformed the others in
total.
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Figure 11: Average λd of four benchmark tasks: the corresponding shaded areas show the 95 % confidence intervals; the proposed method
(with yellow) decayed the eligibility traces more frequently than the cases with (0.9, 0.0, 1.0) and (0.0, 0.9, 1.0); the frequent decaying implies
that the parameters θ were actively updated and the optimization progressed appropriately.
5.2. Results
The learning curves from three trials are depicted in
Fig. 12. The successful snapshots of the test results at the
times pointed in Fig. 12 (i.e., the ends of the respective
stages) are also shown in Fig. 13.
During the first stage, the robot had the peg corre-
sponding to the hole with flower shape on the left side of
the robot. As can be seen in Fig. 12, the case without the
proposed eligibility traces was mostly trapped into local
optima, and could not insert the peg into the correspond-
ing hole. In contrast, the proposed eligibility traces accel-
erated learning speed and yielded the peg insertion many
times during learning. After finishing the first stage (at
200 episode), the robot succeeded in demonstrating the
acquired peg-in-hole skill as shown in Fig. 13(a) (also see
the attached video).
After the first stage, the peg grasped by the robot was
exchanged with the one corresponding to the hole with
pentagon shape on the right side of the robot. Since the
robot did not know this fact, at the beginning of the sec-
ond stage, the robot failed to approach the correct hole,
and got large penalty by inserting the peg grasped into
the wrong hole. However, after these failures, the robot
started to look for the new target, and found it on the
opposite side. Thanks to the knowledge how to insert the
peg into the hole (i.e., the pushing down motion has large
reward), the robot could rapidly adapt to the new target
by fully utilizing the streaming data without storing the
past experiences.
5.3. Discussion
Consequently, we illustrated the effectiveness of the el-
igibility traces method, and its improvement by the pro-
posed adaptive and multiple time-scale eligibility traces.
Compared to the simulation results, however, the learning
curves of the real robot experiments are not stable yet,
suggesting the need to develop new learning methods and
regularization techniques that are robust to the noise oc-
curred in the real environment. In particular, when using
the eligibility traces, robustness is extremely important
because stable learning gradients derived from the average
of a large amount of data cannot be utilized. However, we
have to take care with appropriate adjustment of the trade-
off between conservative learning and sample efficiency so
as not to cause a reduction in sample efficiency for the sake
of conservative learning.
6. Conclusion
This paper proposed the new eligibility traces with
the adaptive decaying and the multiple time-scale traces
for sample-efficient DRL without storing raw experiences.
The gradient divergence was considered as the reason why
the DRL with the eligibility traces tends to fail learning.
Therefore, when the output divergence (instead of the gra-
dient divergence in pursue of low computational cost) is
10
Table 3: Configurations for peg-in-hole task
Symbol Meaning Value
|S| State space 11
|A| Action space 3
T Maximum time step 180 (∼60 s)
E Number of episodes (200, 100)
p Lower bound of position (0.09 m, -0.07 m, 0.024 m)
p Upper bound of position (0.16 m, 0.07 m, 0.044 m)
pini Initial position (0.1 m, 0.0 m, 0.04 m)
ptar Goal position (0.125 m, ±0.035 m, 0.025 m)
k Gain for reward scaling 5.0
50 100 150 200 250 300
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0.5
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co
re
(a) (b)Baseline Proposal
Figure 12: Learning curves by DRLs without/with the proposed eligibility traces (Baseline and Proposal, respectively): score in the vertical
axis denotes the mean of the rewards obtained in each episode; after 200 episodes, the peg grasped was exchanged for the new target; the
proposal accelerated learning speed and yielded the peg insertion, while the baseline hardly achieved the task; even after exchanging the peg
grasped and the target, the proposal properly adapted the robot to that difference by fully utilizing the streaming data.
increased, the accumulated traces are reseted by adjusting
the decaying factor adaptively. In addition, the replacing
operation in the replacing eligibility traces would mitigate
the adverse effects of the gradient divergence. To introduce
this capability, the new update rule with the generalized
eligibility traces, which include the standard and replac-
ing ones, was designed for mitigating the adverse effects
while keeping the ability to accumulate the gradients for
the sample efficiency.
To verify the proposed method, four types of simu-
lations were first conducted. The generalized eligibility
traces outperformed in comparison with the conventional
versions in terms of the sum of rewards obtained by the
trained policies and the sample efficiency. In particular,
while the strengths of the standard and replacing eligibil-
ity traces varied, the proposed method enabled the agent
to solve all the tasks stably by inheriting their character-
istics. The peg-in-hole demonstration using a robot arm
was also performed. We confirmed that, even if the tar-
get (i.e., the reward function) was changed with time, the
robot could achieved the new target by efficiently following
the target change.
Future work is to theoretically investigate the optimal
design of the generalized eligibility traces. In addition, to
accelerate learning furthermore, model-based RL [33, 34]
is one of the promising approaches, hence, the proposed
method will be integrated with it while carefully consider-
ing catastrophic forgetting of the model learned [35]. After
establishing the sample-efficient online DRL, we will ap-
ply it to more complicated real-world applications with
autonomous robots.
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(a) At the end of the first stage (b) At the end of the second stage
Figure 13: Snapshots at the times pointed in Fig. 12: in both stages, the robot succeeded in inserting the peg into the corresponding hole.
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