This paper studies the coupling between anisotropic mesh adaptation and goal-oriented error estimate. The former is very well suited to the control of the interpolation error. It is generally interpreted as a local geometric error estimate. On the contrary, the latter is preferred when studying approximation errors for PDEs. It generally involves non local error contributions. Consequently, a full and strong coupling between both is hard to achieve due to this apparent incompatibility. This paper shows how to achieve this coupling. This is done in three steps. First, a new a priori error estimate is proved in a formal framework adapted to goal-oriented mesh adaptation for output functionals. Second, the error estimate is applied to the set of steady compressible Euler equations which are solved by a stabilized Galerkin finite element discretization. A goal-oriented error estimation is derived. Third, rewritten in the continuous mesh framework, the previous estimate is minimized on the set of continuous meshes thanks to a calculus of variations. The optimal mesh is then derive. 3D examples of steady flows around supersonic and transsonic aircrafts are presented to validate the current approach and to demonstrate its efficiency.
Introduction
When dealing with real-life CFD problems, mesh adaptation is recognized as a complementary approach to high-order schemes classically used to solve the problem at hand. This interest for mesh adaptation relies on its ability to approach the asymptotic convergence and, therefore, to obtain more easily an accurate prediction for complex flows. Among mesh adaptation methods, anisotropic unstructured adaptation is of paramount influence on the accuracy of many CFD predictions. This technique allows (i) to substantially reduce the number of degrees of freedom, thus impacting favorably the cpu time, (ii) to reduce (optimize) the numerical scheme dissipation by automatically taking into account the anisotropy of the physical phenomena inside the mesh, 37 and (iii) to access to high order asymptotic convergence, see for example. 16, 37 So far, anisotropic features are mainly deduced from an interpolation error estimate. Consequently, a Hessian-like anisotropic approach does not directly apply to the goal-oriented mesh adaptation methods that take into account both the solution and the PDE in the error estimation. As the objective of this paper is to couple both approaches, we briefly recall their inherent formulations and their intrinsic properties.
State of the art. A recent family of methods, often refered to as metric analysis methods, or Hessian-based methods have shown a very fertile development, from the pioneering works in. 13, 22 Thanks to recent formalisms, see for instance, 36 these ideas turned into a clean set of functional analysis problematics relying on an ideal representation of the interpolation error and of a mesh. Getting rid of error isodistribution and prefering L p error minimization allow to take into account discontinuities with higher-order convergence. 17, 37 This theory combines perfectly with unstructured mesh generation 23, 27 and addressed applications are either steady or unsteady. 3, 5, 25 Metric-based mesh adaptation efficiency and genericity
In, 30 it is proposed to use this right-hand-side as a correction that importantly improves the quality (in particular the convergence order) of the approximation of j by setting:
h , Ψ(w h )) . However, by substituting w * by w * h , we introduce an error in O(w * h − w * ), which results in being the main error term when we use j corrected . In, 46 it is proposed to keep the corrector and to adapt the mesh to this higher-order error term, i.e.:
or equivalently:
In order to evaluate numerically these terms, the authors chose to approach these approximation errors, i.e., w * h − w * and w h − w, by interpolation errors, by computing differences between the linear representation L h h/2 and a quadratic representation Q h h/2 reconstructed on a finer mesh.
Our approach. In our point of view, metric analysis and goal-oriented analysis are complementary. Indeed, a metric-based method specifies the object of our search through an accurate description of the ideal mesh while a goal-oriented method specifies precisely the purpose of the search in terms of which error will be reduced. It is then very motivating to seek for a combination of both methods, with the hope of obtaining a metric-based specification of the best mesh for reducing the error committed on a target functional. A few works address this purpose. In, 46 an anisotropic step relying on the Hessian of the Mach number is introduced into the a posteriori estimate. In, 42 an adhoc formula gives a better impact to the anisotropic component. This paper presents a different contribution to the combination of both methods.
The first key point of this work is to use a metric-based parameterization of meshes. This means to work in a continuous (non-discrete) formulation by following the continuous interpolation analysis proposed in. 36 Usually, metric-based methods use an interpolation error, the deviation between the exact solution and its linear interpolation on the mesh. This assumes the knowledge of the solution, this is an a priori standpoint.
In contrast, goal-oriented methods are generally envisaged from an a posteriori standpoint, we refer to. 6, 9, 20, 30, 40, 47 With this option, the error committed is known on an existing mesh element-wise. Therefore, mesh refinement scheme based on a such a posteriori estimations depends on an equi-distribution principle and is thus intrinsically isotropic. Fortunately, goal-oriented methods do not need to be systematically associated with an a posteriori analysis. Now, according to 8 a priori analysis can bring many useful informations. Anisotropy is often one of these informations. 21 Further, the goal-oriented error can also be easily expressed by an a priori analysis, as we will demonstrate. This is second key point of this work.
The third key point results from working with a numerical scheme that expresses the difference Ψ h (w) − Ψ(w) in term of interpolation errors. This can be done in a straightforward way by considering finite element variational formulations.
Outline. The theoretical abstract framework is introduced in Section I. Within this framework, a first a priori goal-oriented error estimate, Equation (6), is derived. Its application to the compressible Euler equations is then studied in Section II for a class of specific Galerkin-equivalent numerical schemes. From this study, a generic anisotropic error estimate, Equation (10), is expressed. The estimate is then minimized globally on the abstract space of continuous meshes, Section III. Finally, the numerical part in Section IV gives some details on the main modifications of the adaptive loop as compared to classical Hessian-based mesh adaptation. The pratical optimal metric field minimizing the goal-oriented error estimate is then exhibited, Equation (18) . Several 3D detailed examples conclude this last section by providing a numerical validation of the theory.
I. A more accurate non-linear error analysis
Assumptions and definitions. Let V be a space of functions (at least a Banach space). We write the state equation under a variational statement:
where the operator (, ) holds for a V × V product, V is the topological dual of V and w is the solution of this equation. Symbol Ψ holds for a functional that is linear with respect to test function ϕ but a priori non linear with respect to w. The continuous adjoint w * is solution of:
where g is the jacobian of a given functional j. Let V h be a subspace of V = V ∩ C 0 of finite dimention N , we write the discrete state equation as follows:
Then, we can write:
For the a priori analysis, we assume that the solutions w and w * are sufficiently regular:
and that we have an interpolation operator:
A priori estimation. We start from a functional defined as:
where g is a function of V . Our objective is to estimate the following approximation error on the functional:
as a function of continuous solutions, of continuous residuals and of discrete residuals. The error δj is split as follows:
δj is now composed of an interpolation error and of an implicit error which involves only discrete terms. Let us introduce the discrete adjoint system:
We can derive the following extension of δj with the choice ψ h = Π h w − w h :
This new right-hand side second term is simplified by using an extension of Ψ h . According to (5), we have:
which gives by using a Taylor extension:
where the remainder R 1 is:
Thus, we get the following expression of δj:
We now apply a second Taylor extension to get:
with remainder term
This implies:
In contrast to an a posteriori analysis, this analysis starts with a discrete adjoint w * h . However, our purpose is to derive a continuous description of the main error term. Thus, we get rid of the discrete solutions in the dominating terms. To this end, we re-write δj as follows:
where,
The latter expression of δj can be even more simplified thanks to the continuous adjoint of Equation (4), leading to:
At least formally, the R i and the D k are higher order terms, and the first term in the right-hand-side of (6) is the dominating one. It remains to give the studied context and to exhibit from (6) a formulation specifying the optimal mesh.
II. The case of the steady Euler equations
In this section, we study how Equation (6) can be applied in the context of the steady Euler equations. To this end, we restrict to a particular discretization of these equations and we consider a variational analysis.
Weak-formulation. We write the steady Euler equations as follows in the computational domain Ω ⊂ R 3 :
where W = t (ρ, ρu, ρv, ρw, ρE) is the vector of conservative variables. F is the convection operator
so that the state equation becomes:
ρ, p and E hold respectively for the density, the thermodynamical pressure and the total energy per mass unit. Symbols u, v and w stand for the Cartesian components of velocity vector u = (u, v, w). For a calorically perfect gas, we have p
, where γ is constant. A weak formulation of this system writes for W ∈ V = H 1 (Ω) 5 as follows:
where Γ is the boundary of the computational domain Ω, n the outward normal to Γ and the boundary flux F contains the boundary conditions. Equation (7) will play the role of Equation (3) of the abstract analysis of the previous section. Equation (7) is discretized into a vertex-centered formulation apply to unstructured meshes. Let H be a tetrahedral mesh of Ω. We denote by Ω h and Γ h the linear approximate of Ω and Γ defined by H. The interpolation operator of the previous section is chosen as the usual P 1 operator:
for all vertices x i of H. The weak discrete formulation writes:
with F h = Π h F andF h = Π hF . Under this form, Equation (8) is equivalent to the Mixed-Element-Volume method described in. 15, 38 In practice, the scheme under study is enriched by an artificial viscosity term for ensuring stability denoted D h :
According to,
38 the diffusion term is of higher order as soon as it is applied to the interpolation of a smooth enough field W on a sufficiently regular mesh:
As a result, the dissipation term will be neglected in the same way we neglect the remainders R i and D k of Relation (6) . In the case of a flow with shocks, we have chosen to follow the strategy of the Hessian-based study in 37 which consists in avoiding to introduce the error term from artificial dissipation.
Approximation error estimation. Returning to the output functional j(W ) = (g, W ) and according to Estimate (6), the main term of the a priori error estimation of δj becomes:
where W * is the continuous adjoint state. Using the exact solution W in Equations (7) and (8) while neglecting the dissipation D h leads to:
By integrating by parts the previous estimate, it comes:
where fluxesF are given by:
By definition, F h is the linear interpolate of F, i.e., Π h F = F h , thus we have:
We observe that this estimate of δj is expressed in terms of interpolation errors for the fluxes and in terms of the continuous functions W and W * .
Error bound with a safety principle. The integrands in (9) contain positive and negative parts which can compensate for some particular meshes. In our strategy, we prefer to avoid these parasitic effects.
To this end, all integrands are bounded by their absolute values:
In other words, we prefer to locally over-estimate the error.
III. Error model minimization
Starting from Bound (10), several options are possible to derive an optimal mesh for the observed functional. A first one consists in estimating the right-hand-side of (10) for each element then comparing it to a threshold value to conduct refinement. This method is by nature isotropic. In addition, this process is equivalent to the equi-distribution principle which is similar to a L ∞ norm error control. A weakness of a L ∞ norm error control is that small scales variations of (10) are ignored while strong variations regions are highly refined. This leads to a non optimal distribution of the degrees of freedom to capture all the scales of the solution.
3, 37 A second method is to derive local mesh operators (smoothing, swaps, collapse, . . . ) that are tried and applied only when they decrease the value of the right-hand-side of (10), see. 33 However, as in the previous choice, this method consists in a local refinement and can only converge to a local minimum. Moreover, it corresponds to a steepest descent method which has a very poor convergence property. The common point of both approaches is to work the discrete mesh. It seems particularly tedious to derive well-posed numerical operators directly on discrete meshes to decrease the error on a functional. This is even more complicated when trying to generate anisotropic meshes.
To avoid this, we propose to work in the continuous mesh framework by adopting a complete continuous view which is possible with a priori estimates. It allows us to define proper differentiable optimization 1, 7 or to use the calculus of variations that is undefined on the class of discrete meshes. This framework lies in the class of metric-based methods. Consequently, every mesh generator which is able to deal with a metric field can be utilized whatever the meshing technique it uses: Delaunay, local Delaunay, local refinements, . . . Note that a lot of adaptive mesh generators are now able to interpret this metric concept. Let us mention 24 for discrete surface mesh adaptation and 11, 14, 18, 26, 32, 34, 39, 45 in 3D. Working in this framework enables us to write Estimate (10) in a continuous form:
where M = (M(x)) x∈Ω is a continuous mesh defined by a Riemannian metric space and π M is the continuous linear interpolate defined hereafter. We are now focusing on the following (continuous) mesh optimization problem:
A constraint is added to the previous problem in order to bound mesh fineness. In this continuous framework, we impose the total number of nodes to be equal to a specified positive integer N . We now detail the continuous mesh and continuous interpolation framework. 3 . With this definition, M admits the more practical local decomposition:
III.A. Continuous mesh model
where
• the three anisotropic quotients r i are equal to:
The anisotropic quotients represent the overall anisotropic ratio of a tetrahedron taking into account all the possible directions. It is a complementary measure to anisotropic ratio given by max
By integrating the node density, we define the complexity C of a continuous mesh which is the continuous counterpart of the total number of vertices:
This real-value parameter is useful to quantify the global level of accuracy of the continuous mesh M = (M(x)) x∈Ω . It has been shown in 36 that M defines a class of equivalence of discrete meshes. The equivalence relation is based on the notion of unit mesh with respect to M. A mesh H is unit wih respect to M when each tetrahedron K ∈ H defined by its list of edges (e i ) i=1...6 verifies:
A classical and admissible value of α is 0.8. The length of an edge M (e i ) and the quality of an element Q M (K) are integrated to take into account the variations of M in Ω:
This model is also particularly well suited to the study of the interpolation error. Indeed, there exists a unique continuous interpolation error that models the (infinite) set of interpolation errors computed on the class of unit meshes. See 36 for the proof along with equivalence between discrete and continuous formulations. For a smooth function u, the continuous linear interpolate π M u is a function of the Hessian H u of u and verifies:
where |H u | is deduced from H u by taking the absolute values of its eigenvalues. π M replaces the discrete operator Π h in this continuous framework. Note that (12) does not require any hypothesis linking u and M as, for instance, any alignment condition.
Relation (12) provides a point-wise estimation of the continuous interpolation error. Now, it is then possible to set the global optimization problem of finding the optimal continuous mesh minimising the L p norm of the continuous interpolation error:
under the equality constraint C(M) = N . This problem can be solved analytically by a calculus of variation and an analytical expression of the optimal continuous mesh can be exhibited. 37 The solution is unique. The same reasoning as 37 can be applied for the three following particular cases.
III.B. Weighted interpolation error
Let u be a twice continuously differentiable function and g be a strictly positive function. We consider the following optimization problem in the continuous framework:
under the equality constraint C(M) = N . The continuous interpolation error related to continuous mesh M, can be expressed (up to a constant negligible thanks to the constraint C(M) = N ) in terms of the Hessian H u of function u, see Equation (12):
This functional can be reformulated by using the anisotropic quotients r i and the density d of M:
Note that the weight g does not affect the anisotropy contained in the functional
which can be minimized locally in an independent manner. Consequently, following the reasoning of 37 used for Hessian-based mesh adaptation, M must be aligned locally with the eigenvectors of H u and the anisotropic quotients are equal to the anisotropic quotients of H u . At optimum, it simplifies to:
As a consequence, the weighting influences only the density of the optimal metric. For a variation δd such that Ω δd = 0, we get
This means that the above integrand is equal to a constant C. The value of C is deduced from the constraint C(M) = N . Finally we get the following expression of the optimal continuous mesh M wgt = (M wgt (x)) x∈Ω :
.
III.C. Sum of interpolation errors
The previous variational calculus extends to a linear combination of interpolation errors. Let u, v, α > 0 and β > 0 be four twice continuously differentiable functions. We aim at finding the metric which optimizes the L 1 norm of the weighted sum of interpolation errors:
under the constraint C(M) = N . It can be shown that minimizing E sum is equivalent to minimizing a single interpolation error of a function having as Hessian the linear combination α |H u | + β |H v |. We apply the same type of calculation as in the previous section. The optimal continuous mesh
III.D. Mixing boundary and volume error contributions.
We consider now an optimization problem involving at the same time a volume interpolation error term and a surface interpolation error term. Let u andū be two functions that are defined on Ω and Γ = ∂Ω, respectively. The functionū is simply the trace of u on the boundary. We consider g andḡ two positive functions. The problem reads:
The optimal solution is then sought as a couple of two 3D metric fields: M vol defined in the whole domain Ω andM surf defined only on the boundary Γ. A similar calculus as previously dealing with both terms separately is applied. The global optimal metric M opt is defined by:
The metric intersection M vol ∩ M surf is to be understood as in. 
III.E. Optimal goal-oriented metric
The optimal metric is composed of a volume tensor field M go defined in Ω and a surface oneM go defined on Γ. We have:
• for each vertex x of Ω, a 3 × 3 matrix arising from the volume contribution of the sum of the Hessian of each component of the Euler fluxes weighted by the gradient of the adjoint state:
[ • for each vertex x of Γ, a 2 × 2 matrix arising from the surface contribution:
where n = (n 1 , n 2 , n 3 ) is the outward normal of Γ.
The standard L 1 norm normalization is then applied independently on each metric Goal Oriented ("go") tensor field:
Constants C etC depends on the desired complexity N . Note that the metricM go (x) is 2D and needs to be transformed onto a 3D metric prior to the intersection with M go (x) to get the final goal-oriented metric. This is done by setting an h max size along the normal direction to the surface inM go (x) leading to M gosurf . Finally, the global optimal continuous mesh M opt = (M opt (x)) x∈Ω is defined by:
The continuous problem (11) has been solved from an explicit optimality condition producing the optimal metric field as a function of state and adjoint. In practice, it remains to approximatively solve the coupled system of state, adjoint, and mesh-optimality. This is done with a goal-oriented adaptive loop which we describe in Section IV.A.
III.F. About mesh anisotropy
In three dimensions, mesh anisotropy can be quantified by two notions: the anisotropic ratios and the anisotropic quotients. We first recall both notions and how they are evaluated. Deriving these quantities for an element relies on the fact that there always exists a unique metric tensor for which this element is unit. If M K denotes the metric tensor associated with element K, solving the following linear system provides 3 are the corresponding sizes. The anisotropic ratio stands for the maximum elongation of a tetrahedron by comparing two principal directions. The anisotropic quotient represents the overall anisotropic ratio of a tetrahedron taking into account all the possible directions. It corresponds to the overall gain in three dimensions of an anisotropic adapted mesh as compared to an isotropic adapted mesh. The gain is of course even much greater when compared to a uniform mesh.
IV. Numerical examples
Numerical experiments are carried in 3D on two observation functionals. They concern the pressure and the vorticity. The efficiency of the proposed approach is proved by confronting numerical results to wind-tunnel experimentations on a simple double cone geometry.
12 Goal-oriented mesh adaptation is then compared to Hessian-based mesh adaptation for the high-fidelity prediction of pressure signature arising during supersonic flights and vorticity prediction in the wake of a transonic flight.
We first recall the adaptive strategy and introduce the main modifications induced by computing an adjoint state in the adaptive loop. In the mean time, a practical formula of the optimal goal-oriented metric is given.
IV.A. Adaptive strategy
The adaptive strategy for the proposed goal-oriented mesh adaptation is quite similar to any anisotropic metric-based mesh adaptation. As both the solution and the mesh are changing during the computation, a non-linear loop is set up in order to converge toward a fixed point for the couple mesh-solution. From an initial couple mesh-solution (H 0 , S 0 ), it is composed of the following sequences. At step i, the flow is first converged on the current mesh H i to get the solution S i . Then, a metric tensor field M i is deduced from (H i , S i ) thanks to an anisotropic error estimate. The latter is used by the adaptive mesh generator which generates a unit mesh with respect to M i . The previous solution is then linearly interpolated on the new mesh. This procedure is repeated until convergence of the couple mesh-solution. We refer to 37 for more details.
We now investigate the differences when dealing with the adjoint-based anisotropic error estimate. The main modifications concern the flow solver and the remeshing stage.
Computing the goal-oriented metric The optimal metric found in Section III defined by Relations (15-16-17-18 (F i (W h ) ). H R stands for the operator that recovers numerically the second order derivatives of an initial piecewise linear by element solution field. In this paper, the recovery method is based on the Green formula. Its formulation along with some comparisons to other methods is available in.
4
Flow solver and adjoint state. As compared to Hessian-based mesh adaptation, the new step in the solver is the resolution of the linear system providing the adjoint state:
where g h is the approximated jacobian of j(W h ) with respect to the conservative variables and W * h is the adjoint state. A * h is the adjoint matrix of order one deduced by linearizing the numerical scheme. Thus, the main over-cost is memory. The storage of such a matrix for a one million vertices mesh in 3D is 1.15GB in simple precision and 3.3GB in double precision. The memory cost is even worse depending on the preconditioning technique. In our case, an incomplete BILU (0) preconditioner is used. 43 This choice doubles the memory cost. This preconditioner is jointly used with an iterative solver as GMRES. 43 With this strategy, the adjoint state P h is converged within 10 iterations with a residual of 10 −6 for a one million vertices mesh. The CPU spent to solve the adjoint system is less than 2min on a Intel Core 2 at 2.8 GHz. We mention that other techniques to solve this system exist and seem to be as efficient while requiring less memory, see.
35
Once W * h is computed, its point-wise gradient ∇ R W * h is recovered by using a L 2 projection from the neighboring element-wise constant gradients. 4 We summarize the final couples of variables made available by the flow solver:
• the gradients of the adjoint state
• the adjoint state associated with the boundary fluxesF on γ.
As regards the resolution schemes implemented in our in-house flow solver Wolf, we refer to 4 for a complete description. To give a brief overview, the Euler system is solved by means of a vertex-centered finite volume scheme on unstructured tetrahedral meshes. Here, we use the HLLC approximate Riemann solver to compute the numerical flux. The high-order scheme is derived according to a MUSCL type method using downstream and upstream tetrahedra. An high-order scheme is deduced by using upwind and downwind gradients leading to a numerical dissipation of 4 th or 6 th order. As it, the previous MUSCL scheme is not monotone and so it needs to be limited to guarantee the TVD property of the scheme. The considered limiter is a generalization of the Superbee limiter with three entries. The time integration is an explicit algorithm using a 5-stage, 2-order strong-stability-preserving (SSP) Runge-Kutta scheme that allows us to consider a CF L coefficient up to 4. With these features, the solver is then conservative, positivity preserving and monotone.
Mesh adaptation. Goal-oriented mesh adaptation requires to adapt the surface mesh of the surface γ on which the functional is observed. This standpoint is needed in order to ensure a valid coupling between the volume mesh and the surface mesh. This constraint implies numerous complications for the re-meshing phase. In our case, a global re-meshing is carried out after re-meshing the surface γ. We use Yams 24 for the adaptation of the surface and an anisotropic extension of Gamhic 26 for the volume mesh. When the surface is not adapted, we use Mmg3d. 
IV.B. 3D examples
The presented goal-oriented mesh adaptation process is first validated by comparing numerical results to wind-tunnel experiments. Then, Hessian-based and adjoint-based adaptations are compared for accurately capturing the pressure field below a supersonic aircraft. Finally, a transonic flow around a Falcon business jet is studied, wing tip vortices at large distance in the wake are compared when they are captured by the Hessian-based mesh adaptation and the present goal-oriented approach.
Comparisons with experiments: an axisymmetric geometry. This section is a validation of the complete adaptive loop: solver and error estimate. To this end, we compare mid-field signatures obtain by our adaptive method with experimental wind tunnel results. The geometry of the problem corresponds to the 8 th model of. 12 It represents a spike composed of two tandem cones connected by a cylinder defined analytically in inches by the following set of equations:
where l is the reference length equal to 2 inches (5.08 cm). The geometry is depicted in Figure 1 . To simulate the sting support of the initial wind-tunnel configuration, another cylinder has been added of length 2l, see Figure 1 . The computational domain is a cylinder of diameter 5 m and of length 6 m, see Figure 1 . Flow conditions are an angle of attack of 0 degree and a Mach number of 1.41. In this example, the flow is computed in the whole domain, i.e., the axis-symmetry of the geometry is not take into account. Indeed, our wish is to validate the 3D code that is going to be used on 3D fully non axis-symmetric complex configurations. This test case is also studied in the following references.
4, 32, 48
The pressure field is observed in the purple area shown in Figure 1 :
Results are analyzed by extracting the mid-field pressure signatures along lines at various distances under the geometry from 5 to 20 body lengths. More precisely, we plot:
, where R the distance to the body. The final signatures are given in Figure 2 . This result corresponds to a final adapted meshes composed of 2 million vertices. Notice that in, 12 it is specified that the rounding of the measured pressure peaks in experimental data is believed to be due in part to the wind-tunnel vibrations and the boundary layer effects. Therefore, sharp shock wave peaks obtained in our simulations, see Figure 2 , are the good answer. For both cases, the agreement with experimental data is thus excellent.
We can observe that the sharpness and the intensity of the shock waves at R/l = 20 is preserved (or increased). The shock waves are not diffused at all through their propagation pointing out the drastic reduction of the flow solver numerical dissipation. This result agrees with the linear supersonic aerodynamic theory where asymptotically it is predicted that the pressure front δp is decreasing proportionally to (R/l) −1/2 .
Comparisons with experiments: a lifting wing-body configuration. The aim of this section is to validate the adaptive CFD model on a lifting configuration proposed by NASA and to point out that the method can accurately predict full 3D configurations. A lifting wing-body produces a flow field disturbance which is proportional to the degree of lift generated. The typical run time of the goal-oriented adaptive loop is also given.
Model 4 geometry of wind tunnel study 31 is selected. This configuration has also been studied in. 48 This lifting wing-body geometry consists of an axisymmetric fuselage and a sweep delta wing. The body is a cylinder with a parabolic nose of length 17.52 cm and diameter 1.08 cm. The fitness ratio (l/d) is thus 16.22. The thickness r of the parabolic nose, of length 7.01, is defined by r = 0.54 − 0.011(x − 7.01)
2 . The wing is a 69
• leading edge sweep delta wing and double-wedge 5-percent-thick diamond sections with the ridge line located at mid-chord. The wings are mounted on the cylindrical portion of the fuselage at the longitudinal plane of symmetry at x = 8.21 cm. The dimensions of the wing tunnel sting are not provided in. 31 Based on this limited data, the sting is represented by a simple body of revolution extending 4 body-lengths behind the aircraft. The sting geometry is exactly the same as the one in Ref. 48 The geometry is immersed in a cylindrical domain aligned with the x-axis. The cylinder has a length of 2.75 m and a radius of 80 cm. This geometry is illustrated in Figure 3 .
The flow conditions are Mach 1.68 and a lift coefficient (C L ) of 0.08. The angle of attack was set to match the desired lift using the reference area equal to 33.106 cm 2 .
The goal-oriented mesh adaptation considers again the observation of the pressure field but this time on a line γ located on the cylindrical domain in the symmetry plane:
A mesh gradation of 3.5 has been set with an increase law coefficient of 1.1. 2 A total of 10 adaptations have been performed split into 2 steps of 5 adaptations. At each step, the pair mesh-solution is algorithmically converged at a fixed complexity. We have fixed a complexity of 15 000 for the first step and 20 000 for the second one. It results in a final adapted mesh the size of which is almost 76 999 vertices and 378 592 tetrahedra.
The final mesh and its associated solution, the C p iso-values, are shown in Figure 4 . The flow field is accurately computed under the lifting geometry in the sense that the solution has not been diffused throughout its propagation in the mid-field whereas the wake and the upper part of the flow have been poorly capture due to the coarse mesh. With only 76 999 vertices, the shock waves have been propagated down to the domain boundaries at a distance greater than 3-body lengths. This result points out that the numerical dissipation of the flow solver has been drastically reduced thanks to the anisotropic mesh refinement. Notice, Figure 4 (right) , the strong refinement of the surface mesh on the domain boundary where the observation line lies.
The accuracy of the obtained solution is deeper analyzed by a comparison to the experimental data of.
31
The mid-field pressure signature is extracted at 3.6 body lengths, R/L = 3.6, under the geometry at the end of the simulation. The pressure signal plot, Figure 5 middle-left, shows very good agreement with the wind tunnel data. As in, 48 we observe a discrepancy between the numerical solution and the experiment for x ∈ [1; 1.1] probably due to the inaccurate representation of the body sting.
This accurate solution has been obtained on a coarse mesh "only" composed of 76 999 vertices. This complexity reduction is achieved by the refinement of only the region of interest and the mesh anisotropy. Anisotropic ratio Lifting wing-body The mesh anisotropy is quantified by the anisotropic ratios and the anisotropic quotients, as explained in Section III.F. The mean anisotropic ratio is 47 and the mean anisotropic quotients is 1 410. The last quantity signifies that the anisotropy leads to a mesh complexity reduction of three order of magnitudes as compared to an isotropic adapted mesh. Detailed histograms of the anisotropic ratio and quotient are given in Table 1 .
This simulation is run on a eight-processors 64-bits Mac Pro with an Intel Core 2 chipsets with a clock speed of 2.8 GHz with 16 Gb of RAM. The CPU time for the whole computation is 23 minutes. The flow solver consumes 73% of the CPU time, the adjoint computation is included in this CPU. Detailed wall-clock time for each step of the adaptation loop are reported in Table 2 . Note that 3 minutes of CPU times have to be added to the flow solver to compute the initial state on the initial mesh. Finally, the three additional cases at higher Mach, M = 2.7, for C L equal to 0, 0.08 and 0.15 of 31 are run. The comparison to the wind tunnel data is done by observing the pressure signal at R/L = 3.1. Again, agreement with the experimental data is good, see Figure 5 right, except for the last shock corresponding to the region associated with the juncture between the body and the sting. A more accurate representation of the sting would probably improved the results. These CFD solutions are obtained with relatively coarse meshes with sizes varying between 77 000 and 84 000 vertices. The CPU time of these simulations is between 22 and 29 minutes.
High-fidelity pressure prediction of an aircraft. We consider the flow around a supersonic business jet (SSBJ). The geometry provided by Dassault-Aviation is depicted in Figure 6 (left). Flight conditions are Mach 1.6 with an angle of attack of 3 degrees. As for a body flying at a supersonic speed, each geometric singularity generates a shock wave having a cone shape ; a multitude of conic shock waves are emitted by the aircraft geometry. They generally propagate to the ground or coalesce around the aircraft. The goal, here, is to compute accurately the pressure signature only on a plane located 100 m below the aircraft. The observation plane has a length of 40 m and only a width of 2 m whereas the wing span is about 17 m. The scope of this test case is to evaluate the ability of the adjoint to prescribe refinements only in areas that impact the observation region. The functional is given by:
Observation area γ and its position with respect to the aircraft is shown in Figure 6 (right).
In order to exemplify how adjoint-based mesh adaptation gives an optimal distribution of the degrees of freedom to evaluate the functional, this adaptation is compared to a Hessian-based mesh adaptation. The adaptation is done on the local Mach number and the interpolation error is controlled in L 2 norm. 4, 37 The local Mach number is chosen as it gathers the velocity, the density and the pressure. Thus, it is a good indicator of the flow characteristics.
The adaptive loop is divided into 5 steps, each step is composed of 6 sub-iterations having a constant complexity for a total of 30 adaptations. The complexity sequence is [10 000, 20 000, 40 000, 80 000, 160 000]. Hessian-based and adjoint-based final adapted meshes are composed of almost 800 000 vertices. They are represented in Figure 7 where several cuts in the final adapted meshes for the adjoint-based (top) and Hessian-based (bottom) adaptations are displayed.
For the Hessian-based adaptation, as expected, the mesh is adapted in the whole computational domain along the Mach cones and in the wake, see Figure 7 (bottom). Such an anisotropic adapted mesh provides an accurate solution everywhere in the domain, cf. Figure 8 (top right). But, if the aim is to only compute an accurate pressure signature on surface γ then we clearly notice that a large amount of degrees of freedom is wasted in the upper part of the domain and in the wake where accuracy is not needed. As regards the adjoint-based adaptation, the mesh is mainly adapted below the aircraft in order to capture accurately all the shock waves that impacts the observation plane. On the contrary, areas that do not impact the functional are ignored with this new approach: the region over the aircraft, the wake of the SSBJ and in the region just behind the aircraft, only the lower half of the conic shock waves are refined and the angular amplitude of the refined part keeps on decreasing along with the distance to the aircraft (cf. Figure 7 
top).
Another point of main interest, which is more technical, is that the Hessian-based adaptation in L 2 norm prescribes a mesh size that depends on the shock intensity. A stronger shock is then more refined than a weaker one. In this simulation, shocks directly below the aircraft have a lower intensity than lateral or upper shocks emitted by the wings. Consequently, the adapted meshes with the Hessian-based method are less accurate in regions that directly affect the observation plane. On the contrary, shocks below the aircraft are not uniformly refined with the adjoint-based strategy. The shock waves are all the more refined as they are influent on the functional independently of their amplitudes.
As a conclusion, it is clear that in this context, the Hessian-based adaptation gives a non-optimal result with an inappropriate distribution of the degrees of freedom for the evaluation of the functional. This has a drastic consequence on the accurcy of the observed functional, see Figure 8 (bottom). It also demonstrates how the adjoint defines an optimal distribution of the degrees of freedom for the specific target. However, it is important to note that the mesh obtained with the Hessian-based strategy is optimal to evaluate globally the local Mach number.
It is worth mentioning that this method is completely automatic and gives an optimal result. It seems quite difficult to find a manual adaptation strategy to obtain an accurate evaluation of the functional while reducing the number of degrees of freedom. For instance, one may consider an approach that would consist in ignoring the upper part of the flow, however such a mesh would not be optimal as there exists at each distance a specific angle for refinement depending on the width of the observation plane γ. Moreover, considering the amplitude on the physical phenomenon to deduce a size prescription is not optimal as it gives weights that are not optimal to each physical phenomena involved in the flow. To conclude with this example, we compare the anisotropic quotients and the anisotropic ratios for the goal-oriented and the Hessian-based mesh adaptation. We aim at showing that the sum of interpolation errors involved in error Estimate (11) does not destroy the prescribed mesh anisotropy. Indeed, at first thought, one may think that, similarly to the metric intersection process, summing the interpolation errors on the fluxes may result in meshes with a poor anisotropy level. These quantities for the two final meshes with both approaches are reported in Table 3 . We note that there is no significant difference and no loss of anisotropy. This fact is confirmed by the mean values. An anisotropic mean ratio of 11.721 is obtained for the Hessian-based strategy versus 11.404 for the adjoint-based one. And, an anisotropic mean quotient of 109.74 is observed for the Hessian-based adaptation versus 117.24 for the adjoint-based method.
Anisotropic ratio
Adjoint-based Hessian-based Wing tip vortices capture. In this example, we study the accurate prediction of wing tip vortices at large distance in the wake for transonic flow conditions. We consider the Falcon business jet geometry provided by Dassault Aviation, see Figure 9 . The jet is flying at transonic cruise speed with Mach number 0.8 and an angle of attack of 3 degrees. The computational domain is a cylinder of radius 250 m and of length 700 m. The Hessian-based adaptation on the local Mach number is compared to the adjoint-based adaptation on the vorticity functional:
where γ is a plane located 400 m behind the aircraft orthogonal to the aircraft path, u the velocity field and u ∞ the velocity field at infinity. As the aircraft is flying at a transonic speed, the flows is composed of both shocks and smooth vortices. These phenomena have different magnitudes and mathematical properties. Across a shock, all the variables become discontinuous whereas a vortex corresponds to a smooth variation of the variables while having a very small amplitude. These features are exemplified in Figure 9 (right). An extraction of the pressure across the wing extrados where a shock occurs (green curve) is superposed to the pressure variation in the wake across a vortex located 400 m behind the aircraft (red curve). The amplitude of the vortex is less than 2% of the amplitude of the shock. Moreover, the smoothness property of the vortex is a supplementary difficulty as its derivatives involved in our estimate are also smooth. Consequently, vortices are difficult to detect and to not diffuse. Detecting and preserving these vortices are still a challenge in the field of CFD.
Final adapted meshes are composed of almost 1.5 million vertices for both methods. Vorticity iso-values are visualized in Figure 11 for planes x = 100 m , x = 200 m and x = 400 m, that are located behind the aircraft and orthogonal to the aircraft path. As regards Hessian-based adaptation, the vortex is accurately captures up to 100 m behind the aircraft and then it is diffused with the distance to the Falcon. On the contrary, with adjoint-based method, the vortex keeps a constant size and its core is not diffused when increasing the distance to the aircraft, see Figure 10 . When looking at the cuts in x = cte planes, the meshes are almost isotropic. Indeed, as the vortex iso-values are circular the ideal mesh is isotropic. In fact, the anisotropic gains are along the x-axis as illustrated in Figure 12 . We also observe that the wing shock is merely refined in the adjoint-based mesh contrary to the Hessian-based mesh. In the observation plane 400 m behind the aircraft, the adjoint-mesh is strongly anisotropic whereas Hessian-based mesh has already lost the vortex and is poorly anisotropic, see Figure 12 (bottom). A similar conclusion as previous example also applied here: the utilization of anisotropic meshes prevents the numerical diffusion of the physical phenomena while an appropriate weighting of the physical variables captures the small scale phenomena. 
V. Conclusion
We have proposed a new method providing the anisotropic adapted mesh optimizing the first error term in the approximation of a functional depending on the solution of a flow problem. This method is based on a new formal a priori estimation of the functional approximation error and its resolution in an abstract continuous framework. It has been applied successfully to the compressible Euler equations. This new method exploits two advanced technology and their good synergy:
• up-to-date anisotropic mesh generators that contribute to build optimal anisotropic adapted meshes
• the flow solver which is basically a P 1 Galerkin one relying on a continuous piecewise linear representation of the solution. It satisfies P 1 -exactness property allowing a P 1 -interpolation based error estimate to be used. Moreover, it is stabilized with a modern shock capturing method enabling the accurate computation of thin numerical shocks in strongly anisotropic adapted meshes.
The method has the following features:
• it produces an optimal anisotropic metric uniquely specified as the optimum of a functional and explicitly given by variational calculus from the continuous state and the adjoint state. The coupled system of the metric and of the two states is the object of the discretisation. This should be put in contrast with the usual process of starting from a (discrete) mesh and then improving it
• to apply it, there is no need to choose in a more or less arbitrary way any local refinement "criterion" and no need to fix any parameter except the total number of vertices which represents the error threshold
• mesh convergence is performed in a natural way by increasing the total number of prescribed vertices at each stage of the mesh adaptation process.
The new method has been applied to several challenging 3D problems. Numerical experiments show that the new method enjoys at best level the advantages of Hessian-based anisotropic methods and of goal-oriented methods. As compared to the Hessian-based method, the anisotropic stretching of the meshes is not lost but even more strengthened and better distributed along shocks. As compared with goal-oriented methods, the new method behaves like a goal-oriented method, but also naturally takes the anisotropy related to functional into account.
Some issues have not been addressed in this work such as the asymptotic convergence order of the error on the functional. The authors are addressing some of them, together with the issues of extending the above method to viscous and unsteady flows.
