We report on an implementation of the multiconfigurational time-dependent Hartree method (MCTDH) for spin-polarized fermions (MCTDHF). Our approach is based on a mapping for operators in Fock space that allows a compact and efficient application of the Hamiltonian and solution of the MCTDHF equations of motion. Our implementation extends, builds on and exploits the recursive implementation of MCTDH for bosons (R-MCTDHB) package. Together with R-MCTDHB, the present implementation of MCTDHF forms the MCTDH-X package. We benchmark the accuracy of the algorithm with the harmonic interaction model and a time-dependent generalization thereof. These models consider parabolically trapped particles that interact through a harmonic interaction potential. We demonstrate, that MCTDHF is capable of solving the time-dependent many-fermion Schrödinger equation to an in principle arbitrary degree of precision and can hence yield numerically exact results even in the case of Hamiltonians with time-dependent one-body and two-body potentials. As an application we study the problem of two initially parabolically confined 
I. INTRODUCTION
The time-dependent many-body Schrödinger equation for interacting fermions governs systems from many different fields ranging from electron dynamics in molecules [3] in quantum or theoretical chemistry, over graphene [4] and (fractional) quantum Hall states [5] in condensed matter, to the physics of quantum computation [6] , quantum simulation [7] or quantum dots and mesoscopic structures and interactions thereof [8] [9] [10] , to name but a few.
A general approach to deal with the time-dependent many-body Schrödinger equation for interacting fermionic particles is hence of great and general interest, especially also in view of the recent experimental demonstration of deterministic production of few-fermion systems [11] and their detailed investigation [12] [13] [14] in the context of ultracold atoms.
However, the solution of Schrödinger's equation for many-body systems presents a formidable, in most cases not analytically tractable problem. The exceptions to this statement include the Lieb-Liniger [15] and Tonks-Girardeau [16] models for one-dimensional bosonic particles and the harmonic interaction model for fermionic or bosonic particles of any dimension [17] [18] [19] . To date, unfortunately, no way has been found to scrutinize these or other analytical models to obtain solutions for the time-dependent Schrödinger equation for a general problem setting. Numerical methods that solve the Schrödinger equation are thus needed. Such numerical approaches also face limitations as the Hilbert space of many-body systems is growing exponentially with the particle number. Among the first approaches to the time-dependent many-body problem were so-called mean-field methods which reduce the intractably large problem by transforming the time-dependent many-body Schrödinger equation (TDSE) to an effective one-body problem. This transformation can be done in different ways. One approach is to make a mean-field ansatz for the state of the system and to derive the equations of motion for it by employing a time-dependent variational principle [20, 21] : demanding the stationarity of the functional action with respect to small variations of the parameters of said mean-field ansatz and demanding the solution to obey constraints (like, for instance, normalization), yields the equations of motion for the parameters (the time-dependent orbital [s] ) in the mean-field ansatz. In the case of distinguishable particles, one obtains the time-dependent Hartree-type or self-consistent field equations [20] . For indistinguishable bosons, these equations of motion are called timedependent Gross-Pitaevskii equation [22, 23] for a single-orbital ansatz and time-dependent multi-orbital mean-field equations [24] for a multi-orbital ansatz. For fermions they are named time-dependent Hartree( -Fock) [25] . All these equations have in common that they prescribe the time-evolution of a single ([anti-]symmetrized) product of one-particle states or, in short, of one configuration. They therefore cannot describe correlations between the particles and their dynamics adequately since that necessitates multiple configurations.
In order to straightforwardly go beyond the mean-field approach one allows not only one but all possible time-dependent configurations to contribute to the ansatz. One arrives, after a similar variational derivation as for the mean-field theories, at the multiconfigurational time-dependent Hartree approach (MCTDH) [26] [27] [28] for distinguishable particles, the MCTDH for bosons in the case of indistinguishable bosons [29, 30] (for a dedicated version for the double-well special case, see Ref. [31] and for the multi-layer MCTDH for bosons generalization, see Ref. [32] ), or the MCTDH for fermions (MCTDHF) [33] [34] [35] [36] [37] [38] in the case of indistinguishable fermions, which is also often refered to as multiconfigurational time-dependent Hartree-Fock. The generalization to multiconfigurational ansätze and hence improved accuracy comes at a price: the number of (symmetrized) basis states increases exponentially with the number of particles considered. The improvement in accuracy, however, can be crucial in order to describe the ongoing quantum dynamics, since it incorporates the evolution of correlations between the particles or degrees of freedom in the system. Moreover, the ansätze of MCTDH, MCTDH for bosons, and MCTDHF form a formally complete set of the respective many-body Hilbert spaces. Therefore, these methods can in principle provide the exact solution of the full TDSE when a convergence with respect to the number of variational parameters in the description is achieved. This has been demonstrated for the bosonic case in Refs. [39] [40] [41] and the fermionic case in, for instance, Ref. [38] .
Herein, we report on the implementation of MCTDHF that relies on the equivalence of many-body Hamiltonians in Fock space to a mapping [42] that helps us to optimally scrutinize the sparsity of the Hamiltonian in configuration space.
We demonstrate how the algorithm converges to the exact solutions of the TDSE for the case of spin-polarized fermions even for Hamiltonians with time-dependent one-and twobody potentials. We show the convergence and exactness of the algorithm, we test it with the exactly solvable harmonic interaction model (HIM) and its time-dependent generalization (TDHIM) [39, 40] . Thereby, we demonstrate its capability to describe both ground states as well as many-body dynamics with a time-dependent Hamiltonian, including time-dependent 4 one-body potentials and interactions, accurately.
We investigate charged fermions tunneling to open space from an initial parabolic confinement similar to recent experimental realizations [11, 12] . We thereby verify a model for the many-boson tunneling to open space [43] to also hold in the fermionic case. We prepare a system of N = 2 charged, spin-polarized fermions in the ground state of a parabolic trap.
By subsequently transforming the potential to an open configuration with a barrier, we allow the fermions to escape to open space by tunneling. We monitor the process with the time-evolution of the momentum distributions and the one-body and two-body correlation functions.
We implemented the solution of MCTDHF equations of motion extending and exploiting our previous recursive implementation of the MCTDH for bosons, R-MCTDHB package [44] .
The resulting software is now capable of solving the time-dependent many-body Schrödinger equation for general indistinguishable particles. We name the resulting software MCTDH-X, since it computes the dynamics of multi-configurational wavefunctions of X=F fermions and X=B bosons. The MCTDH-X software is distributed under a copy-left license through the website [44] and provides numerically exact results for bosons -as shown in Refs. [39, 40] and -as shown below -numerically exact results for fermions.
Let us mention here, that the present study considers long-range interactions in partially large grids. The evaluation of the respective two-body operators relies crucially on the so called "interaction-matrix evaluation via successive transforms" algorithm introduced in Refs. [40, 41] . Without this algorithm the present and many recent investigations of realistic solutions of the TDSE as for instance in Refs. [39, 40, [45] [46] [47] would have been impossible.
The structure of this paper is as follows: in Sec. II, we introduce the TDSE, derive the MCTDHF-equations of motion, describe our implementation of it and show its accuracy.
Section III discusses charged fermion tunneling to open space dynamics and Sec. IV gives conclusions and outlook.
II. THEORY, IMPLEMENTATION, AND EXACTNESS

A. Time-Dependent Schrödinger Equation and Hamiltonian
The problem we aim to solve with the MCTDHF is the time-dependent Schrödinger equation for N interacting fermionic particles. The TDSE reads:
Here, the wavefunction |Ψ and the HamiltonianĤ depend on all the particle coordinates r 1 , ..., r N and time t. We investigate systems with at most two-body operators in the Hamil-
Here,ĥ( r) = In second quantization, one uses field operators to represent the problem:
The functions φ k ( r, t) are an orthonormal set of single-particle states or orbitals that build up a fully anti-symmetrized basis of the N-fermion Hilbert space. Consequently, the Hamil-
Here, we used the following notations for the one-body and two-body matrix elements h kq and W ksql , respectively:
In the following we will make use of the matrix elements of the reduced one-and two-body density matrices,
as well as the reduced one-body and two-body densities [49, 50] 
Now, all prerequisites for the derivation of the MCTDHF equations of motion are defined and we can proceed by doing so.
B. MCTDHF equations of motion
To derive the equations of motion of MCTDHF, we first formulate a general multiconfigurational ansatz for the wavefunction. Then, we use the time-dependent variational principle 
Here, a vector notation n = (n 1 , ..., n M ) for the occupation numbers was invoked. In total, this ansatz contains N conf = M N terms and as many time-dependent coefficients C n (t). The occupation number states or configurations {| n; t } are fully anti-symmetrized products of the orbitals {φ k ( r; t)} [21] as follows:
Here, the orthonormality of the orbitals {φ k (x; t)} M k=1 is ensured by the Lagrange multipliers µ ij (t) in S. From demanding the stationarity of this functional action with respect to variations of the coefficients C n (t) and the orbitals {φ k ( r, t)} M k=1 ,
the equations of motion for the orbitals and the coefficients of the MCTDHF are obtained.
To simplify the resulting equations of motion, and without loss of generality we use an invariance property of the ansatz [Eq. (8)], see Refs. [26, 28] , and set φ k |i∂ t |φ q = 0. For details of the derivation, see for instance Refs. [36] [37] [38] . The obtained coefficients' equation of motion read
Here, C(t) collects all coefficients C n (t) in a vector. The indexing of this vector is a key part of the implementation of MCTDHF and is described in the following subsection. The orbitals' equation of motion read
The projectorP emerges in the derivation from the Lagrange multipliers introduced in the functional action, Eq. (9), to ensure the orthonormality of the orbitals. The local time-
were defined. Equations (11) and (12) (11) and (12), are of the same shape as the orbital equations of motion in the case of bosons [36] .
The coefficients' and orbitals' equations form a coupled, integro-differential and generally non-linear set: The evaluation of Eq. (11) for the coefficients C n (t) necessitates the matrix elements W ksql (t) and h kq (t) [Eq. (5)] computed from the current set of orbitals {φ k ( r, t)} M k=1 . The propagation of Eq. (12) for the orbitals {φ k ( r, t)} M k=1 necessitates the matrix elements ρ kq (t) and ρ kslq (t) [Eq. (6)] computed from the present set of coefficients C n (t). We move on and describe our implementation of MCTDHF.
C. Hamiltonian as a mapping in Configuration Space
Our MCTDHF implementation relies on a mapping for operators in Fock space as described in Ref. [42] and takes maximal advantage of the sparsity of the Hamiltonian in Fock basis [Eq. (11)]. We use the address
to index all occupation number states of N fermions in M orbitals. Here k µ is the number of holes, i.e., 0 occupation numbers in the configuration n and h j the positions of these holes. Importantly, the indexing defined by Eq. (13) allows us to write the coefficients C n (t) in a compact vector notation C(t) as done in the MCTDHF coefficients equation of motion, Eq. (11), above. We continue by illustrating how a general set of operators' actions can be cast in a compact and intuitive form by scrutinizing the indexing in Eq. (13) . The action of any of the operators that appear in the Hamiltonian Eq. (4) applied to a given configuration | n 1 ; t will yield a modified configuration α| n 2 ; t . Evidently, α depends on the occupation numbers n 1 and on the applied creation and annihilation operators. Since all the configurations have an index assigned through Eq. (13), it is sufficient to know three numbers to apply any operator: (i) the index I 1 of | n 1 ; t , (ii) the index I 2 of | n 2 ; t , and (iii) the prefactor α. Let us consider the generic one-body operatorsâ † 4â 1 andâ † 6â 3 and the configuration | n 1 ; t = |1, 1, 1, 0, 1, 0, 0, 1, 0 as an example. One finds:
In our example, we have N = 5, M = 9 and the number of holes is k µ = 4. Consequently, forâ † 4â 1 with I 1 = I(4, 6, 7, 9) = 8, we find I 2 = I(1, 6, 7, 9) = 73 and α = 1 from Eq. (13) . Forâ † 6â 3 with I 1 = 8, we find I 2 = I(3, 4, 7, 9) = 26 and α = (−1). For many operators' actions on a configuration one finds that the respective prefactor α is zero and one does therefore not have to consider the action of the operator on that configuration. In order to minimize the effort in the evaluation of the MCTDHF coefficients equations of motion 9 (11), we therefore only save the triples I 1 , I 2 , α when α = 0 in a dedicated custom data-type in our implementation of equation (11) . The data-type is constructed with the following recipe: for every one-or two-body operator in the Hamiltonian (4), we analyze for every I 1 if α is zero. If so, we move on to the next configuration. Only if α is nonzero, I 1 , I 2 , and α are stored. The resulting set of triplets (I 1 , I 2 , α) for every operator in the Hamiltonian (4), for all configurations | n 1 ; t , constitutes the most compact (and hence memory-efficient) way of applying the Hamiltonian to a given vector C(t) of coefficients. This allows for a faster evaluation of the coefficients equation of motion and for the handling of configuration spaces with a larger number of coefficients.
D. Benchmark with the time-dependent Harmonic Interaction model
The HIM and TDHIM are models that are exactly solvable when a coordinate transform from Cartesian to center-of-mass and relative coordinates is applied to their Hamiltonians.
Solutions are known for any spatial dimension and for bosonic and fermionic systems [17] .
The existence of exact solutions distinguishes the HIM models from other example problems such as, for instance, the Helium atom (cf. Ref. [38] ), for which approximate solutions with a very high accuracy are available -but not exact ones.
Since the HIM and TDHIM Hamiltonians present a correlated many-body problem in Cartesian coordinates, these models are a good test for the accuracy of the MCTDHF algorithm which, of course, also works in Cartesian coordinates. Benchmarks have been performed previously in the case of the MCTDH for bosons with the HIM and its timedependent generalization, the TDHIM in Refs. [39, 40] . Let us mention here, that the TDHIM presents a much tougher problem for the algorithm than typical physical problems like the tunneling to open space discussed in Sec. III because the TDHIM Hamiltonian has time-dependent both one-body and two-body terms. In a study of the eigenstates of the HIM, we found that MCTDHF yields results with an arbitrarily large accuracy [48] .
In this section, we asses the correctness of our implementation and the formal exactness of MCTDHF with the fermionic versions of the TDHIM.
To arrive at a time-dependent generalization of the HIM, the TDHIM, we chose a Hamiltonian with time-dependent trapping frequency ω ≡ ω T D (t) and time-dependent interparticle
t). The obtained TDHIM HamiltonianĤ
′ reads [39, 40] :
We now adopt the strategy in the Refs. [39, 40] and set
With this choice, we apply the coordinate transformations to relative
It's important to note that due to our choice of ω(t) and K(t), the Hamiltonian of the relative problem is time-independent and identical to the one obtained for the HIM, i.e., when setting f (t) ≡ 0, see also [48] . Moreover, the Hamiltonian of the center-of-mass problemĤ ′ CM (t) defines the following albeit time-dependent, but one-body problem that can be easily solved numerically exactly [51] :
The obtained time-dependent energy reads
Since our choice for K(t) and ω T D (t) keeps δ N = √ ω 2 + 2NK time-independent and identical to the δ N in the case of the time-independent HIM Hamiltonian,
remains also unchanged and time-independent (see [48] ). For computational convenience, we use the same parameters as in Refs. [39, 40] , K 0 = 0.5 and ω = 1 with f (t) = sin(t) cos(2t) sin(0.5t) sin(2t). We plot the exact solution for ǫ ′ CM (t) in Fig. 1 together with the MCTDHF predictions for N = 2 and N = 7 fermions for various numbers of orbitals
M.
We find that the MCTDHF(M) prediction converges to the exact result ǫ ′ CM (t) rapidly for increasing M. This is analogous to the convergence of MCTDHB(M) for the TDHIM model as shown in Refs. [39, 40] . We note here, that in the cases that the energies obtained from MCTDHF(M) are identical to the exact one, a further increase of M does not change the predictions of the method anymore: the wavefunction's time-evolution converges and represents a numerically exact solution to the time-dependent Schrödinger equation. Importantly, the occupations of the least occupied orbitals remain negligibly small in the case of a converged solution of the TDSE with MCTDHF(M). This renders a practical criterion for the convergence and numerical exactness of MCTDHF(M) for any given application.
III. TUNNELING TO OPEN SPACE OF FEW-FERMION SYSTEMS
There is outstanding experimental progress in the deterministic production of few-fermion systems [11] and detailed investigations on their properties [12] [13] [14] . Of particular interest is here, that these experiments with few-fermion systems consider situations where one or several of the particles are escaping from an initial confinement to open space. The theoretical work entailing the above experiments deals mostly with the issue of the decay rates with respect to the possible different decay channels for fermions with internal structure, see for instance [1, 2] . The correlation functions and their evolution have, however, not been systematically investigated yet. This motivates us to apply MCTDHF to the problem of initially parabolically confined fermions that are allowed to tunnel through a potential barrier to open space. We stress here that our simulations below consider a system with a similar one-body potential as the few-fermion systems in the experiments of the Heidelberg group [11, 12] , but, both, the two-body potential and the constituents of the system differ from the experimental realization: in our simulations Coulomb and not contact interactions are considered and the constituents we consider are spin-polarized fermions and not fermions with an internal degree of freedom. We adopt our scheme to model the process from pre- Fig. 2(a) for a plot. As interparticle interactionŴ ( r, r ′ ) we use the regularized Coulomb interaction from Ref. [10] ,
where we set α = 0.1 and β = 100, also as in Ref. [10] .
Since the following considerations are for one spatial dimension, we are going to use the labels x and k synonymously for the vectors r and k, respectively. We restrict the present study to the case of N = 2 fermions because the potential V (x, t > 0)'s barrier (cf. Fig. 2(a)) is too small for larger particle numbers to still speak of a tunneling process: For the case of N = 3 the energy per particle is comparable to the height of the barrier. Let us emphasize that we checked the results in the following for their convergence with respect to the number of orbitals M in our computations and found that M = 6 orbitals yield an essentially exact description.
In the following, we study the dynamics for N = 2 fermions for the case λ 0 = 1.0 and λ 0 = 0.5 and investigate if the model for the many-boson tunneling process in Ref. [43, 53] is predictive also for fermions. This model decomposes the one-dimensional Hilbert space into an "IN" and an "OUT" region and considers single-particle ejection processes from the viewpoint of energies. When a particle is ejected from "IN" to "OUT", the subsystem oscillator, E IN (1) = 0.5, since N is 2 . The emitted particle in "OUT" has the energy µ 1 at its disposal which it converts to kinetic energy. Since the potential V (x, t > 0) is zero in almost all of "OUT", the emitted particle can approximately be considered as free and its kinetic energy is therefore given by
. Consequently, a characteristic momentum
will manifest in the momentum distribution ρ(k, t) = jq ρ jqφ * j (k; t)φ q (k; t). Here,φ q (x; t) denotes the Fourier transform of the orbital φ q (k; t). The second emitted particle has the second chemical potential
, with E IN (N − 2) = 0, to convert it to kinetic energy upon its ejection. This results in a second characteristic momentum k 2 = √ 2mµ 2 in the momentum distribution ρ(k, t). By continuously applying this idea, the N-body tunneling process can be reconstructed by concurrently happening single-particle tunneling processes, cf. Fig. 2 .
The momenta obtained from the model for the N = 2 and λ 0 = 1.0 case are k 1 = 2.103 13 and k 2 = 1.0. For the N = 2, λ 0 = 0.5 case, we find k 1 = 1.931 and k 2 = 1.0. We plot the exact time-evolution of the momentum density ρ(k, t) in Fig. 3 . We find that the model for the tunneling process -albeit originally devised for bosonic particles with a contact interparticle interaction potential -predicts the momenta of the fermions with Coulomb
interactions emitted to open space with a remarkable degree of accuracy, see Fig. 3(b) ,(c).
Upon closer inspection of Fig. 3(b) , we find a peak structure in the momentum distribution in between k 1 = 2.103 and k 2 = 1.0. This structure corresponds to a kind of correlated pair ejection (see correlation functions g (1) and g (2) below) and the energy of the whole system was ejected:
One finds k red = 1.613 or λ 0 = 1 and k red = 1.538 for λ 0 = 0.5. Since there is no clear feature around k red in the momentum distribution ρ(k, t) in Fig. 3(c) for the case of λ 0 = 0.5, we infer that in that case the total energy of the system is not sufficiently over the barrier for the correlated two-body ejection to happen. Let us remark here that this is an interesting difference to the tunneling dynamics of the bosonic systems investigated in Refs. [40, 43, 53] .
We leave it as subject of further investigations to determine if the emergence of k red in the momentum distribution and how the feature is modified for a larger number of fermions or bosons with the same Coulomb interactions as in the present study. We infer from the remarkable agreement of the predicted momenta and the momentum peaks in ρ(k, t) in Fig. 3 that the bulk of the many-fermion tunneling to open space process is -like its many-boson counterpart -built up by single particle processes with characteristic momenta k 1 , k 2 , ... We move on to investigate the dynamics of the correlation functions in momentum space
where ξ = k for the momentum space correlation function and ξ = x for the real-space correlation function. The reduced one-body densities in momentum space, ρ As a first observation (left column of Fig. 4) , we find that the correlation of the initial state of the fermionic systems is much stronger than in the bosonic counterpart investigated in Ref. [40, 43] , which is essentially uncorrelated, i.e. |g process [43, 53] . Upon detailed comparison of the emergent line structure with respect to the bosonic case [43] in which the lines are simply marked by |g (1) | → 0, the following interesting difference is found: at the second momentum k 2 one actually finds |g The momenta k 1 , k 2 are reflected in |g (1) (x, x ′ ; t)| 2 as periodic structures. The large difference between k 1 and k 2 causes one of the fermions to escape much faster than the other.
This leads to a strong correlation, i.e., |g (1) (x, x ′ ; t)| 2 ≈ 0 on the off-diagonal (cf. "white rectangles" on the off-diagonal in the bottom right panel of Fig. 4) . Moreover, this strong correlation on the off-diagonal of g (1) can be interpreted as a feature of the process being sequential.
Since the overall features in the momentum distributions (peaks corresponding to chemical potentials) and the one-body correlation functions (line structure in k-space) are quite similar in the case of fermions and bosons, we conclude that (i) the model in Fig. 2 ini-tially put forward for bosons is indeed also predictive for the case of fermions and (ii) the process for fermions is likely to allow for a control by the threshold value of the potential T = lim x→∞ V (x, t > 0) in the same way as it does for bosons [53] : by changing the threshold T , the peaks in the momentum distribution can be shifted and are turned off when T becomes larger than the chemical potential corresponding to the respective process. The newly discovered feature of correlated two-body tunneling as well as the found differences in the time-evolution of the one-body correlation function are motivating for a more detailed investigation of the process using the two-body correlations. These can be quantified by the two-body correlation function
Here, ρ (2) is the reduced two-body density (cf. Eq. (8)). In Fig. 5 , we depict a plot of g (2) in momentum space (ξ = p) for the case of λ 0 = 1.0. As a first observation, we find that the two-body correlation function in momentum space exhibits a structure which is complementary to the one-body correlation function g (1) in momentum space (top row of
is comparatively small and vice versa. Moreover, we can decipher the details of the mechanism of the two-body tunneling to open space: a particle escaping with p 1 = k 1 = 2.103 is bunched with the other particle not having the same momentum, i.e., g (2) (k 1 , a, k 1 , a) > 1 only for a = k 1 and 0 otherwise (see arrows at k 1 = 2.103 in Fig. 5 ). This means that it is likely that the second particle travels at a different velocity if the first one is found traveling at k 1 . Moreover, a particle traveling at velocity p 1 = k 2 = 1.0 is bunched with the other particle having the momentum k 2 , i.e., g (2) (k 2 , a, k 2 , a) > 1 only for a ≈ k 1 and 0 otherwise. This underlines the sequential nature of the process: the second particle at k 2 can start its escape only, once the other particle has already escaped with the momentum k 1 (see arrows at k 2 = 1.0 in Fig. 5) . Moreover, the two-body correlation function demonstrates clearly that the peaks in the momentum distributions at k red (cf. top right panel of Fig. 3 ) indeed correspond to a correlated two-body escape: two particles escape with similar momenta as g (2) (p 1 , p 2 , p 1 , p 2 ) exhibits strong bunching on the diagonal around p 1 ≈ p 2 ≈ k red . This bunching feature in g (2) on the diagonal disappears for the cases in which the peaks around k red are absent in the momentum distributions, i.e., for λ 0 = 0.5 and λ 0 = 0 (not shown). This corroborates the finding that the two-body escape we see is indeed an "over-the-barrier" effect and not 16 tunneling.
IV. CONCLUSIONS AND OUTLOOK
In the case, where the total energy of the system is sufficiently above the barrier height of the single-particle potential, we find an additional signature in the momentum distributions, which is associated with a correlated two-body escape process. Using the two-body momentum correlation function, we were able to demonstrate the sequentiality of the process and that the discussed two-body process corresponds to an "over-the-barrier" escape and not tunneling.
To scrutinize and investigate the emergent features in the correlation functions for a larger number of particles and other types of interactions is a subject of future work.
As further future applications of our MCTDHF implementation, we envisage for instance studies of statistical relaxation and chaos [54, 55] , quantum turbulence [56] and vortices [57] as well as Hubbard Hamiltonians [58] , electronic decay processes [10] , and high harmonic generation [59] . We plot the correlation functions |g (1) (x ′ , x; t)| 2 and |g (1) (k ′ , k; t)| 2 in real and momentum space in the top and bottom rows, respectively, for the λ 0 = 1 case. In comparison to the bosonic case (see Refs. [43, 53] , we observe a generally more strongly correlated behavior in both real and momentum space for the ground states depicted in the left column. In the momentum correlations (top left and top right panels), a line structure emerges at the momenta corresponding to the escaping fermions, k 1 , k 2 with time. While the fermions that still reside in the well at k ≈ k ′ ≈ 0 are almost uncorrelated ( |g (1) | 2 ≈ 1, the fermion escaping with momentum k 1 is uncorrelated with those at rest ( |g (1) Fig. 3 ).
The p 1/2 = k 2 = 1 tunneling at p 1/2 = k 2 = 1.0 is anti-correlated or anti-bunched (g (2) < 1), whereas the tunneling at k = 2.103 is correlated or bunched (g (2) > 1). The found correlated pair tunneling process emerges as a strongly bunched structure on the diagonal around k red = 1.613, i.e., g (2) (k red , k red , k red , k red ) ≫ 1. All quantities shown are dimensionless, see text for further discussion.
