Summary. This paper focuses on the estimation of model parameters (model inference) for the class of Spartan Spatial Random Fields (SSRFs) introduced by Hristopulos (2003) . The approach used for model inference involves calculation of sample constraints and fitting with respective ensemble constraints. The fitting leads to optimal SSRF parameters obtained by minimizing a suitable distance functional. We propose kernel-based estimators for calculating the sample constraints from data distributed on irregular sampling grids. We investigate the asymptotic properties of the estimators, and we establish a criterion for the selection of the kernel bandwidth parameters. The performance of the sample constraint estimators, as well as that of the SSRF inference procedure is evaluated by means of numerical simulations for different models of spatial dependence.
Introduction
During the last 20 years there is an increased interest in spatial random field models (Christakos, 1992; Christakos and Hristopulos, 1998; Yaglom, 1987) and their applications in various scientific disciplines that include statistics, astrophysics, hydrology, ecology, medical geography, environmental and petroleum engineering, remote sensing and geographical information systems (GIS). This interest is motivated by the growing availability of spatial data and the need for accurate and flexible models of spatial dependence, which allow deriving predictive maps with associated uncertainty estimates. Spatial data are typically sampled on irregular (inhomogeneous) grids . Geostatistics is a branch of spatial statistics that provides methods for characterizing the spatial dependence and interpolating the data on regular grids. The variogram function is central in these methods. However, inferring the variogram model from the data involves a number of empirical assumptions and it entails, for large sample sizes, heavy computations.
A different approach for modelling spatial dependence, based on the Spartan Spatial Random Fields (SSRFs) was recently introduced by Hristopulos (2003) . The SSRFs belong in the broad family of Gibbs random fields. SSRFs provide a nonparametric approach for determining spatial structure that avoids the subjective choice of dependence structure and the associated regularity conditions (Genton and Gorsich, 2000) . In addition, SSRFs present certain interesting features: (i) Their joint probability density function (pdf) involves physically motivated terms. For example, in the case of the SSRF investigated in (Hristopulos, 2003) , the squares of the fluctuations, as well as their gradient and curvature were used.
(ii) A central issue in the development of new spatial models is determining permissibility conditions for the covariance to be positive-definite. In the SSRF case these conditions are expressed explicitly in terms of a constraint on the values of the shape parameter η 1 . This is in contrast with other nonparametric approaches, in which the enforcement of the positive definiteness condition is not straightforward, see for example (Shapiro and Botha, 1991; Hall and Patil, 1994; Genton and Gorsich, 2000) . (iii) Spartan models do not require the estimation of the experimental variogram from the data; instead, simpler experimental constraints are required, and this may lead to computationally efficient implementations as shown for the synthetic examples in (Hristopulos, 2003) . (iv) Besides providing a new class of covariance models, SSRFs permit the development of spatial interpolation methods different from kriging (Hristopulos, 2005) . This paper focuses on the estimation of SSRF model parameters from irregularly spaced samples. The fluctuation-gradient-curvature (FGC) SSRF model studied in Hristopulos (2003) , involved three main parameters: the scale factor η 0 , the covariance shape parameter η 1 and the characteristic length ξ. Parameter estimation was formulated in terms of a moment method: sample moments (constraints) that represent the fluctuation variance, denoted by S 0 , the mean square gradient, denoted by S 1 and the mean square curvature, denoted by S 2 , were fitted to their stochastic (ensemble) counterparts. For the estimation of the sample moments a background square lattice 'covering' the sample domain was defined. Estimators for the coarse-grained gradient and curvature were formulated, based on interactions between the sample points in neighbouring background cells. This approach has certain disadvantages: (i) the background lattice is not uniquely defined; (ii) for a square background lattice, at least some observations are ignored if the domain shape differs significantly from the lattice geometry; (iii) the interactions between the near neighbours are not uniquely specified; (iii) the performance of the sample constraints is not controlled; (iv) the computational load is significantly increased compared to the regular-lattice case, due to the effort required for determining the neighbour structure. Thus there is a need for improving the accuracy of the sample-moment estimates S = S 0 , S 1 , S 2 and consequently of the model parameters of Spartan fields.
The paper is organized as follows: Section (2) is devoted to a brief overview of SSRFs. In Section (3) the relation between the characteristic length and the integral range of the SSRF is investigated. Section (4) defines the constraints used in the problem of the SSRF model-parameter estimation on regular grids. In Section (5), sample constraints for irregular grids are defined based on kernel smoothing methods. It is proved that the estimators are asymptotically unbiased and consistent, and a criterion for selecting the kernel bandwidth is proposed. The proofs of asymptotic behaviour are relegated to Appendices A-D. Section (6) is devoted to numerical tests of the estimators using synthetic data sets. Conclusions and discussion of the results are given in Section (7).
An Overview of SSRFs
Let X(s)/s ∈ D ⊂ R d be a random field with covariance function G where D is a bounded region with positive volume. We consider a linearly coarse-grained random field in D given by
where Q λ is a real-valued smoothing kernel of radius λ, integrable, normalized and differentiable and r denotes the Euclidean norm of the vector r. The primitive field X(s) is not an observable quantity, and unlike the coarse-grained SSRF X λ (s), it is not necessarily differentiable. The length λ represents the resolution scale of the coarse-grained field. The mean field is denoted by E[X λ (s)]. We focus on statistically homogeneous and isotropic spatial random fields X λ (s) with a pdf f X [X λ (s)] that is assumed to be jointly Gaussian. The constraint of isotropy can be easily relaxed. The coarse-grained covariance function is denoted by G λ (r) where r ∈ R d is the spatial lag, and the semivariogram function is denoted by F λ (r). The following relation holds between the covariance spectral density of the SSRF and the primitive field:G
In the following, we consider for simplicity a band-limited, step function kernel densitỹ
where k max is a cutoff spatial frequency (wavevector) that is inversely proportional to the coarse-graining scale λ and k represents the Euclidean norm of the wavevector. The multivariate probability density function f X of SSRFs is in general expressed as
where the constant Z is a normalization factor obtained by integrating exp(−H) over all degrees of freedom and H[X λ ] represents the energy or cost functional. According to this pdf, 'high-energy' states are less likely than 'lower-energy' states. The role of the functional H is to impose spatial correlations, and it does not necessarily represent actual energy. The FGC model (Hristopulos, 2003) , is a special case defined by means of the following energy functional
The first term in the integral, which is proportional to α 0 , represents the energy cost of deviations from the mean state, while the terms proportional to α 1 and α 2 represent energy costs related to spatial variations of the field. For the FGC case above, the constraint of statistical homogeneity can be relaxed. In particular, if the SSRF can be analysed into a mean E[X λ (s)] that changes slowly (with respect to the characteristic scale of the fluctuations), the gradient and curvature terms are dominated by the fluctuations. Defining the scale parameter η 0 , the dimensionless coefficient η 1 and the characteristic length ξ such that
The spectral density is expressed in the terms of η 0 , η 1 , ξ and k max as follows:
The permissibility condition of positive definite covariance function is ensured by the two following set of relations (Hristopulos, 2003) :
Using the spectral representation (Chilès and Delfiner, 1999) , the SSRF covariance of the FGC model is given by the following integral:
where J ν is the Bessel function of the first kind of order ν. Hence the stochastic constraints E[S j ] (j = 0, 1, 2) can be easily expressed in terms of the four parameters η 0 , η 1 , ξ and k max .
The goal of the SSRF inference process is to determine the X λ (s) that provides an 'optimal' (given specific criteria) match for a given set of spatial data. In the following, we will assume that the sample X * consists of n data, X * (s 1 ), X * (s 2 ), . . . , X * (s n ), collected respectively at the spatial locations s 1 , . . . , s n ∈ D ⊂ R d . We will use Ω n to denote the convex hull of the sample locations and |Ω n | to denote the volume of Ω n . The semivariogram of the observed field X * (s) is denoted by F * (s i − s j ).
The Role of the Characteristic Length
We derive a relation between the characteristic length and the integral scale of isotropic SSRFs that provides a better understanding of the role of ξ. We use this relation to interpret the results of SSRF parameter inference in Section (6.3).
Theorem 1. Let us define the integral scale of an isotropic SSRF by means of the equation:
The SSRF characteristic length scale is related to the integral scale ℓ c by means of the equation
where
Using the integral tables (Abramowitz and Stegun, 1972, p. 12) , we obtain the equations (10)-(12). The asymptotic limit of A 2 (η 1 , k max ξ → ∞) yields the functions in the Eqs. (13)- (12), thus concluding the proof.
We display in Fig. (1) the function A 2 (η 1 , k max ξ) for four values of the shape parameter η 1 and for for k max ξ ≤ 2. Notice that A 2 (η 1 , k max ξ) is almost constant for k kmax ξ > 2. The dependence of A 2 (η 1 ) on the parameter η 1 is plotted in Fig. (2) . It is seen that A 2 (η 1 ) increases monotonically and non-linearly with η 1 . Thus, for large k max ξ and for small magnitude of η 1 the characteristic length is a good estimate of the integral range. As η 1 increases, ξ tends to underestimate the integral range.
Constraint Definitions on Rectangular Grids
Various approaches are possible to the SSRF model inference problem: one possibility is maximum likelihood estimation; another is using cross-validation at the sample points in connection with non-exact spatial estimators that are currently under development (Hristopulos, 2005) . The approach originally followed by Hristopulos (2003) relied on fitting sample constraints with the corresponding stochastic ones. In Section (5), this direction is pursued by obtaining improved estimates of SSRF model parameters for irregular sampling point distributions. First, we review the constraint definitions on hypercubic grids in d dimensions. It is assumed that the lattice step is equal to a and the length of the lattice side to L.
Definition 1. Let us define the local energy terms S 0 , S 1 (a 1 ), and S 2 (a 2 ) as follows:
2 is the centered second-order difference operator in the directionẽ i , i.e, The 'gradient' and 'curvature' terms above are expressed in terms of finite differences instead of derivatives. Their sample counterparts, obtained by replacing X λ (s) with X * (s), are thus well-defined even in the presence of non-differentiable components. On a square lattice, the increments a 1 and a 2 are equal to the lattice step. As shown below, in the case of an irregular sampling grid the step increments a 1 and a 2 depend on the sampling point distribution. 
For an isotropic X λ the semivariogram and its partial derivatives are independent of direction. Focusing on the SSRF semivariogram, let us denote the m-th order derivative at zero separation in any direction j = 1, . . . , d by
. Then, the stochastic constraints E[S j ] (j = 1, 2) are simplified as follows:
Note that the stochastic constraints E[S 1 (a 1 )] and E[S 2 (a 2 )] are to leading-order proportional to F
λ (0) and F
λ (0) respectively. We use this property in the following to define the constraints for irregular sampling grids.
Although the SSRF constraints are expressed in terms of the semivariogram of X λ (s), estimation of the experimental variogram is not required for determining the model parameters.
Definition 3. The spatial averages over the grid of the terms S 0 , S 1 (a 1 ) and S 2 (a 2 ) given in Definition (1), denoted by S 0 , S 1 (a 1 ), and S 2 (a 2 ) provide the SSRF sample constraints.
The model parameters are determined by treating the sample constraints as estimators of the respective stochastic constraints. This perspective requires the validity of the ergodic hypothesis. If we define the correlation radius r c as the distance at which the covariance drops to 5%, the ergodic hypothesis requires that the inequalities a ≪ r c ≪ L be honoured. The correlation length is proportional to the characteristic length if the covariance dependence is monotonic; however, the difference between the two can be significant if the covariance function includes negative oscillations as shown below. These conditions are not typically satisfied in geostatistical studies, where the number of sampling points may be as low as 100. If we assume that the ergodic conditions are satisfied approximately if L = 10 r c and r c = 10 a. In two dimensions a ≈ L/ √ n, and thus it follows that the number of points must be approximately n ≈ 10 4 .
Constraints on Irregular Grids
In order to infer the model parameters for an irregular sampling distribution, we need to define stochastic and sample-based constraints in analogy with the ones defined in Section (4). The sample gradient and curvature constraints will be formulated using kernel averages. Flexible distance increments a 1 and a 2 , suitable for general sampling point distributions, will be defined. In addition, the kernel bandwidths will be selected so as to yield good asymptotic properties for the gradient and curvature estimators.
Stochastic Constraints
The first stochastic constraint is the variance of the SSRF,
As the second stochastic constraint we consider the following:
The distance increment a 1 is yet unspecified, but as we show in Section (5.4) below, it is related to the sampling point distribution.
As the third stochastic constraint we consider the following:
The increment a 2 is also unspecified at this stage. In general, a 2 is different from a 1 . The stochastic constraints are functions of the SSRF parameters η 0 , η 1 , ξ, and k max . This dependence will not be shown explicitly to keep the notation concise. Next, we formulate sample constraints, which provide 'well-behaved' estimators of the model constraints defined above.
Sample Variance
The variance constraint does not depend on differences between neighbouring points. Hence, if the distribution of the sampling points is uniform, it is sufficient to use the classical variance estimator. Ifm x = n −1 n i X * (s i ) is the sample mean, the sample variance S 0 is given by:
Declustered estimates of the variance should be used if the sampling point distribution is non-uniform, in order to obtain unbiased estimates of the variance.
Sample Constraints Based on Kernel Smoothing
To define sample gradient and curvature constraints we use isotropic kernel functions K(r) with suitably selected bandwidth parameters, h 1 (for the gradient estimate) and h 2 (for the curvature estimate). The selected bandwidths ensure that the sample constraints are asymptotically non-biased and consistent estimators of their ensemble counterparts. The bandwidths are also shown to depend on the respective step increment. If the kernel function is not compactly supported, it can be truncated at some maximum distance r max such that K(r max ) < ǫK(0), where ǫ ≪ 1 is an arbitrary small cutoff threshold. For our purposes, it is sufficient that the kernel K have bounded moments m K,j = ∞ 0 ds s 2j−1 K(s) < ∞ for j = 1, 2, . . . , ∞. For any sample function A(X * ) given a specific bandwidth h, we define the off-diagonal kernel-weighted sum:
Then, the kernel average of A(X * ) is given by means of the equation:
Next, we propose specific expressions for the increments a 1 and a 2 that depend on the sample locations, and we formulate sample constraints S 1 (a 1 ) and S 2 (a 2 ) for irregularly spaced samples using kernel averages.
We show that the sample averages are asymptotically (as n → ∞ ) unbiased and consistent estimators of the stochastic constraints given by Eqs. (21) and (22) respectively. The asymptotic properties are formulated in the Theorems (1)-(4), while the proofs are given in the Appendices A-D.
In order to establish the asymptotic properties of the sample constraint estimators the following conditions are assumed to hold: (H1) The sampling locations s 1 , . . . , s n are randomly distributed. Then,
] is a realization of a random vector U i . The random vectors U 1 , . . . , U n are assumed to be independent and identically distributed.
(H2) Both |Ω n | −1 and |Ω n |/n, tend to zero as n tends to infinity. These conditions are satisfied if |Ω n | ∝ n δ for 0 < δ < 1.
(H3) Let u i,j := u i − u j denote the distance between two normalized position vectors. The probability density function (pdf) f 1 (u i,j ) of the sampling-location-distance vector is continuously differentiable in a neighbourhood of zero.
(H5) The conditional pdf g u (u i,j |u j = u) is bounded uniformly in u.
(H6) The semivariogram F λ admits six bounded derivatives in a neighbourhood of zero.
(H7) For any pair of non-identical sample points
In addition to the above, it is required that the bandwidths tend to zero as n → ∞. However, as we show below this follows from (H2) and the definitions of the increments. Conditions (H1-H5) specify properties of the sampling point distribution. In particular, condition (H2) implies an asymptotic densification, since the area enclosed by the convex hull increases slower than the number of points; in contrast, for regular grids the ratio Ω n /n is constant. Condition (H6) is satisfied for SSRF models, since the frequency cutoff ensures the existence of the semivariogram derivatives. Condition (H7) expresses the correspondence between the model SSRF and the sampled data. Note that this condition tends to be violated for sampling points that are very closely spaced, if the sample includes non-differentiable components. In this case, condition (H7) can not be exactly valid at very short distances. In connection to this it should be mentioned that the FGC SSRF derivatives can become quite large for large values of the cutoff wavevector; this flexibility can be used to approximate 'rough' spatial distributions -see also Section (6). Finally, condition (H8) requires that the kernel decreases asymptotically faster than a power law.
Sample Gradient Constraint
Definition 4. Let us define the sample difference
n. On irregular grids, the following coarse-grained estimate of the mean square gradient is defined:
In Eq. (26) both the increment a 1 and the bandwidth h 1 are undetermined. A sensible estimateâ 1 of the increment is as follows: Let B 0 denote the set of all near-neighbour vectors of each sampling point. In two dimensions the Delaunay triangulation of Ω n can be used to obtain B 0 . Then, if n b is the number of points on the boundary of the convex hull Ω n , the number of near-neighbour distances is equal to N 0 = 3n − 3 − n b . We defineâ 1 as the root mean square of the Euclidean distances in B 0 i.e.,
where ∆ i denotes the lengths of the sides of the Delaunay triangles. Other estimators of 'average' nearest-neighbour distance such as the median can be used.
Assuming that the increment a 1 is known, the bandwidth can be fixed by requiring that the kernel-based root mean square of all the distances between sampling points be equal to the increment, i.e.,
Eq. (28) that links the increment and the bandwidth seems arbitrary. However, it is physically motivated because only the step increment is a physical parameter, and the bandwidth should follow from it. Employing Eq. (28), the the kernel average in Eq. (26) is forced to focus on points separated by distances that are controlled by the value of the increment. The solution of Eq. (28) for the bandwidth, given the specific increment of Eq. (27) will be denoted byĥ 1 := h 1 (â 1 ).
Lemma 1. Let us assume that
Proof. Densification of the sampling network and Eq. (28) imply that γ > 0. In the two dimensional case, using Eqs. (27) and (28) lead to the following:
Since N 0 < 3n and
Proposition 1. The sample gradient constraint on irregular sampling grids is obtained from the following equation:
In the special case of a square sampling network with uniform step a, the increment estimated from Eq. (27) isâ 1 = a. Using a compactly supported kernel with bandwidth h 1 = a, the kernel estimate of Eq. (29) coincides with the lattice estimate of the gradient constraint, given in Definition (1) of Section (4).
Theorem 2. If the hypotheses (H1)-(H8) above are satisfied, the sample gradient constraint defined by Eq. (29) is an asymptotically unbiased estimator of the stochastic constraint E[S 1 (a 1 )], obtained from Eq. (21). More specifically, the following expression is obtained for
In addition, Eq. (28) leads to the following linear relation between the increment and the bandwidth:
Note that the Theorem (2) does not specify the value of the increment, only its relation to the bandwidth. Eq. (31) yields an explicit leading-order estimate of the the bandwidthĥ 1 for the specific choice of the increment given by Eq. (27). The proof of Theorem 1 is given in the Appendix A.
Theorem 3. If the hypotheses (H1)-(H8) above are satisfied, the sample gradient constraint defined by Eq. (29) is an asymptotically consistent estimator. More specifically:
is a constant given by an integral of the first derivative of the semivariogram.
The proof of Theorem (3) is given in the Appendix B.
The first term of the variance scales asymptotically as
, the second term as n −1 , while the third term scales as L −2 n ∝ n −δ . Hence, all three terms tend to zero asymptotically. Based on Lemma (1), the first term of the variance is asymptotically negligible with respect to the second term, and the latter is also negligible with respect to the third term because δ < 1. Finally, the asymptotically dominant term of the variance is given by:
Sample Curvature Constraint Definition 5. The kernel-based expression for the square of the second-order difference on irregular grids is defined as follows:
In Eq. (33) µ(h 2 ) is a function of the bandwidth and the sampling point distribution, employed to ensure the asymptotic properties of the curvature estimator. More specifically, we will use the following ratio of the kernel-averaged square distances:
Our estimateâ 2 of the increment a 2 will be based on the fourth-power algebraic average of the near-neighbour distances as follows:
If the increment is given, the kernel bandwidth is determined implicitly from it using the following equation:
The above expression ensures the asymptotic properties of the curvature estimator.
Lemma 2. Let us assume that h 2 ∝ n −ν . Then 0 < ν < γ and 2δ + 4ν < 1.
Proof. Again, from the densification of the sampling network with increasing n it follows that ν > 0. Using the Delaunay triangulation we can write
.
Using the inequality
, we deduce that ν < γ and the proof of the first part of the lemma is complete. For the second part of the lemma, using the inequality (x 4 + y 4 ) ≥ 8 xy/2 2 , we find
for any n for some constant c 2 . This inequality holds for any n if ν < (1 − 2δ)/4 which completes the proof of the lemma.
Proposition 2. The sample curvature constraint is obtained from the following equation: 
Moreover, Eq. (35) leads to the following relation between the bandwidth and the increment:
The proof of Theorem (4) is given in the Appendix C.
Theorem 5. If the hypotheses (H1)-(H8) above are satisfied, the sample curvature constraint defined by Eq. (37) is an asymptotically consistent estimator. More specifically:
where d j,K , j = 1, 2, 3 are constants.
The proof of Theorem (5) is given in the Appendix D.
The first term of the variance scales asymptotically as L 2 n /(n 2 h 6 2 ) ∝ n −ζ , where ζ = 2 − 6ν − δ; the second term scales as n −1 , while the third term as L −2 n ∝ n −δ . All the terms converge to zero asymptotically. However, the second term dominates for large n, because 1 > ζ > δ. To prove these inequalities, note that ζ − δ = 2 − (4ν + 2δ) − 2ν. From Lemma (2) it follows that 4ν + 2δ < 1, and thus ζ − δ > 1 − 2ν. Also, from Lemmas (1) and (2) it follows that 0 < ν < γ < (1 − δ)/2, and consequently 2ν + δ < 1, so that ν < 1/2; hence, ζ > δ is proved. Finally, the dominant asymptotic dependence of the curvature variance is the same as that of the gradient constraint, i.e.,
SSRF Model Parameter Inference
We determine the model parameters by matching the sample constraints S 0 , S 1 (â 1 ) and S 2 (â 2 ), given by Eqs. (23), (29), (37) respectively, with the corresponding stochastic constraints
given by Eqs. (20), (21), (22) respectively. At this stage, we introduce the metric Φ X * ; η 1 , ξ, k max as follows:
The functional Φ X * ; η 1 , ξ, k max measures the deviation of the stochastic constraints from the respective sample constraints using dimensionless ratios.
Proposition 3. Assuming that the sample constraints are unbiased and consistent estimators of the stochastic constraints, the optimal parameters η * 1 , ξ * and k * max are determined by minimizing the function Φ X * ; η 1 , ξ, k max . The optimal scaling parameter η * 0 is obtained from the following ratio:
The quantity in the denominator of Eq. (42) is the variance of the SSRF with η 0 = 1 and η 1 = η * 1 , ξ = ξ * , and k max = k * max . The Eq. (42) follows from Eq. (7), which shows that E[S 0 ] is linearly dependent on η 0 .
Simulations
In this section, we suppress the dependence of the constraints on the increments to simplify the notation. Numerical experiments based on synthetic samples are conducted to investigate the performance of the proposed estimators. Two types of experiments are used. First, SRF samples with specified correlation structure are generated and the sample constraints are estimated from the synthetic samples. Then, relative errors of the sample constraints with respect to the respective ensemble values obtained from the theoretical covariance models are calculated. This experiment aims at investigating the convergence of the sample constraints.
In the second experiment, synthetic samples are generated from specified covariance structures and the sample constraints are calculated. Then, optimal SSRF model parameters are inferred by matching the sample and model constraints. Finally, the covariance functions of the inferred SSRF models are compared with the covariance functions of the synthetic samples. The goal of this comparison is to show that the SSRF models provide good approximations for various types of 'classical' spatial dependence, and not to establish a perfect match between the SSRF covariances and the respective functions used to generate the synthetic samples. After all, both the SSRF and the 'classical' covariance functions are approximations for the 'true' spatial dependence of real data sets. All the computations are implemented in the MATLAB programming environment.
Simulated spatial structures
Four models of covariance dependence commonly used in geostatistics are investigated:
The 'classical' simulation method of Cholesky decomposition is used. In all cases, a uniform distribution of the sampling locations s 1 , . . .
The synthetic data X(s i ) 1 ≤ i ≤ n are generated from a standard Gaussian SRF (zero mean and unit variance), having a spatial dependence structure as specified above. Each realization differs from another in both the samplings locations and the values of the field at these locations.
Performance of sample constraints
Synthetic samples with Gaussian and spherical covariance models are generated. The sample constraints are calculated numerically by means of equations (23), (29) The accuracy of the sample constraint estimators S 0 , S 1 and S 2 is quantified by the following two error measures:
and e 2 (S i ) = 1
The mean relative error (MRE), e 1 (S i ), measures deviations of the respective estimator that contribute to bias. The root mean square relative error (RMSRE), e 2 (S i ), measures the consistency of the respective estimator. The cases investigated include two different sample sizes, n = 400, 1000 and two different correlation lengths, b = 0.02, 0.05. In all cases the size of the domain is L 1 = L 2 = L = 2, and the estimation errors are calculated using M = 500 independent samples.
The results are summarized in Figures (3) and (4), where histograms of the errors e 1 (S i ) and e 2 (S i ) are shown. The following features can be observed: The dispersion of the error distribution is smaller for b = 0.02 than for b = 0.05 (keeping n fixed), and for n = 400 than for n = 1000 (keeping b fixed).
According to Eqs. (30) and (38), the bias of the estimates for the gradient and the curvature is proportional to h 2 j (j = 1, 2). Because of densification the bandwidth tends to decrease with increasing n. Hence, the reduced dispersion of the MRE distribution with increasing n is justified. According to Eqs. (32) and (40), the variance of the gradient and curvature estimates is reduced with increasing n, since it contains terms that scale as n −1 , and 1/n 2 h (4 j−2) j , j = 1, 2. This justifies the behaviour of the RMSRE distribution with increasing n.
The smaller dispersion of the histograms in the Figures (3) and (4) for the smaller correlation length is due to ergodic errors, stemming from the finite domain size. If asymptotic conditions were established, the opposite tendency would be expected, as suggested by the Eqs. (30) and (38). This can be shown explicitly in the case of the MRE: neglecting fluctuations of the stochastic constraints {E[S i ]} (j) between realizations, and assuming that
. If the SRF is differentiable (e.g., Gaussian covariance model) based on Eqs. (21) and (30), we obtain to leading order the following result:
The sign of the bias depends on the sign of the ratio F (4)
λ (0). For fixed n, the increment (and hence the bandwidth), are independent of the correlation radius. Hence, one would expect the magnitude of the bias to scale as b −2 , in contrast with the obtained error histograms. However, the above result neglects the impact of sample-to-sample fluctuations, which are more pronounced for larger ratios b/L.
Comparing the RMSRE distribution for the Gaussian and the spherical covariance model, the former is less dispersed for the same n and b. The difference is more distinct for n = 1000 than for n = 400. We believe that the difference is due to the non-differentiability of the spherical model. More specifically, the asymptotic expression for the variance of the estimates has been derived assuming that a differentiable semivariogram captures the variability at the sampling points. However, this condition tends to be violated as the sampling network becomes denser if the sample fluctuations are non-differentiable. The main conclusion from Figures (3) and (4) is the overall good performance of the sample-constraint estimates. In particular, for the cases studied the RMSRE does not exceed 10%, while even smaller values are attained for the larger L/b ratio and number of sampling points.
SSRF parameter inference
Next, we focus on determining the optimal SSRF model parameters from the synthetic data. For each simulated SRF realization based on one of the "classical" covariance models, the sample constraints are calculated and then the optimal SSRF is determined by minimizing the functional of Eq. (41). The optimization is implemented using the Nelder-Mead (Press et al., 1992) simplex search algorithm that does not require gradient evaluations. The search is terminated when the parameters (η 1 , ξ, k max ) and the distance metric Φ change between consecutive steps less than their specified tolerances, which are here chosen to be 10 −6 . The permissibility constraint is satisfied by setting the value of the distance functional to a very large number (i.e., 10 6 ) if η 1 approaches the permissibility bound. The optimization search requires repetitive calculation of the stochastic constraints. Using the constraint equations defined in Eqs. (20)- (22), the respective incrementsâ 1 and a 2 , given by Eqs. (27) and (35), and the spectral representation of the SSRF covariance, given by Eq. (7), we obtain the following integral expressions for the constraints:
where φ 0 (k) = 1, φ 1 (k) = 
2 ). The optimization algorithm requires initial guesses for the SSRF model parameters; these are determined as follows: For η 1 the value η (0) 1 = 1 is arbitrarily chosen. The initial value ξ (0) of the characteristic length is estimated from the data. We assume that the low-frequency behaviour dominates the constraint integrals in Eq. (43). Using the Taylor expansion of the terms φ 1 (k) and φ 2 (k) around k = 0 and defining the dimensionless frequency κ = k ξ, it follows that the stochastic constraints satisfy E[S 1 ] ∝ η 0 ξ −2 and E[S 2 ] ∝ η 0 ξ −4 . Hence, we choose as an approximate estimate of the characteristic length the value ξ (0) = S 1 /S 2 1/2 . The frequency cutoff k max is chosen according
Comparison of SSRF and theoretical covariance models
We generate samples with different covariance models, but having the same correlation radius r c . If r c is defined by c(r c ) = 0.05c(0), where c(r) is any of the simulated covariance models, the correlation lengths and radii are related as follows: b s = r c /0.8, b e = r c / log(20), b h = r c /6 and b g = r c / log(20). The SSRF covariance functions with the optimal parameters are compared with the "true" covariance models in Figure 5 . The SSRF parameters are obtained by minimizing the distance metric (41) for a single sample, chosen at random. The corresponding SSRF covariance functions are obtained by numerically integrating Eq. (7). Good overall agreement is observed between the SSRF covariance functions and the theoretical models. More specifically, the SSRF model captures the oscillations of the hole-type model, although it underestimates the height and the periodicity of the secondary lobes. In the case of the sample with the exponential covariance, the SSRF model matches well the long-range behaviour, but it drops off more gradually than the exponential at short distances. Similar behaviour is observed in the case of the spherical model. Finally, in the case of the Gaussian dependence, the SSRF covariance matches well the behaviour for short distances, but it drops off more gradually than the Gaussian model at larger distances.
Table (1) lists the optimal values of the SSRF parameters and the corresponding value of the distance metric for each sample. Note that the SSRF characteristic length is O(10 −5 ) for the sample with the hole-type covariance model. This stems from the fact that in two dimensions the integral range of the hole-type covariance is ℓ 2 c ∝ b h ∞ 0 dr sin(r/b h ) and thus practically zero. According to Theorem (1) ξ is proportional to ℓ c , which explains the very low value of ξ. The SSRFs for the spherical and exponential models have very similar parameter values, with the exception of the characteristic length, which is ≈ 0.036 versus ≈ 0.015 respectively. The sample with Gaussian covariance gives the best fit to the SSRF model, as suggested by the value of the distance metric.
In Figure 6 we investigate the performance of the SSRF covariance based on 50 independent samples of size 400. We consider samples generated by means of the spherical (non differentiable) and the Gaussian (differentiable) dependence structure. Each graph is a boxand-whisker plot of the covariance value at ten regularly spaced lags in the interval [0, r c ] for r c = 0.1. The 25%, 50%, and 75% quartiles are shown as horizontal lines at the bottom, inside and at the top of the box. The whiskers determine the expected normal extent of the covariance data, and the crosses denote outliers. Finally, the actual values are shown by filled circles. There is overall satisfactory agreement of the SSRF covariance with the respective theoretical model. The agreement of the SSRF model is better (over the entire range of distances examined) with the Gaussian than with the spherical covariance. In the case of the spherical covariance, the differences with the SSRF model occur primarily in the tail. This is most likely due to the sharp cutoff of the spherical model in real space, which is not possible for band-limited SSRF models. Also note the lower dispersion (measured in terms of interquartile range) of the SSRF covariance values in the distance range from zero to r c /2. This behaviour seems reasonable, because the SSRF model parameters are inferred from short-range constraints. 
Conclusions and Discussion
This paper addresses the problem of SSRF model inference on irregular grids based on a method of moments that minimizes the difference between sample constraints and their stochastic counterparts. Kernel-averaging is used for the calculation of the sample constraints, and consequently for the inference of the optimal SSRF model from irregularly spaced spatial data.
A new relation is obtained between the SSRF characteristic length, the wavevector cutoff and the integral range of the covariance. Estimators for the coarse-grained gradient and curvature are derived, based on kernel-averaged finite sample differences. Reasonable choices for the step increments used in finite differencing are proposed, and explicit expressions for the kernel bandwidths are derived in terms of the increments. Respective stochastic constraints are also formulated by means of finite differences of the SSRF covariance over the respective step increment. It is shown that the sample gradient and curvature are asymptotically unbiased and consistent estimators of the respective stochastic constraints.
The performance of the constraint estimators is tested by means of simulated data. The analysis of the synthetic data supports the ability of the studied SSRF model to capture the spatial continuity of commonly used covariance models.
The kernel-averaging method bypasses the need of an arbitrary background lattice for solving the SSRF inference problem. Such a lattice in any case is not uniquely defined, and it may even be ill-defined if the convex hull of the data is irregularly shaped. In principle, kernel-averaging can be used for arbitrary sampling-point distributions; however, the sample needs to satisfy the assumptions (H1)-(H8) to prove the non-bias and consistency of the constraint estimators.
Different approaches to the SSRF inference problem are possible. For example, nonexact estimators can be formulated in the SSRF framework (Hristopulos, 2005) . If such estimators are used instead of kriging, it is possible to determine the SSRF parameters based on the cross-validation procedure by directly optimizing the SSRF estimates at the sampling points. This approach bypasses the need for the calculation of sample constraints. The accuracy and computational efficiency of the cross-validation approach with SSRF estimators are not known yet, but they are currently under investigation.
Appendix A
The proofs of the theorems (2)- (5) are presented for a two dimensional distribution of sampling points. Extension to higher dimensions is straightforward.
Notation
The following definitions in the proofs to abbreviate the resulting expressions.
(a) The distance vector between two sampling locations will be denoted by
] is a random vector. (b) For any vectors v i , v j , the pair distance will be denoted by v i,j := v i − v j , and v i,j := v i − v j denotes the Euclidean norm; for example, s i,j := L n U i,j . (c) In kernel averages, the distance between two sampling locations will be denoted by ω := u i − u j . In polar coordinates, ω = ω(cos ϕ, sin ϕ), or for short as ω := ωe iϕ .
(d) The kernel weights for a bandwidth equal to h 1 will be denoted by W i,j := K si,j h1 . The W i,j are random variables, due to the variability in the sampling positions. For a variable bandwidth equal to rh 2 the kernel weights will be denoted by Q i,j (r) := K si,j rh2 . (e) The symbol ′ i,j will denote a summation over both indices i and j that excludes the diagonal terms i = j. Similarly, the triple summation ′ i,j,k and the quadruple summation ′ i,j,k,l exclude all the terms in which at least two indices take the same value. (f) If g i,j denotes a two-point variable, the kernel averages of g i,j (excluding the zero-lag contribution) will be denoted by:
(g) The following two small parameters will be used: p n := h 1 /L n and q n := h 2 /L n .
Remark 1 (Concerning Ensemble Averaging). Ensemble averages of functions A(X * ) are assumed to be evaluated over both the distribution of the X * values and that of the sampling points.
Proof (Theorem 2). According to Eq. (29) the sample gradient constraint can be expressed as follows:
Similarly, the increment a 1 can be expressed as follows:
Using the abbreviated notation, the gradient constraint is expressed as follows: -5) and the increment a 1 can be expressed as follows:
(A-6)
To prove Theorem 2 we need to show (i) that the expectation of S 1 tends to the expression given by Eq. (30), and (ii) that the increment a 1 is linearly related to the bandwidth according to Eq. (31).
The expectation of the sample gradient involves two averages: one over the distribution of the field values, and one over the sampling point distribution. The first expectation can be easily calculated, since it only affects the numerator of Eq. (A-5). The averaging over the field values can be expressed as a conditional expectation over a fixed sampling point distribution:
The proofs of the Theorems (2-5) are based on the following steps:
(S1) The increment and the conditional mean of the sample gradient in Eqs. (A-6) and (A-7) are expressed as ratios of the quantities ′ i,j W i,j g i,j . In the case of Theorem (2), the pertinent g i,j are: g i,j = 1, s 2 i,j , and F λ (L n U i,j ). (S2) If the hypotheses (H1-H8) are satisfied, the kernel averages K h1 (g i,j ) tend asymptotically with probability one to n 2 E [W i,j g i,j ], where the indices i, j refer to any pair of non-identical sampling points. Similarly, if the summation is over a a weighted k − point (k ∈ Z) non-diagonal function, the result is ∝ n k . This ergodic result follows directly by applying the arguments in the proof of Theorem 3.1 in , which will not be repeated here.
(S3) The asymptotically dominant contributions of the expectations E [W i,j g i,j ] are calculated.
Below, the asymptotic dependence of the relevant E [W i,j g i,j ] is evaluated.
Step
The last line in Eq. (A-8) is obtained by assuming that p n is a small parameter, and calculating the Taylor expansion of the pdf f 1 around zero. This expansion gives the asymptotically dominant term of E[W i,j ], because at the asymptotic limit densification of the sampling network and domain growth reduce the value of p n . ¿From Eq. (A-8) and from the step (S2) it follows that:
Step (ii). Leading-order calculation of E W i,j s 2 i,j . Following the same approach as in Step (i) above, we obtain:
Hence, from Eq. (A-10) and from (S2) it follows that
Step (iii). Leading-order calculation of
To obtain the third line of Eq. (A-12) we used a Taylor expansion of both F λ and f 1 and kept the leading-order terms in h 1 . Consequently, it follows that
Note that the integration extends over the entire domain, and thus finite-domain-size effects are missed.
Step (iv). Asymptotic limit for the sample gradient constraint and the increment.
Based on the steps (S2) and (S3) above, as well as equations (A-7), (A-9) and (A-13), we obtain the following expression for the conditional mean of the sample constraint:
a.s from which we deduce the asymptotic behaviour of E[S 1 (a 1 )] as follows:
Similarly, based on equations (A-6), (A-9) and (A-11) the asymptotic behaviour of the increment is:
Appendix B
Proof (Theorem 3). The variance of S 1 (a 1 ) is given by means of:
According to Eq. (A-14) , the second term of Eq. (B-1) is o(h 4 1 ), which as shown below is negligible. Hence, we focus on the first term. For any Gaussian process X with semivariogram F , if X i,j := X(s i ) − X(s j ), denotes the increment SRF the following identity holds:
Based on this identity, the first term in the Eq. (B-1) is expressed as follows:
Step (i). Leading-order calculation of V 1,1 . Note that the asymptotic behaviour of the denominator has been obtained in Eq. (A-11) . Next, we focus on the summand in the numerator of Eq. (B-3):
Using the polar coordinates ω = ωe iϕ and setting u 1 = ω/p n we obtain the following
Hence, based on (S2) in the Appendix A, it follows that
From Eqs. (A-11), (B-7) and from the step (S3), it follows that
a.s.
(B-8)
Step (ii). Leading-order calculation of V 1,2 . The summand in the numerator of V 1,2 is expressed as follows:
Putting ω 1 = ω 1 e iϕ1 and ω 2 = ω 2 e iϕ2 and using
the above is expressed as follows:
A fourth-order Taylor expansion of ψ λ (u 2 h 1 , u 1 h 1 , 0, u 1,2 h 1 ) around the point (0, 0, 0, 0) gives the following approximation
Plugging this expansion in the above integral, the leading-order approximation of the summand becomes:
Based on Eq.(B-9) and (S2), the following expression is obtained for the numerator of V 1,2 :
Hence, based on Eqs. (B-4), (A-11), (B-10) and (S3) the following asymptotic expression is obtained for V 1,2
Step (iii). Leading-order calculation of V 1,3 . The numerator of V 1,3 includes a summation over quartets of sampling points, which thus involves the joint pdf of the three independent distances U i,j , U k,l , U i,k . Let us denote ω 1 = u i,j , ω 2 = u k,l , and ω 3 = u i,k ; then u i,l = ω 2 + ω 3 , and the respective three-point pdf is expressed as f 3 (ω 1 , ω 3 , ω 2 + ω 3 ). It follows that the summand in the numerator of V 1,3 is expressed as
Using polar coordinates ω 1 = ω 1 e iϕ1 , ω 2 = ω 2 e iϕ2 and ω 3 = ω 3 e iϕ3 and defining the function
is the Kronecker delta) the following expression is obtained for the summand:
We use the following variable transformations u 1 = ω 1 /p n , u 2 = ω 2 /p n , u 3 = L n ω 3 , and introduce the notationũ i = u i (1 − δ i,0 ). The arguments of the function ψ λ are expressed more conveniently in terms of the following function
In view of β i,j,k , the summand in the numerator of V 1,3 is expressed as follows:
A second-order (in h 1 ) Taylor expansion of ψ λ (u 3 , β 2,3,1 , β 2,3,0 , β 0,3,1 ) around the point (u 3 , u 3 , u 3 , u 3 ) leads, after algebraic simplifications, to the following:
By replacing the function ψ λ (u 3 , β 2,3,1 , β 2,3,0 , β 0,3,1 ) with this expansion, the integral above is transformed as follows: (B-12) where the constant C
(1) F λ is given by the integral:
According to (S2) in the Appendix A, the numerator of V 1,3 is given by
Hence, based on Eqs. (B-5), (A-11), and (B-14) the term V 1,3 is given by:
Step ( 
Appendix C
Proof (Theorem 4). According to Eqs. (34), (36) and (37) respectively, the ratio µ is expressed as follows:
The increment a 2 is given by:
and the sample curvature constraint is obtained from the equation:
Using the kernel weight Q i,j(r) , defined in the Appendix A (section notation, paragraph d), the kernel-weighted sums that appear in Eqs. (C-1), (C-2) and (C-3) can be expressed as
All the results in the following are obtained based on the steps (S1)-(S3) in the proof of Theorem 2.
Step (i). Leading-order calculation of the expectation E[Q i,j(r) ].
Based on (S2) and the above, the kernel sums that appear in the denominator (for r = 1, 2) are given by
Step (ii). Leading-order calculation of E Q i,j(r) s 2 i,j . Following the same approach as in Step (i), we obtain:
We conclude that
Hence, combining Eqs. (C-4) and (C-5) the following expression is obtained:
Using the above asymptotic expression with r = 1 and r = 2 in Eq. (C-1), we deduce that the ratio µ tends asymptotically to the following expression
Step (iii). Leading-order calculation of E Q i,j(r) s 4 i,j .
Following the same approach as in Step (i) above, we obtain:
¿From the above and from the step (S2) it follows that:
¿From the Eqs. (C-4) and (C-7) it follows that 1 12
2 ) a.s.,
and from the Eqs. (C-4), (C-5) and (C-7)
µ 12
Based on the two equation above and on Eq. (C-2), the asymptotic behaviour of the increment is given by:
Step (iv). Leading-order calculation of
Consequently, based on the step (S2) it follows that
It then follows from Eqs. (C-4), (C-6), and (C-9) that
2 ) a.s., (C-10) and similarly from Eqs. (C-4) and (C-9) it follows that
Step (v). Subtracting Eq.(C-11) from Eq. (C-10) and using Eq. (C-8) we obtain
from which we deduce that
Appendix D
Proof (Theorem 5). The proof is similar to that of Theorem 3. First, the variance of the curvature is analyzed into two terms, reflecting the double averaging.
The second term of the sum is negligible, since according to Eq. (C-12), the variance of
For any nonnegative real numbers x and y, let us define the following correlation 
x,y = 4
Then,
Next, note that the following identity holds:
In the above equations, the value of µ determined in Eq. (C-6) and the K rh2 {1} determined in Eq. (C-4) are used.
Step (i) Leading-order calculation of D (1) x,y and Z 1 . The expectation of the summand in Eq. (D-6) is given by
Using the polar coordinates ω = ωe iϕ and the following change of variables u 1 = ω 1 /xq n , we obtain:
Hence, the following result is obtained for D
x,y with probability one:
¿From the above result and Eqs. (C-8) and (D-13), it follows that Z 1 /a 4 2 is given with probability one by
Step (ii) Leading-order calculation of D
x,y and Z 3 . The expectation of the summand in Eq. (D-8) is given by the following integral
Using polar coordinates and the function ω i,j,k as defined in step (iii) of the Appendix B, it follows that
ψ λ (L n ω 3 , L n ω 2,3,1 , L n ω 2,3,0 , L n ω 0,1,3 ) f 3 ω 1 e iϕ1 , ω 3 e iϕ3 , ω 2 e iϕ2 + ω 3 e iϕ3 .
By introducing the variable transformations u 1 = ω 1 /(xq n ), u 2 = ω 2 /(yq n ), u 3 = L n ω 3 , using the notationũ i = u i (1 − δ i,0 ), introduced in step (iii) of Appendix B, and introducing the variable γ i,j,k;x,y = ũ 2 k (xh 2 ) 2 +ũ 2 i (yh 2 ) 2 +ũ 2 j + 2yh 2ũiũj cos(ϕ i − ϕ j )− 2x h 2ũjũk cos(ϕ j − ϕ k ) − 2x yh 2 2ũiũk cos(ϕ i − ϕ k ) 1/2 , the expectation integral is transformed as follows dϕ 3 ψ λ u 3 , γ 2,3,1;x,y , γ 2,3,0;x,y , γ 0,3,1;x,y f 3 xq n u 1 e iϕ1 , e iϕ3 u 3 /L n , yq n u 2 e iϕ2 + e iϕ3 u 3 /L n .
A fourth-order Taylor expansion of ψ λ around the point (u 3 , u 3 , u 3 , u 3 ), followed by an integration with respect to ϕ 1 , ϕ 2 and ϕ 3 , leads after algebraic simplifications to the following: ψ λ u 3 , γ 2,3,1;x,y , γ 2,3,0;x,y , γ 0,3,1;x,y = F In view of the above, the expectation integral is transformed as follows
n f 3 (0, 0, 0) du 1 du 2 du 3 u 1 u 2 u 3 K(u 1 ) K(u 2 ) w 1 (h 2 ; xu 1 , yu 2 ) F The integrals over u 1 and u 2 can be evaluated explicitly yielding moments of the kernel function. Then, the above expression in connection with Eq. (D-15) , leads to the following result for Z 3 with probability one Step (iii) Leading-order calculation of D
x,y and Z 2 . The expectation of the summand in Eq. (D-7) is given by the following integral
dω 1 dω 2 K ω 1 /xq n K ω 2 /yq n ψ λ L n ω 2 , L n ω 1 , 0, L n ω 1,2 f 2 (ω 1 , ω 2 ).
Using ω 1 = ω 1 e iϕ1 and ω 2 = ω 2 e iϕ2 and defining the functioñ ω i,j;x,y := xω i 2 + yω j 2 − 2ω i ω j xy cos(ϕ i − ϕ j )
1/2
we obtain the following expression for the expectation ψ λ (yh 2 u 2 , xh 2 u 1 , 0, h 2ω1,2;x,y ) f 2 q n u 1 e iϕ1 , q n u 2 e iϕ2 .
An eighth order Taylor expansion of ψ λ (yh 2 u 2 , xh 2 u 1 , 0, h 2ω1,2;x,y ) in a neighbourhood of (0, 0, 0, 0) leads after integration to the following expression The following result is obtained for D
x,y = 16π 2 F Var[S 2 (a 2 )/U 1 , . . . , 
