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(P) , , , ,
.
$(P)$ minimize $f(x)$ (1)
subject to $g_{j}(x)\leq 0,$ $j=1,$ $\ldots,$ $q$
$h_{j}(x)=0,$ $j=q+1,$ $\ldots,$ $m$
$l_{i}\leq x_{i}\leq u_{i},$ $i=1,$ $\ldots,n$
. $x=$ $(x_{1}, \cdots, x_{\mathfrak{n}})$ $n$ , $f(x)$ , $g_{j}(x)\leq 0$ $q$ ,
$h_{j}(x)=0$ $m-q$ , $f,$ $g_{j},$ $h_{j}$ . $l_{i},$ $u_{i}$




$\epsilon$ , . $\phi(x)$ .
$\phi(x)$ , .
$\{\begin{array}{l}\phi(x)=0(x\in \mathcal{F})\phi(x)>0(x\not\in \mathcal{F})\end{array}$ (2)
, .
$\phi(x)$ $=$ $\max\{\max\{0,g_{j}(x)\},\max j|h_{j}(x)|\}$ (3)
$\phi(x)$ $=$ $\sum_{j}\max\{0,g_{j}(x)\}^{p}+\sum_{j}^{j}|h_{j}(x)|^{p}$ (4)
, $P$ .
2.3 $\epsilon$
$(f, \phi)$ , $\epsilon$
, $\epsilon$ .
$x_{1},$ $x_{2}$ $f_{1},$ $f_{2}$ , $\phi_{1},$ $\phi_{2}$ , $<,$ $\leq$
$(f_{1}, \phi:)$ $\epsilon$ $<_{\epsilon},$ $\leq_{\epsilon}(\epsilon\in[0, \infty))$
.
$(f_{1}, \phi_{1})<$ $(f_{2},\phi_{2})$ $\Leftrightarrow$ $\{\begin{array}{l}f_{1}<f_{2}\phi_{1},\phi_{2}\leq\epsilon f_{1}<f_{2}\phi_{1}=\phi_{2}\phi_{1}<\phi_{2},\end{array}$ (5)
$(f_{1},\phi_{1})\leq$ $(f_{2},\phi_{2})$ $\Leftrightarrow$ $\{\begin{array}{l}f_{1}\leq f_{2}\phi_{1},\phi_{2}\leq\epsilon f_{1}\leq f_{2}\phi_{1}=\phi_{2}\phi_{1}<\phi_{2}\end{array}$ (6)
, $<0,$ $\leq 0$ . $<_{\infty},$ $\leq_{\infty}$ .
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24 $\epsilon$
$\epsilon$ , , $\epsilon$
. $\epsilon$ $(P\leq e)$ , , $\epsilon$
. , minimize$\leq_{e}$ $\leq_{-c}$ .
$(P\leq e)$ minimize$\leq$ . $f(x)$ (7)





$(P^{\epsilon})$ $(P\leq e)$ , (P) .
1 (P) , $(P\leq e)$ (?) .
2 $(P)$ . $(P\leq$ $)$ , $(P)$ .
3 $\{\epsilon_{n}\}$ . , $0$ . $f(x),$ $\phi(x)$ , $(P)$
$x^{*}$ , , $\epsilon_{n}$ $(P\leq e_{n})$ $\hat{x}_{\mathfrak{n}}$ .
. $\{\hat{x}_{n}\}$ $(P)$ .
1, 2 , $\epsilon$ ,
. . $\epsilon$ ,
. 3 , $\infty$
, $\epsilon$ $0$ , .
$\alpha$ . $[0,1]$ , 1
. , $\alpha$ $\epsilon$ . , ,
1 $0$ , $\alpha$
$\epsilon$ .
3 $\epsilon$ Differential Evolution
Differential Evolution $\epsilon$ $\epsilon$ Differential Evolution$(\epsilon DE)$
.
3.1 (Differential Evolution)
Differential evolution (DE) (evolution strategy) , Storn and Price$[20, 21]$
. DE , . DE ,





. , DE , (base vector)





DE , $DE/best/1/bin$ $DE/rand/1/\exp$
. , $DE/base/num/cross$ . ‘base”
. , $DE/rand/num/cross$ ,
$DE/best/num/cross$ . $num$’
. “cross” . , $DE/base/num/bin$
(binomial crossover) $Aa$ $DE/base/num/\exp$ ,
(exponential crossover) .
DE , , .
, $n$ . , .
, . , 1+2 num
. , .
$F$(scaling factor) . .
$CR$(crossover factor) ,
(trial vector) . , , . .
, 1($n$um $=1$ ) $DE/rmd/1/\exp$ .
3.2 $\epsilon$ DE
$\epsilon$ $DE/rand/1/\exp$ $[22, 23]$ .
Step0 . $S$ , $N$ , $P(O)=\{x^{1},i=$
$1,2,$ $\cdots$ , $N$} . , $\epsilon$ $\epsilon(0)$ .
Stepl . $T_{m*X}$ , .
Step2 . $x^{i}$ , 3 $x^{p1},$ $x^{p2},$ $x^{p\theta}$ $x^{i}$




$Step3$ . $x’$ $x^{j}$ , $x_{1}^{no*r}$ . $j$ $[1, n]$
. $x_{1}^{now}$ $j$ $x’$ $i$ .
, $CR$ . $x’$
. , $x$ : . , $Step2$ $Step3$
.
$Step4$ . $x_{1}^{n\epsilon w}$ . $x^{ncw}$ $x^{i}$
, .





$P(0)\cdot G\cdot n\bullet rateN$ individuals $\{x^{:}\}$ randomly:
$e\cdot\epsilon(0)$ :
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for $(t=1;t\leq T_{\max} ; t++)$ $\{$
for $(i^{a}1;i\leq N;i++)$ $\{$
$(p_{1}, p_{2},ps)\cdot seloct$ randomly from $[1, N]$
$\epsilon$ .t. $p_{1},$ $p_{2},$ Ps, $i$ ;
$x^{n\epsilon w}\cdot x^{:}\in P(t-1)$ ;
$j=eelect$ randomly from $[1, n]$ ;
$k\sim 1$ ;
do $\{$
$x_{j}^{n\cdot w}$ $x_{j}^{p1}$ $F(P_{j}^{2}-x_{j}^{p\})$ ;
$j\cdot(j+1)\% n$ :
$k**$ :
$\}whi1\cdot(k\leq n\iota\iota u(0,1)<CR)$ ;
if $t(f(x^{n\cdot w}),\phi(x^{r\cdot w}))<$. $(f(x^{:}),\phi(x^{:})))$








. $\epsilon(t)$ $\epsilon$ $\epsilon$ . $F$ , $CR$ , $u(O, 1)$
$[0,1]$ .
3.3 $\epsilon$
, . . $\epsilon$
, $0$ , $0$
. . $\epsilon(0)$
20% , $T$ 80% $0$ . $t$
.
$\epsilon(0)=\phi(x_{\theta})$ (10)
$\epsilon(t)=\{\begin{array}{ll}e(O)(1_{T_{e}^{t}\cdot}-)^{cp}, 0<t<T_{\epsilon},0, t\geq T_{c}\end{array}$
, $x0$ 20% $(\theta=0.2N)$ . $T_{c}$ 80% $(T_{\epsilon}=0.8T_{m**})$
, 5 .
4 $\epsilon DE$
, $[10, 24]$ 13
, $eDE$ [24] .
4.1
13 $gOl\sim gl3$ , $g02,$ $g03,$ $g8$ , g12 .
. $g03,$ $g05$ , gll, $g13$ . , g12 0.25 $9^{3}$
, [25].
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1 $[11, 26]$ . , $(n)$ , ,
(LI), (NI), (LE), (NE) , $0$
(active) . , $(\uparrow)$ .
1:
$\epsilon$ , . , (4) $p=1$
. $\epsilon$ , $e(t)=0$ .
(10) $\epsilon$ . , $\varphi=5$ . DE
, . , ( ) $N=40$,
$F=0.7$, $CR=0.9$ . $T_{m\cdot x}$ , g12 $T_{\max}=4$,999
. g12 $T_{m*X}=499$ . , $(T_{m\cdot x}+1)xN$ . g12
$2\mathfrak{N},W0$ ($g12$ , 20,000 ) . , 30 .
42
13 , ,
, Runarsson and Yao Stochastic Ranking(SR) [10]. Mezura-Montes and Coello
Simple Multimembered Evolution Sturategy(SMES) [11], , $\alpha$
SimPlex($\alpha$ Simplex) [24] . , $\epsilon DE$ SR $\alpha$ Simplex .
SR , $N=200$ , g12 $T_{ma3l}=1749$ .
g12 $T_{\max}=174$ , 30 . ,
$N*(T_{\max}+1)=200\cross 1750=350$,000 ($g12$ $200\cross 175=35$ ,000 ) . ,
(11) ,
.
$|h_{j}(x)|\leq\delta,$ $\delta>0$ , (11)
, $\delta=10^{-4}$ . $\alpha$ Simplex , g12
290, $000\sim 330,0\alpha$) , g12 30,000 , 30 . , $\epsilon DE$ ,
$\epsilon$ . $\epsilon DE$ $\alpha$ Simplex ,
. . ,
$10^{-4}$ . , , [24]
, (11) $\delta=10^{-4}$ . .
2 3 \epsilon DE, SR, $\alpha$ Simplex .
96
3: $eDE$ , SR, $\alpha Simplex$
gO1, $g04,$ $g06,$ $g08$ , gll g12 , 30 , .
, $\epsilon DE$ g02 g13 , $g03,$ $g05,$ $g07,$ $g09$ ,
g10 , SR . , g03
\epsilon DE .
$\epsilon DE$ , g02 , ,
. , , $\epsilon DE$ ,
.
5
DE , 1 ,
. .$\cdot$ DE $\epsilon$ \epsilon DE
. , ,
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, . $\epsilon DE$ , 13
. ,




, (c) (No. 17510139, 16500083)
.
$gO1$ : minimize $f(x)=5 \sum_{:=1}^{4}x_{i}-5\sum_{1=1}^{4}X_{1}^{2}-\sum_{1=8}^{13}x:$ ,
subject to $g_{1}(x)=2x_{1}+2x_{2}+x_{10}+x_{11}-10\leq 0,$ $g_{2}(x)=2x_{1}+2x_{3}+x_{10}+x_{12}-10\leq 0$ ,
$g_{3}(x)=2x_{2}+2x_{3}+x_{11}+x_{12}-10,$ $\leq 0,$ $g_{4}(x)=-8x_{1}+x_{10}\leq 0$,
$g_{6}(x)=-8x_{2}+x_{11}\leq 0,$ $g_{l}(x)=-8x_{3}+x_{12}\leq 0,$ $g_{7}(x)=-2x_{4}-x_{5}+x_{10}\leq 0$,
$g_{8}(x)=-2x_{0}-x_{7}+x_{11}\leq 0,$ $g_{0}(x)=-2x_{8}-x_{0}+x_{12}\leq 0$,
$0\leq x_{2}\leq 1$ $(i=1, \cdots, 9)$ , $0\leq x:\leq 100(i=10,11,12),$ $0\leq x_{13}\leq 1$
$x^{c}=(1,1,1,1,1,1,1,1,1,3,3,3,1)$ . $f(x^{*})=-15$ .
subject to $g_{1}(x)=0.75- \prod_{:=1}^{20}x:\leq 0,$ $g_{2}(x)= \sum_{:=1}^{20}x_{i}-7.5n\leq 0$ ,
$0\leq x:\leq 10$ $(i=1, \cdots , n),$ $n=20$
. $f(x)=0.80\theta 619[10]$ .
gO$: maximize $f(x)=( \sqrt{n})^{n}\prod_{1=1}^{n}x_{1}$ ,
subject to $h_{1}(x)= \sum_{i=1}^{n}x_{1}^{2}-1=0$ , $0\leq x:\leq 1(i=1, \cdots , n)$ , $n=10$
$X_{1}^{l}= \frac{1}{\sqrt{n}}$ $(i=1, \cdots,n)$ , $f(x^{\tau})=1$ .
$g04$: minimize $f(x)=5.3578547x_{3}^{2}+0.8356891x_{1}x_{5}+37.293239x_{1}-40792.141$,
subject to $g_{1}(x)=85.334407+0.0056858x_{2}x_{6}+0.0\mathfrak{M}6262x_{1}x_{4}-0.0022053x_{3}x_{S}92\leq 0$ ,
$g_{2}(x)=-85.334407-0.0056858x_{2}x_{6}-0.\infty\infty 262x_{1}x_{4}+o.\omega 22053x_{3}x_{5}\leq 0$,
$g_{3}(x)=80.51249+0.0071317x_{2}x_{6}+0.0029955x_{1}x_{2}+0.0021813x_{3}x_{3}-110\leq 0$,
$g_{4}(x)=-80.51249-0.0071317x_{2}x_{5}-0.0029955x_{1}x_{2}-0.0021813x_{3}x_{S}+90\leq 0$ ,
$g_{b}(x)=9.3\infty \mathfrak{R}1+0.0047026x_{3}x_{8}+0.0012547x_{1}x_{3}+0.0019085x_{\theta}x_{4}-25\leq 0$ ,
$g_{6}(x)=-9.300961-0.0047026x_{3}x_{b}-0.0012547x_{1}x_{3}-0.001\infty 85x_{3}x_{4}+20\leq 0$ ,
$78\leq x_{1}\leq 102,33\leq x_{2}\leq 45,27\leq x:\leq 45(i=3,4,5)$
$x^{t}=(78, 33, 29.995256025682, 45, 36775812905788)$. $f(x)=-3oe65.539$ .
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$g05$ : minimize $f(x)=3x_{1}+0.000001x_{1}^{3}+2x_{2}+ \frac{0.000002}{3}x_{2}^{3}$ ,




$0\leq x_{i}\leq 1200(i=1,2)$ , $-0.55\leq x_{i}\leq 0.55(i=3,4)$
. $f(x)=5126.4981$ .
gOO: minimize $f(x)=(x_{1}-10)^{3}+(x_{1}-20)^{3}$ ,
subject to $g_{1}(x)=-(x_{1}-5)^{2}-(x_{2}-5)^{2}+100\leq 0$ ,
$g_{2}(x)=(x_{1}-6)^{2}+(x_{2}-5)^{2}-82.81\leq 0$,
$13\leq x_{1}\leq 1\mathfrak{w},$ $0\leq x_{2}\leq 100$
$x^{*}=$ (14.095, 0.842%), $f(x)=-6961.81388$.
$g07$: minimize $f(x)=x_{1}^{2}+x_{2}^{2}+x_{1}x_{2}-14x_{1}-16x_{2}+(x_{3}-10)^{2}+4(x_{4}-5)^{2}+(x_{5}-3)^{2}$
$+2(x_{0}-1)^{2}+5x_{7}^{2}+7(x_{8}-11)^{2}+2(x_{9}-10)^{2}+(x_{10}-7)^{2}+45$ ,







$-10\leq x:\leq 10(i=1, \cdots , 10)$
$x^{t}=(2.171996,2$ 63683, 8773926, 5.095984, 0.99( 548, 1430574, 1.321644, 9.828726,
8280092, 8375927), $f(x)=24.3\alpha 209$.
$g08$ : maximize $f(x)= \frac{\sin^{3}(2\pi x_{1})\epsilon in(2\pi x_{2})}{x_{1}^{S}(x_{1}+x_{2})}$
subject to $g_{1}(x)=x_{1}^{2}-x_{2}+1\leq 0,$ $g_{2}(x)=1-x_{1}+(x_{2}-4)^{2}\leq 0,0\leq x_{i}\leq 10(i=1,2)$
$x^{*}=$ (1.2279713, 42453733), $f(x)=0.095825$.
gOO: minimize $f(x)=(x_{1}-10)^{2}+5(x_{2}-12)^{2}+x_{3}^{4}+3(x_{4}-11)^{2}+10x_{5}^{6}+7x_{0}^{2}+x_{7}^{4}-4x_{6}x_{7}$
$-10x_{0}-8x_{7}$ ,




$-10\leq x_{i}\leq 10(i=1, \cdots , 7)$
$x^{r}=$ $(2.330499, 1.951372, - 0.4775414, 4.365726, -0.62u870,1.038131, 1.594227)$,
$f($ $)=680.63N573$.
$g10$ : minimize $f(x)=x_{1}+x_{2}+x_{3}$ ,





$100\leq x_{1}\leq 1m00$ , $1000\leq x:\leq 10000(i=2,3),$ $10\leq x_{i}\leq 10m(i=4, \cdots,8)$
99
. $f(x)=7049.3307$ .
gll: minimize $f(x)=x_{1}^{2}+(x_{2}-1)^{2}$ ,
subject to $h(x)=x_{2}-x_{1}^{2}=0,$ $-1\leq x_{i}\leq 1(i=1,2)$
$x^{*}=( \pm\frac{1}{\sqrt{2}}, \frac{1}{2})$ , $f(x^{*})=0.75$ .
$g12$ : maximize $f(x)= \frac{1}{100}\{100-(x_{1}-5)^{2}-(x_{2}-5)^{2}-(x_{3}-5)^{2}\}$
subject to $g(x)=(x_{1}-p)^{2}+(x_{2}-q)^{2}+(x_{3}-r)^{2}-0.0625\leq 0$ ,
$0\leq x_{i}\leq 10(i=1,2,3),$ $p,$ $q,$ $r=1,2,$ $\cdots,9$
$x^{t}=(5,5,5)$ , $f(x^{g})=1$ .
$g13$ : minimize $f(x)=e^{\iota_{1}r_{2}x_{S}ae_{4}x_{f}}$ ,
subject to $h_{1}(x)=x_{1}^{2}+x_{2}^{2}+x_{3}^{2}+x_{4}^{2}+x_{5}^{2}-10=0,$ $h_{2}(x)=x_{2}x_{3}-5x_{4}x_{5}=0$,
$h_{3}(x)=x_{1}^{3}+x_{2}^{3}+1=0,$ $-2.3\leq x_{i}\leq 2.3(i=1,2),$ $-3.2\leq x_{i}\leq 3.2(i=3,4,5)$
# $x^{t}=$ $(-1.717143,1.595709, 1.827247, -0.7636413, - 0.763645)$ , $f(x^{*})=0.0539498$ .
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