Abstract: Consistent and realistic error covariance information is important for position estimation, error analysis, fault detection, and integer ambiguity resolution for differential GPS.
Introduction
To achieve good navigation performance under high-dynamics, a filter usually requires two types of sensors; a sensor with fast output rate for time-propagation and a sensor with slow output rate for measurement update. For this reason, a Global Positioning System (GPS) receiver is usually paired with inertial or dead-reckoning sensors [1] [2] [3] . If a vehicle's movement is fully known in advance, a mathematical model describing the vehicle's dynamics can completely replace the role of fast-rate sensors. In reality, however, the vehicle's movement cannot be fully known in advance. If the vehicle's trajectory is partially known and the fast-rate aiding sensors are not available, a stochastic model can marginally replace the function of such sensors. For the reason, the well-known GPS Kalman filter [1] [2] [3] implemented within GPS receivers typically use simplified dynamic models representing stationary, constant-speed, or constant-acceleration conditions. The performance of such a GPS Kalman filter is strongly dependent on the consistency between the assumed dynamic model and the receiver's actual motion. If this consistency condition is not satisfied, the performance of the GPS Kalman filter is significantly degraded.
Unlike other positioning sensors, a GPS receiver provides diverse measurements. This diversity of measurements results in substantial improvement in positioning accuracy and fault detection ability. The improvement in positioning accuracy obtained by eliminating an assumed dynamic model in the range domain was first introduced by [4] . Subsequently, several filters have been proposed to eliminate the need for explicit receiver dynamic models in the position domain. In general, these algorithms use the code measurements for measurement update and the carrier measurements for time-propagation. The two most representative algorithms are the complementary filter proposed by [5] and the phase-connected filter proposed by [6] .
In addition to the accuracy, a good navigation filter should also provide a reliable measure of how accurate the position estimates are. Due to this requirement a navigation filter usually computes an error covariance matrix as a statistical measure. An analysis of previous research [4] [5] [6] [7] confirms that a detailed treatment of this topic is hard to find. Since carrier phase noise is much less than pseudorange noise, it is usually neglected or approximated. This neglect of carrier phase noise generates inconsistencies in the error covariance information (as will be seen later). Consistent (and realistic) error covariance information plays an important role in position estimation, fault detection, integer ambiguity resolution, and error analysis of differential GPS.
Extending the conventional carrier-smoothed-code techniques, this paper proposes two position domain filter algorithms: (a) the Stepwise Optimal Position projection Filter (SOPF) and (b) the Stepwise Unbiased Position projection Filter (SUPF). Compared to the conventional carrier-smoothed-code filters, the proposed filters fully consider the complex cross-correlation generated by carrier noises and are computationally efficient since they require minimal four states. Since most of the presented derivation procedure is gain-independent, an extension to other variational algorithm is easy.
Design of kinematic filter with consistent error covariance
The pseudoranges and carrier phases measured by a single receiver contain a variety of error sources, including receiver clock bias, thermal noise, satellite clock bias, ionospheric delay, tropospheric delay, and multipath disturbance. If a user's receiver and a reference receiver are located close by, the common-mode error sources such as the satellite clock bias, ionospheric delay, and tropospheric delay can be effectively eliminated [1] [2] [3] . This type of data combination is referred to as single-differencing. The multipath error can be effectively detected and mitigated by various other methods [8] [9] [10] [11] [12] [13] [14] . The corrected pseudorange k j, ρ and carrier phase k j, φ (assuming the common-mode errors and multipath error have been eliminated) can be modeled as [3] : 
The symbols 
The ρ at the k -th step. As will be seen later, between the proposed SOPF and SUPF, the differences arise only in the gain matrix formulation for time-propagation. Thus, two filters are derived at the same time. If it is necessary to discriminate the variables of the two different filters, the superscripts o and s are used to denote the SOPF and SUPF, respectively.
Measurement update by pseudoranges
The indirect measurement 
According to Eqs. (1-4), the indirect measurement j k z satisfies the condition:
Stacking the indirect measurements
Assuming a gain matrix k K , the a priori estimate k X is updated to the a posteriori estimate k X as follows:
Accordingly, the estimation error is updated by Eqs. (1), (3), and (8):
Time-propagation by incremental carrier phases
To derive the exact measurement equation for time-propagation, it is necessary to define the
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as the increments of the user position, user receiver clock bias, the j -th satellite's position, and the LOS vector from the k -th step to the ). ( 
1 , + k j ω satisfies the following relationship according to Eqs. (7) and (10-12):
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( 1 6 ) According to Eqs. (14) and (16), the equivalent measurement noise vector
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The decomposition of the measurement vector 
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( 2 1 )
Using the estimated incremental state
, the a posteriori estimate k X at the k -th step is propagated in time to the a priori estimate
By utilizing Eqs.(3), (17), (20), and (23), the estimation error is propagated in time:
Covariance recursion and gain formula
The recursion equations of the a priori and a posteriori estimation error 
is independent of k n , as shown in Eq. (24), the following relationship holds:
Utilizing Eqs. (3), (23), and (26), the error covariance matrix is propagated in time as follows: 
According to Eqs. (17) and (29), the error covariance matrix 
The derived SOPF and SUPF are summarised in Table 1 and Table 2 
Simulation
To investigate the characteristics of the proposed filters a Monte-Carlo simulation has been performed. In the simulation, the GPS Kalman filter where the dynamic model is approximated, the position domain filter where the carrier noises are neglected, and the proposed two filters are compared. For the Monte-Carlo simulation 100 ensembles of error sequences were generated.
During each trial of 3600 seconds, satellite outages were assumed to have occurred at both 2261 seconds and 3517 seconds. The simulation configuration is shown in Fig. 1 , respectively, which is larger than those of a single receiver. The receiver clock bias is generated by a second-order Markov model appropriate for a crystal oscillator [2, 3] .
A typical profile of clock bias for one simulation trial is depicted in Fig. 2 . The trajectory of the moving receiver is shown in Fig. 3 (note the trajectory repeats a straight run of 195 seconds followed by a circular turn of 5 seconds). During each straight run, the velocity is maintained at 10m/sec, and each circular turn generates a centripetal acceleration of 3m/sec 2 .
To compare the performance of the five filters, mean values 
where Ν indicates the number of ensembles, k indicates the time index, )]
indicates the true position, and [5] or the carrier-only filter in [7] . As shown by the solid line, the periodic accumulation of large errors does not occur during the circular turns since, unlike the GPS Kalman filter, no assumption was used regarding the receiver dynamics. The abrupt error jumps that appear in the solid line at both 2261 seconds and 3517 seconds are due to satellite outages. The effect of carrier noise neglect ion can be observed by comparing the solid line and the dotted line. The position domain filter that neglects carrier noise, as in the case of the conventional GPS Kalman filter, is optimistic of its position estimates compared to the actual errors. This effect would get worse if the raw L1 carrier phase measurements are replaced by the wide-lane carrier phase measurements due to amplification of carrier phase noise.
All the plots in Fig. 5 show the simulation results of the two proposed filters. In each plot of Fig. 5 it is hard to discriminate between the solid and dotted lines, since they are close to each other. This means that the error covariance matrix generated by each of the proposed two filters is consistent with the Monte-Carlo error statistics. By comparing the upper plot and the lower plot, it can be seen that the performance of the SOPF and SUPF are practically identical, though the SOPF is theoretically superior to the SUPF. Thus it can also be concluded that the SUPF is more attractive between the proposed two filters since its performance is good with viable computation.
Conclusion
To provide consistent error covariance matrices for single-differenced GPS data processing, this paper has proposed two filter algorithms based on the carrier-smoothed-code technique: the SOPF and the SUPF. Through simulation it was verified that the GPS Kalman filter is easily biased due to any inconsistency between the assumed dynamic model and the actual receiver 
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