Abstract. Let G be a group, let H be a subgroup of G and let Or(G) be the orbit category. In this paper we extend the definition of the relative group (co)homology theories of the pair (G, H) defined by Adamson and Takasu to have coefficients in an Or(G)-module. There is a canonical comparison homomorphism defined by Cisneros-Molina and Arciniega-Nevárez from Takasu's theory to Adamson's one. We give a necessary and sufficient condition on the subgroup H for which the comparison homomorphism is an isomorphism for all coefficients. We also use the Lück-Wiermann construction to introduce a long exact sequence for Adamson (co)homology. Finally, we provide some examples of explicit computations for the comparison homomorphism.
Introduction
Let G be a group, let H be a subgroup of G, and let M be an arbitrary G-module. In the literature there are two relative group (co)homology theories associated to the pair (G, H) with coefficients in M , which reduce to classical group (co)homology when H is the trivial subgroup. One of them, denoted by H * ([G : H]; M ), was defined by Adamson [Ada54] and later Hochschild [Hoc56] interpreted Adamson's theory in terms of relative homological algebra. The other one, denoted by H * (G, H; M ), was introduced by Massey [Mas55, Problem 22] and later on widely studied by Takasu in [Tak59] and [Tak57] . The reader can see [ANCM17] for more details about the history and references. From now on, we call the former Adamson relative group (co)homology theory and the latter Takasu relative group (co)homology theory.
Recall that classical group (co)homology can be defined topologically as the (co)homology groups of the classifying space BG of G with local coefficients associated to M . In analogy with this, taking M as a trivial G-module, there were given topological definitions of Adamson and Takasu relative (co)homology theories [Blo77, Tak59, ANCM17] . The topological definition of Takasu relative group (co)homology extends without problem to consider coefficients in an arbitrary G-module M , but the topological definition of Adamson relative group (co)homology only works with trivial coefficients. So, a natural question is if it is possible to give a topological definition for Adamson relative group (co)homology with "more general coefficients", such that, when taking trivial coefficients coincides with the topological definition given in [ANCM17] , and when taking coefficients in an arbitrary G-module, coincides with Adamson's original algebraic definition. The solution that we present in this article is to define both, Adamson and Takasu relative (co)homology theories with coefficients in an Or(G)-module, using Bredon (co)homology, where Or(G) is the orbit category.
The main feature of Adamson relative (co)homology is that, provided H is a normal subgroup of G, is isomorphic to the classical group (co)homology of G/H (see [Ada54, Theorem 3 .2], [Hoc56, Section 6] and [ANCM17, Corollary 4.29]), meanwhile in the Takasu relative (co)homology this is no true in general. On the other hand, the main property of Takasu relative (co)homology is a long exact sequence, which (via the topological definition) corresponds to that of a pair of topological spaces in singular homology [Tak59, Proposition 2.3]), such a sequence is not available in Adamson homology. We show that the extension of Adamson and Takasu relative (co)homologies presented here still satisfy their corresponding property.
In [ANCM17, Section 7 ] the authors defined a canonical homomorphism from Takasu's theory to Adamson's one ϕ : H * (G, H; Z) → H * ([G : H]; Z), which from now on we call the comparison homomorphism. They gave a sufficient condition that guarantees that ϕ is an isomorphism: if H is a malnormal subgroup 2.2. Classifying spaces for a family. Let G be a group, a family of subgroups of G is a collection F of subgroups of G which is closed under conjugation and taking subgroups. Given a colection {H i } of subgroups of G we can consider the smaller family containing it, we call it the family generated by {H i } and we denote it by F ({H i }). A simple but useful example is Tr = {I}, where I denotes the trivial subgroup of G. Others examples of families are: Fin = {finite subgroups}, Vcyc = {virtually cyclic subgroups}, All = {all subgroups}.
In the present work, we are particularly interested in the family generated by a single subgroup H of G that we denote by F (H), concretely, F (H) = {K ≤ G|g −1 Kg ≤ H for some g ∈ G}.
Given a group G, a subgroup H of G and a family F of subgroups of G, we are also interested in the following family of subgroups of H
Given a group G and a family of subgrups F , a model for the classifying space E F G is a G-CWcomplex X satisfying that:
• All of its isotropy groups belong to F , and • the fixed point set X H is contractible for every H in F . Also, a model for E F G is a terminal object in the G-homotopy category of G-CW-complexes with isotropy in F sometimes called G-F -CW-complexes. In particular, once a model for E F G exists, such a model is unique up to G-homotopy equivalence. Given a group G and a family of subgroups F , always exists a model for E F G [Lüc05, Theorem 1.9].
There are several ways to construct such a model: using the infinite-join construction, see [Blo77, §IV] or [tD87, §I.6, page 47]; or simplicial constructions, see [FJ93, Theorem A.3] or [ANCM17, Proposition 4.16]. We remember the simplicial one: Let {H i } i∈I be a set of subgroups of G such that every group in F is conjugate to a subgroup of H i , for some i ∈ I, that is, F = F ({H i }).
Proposition 2.1. [ANCM17, Proposition 4.16] Consider the disjoint union ∆ F = i∈I G/H i . Then a model for E F G is the geometric realization Y of the simplicial set whose n-simplices are the ordered (n + 1)-tuples (x 0 , . . . , x n ) of elements of ∆ F . The face operators are given by d i (x 0 , . . . , x n ) = (x 0 , . . . , x i , . . . , x n ), where x i means omitting the element x i . The degeneracy operators are defined by
The action of g ∈ G on an n-simplex (x 0 , . . . , x n ) of Y gives the simplex (gx 0 , . . . , gx n ).
Remark 2.2. Note that, in the above proposition we can replace ∆ F by any G-set X F satisfying that F is generated by {G x : x ∈ X F }.
Remark 2.3. When F = Tr, the above construction corresponds to the universal bundle EG of G. The G-orbit space of EG is the classical classifying space BG of G. In analogy with BG, we denote by B F G the G-orbit space of E F G. Thus when F = Tr, we have that B Tr G = BG.
Proposition 2.4. Let H be a subgroup of G, let N be a normal subgroup of G contained in H, and let π : G → G/N be the quotient projection. Let X be a model for
Proof. It is straightforward from the definition of classifying space.
2.3. Takasu relative group (co)homology.
2.3.1. Via derived functors. Denote by G -mod (resp. mod-G) the category of left (resp. right) Gmodules, and given two G-modules M and M ′ we denote by map G (M, M ′ ) the set of G-module homomorphisms from M to M ′ . Let G be a group and let H be a subgroup of G. In [Tak59, Ch. I §1] Takasu defined the functor
which sends the left G-module M to the kernel of the following morphism
It is not difficult to see that it is a well defined functor.
Proposition 2.5 ([Tak59, Proposition 1.1]). The functor I (G,H) (−) has the following properties:
(1) I (G,H) (−) is an exact functor.
(2) If P is a projective G-module, then I (G,H) (P ) is also a projective module.
(3) Have the following commutative diagram
where ε is the augmentation homomorphism and η is an isomorphism [Bro94, III (5.5) a)] given by η(g ⊗ n) = ngH; hence η restricts to an isomorphism η :
Let M be an arbitrary G-module. The Takasu relative (co)homology with coefficients in M is given by
. This is the definition given by Takasu in [Tak59, Definition 2 (i),(ii)]. We can use a particular Gprojective resolution of I (G,H) (Z) to give a concrete chain complex which computes Takasu relative group (co)homology. Let C * (G) be the standard G-resolution of the trivial G-module Z and let C * (H) be the standard H-resolution of the trivial H-module Z [Bro94, I §5].
Proposition 2.6 ([Tak59, Proposition 3.3]). The complex
is a G-projective resolution of I (G,H) (Z) if the degree is modified appropriately. 
Thus, if we define
B n (G, H; M ) = C n (G) ⊗ Z[G] M/C n (H) ⊗ Z[H] M, B n (G, H; M ) = Hom Z[G] (C n (G)/C n (H) ⊗ Z[H] Z[G], M ), we have (2) H n (G, H; M ) = H n (B * (G, H; M )), H n (G, H; M ) = H n (B * (G, H; M )
4]).
Let X be a path-connected CW-complex with universal cover p :X → X and fundamental group π. Let S * (X) be the (cellular) chain complex ofX, the action of π onX induces an action of π on S * (X) making it a chain complex of π-modules. Let M be a π-module, define the complexes
The (co)homology of X with local coefficients associated to the π-module M is defined by
Let Y be a subspace of X, thenỸ = p −1 (Y ) is an invariant subspace ofX and S * (Ỹ ) is an invariant subcomplex of S * (X) under the corresponding actions of π. Denote by S * (X, Y ; M ) the cokernel of the inclusion S * (Y ; M ) → S * (X; M ) which fits into the exact sequence of complexes
Hence we have that
The relative homology with local coefficients associated to the π-module M is defined by
Denote by S * (X, Y ; M ) the kernel of the surjection S * (X; M ) → S * (Y ; M ) given by the restriction to S * (Ỹ ). We have the exact sequence of complexes
where
The relative cohomology with local coefficients associated to the π-module M is defined by
2.3.3. Topological definition. Recall that the (co)homology of a discrete group G with coefficients in a G-module M is equal to the homology of its classifying space BG with local coefficients associated to M . Let H be a subgroup of G, the classifying space BH can be regarded as a subspace of the classifying space BG: let ι : BG → BH be the map induced by the inclusion of H in G; the mapping cylinder Cyl(ι) of ι is a model for BG since it is homotopically equivalent to BG and it clearly contains BH as subspace. Let M be an arbitrary G-module, the Takasu relative (co)homology with coefficients in M is defined as the (co)homology of the pair of spaces (BG, BH) with local coefficients associated to M :
It is clear that when H is the identity subgroup we recover the (co)homology of the group G with coefficients in M . To see that (2) coincide with the topological definitions (3) we will see that S * (BG, BH; M ) = B * (G, H; M ) and S * (BG, BH; M ) = B * (G, H; M ). Consider the classifying space BG of G and as before, suppose that the classifying space BH of H is a subspace of BG. Let p : EG → BG be the universal cover of BG, since EG is contractible, the cellular chain complex S * (EG) of EG is a free G-resolution of Z, hence we have that S * (EG) is chain homotopic to the complex C * (G), therefore
We have that BH = p −1 (BH) ⊂ EG is EH together with all its translations under the action of G, thus its cellular chain complex is given by
which is a G-subcomplex of C * (G). Hence we have
For cohomology we have that
Therefore, the algebraic and topological definitions coincide.
Problem 2.7. When M is a trivial G-module one can consider the mapping cone Cone(ι) = Cyl(ι)/BH of ι, so taking reduced (co)homology we have that
But when M is an arbitrary G-module we cannot use Cone(ι). Using Seifert-van Kampen Theorem to compute the fundamental group of Cone(ι) we have that π 1 (Cone(ι)) = G/N with N the normal subgroup generated by H. So in order to compute H n (Cone(ι); M ) the homology of Cone(ι) with local coefficients associated to M , the module M has to be a G/N -module, but in H n (S * (BG, BH; M )) we can use any G-module! 2.4. Adamson relative group (co)homology. Here, we shall give different ways to construct Adamson relative group (co)homology.
2.4.1. Algebraic definition. Let G be a group and H a subgroup. We construct a complex (C * (G/H), ∂ * ) of G-modules as usual: let C n (G/H) be the free abelian group generated by the ordered (n + 1)-tuples of elements of G/H; define the i-th face homomorphism
, where g i H denotes deletion, and the boundary homomorphism ∂ n :
We have that the augmented complex
. We call C * (G/H) the canonical complex of (G, H). Let M be a G-module. Denote by (B * (G/H; M ), ∂ * ⊗ id M ) and (B * (G/H; M ), δ * ) the complexes given by
The homomorphism δ n :
The Adamson relative (co)homology with coefficients in M is given by 2.4.2. Topological definition. Let G be a discrete group, let H be a subgroup of G and let M be a trivial G-module. Consider the family of subgroups F (H) generated by H. Then
where B F (H) G is the orbit space of the classifying space E F (H) G and we take (co)homology with coefficients in the trivial G-module M .
Remark 2.8. Using the simplicial construction of E F (H) G of Proposition 2.1, the simplicial chain com-
the algebraic and topological definitions coincide for trivial coeficients M .
Problem 2.9. To take coefficients in an arbitray G-module M as in the algebraic definition, we cannot simply take (co)homology with local coefficients associated to the module M . There is a problem analogous to Problem 2.7 in the case of Takasu's theory; to take (co)homology with local coefficients associated to a module M , the module has to be a In the present article, we give a suitable topological definition using Bredon (co)homology with coefficients in any module over the orbit category to solve (in a more general setting) Problems 2.7 and 2.9.
Objects over the orbit category
In this section we introduce the (restricted) orbit category, as well as some objects over the orbit category. All the material of this section can be found in great detail in [MV03] , [Flu10] , and [L89] .
Let G be a group and let F be a family of subgroups. The restricted orbit category Or(G, F ) is the category whose objects are homogenous spaces (also called orbits) G/H with H ∈ F , and whose morphisms are G-maps with the canonical action of G in the homogenous space G/H. The set of G-maps between the orbits G/H and G/K is denoted by map G (G/H, G/K).
It is easy to see that every element in map
and only if ab −1 ∈ K, and R b • R a = R ba , when the composition makes sense (see [tD87, Proposition I (1.14)]).
To simplify notation, we denote Or(G, All) simply by Or(G). Note that, for every family F , we have a canonical inclusion Or(G, F ) ֒→ Or(G).
3.1. Modules over the orbit category. Consider a family F of subgroups of G. A covariant (resp. contravariant) Or(G, F )-module is a covariant (resp. contravariant) functor Or(G, F ) → Ab, where Ab is the category of abelian groups. A morphism M → N of Or(G, F )-modules of the same variance is a natural transformation between the underlying functors. Denote by Hom Or(G,F ) (M, N ) the set of all morphisms M → N .
respectivelly define a covariant and a contravariant functor from Or(G, F ) to abelian groups, i.e, Or(G, F )-modules.
A G-map f :
by pre-composing with f .
We denote by Or(G, F ) -mod (resp. mod-Or(G, F )) the category of covariant (resp. contravariant) Or(G, 
, in order to define a homomorphism of abelian groups
This shows that the functor Hom Or(G,F ) (−, N ) from the category of Or(G, F )-modules to the category of abelian groups is contravariant. In analogous way, a morphism T : N → N ′ induces homomorphism of abelian groups
Then, we have the covariant functor Hom Or(G,F ) (M, −). Given a contravariant Or(G, F )-module M and a covariant Or(G, F )-module N , define the tensor product M ⊗ Or(G,F ) N to be the abelian group
-modules of the respective variance, we can define a homomorphism of abelian groups
which is defined in each summand
Since both T M and T N are natural transformations, it is clear that T M ⊗ T N is well-defined. Now, we can define covariant functors
from the category of covariant (resp. contravariant) Or(G, F )-modules to the category of abelian groups.
For every Or(G, F )-module M with a suitable variance and for all H ∈ F , we have the Yoneda-type isomorphisms (see [MV03, p. 9, p. 14])
Given two contravariant Or(G, F )-modules M and N define the tensor product over Z to be the contravariant Or(G,
There is an analogous definition for a tensor product between covariant Or(G, F )-modules.
3.2. Restriction, induction and coinduction for modules over the orbit category. Again, consider G a group, H a subgroup, F a family of subgroups of G and the family F ∩ H of subgroups of H. Then we have a covariant functor
It is no difficult to see that res G H defines covariant functors res
, where R * a is the morphism of Or(H, F ∩ H)-modules described in Example 3.1. If we start with a covariant Or(G, F )-module, there is the dual version:
to be the covariant functor defined in objects by
where R a * is the morphism of Or(H, F ∩ H)-modules described in Example 3.1. If M ∈ mod-Or(H, F ∩ H), then the coinduced module associated to M , is the contravariant
where R a * is the morphism of Or(H, F ∩H)-modules induced by R a described in Example 3.1, and (R a * ) ⋆ is the homomorphism of abelian groups induced by R a * given in (6). So, coind
In a similar way, if M ∈ Or(H, F ∩ H) -mod, we define the coinduced module associated to M as the covariant Or(G, F )-module coind
′ be a morphism of Or(H, F ∩ H)-modules of the same variance (either covariant or contravariant), then coind G H is defined in morphisms by coind G H (T ) = T ⋆ , so we have covariant functors coind
In a more general case, suppose we have a homomorphism of groups ϕ : H → G and a family F of subgroups of G. It is not difficult to verify that we have an induced covariant functor,
where ϕ * F is the family of those subgroups of H that are mapped by ϕ to a group in F . This functor is defined in objects by ϕ(H/K) = G/ϕ(K), and in morphisms by ϕ(R a ) = R ϕ(a) . Now, we can define res ϕ , ind ϕ and coind ϕ in a similar fashion, and such that it restricts to the above definitions in the case ϕ is an inclusion homomorphism.
3.3. Invariants and coinvariants. Given a G-module M , we can define the invariants functor
where M K are the K-invariants of M . This defines a contravariant functor from the category of left G-modules to the category of contravariant Or(G, F )-modules.
Given a G-module M , we can define the coinvariants functor
where M K are the K-coinvariants of M . This defines a covariant functor from the category of left G-modules to the category of covariant Or(G, F )-modules.
3.4. Spaces over the orbit category. A covariant (resp. contravariant) Or(G, F )-space is a covariant (resp. contravariant) functor Or(G, F ) → Top, where Top is the category of topological spaces. If X is a G-space we can define the fixed point contravariant Or(G,
where X K is the set of points of X fixed by K. Again, this defines a functor from the category of G-spaces to the category of Or(G, F )-spaces.
Any covariant (contravariant) Or(G, F )-space S gives rise to a covariant (contravariant) chain complex functor C * (S) : Or(G, F ) → Ch(Ab), from Or(G, F ) to the category of chain complexes of abelian groups, defined by the composition of S with the (cellular) chain complex functor C * : Top → Ch(Ab). In particular, we can apply this to the fixed point functor X of a topological space X, we denote it as C * (X)(−) or C * (X) if there is not confusion with the cellular one.
Adamson and Takasu theories using Bredon (co)homology
In this section we introduce Bredon (co)homology for G-CW-complexes. The material of this section can be found in great detail in [MV03] , [Flu10] , [SG05] . In this section we define the relative group homology theories of Adamson and Takasu with coefficients in an Or(G)-module, as well as the comparison homomorphism between them. Such definitions generalize those existing in the literature.
Let G be a discrete group. Let G 2 denote the category whose objects are pairs (X, A), with X a G-CW-complex and A ⊆ X is a G-subcomplex. 
Long exact sequence of a pair: If (X, A) ∈ G 2 then the sequence
is exact, where i * and j * are the functions induced by the inclusions i : (A, ∅) → (X, ∅) and j : (X, ∅) → (X, A). Disjoint union: If {X i | i ∈ I} is a family of G-CW-complexes, then the projections i∈I X i → X j induce an isomorphism
As in the classical setting, the excision axiom implies the existence of a Mayer-Vietoris exact sequence: Let X = A ∪ B, where A and B are G-subcomplexes of X, then we have the following exact sequence
We also have a completely analogous definition for generalized G-cohomology theory.
4.1. Bredon (co)homology. Remember that if X is a G-CW-complex then we have associated the fixed points functor, i.e. a contravariant Or(G)-space X : Or(G) → Top, and the contravariant functor C * (X)(−) : Or(G) → Ch(Ab), which is the composition of X with the cellular chain complex functor (Subsection 3.4). Let M be a covariant Or(G)-module, we can define an honest chain complex of abelian groups by considering the tensor product
In analogous way, if M is a contravariant Or(G)-module, we have a chain complex
We describe C * (X; M ) in more detail, for further details see [Bre67] . Let ∆ i be the set of i-cells of X, since G acts cellularly on X, the set ∆ i is a G-set. For any subgroup K of G, we have that ∆ K i is the set of all i-cells of the CW-complex X K . Let K σ be the isotropy group of σ ∈ ∆ i . Let Σ i be a set of representatives for the G-orbits in ∆ i . The G-set ∆ i is the disjoin union of orbits
for all i ≥ 0. Then, using distributive property of the tensor product and the Yoneda-type isomorphism
Now we describe the boundary homomorphism. Let σ ∈ ∆ i , the image of σ under the cellular boundary homomorphism is of the form ∂σ = n τ τ with τ ∈ ∆ i−1 . If τ 0 is in ∂σ, then K σ ⊂ K τ0 , let τ ∈ Σ i−1 be a representative of the orbit of τ 0 , so there is g ∈ G such that τ 0 = gτ , therefore gK τ0 g −1 = K τ . Hence K σ is conjugate to a subgroup of K τ and therefore, there is a G-map G/K σ → G/K τ which induces a homomorphism u στ :
We can also give an analogous description of C * (X; M ). By definition, the Bredon (co)homology of the G-CW-complex X with coefficients in the Or(G)-module M (with the suitable variance) is
In a complete analogous fashion, for a G-CW-pair (X, Y ), we can define the groups Example 4.3. If M is a G-module, we have M and M , the coinvariants and invariants functor respectively. Hence, we can define the (co)homology of the G-CW-complex X with coefficients in the G-module M by
Example 4.4. Let X be a G-CW-complex and M a G-module. Then the chain complex of abelian groups C * (X; M ) := C * (X) ⊗ Or(G) M , is isomorphic to the tensor product S * (X) ⊗ Z[G] M , where S * (X) is the classical cellular chain complex of X with the induced G action. In fact, this can be easily seen by decomposing S i (X) as a direct sums of G modules of the form Z[G/K], the Yoneda isomorphism (7), and the isomorphism
where Σ * is defined as in (12). The computation of the boundary homorphism is also straightforward. We have the analogous result for cohomology.
The following theorem will be useful in the next section in order to establish the main properties of Adamson and Takasu relative homology theories.
Lemma 4.7. Let G be a group and H a subgroup of G. Consider a covariant Or(G)-module M . Then, for any H-CW-complex X, there is a natural isomorphism 
• By Example 4.5, our definition reduces to the definition of Adamson relative group (co)homology with coefficients in a trivial G-module given in [ANCM17] .
• For H = I, since E Tr G is the universal covering of the classical classifying space BG of G, we recover the classical (co)homology of G with coefficients in the G-module M (G/I).
• If M is a G-module, then we recover the definition of Adamson (co)homology with coefficients in a G-module given in (5) (see Example 4.3 and Example 4.4).
Now we state the main property of Adamson relative group (co)homology, roughly speaking, it describes an excision phenomenon. Also it says that Adamson theory is the group homology of the quotient G/H whenever H is a normal subgroup of G.
Proposition 4.9. Let N be a normal subgroup of G contained in H, and let π : G → G/N be the quotient projection. Let M be an Or(G)-module. Then, for all n ≥ 0, we have the following isomorphisms
Proof. Consider X a model for E F (H/N ) G/N , then by Proposition 2.4 res π X is a model for E F (H) G. It is not difficult to see that C * (res π X) = res π C * (X) as chain complexes in mod-Or(G). Now, using [MP02, Lemma 3.1 and Proposition 3.2], we have the following isomorphisms
Applying homology to both sides we get the conclusion for Adamson homology. While for cohomology we have, again using [MP02, Lemma 3.1 and Proposition 3.2], the following isomorphisms
Again, the conclusion follows after applying homology to both sides.
Using Example 4.5, and a straightforward computation for the coefficients, we get the following corollary.
Corollary 4.10. Let N be a normal subgroup of G contained in H. Let M be a G-module. Then, for all n ≥ 0, we have the following isomorphisms
where M N and M N are the coinvariants and invariants of M respectively.
Corollary 4.11. If H is a normal subgroup of G, and M is an Or(G)-module, then, for all n ≥ 0,
). 4.3. Takasu relative group (co)homology. Let G be a discrete group and let H be a subgroup of G. Regarding EG as an H-CW-complex, we have a map EH → EG unique up to H-homotopy, which, finally, leads to a G-map ι • By Example 4.5, our definition reduces to the definition of Takasu relative group homology with coefficients in a trivial G-module given in [ANCM17] .
• If H = I is the trivial subgroup, then we recover the classical (co)homology of G with coefficients in the G-module M (G/I).
• If M is a G-module, then we recover the definition of Takasu (co)homology with coefficients in a G-module given in (3) (see Example 4.3 and Example 4.6. Now we state the main property of Takasu relative group (co)homology, this is, a long exact sequence that relates the homology of G and H to the homology of the pair (G, H). This long exact sequence can be interpreted as the fact that Takasu's theory resembles the quotient of the homologies of G and H. In fact, in Subsection 8.2 we show an example where this phenomenon is showed more explicitely.
Theorem 4.13. Let G be a group and H a subgroup. Let M be a covariant Or(G)-module. For n ≥ 0, there exists a long exact sequence of the form,
We also have the corresponding long exact sequence for Takasu cohomology.
Proof. It follows from the induction structure and the long exact sequence of the pair (EG, ind G H EH). In fact, we have the following commutative diagram where every vertical arrow is an isomorphism using Lemma 4.7, and Example 4.6
Remark 4.14. by Example 4.5, this exact sequence reduces to the one in [ANCM17] taking M to be the constant functor Z.
Let us give an equivalent definition of Takasu relative homology, at least in degrees greater or equal than 2. This, will let us address Problem 2.7.
Define the Takasu space T (G, H) of (G, H) to be the G-CW-complex given by the following Gpushout
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where the left map is induced by collapsing each connected component of ind G H EH to a point. Note that the cone points are a G-orbit of T (G, H) that can be identified with G/H, hence we can make sense to the pair (T (G, H) , G/H).
Theorem 4.15. Let G be a group and H a subgroup. For all n ≥ 0, the quotient map (EG, ind
Proof. The proof is essentially the same of [Hat02, Proposition 2.22], using the excision and homotopy invariance axioms of Bredon homology.
The following corollary gives an answer to Problem 2.7.
Corollary 4.16. For all n ≥ 2 and every Or(G)-module M (in particular for every G-module), We have the following isomorphism
Proof. It follows from the long exact sequence of the pair (T (G, H) , G/H) and the fact that H G n (G/H; M ) = 0 for all n ≥ 1 and for every M . H) is defined via the G-pushout
The comparison homomorphism. Since T (G,
and both ind G H EH and EG are free G-CW-complexes, while for the points of G/H all the isotropy groups are conjugated to H, we conclude that all the isotropy groups belong to the family F (H). Therefore there is a G-map, unique up to G-homotopy
which leads to the G-map of pairs
Applying the long exact sequence to this map of pairs, and using the fact that H G i (G/H; M ) = 0 for all i ≥ 1, we get (see Corollary 4.3), for n ≥ 2 the following commutative square
Hence we have, for all n ≥ 2, a homomorphism 
Note that, in case M is a constant Or(G)-module, then the maps
are split injective since they can be identified with singular homology maps (see Remark 4.5), therefore, at least in this case, we also have defined the comparison homomorphism in dimensions 0 and 1.
Recall that a subgroup H of G is said to be malnormal if g −1 Hg ∩ H = I for all g ∈ G \ H.
Theorem 4.18. The following are equivalent (1) H is a malnormal subgroup of G; (2) the Takasu space T (G, H) of (G, H) is a model for the classifying space E F (H) G.
is an isomorphism for every covariant Or(G)-module M ;
Proof. By [ANCM17, Proposition 7.11], the Takasu space T (G, H) is a model for E F (H) G if and only if H is a malnormal subgroup of G. Hence (1) is equivalent to (2). (13) induces the isomorphism in (co)homology for every Or(G)-module M , therefore the left map in (14) is an isomorphism and we conclude that the comparison homomorphism is an isomorphism. Now suppose that ϕ is an isomorphism for all Or(G)-module M , we shall verify that
From the definition, we can conclude that T (G, H) is contractible since we are collapsing contractible subcomplexes of EG to obtain T (G, H). Also, we know that, for non trivial subgroup K ∈ F (H), the space T (G, H)
K coincides with (G/H) K , in particular, it is a discrete subspace of T (G, H). Hence T (G, H)
K is contractible if and only if it consist of exactly one point. Now we shall prove that T (G, H) 
Derived functors for Adamson and Takasu theories
Let G be a group and H a subgroup of G. In order to describe Adamson homology theory we have to work in the restricted orbit category Or(G, F (H)). Throughout this section we fix a group G and a family F , then everything that we shall define will be within the category mod-Or(G, F ) of contravariant Or(G, F )-modules. Remember that we had denoted by Z[G/K, G/H] the abelian group generated by the set map G (G/K, G/H) of G-maps. Given a Or(G, F )-set B, we can construct the free Or(G, F )-mod F (B) over B as
In order to consider B as a subset of this free module, each element in B(G/H) is identified with Id(G/H) ∈ Z[G/H, G/H] in the corresponding summand. It is not difficult to see that free Or(G, F )-modules satisfy a universal property analogue to that defining free modules in the classical setting. 
is an exact sequence of abelian groups for all K ∈ F . An Or(G, F )-module is called projective if the functor Hom Or(G,F ) (P, −) is exact, i.e. if it sends exact sequences to exact sequences. As in the classical setting, it is not difficult to prove that every free module is projective. 
where P i is projective for all i.
Since the definitions of this section are analogous to the ones in classical homological algebra, we also have the analogous Comparison theorem:
to the sequence P N to obtain the sequences P N ⊗ Or(G,F ) M and Hom Or(G,F ) (P N , M ) respectively. We define
Both functors are well defined because of Proposition 5.4.
5.1. Adamson relative group (co)homology. We are interested in the (co)homology of the pair (G, H), we will restrict the theory to this case. Projective resolutions can be obtained from a model of
. We include this construction for completeness. First, define the augmentation homomorphism ε : C 0 (X)(−) → Z as the usual augmentation homomorphism ε :
Proposition 5.5. Let X be a model for E F (H) G. Then the augmented chain complex C * (X) is a free, and therefore projective, resolution of the constant Or(G, F (H))-module Z.
Proof. Since X K is contractible, the augmented chain complex C * (X)(G/K) = C * (X K ) is acyclic. Therefore the augmented chain complex functor C * (X) is exact.
Remember the isomorphism described in Equation (12)
Since F (H) is closed taking subgroups and conjugation, the Or(G, F (H))-module C i (X) is free, so the augmented chain complex C * (X) is a free resolution of Z.
Definition 5.6. We can take X F (H) = G/H in the simplicial model of E F (H) G given in Proposition 2.1. In this case, we call
Theorem 5.7. Let G be a group and H a subgroup. For all n ≥ 0, we have the following isomorphisms
Proof. It follows from Proposition 5.5.
Remark 5.8. In [Hoc56] , Adamson relative group (co)homology is described as derived functors, using the language of relative homological algebra. On the other hand, in the above description, Adamson (co)homology is described using derived functors within an abelian category with enough projective Or(G, F )-modules, which gives a topological approach completely analogue to the classical group (co)homology. 
Spectral sequences
In this section we describe the spectral sequence in Bredon homology from [MP02] that relates classical group (co)homology, Adamson homology and Takasu homology.
Let G be a group and let F ⊆ G be two families of subgroups. Then we have a natural functor
Suppose we have a projective resolution P * of the constant Or(G, F )-module Z by contravariant projective Or(G, F )-modules
Also assume that Q * is a projective resolution of the constant Or(G, G)-module Z by contravariant projective Or(G, G)-modules. Given a covariant Or(G, F )-module D, we obtain using a standard procedure, the 0-th stage of a spectral sequence E
On the other hand, we can consider the tensor product of projective resolutions res I G F Q * ⊗ P * , explicitly, we have
Since res G F preserves projective modules (see [MP02, Lemma 3 .7]), we have that res I G F Q * ⊗ P * is again a projective resolution for the Or(G, F )-module Z, therefore, the previous spectral sequence converges to H G * (E F G; D). In [MP02] , Martínez-Pérez described the second page of this spectral sequence in great detail. Actually, she obtained the following theorem, where she deals also with the cohomology case.
Theorem 6.1. [MP02, Theorem 3.9] Let G be a group, and let F ⊆ G be two families of subgroups of G. Then for any contravariant Or(G, F )-module C and any covariant Or(G, F )-module D, there are spectral sequences
, and
q (E F ∩(−) (−)) appearing as coefficients in the expression of the second page of this spectral sequence.
For each S ≤ G, we have the functor i S : Or(S, S ∩ F ) → Or(G, F ), and the restriction functor res iS : mod-Or(G, F ) → mod-Or(S, S ∩ F ) (and its covariant analogue).
Consider a projective resolution P * of the constant Or(G, F )-module Z. Define the functor
given in objects by G/S → res iS P * ⊗ Or(S,F ∩S) res iS D.
While for morphisms we proceed as follows. Let R a : G/S 1 → G/S 2 , a ∈ G, aS 1 a −1 ≤ S 2 , i.e., a morphism in Or(G, G). Hence R a induces a homomorphism of chain complexes
for all x ∈ res iS 1 P * (G/S 2 ), y ∈ res iS 1 D(G/S 2 ). Compare with [Bro94, III.8]. For every q ≥ 0 we can compose with the q-th homology functor to get
As an immediate consequence, we have the following corollary.
Corollary 6.2. If G = F (H), then we have the following spectral sequences
. Moreover, if we also assume F to be the trivial family, then we have the following spectral sequences
Remark 6.3. It is worth noticing that, the spectral sequence in the previous corollary, has as a particular case, the classical Lyndon-Hochshild-Serre spectral sequence when H is a normal subgroup of G.
Remark 6.4. This spectral sequence is also related to the one given in [Sna64, Chapter 3], although the one given by Snapper it is stated in the more general context of (co)homology of a permutation representation. On the other hand, the spectral sequence on Corollary 6.2 has no relation at all with the spectral sequence given in [Sna64, Chapter 2].
As an immediate consequence of this spectral sequence we obtain, for all (G, H) and all Or(G, F )-module D the classical homological five-term exact sequence
0 (E(−); D)) → 0 while for cohomology we obtain the analogous five-term exact sequence
If we consider any G-G-CW-complex X and let Q * be the Bredon chain complex C * (X)(−) of X, then we obtain the following spectral sequence relating Adamson and Takasu relative (co)homology theories.
Theorem 6.5. [MP02, Remark 3.10] Let G be a group, and let F ⊆ G be two families of subgroups of G. Consider a G-CW-complex X with staibilizers in F . Then for any contravariant Or(G, F )-module C and any covariant Or(G, F )-module D, there are spectral sequences
, then we have the following spectral sequences
. Moreover, if we assume X to be Takasu's space T (G, H) for (G, H), and F = G, then we have the following spectral sequences
The Lück-Weiermann construction and some exact sequences
The main goal of this section is to obtain a Takasu-type long exact sequence for Adamson homology. In order to get such a sequence we should obtain a construction of the classifying space E F (H) G analogous to that of T (G, H) using a G-pushout. In order to achieve such a construction we use one of the main results from [LW12] .
Let G be a group. Consider two families F ⊆ G of subgroups of G. Suppose we have a model for E F G, the Lück and Weiermann construction gives a model for E G G. We introduce this construction in order to deduce some exact sequences using Mayer-Vietoris exact sequence.
Suppose we have an equivalence relation ∼ on G \ F satisfying:
• Closed under taking subgroups: For H, K ∈ G \ F , with H ⊆ K then must be H ∼ K, and • Invariant under conjugation: For H, K ∈ G \ F and g ∈ G, then must be H ∼ K if and only if g −1 Hg ∼ g −1 Kg.
Also define the following family of subgroups of
Theorem 7.1 (Lück-Weiermann construction). [LW12, Theorem 2.3] Let G be a discrete group. Let Σ be a complete set of representatives of the G-orbits in (G \ F )/ ∼ under the G-action coming from conjugation. For every H ∈ Σ, choose models for
, and a model for E F G. Now consider X defined by the G-pushout:
/ / X where the maps starting from the left upper corner are cellular and one of them is an inclusion of G-CW-complexes. Then X is a model for E G G.
Corollary 7.2. Consider a subgroup H of the group G. Consider G the family of subgroups of G generated by H, and let F be a subfamily of G. Choose models for
/ / X where the maps starting from the left upper corner are cellular and one of them is an inclusion of G-CWcomplexes. Then X is a model for E G G.
Proof. Since the equivalence relation ∼ is closed under taking subgroups, it follows that the classes set
Hence the set of representatives Σ has only one element, the class of H (see Theorem 7.1). Now, everything follows from Theorem 7.1. Remark 7.3. In the previous corollary, one obvious choice for F is the trivial family Tr (i.e. the family containing only the trivial subgroup), anyway, in some cases F could be chosen to be a more convenient subfamily of G.
Remark 7.4. The G-pushout from the previous Corollary, can be seen as a kind of analogue of the G-pushout used to define the Takasu's space T (G, H). This point of view might be helpful since this pushout construction gives us a more explicit description of the difference between the classifying space E F (H) G and Takasu's space T (G, H).
Corollary 7.5. Let G be a group, let G be the family generated by a subgroup H of G, let F be a subfamily of G and let M be an Or(G, G)-module. Then we have the following Mayer-Vietoris exact sequence
In particular, if F is the trivial family, then we have the following exact sequence 7.1. Malnormal groups. We can obtain a different proof of Corollary 4.20 using the Lück-Weiermann construction.
Let H be a malnormal subgroup of G. We consider Tr ⊂ F (H). Define the equivalence relation ∼ on F (H) \ Tr as follows: Let K 1 and K 2 be groups in F (H) \ Tr, then there exists g 1 , g 2 ∈ G such that K 1 ⊆ g 1 Hg 1 −1 and K 2 ⊆ g 2 Hg 2 −1 , hence we say that Consider a triple of groups K ≤ H ≤ G, and consider the families F (K) and F (H) generated by K and H respectively. Define the following equivalence relation in F (H) \ F (K): for any H 1 , H 2 in F (H) \ F (K), there exist g 1 , g 2 ∈ G such that H 1 ≤ g 1 Hg The conclusion follows from Corollary 7.5 by setting F = F (K), G = F (H).
Example 7.8. If H is a malnormal subgroup of G, then it follows that for every K ≤ H, the triple K ≤ H ≤ G is a good triple. We also consider this groups endowed with the discrete topology. Then, we claim that they are a good triple. In fact, since B is a proper maximal subgroup of G (see [Lan02, Proposition XIII.8 .2]), we conclude that N G [B] is either G or B. Therefore it suffices to exhibit an element in G that do not belongs to N G [B], i.e. an element g ∈ G such that gBg −1 ∩ B is subconjugate to T . A direct computation shows that we can take g = 0 1 −1 0 .
In this case the comparison homomorphism ϕ : H i (K × H, H) → H i ([K × H : H]) can be completely described. In fact, it is not difficult to see that this homomorphisms comes from projecting H * (G, H), onto the copy of H * (K) contained as a summand (described above as the column in the spectral sequence-type array). Hence the comparison homomorphism is surjective and the kernel is given by i+j=n i>0,j>0
(H i (K) ⊗ H j (H) ⊕ Tor(H i−1 (K), H j (H)) .
For the case of more general coefficients an explicit description of the comparison homomorphism, seems to be more complicated. Anyway we still have a Künneth formula for some cases. The following theorem gives the right setting for this.
For the next theorem we consider a product of pairs (G 1 , H 1 ) × (G 2 , H 2 ) = (G 1 × G 2 , H 1 × H 2 ), and denote the canonical projections by p i : G 1 × G 2 → G i , i = 1, 2.
Theorem 8.5. [Flu10, Theorem 3.67] Assume that M is a contravariant Or(G 1 , F (H 1 ))-modulo, and N is a contravariant Or(G 2 , F (H 2 ))-module, such that M (G 1 /K) and N (G 2 /K ′ ) are free abelian groups for all K ∈ F (H 1 ), K ′ ∈ F (H 2 ). Denote G 1 × G 2 and H 1 × H 2 by G and H respectively. Then we have the split short exact sequence
Tor(H 
