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Abstract
In some of the problems, complicated functions of the Z-transform variable, z, appear which either cannot be
inverted analytically or the required calculations are quite tedious. In such cases numerical methods should
be used to find the inverse Z-transform. The aim of this paper is to propose two simple and effective methods
for this purpose. The only restriction on the signal (whose Z-transform is given) is that it must be absolutely
summable (of course, this limitation can be removed by a suitable scaling). The first proposed method is
based on the Discrete Fourier Transform (DFT) and the second one is based on solving a linear system of
algebraic equations, which is obtained after truncating the signal whose Z-transform is known. Numerical
examples are also presented to confirm the efficiency of the proposed methods. Functions in non-integer
powers of z are also briefly discussed and it is shown that such functions cannot be obtained by taking the
Z-transform from any discrete-time signal.
Keywords: Numerical inverse Z-transform, discrete Fourier transform, irrational, fractional, non-integer
power of z
1. Introduction
In some of the problems we may face with compli-
cated functions of the Z-transform variable, z, whose
inverse transform either cannot be calculated analyt-
ically or the required calculations are quite tedious1.
Clearly, numerical methods should be used in dealing
with such problems to find the inverse Z-transform.
At this time, as far as the author knows, the main
contribution in the field of numerical inversion of Z-
transform is [1], which may seem complicated for soft-
ware implementation. Moreover, so far no applica-
tion of this method is reported in the literature. The
aim of this brief paper is to represent two very sim-
ple and effective methods for numerical inversion of
1Please note that this is a draft of a paper whose extended
version may be submitted to a conference or journal for pos-
sible publication. The last version may also be subjected to
modifications during the review process.
the Z-transform, which can be easily implemented by
software.
As a well-known classical fact, x[n] and its Z-
transform X(z) are related through the following
equation
x[n] =
1
2pij
∮
c
X(z)zn−1dz, (1)
where c is a closed simple counterclockwise contour
considered in the region of convergence (ROC). At
the first looking it may seem that the most straight-
forward method for obtaining the inverse Z-transform
of the givenX(z) is to calculate the integral in (1) nu-
merically. For this purpose, assuming that the ROC
of X(z) is equal to |z| > a (a > 0) we can perform the
numerical integration on the contour c : rejθ , where
0 < θ < 2pi and r is an arbitrarily chosen constant
such that r > a. For the absolutely summable x[n],
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r can be considered equal to unity which leads to
x[n] =
1
2pi
∫ 2pi
0
X(ejω)ejωndω. (2)
The above equation simply represents the inverse
Fourier transform of X(ejω) = X(z)|z=exp(jω).
The main problem with this approach (as well as all
of the others based on the numerical evaluation of an
integral) is that sometimes it does not lead to accu-
rate results. More precisely, according to the Residue
theorem the x[n] calculated from (1) must be inde-
pendent of the special contour used for integration
(which, of course, satisfies the general conditions).
But in practice it is observed that when the contour
is considered as a circle inside the ROC, changing the
radius of circle considerably changes the amplitude of
the samples of x[n] (in the numerical examples pre-
sented at the end of this paper it is observed that the
most accurate results are obtained when the radius
of circle is considered equal to unity). Especially, the
numerical integration algorithms may lead to less ac-
curate results for larger values of n (note that the
frequency of the kernel of (2) is increased by increas-
ing n). The other problem with this technique is
that for any value of n we have to evaluate the in-
tegral again, which may be time consuming. By the
way, calculation of the inverse Z-transform by numer-
ical evaluation of an integral is a well-known method
widely used by researchers. The aim of this paper is
to discuss on two less famous methods.
In the following discussions it is assumed that the
signal x[n] whose Z-transform is known is equal to
zero for all n < 0. Moreover, it is assumed that the
signal under consideration is absolutely summable
which is equal to the fact that all poles of X(z) are
located inside the unit circle.
Remark 1. The methods proposed in this paper
can still be used even if x[n] is not absolutely
summable. For this purpose we can simply use the
equation F {anx[n]} = X(a−1z) for some |a| < 1 to
map all poles of X(z) to the region inside the unit
circle.
The rest of this paper is organized as the follow-
ing. The first and the second method for numerical
inversion of the Z-transform are explained in Sections
2 and 3, respectively. Two numerical examples are
studied in Section 4.
2. The first method for numerical inversion of
the Z-transform
The first method is based on truncating the abso-
lutely summable signal whose Z-transform is known,
forming a linear system of algebraic equations, and
then solving it. According to the definition of Z-
transform, x[n] and X(z) = Z{x[n]} are related
through the following equation:
X(z) =
∞∑
n=0
x[n]z−n. (3)
(Recall that, without a considerable loss of generality,
in this paper it is assumed that X(z) does not have
any poles at infinity, i.e. lim|z|→∞X(z) <∞, which
is equivalent to the fact that x[n] = 0 for n < 0).
Clearly, Eq. (3) holds for any z in the ROC. For
example, for z1 ∈ ROC we have
X(z1) =
∞∑
n=0
x[n]z−n1 . (4)
Considering the fact that x[n] is absolutely
summable, in the above equation x[n] tends to zero
as n tends to infinity. Moreover, the weights z−n1 in
(4) also rapidly tend to zero by increasing the value
of n provided that |z1| > 1 (note that according to
the above discussion the region outside the unit cir-
cle necessarily belongs to ROC). It concludes that
the sigma in the righthand side of (4) can safely be
approximated by its first few terms as the following:
X(z1) ≈
N∑
n=0
x[n]z−n1 , (5)
where N is chosen sufficiently large.
Assuming that z1, z2, . . . , zm are (random) points
chosen from ROC, Eq. (5) leads to the following ap-
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proximate linear algebraic equation:

X(z1)
X(z2)
...
X(zm)

 ≈


1 z−11 z
−2
1 . . . z
−N
1
1 z−12 z
−2
2 . . . z
−N
2
...
. . .
...
1 z−1m z
−2
m . . . z
−N
m


×


x[0]
x[1]
...
x[N ]

 , (6)
where m is the number of (random) points chosen
from ROC. Assuming X = [X(z1), . . . , X(zm)]
T , x =
[x[0], . . . , x[N ]]T , and
A =


1 z−11 z
−2
1 . . . z
−N
1
1 z−12 z
−2
2 . . . z
−N
2
...
. . .
...
1 z−1m z
−2
m . . . z
−N
m

 , (7)
Eq. (6) can be written as Ax = X which contains
N variables and m equations. Assuming m = N this
equation (theoretically) has a unique solution pro-
vided that the points zi (i = 1, . . . ,m) are suitably
chosen such that the A given in (7) is full rank.
In the simulations of this paper the value of m is
considered slightly larger than N (more precisely,
m ≈ 1.1N) and the points zi (i = 1, . . . ,m) are ran-
domly chosen from the region defied by 1 < |z| < 2.
Then the solution of (6) is obtained by finding the
x which minimizes ||Ax−X||2 (such a solution can
easily be obtained by using the Matlab command
’\’, i.e., x = A\X).
Remark 2. In practice it is observed that us-
ing the zi such that |zi| < 1 makes the problem ill-
conditioned for larger values of N (even if zi belongs
to ROC). Hence, points inside the unit circle should
be avoided.
3. The second method for numerical inversion
of the Z-transform
3.1. Mathematical background
As mentioned earlier, the second proposed method
is based on the discrete Fourier transform (DFT),
which can effectively be calculated through the fast
Fourier transform (FFT) (see the fft and ifft com-
mands in Matlab). Before explaining our method, we
need to briefly review the main result of DFT. The
following discussion can be found in [2] with more
details.
Consider the discrete-time signal x[n] for which we
have x[n] = 0, n < 0, and F{x[n]} = X(ejω). Ob-
viously X(ejω) is periodic with period 2pi. Let us
take N samples of X(ejω) at each period and denote
it as X˜[k]; that is X˜[k] = X(ejω)|ω=2pik/N , k ∈ Z.
It can be easily verified that X˜[k] is also periodic
with period N . Now, one can prove that [2] if X˜ [k]
(k = 0, . . . , N − 1) is considered as the coefficients
of a periodic signal like x˜[n], then x[n] and x˜[n] are
related through the following equation:
x˜[n] =
∞∑
r=−∞
x[n− rN ]. (8)
Considering the fact that x[n] = 0 for n < 0, Eq. (8)
can further be written as
x˜[n] =
0∑
r=−∞
x[n− rN ]. (9)
According to the above discussion, the inverse dis-
crete Fourier transform (IDFT) of X˜[k] (i.e., the
IDFT of samples of X(ejω) = F{x[n]}) is equal to
x˜[n] as given in (9). But, x˜[n] is an approximation
for x[n] provided that limn→∞ x[n] = 0 (which is the
case in our problem since x[n] is assumed to be abso-
lutely summable) and N is chosen sufficiently large.
It concludes that in order to find the inverse Z-
transform of X(z), whose all poles are located in-
side the unit circle and has no poles at infinity, first
we calculate X(ejω) = X(z)|z=exp(jω) (which is valid
since the unit circle belongs to ROC according to our
previous assumption). Then we calculate the sam-
ples of X(ejω) at frequencies ω = 2pik/N , where
k = 0, . . . , N − 1 and N is a sufficiently big number.
Denote the kth sample of X(ejω) as X [k]. Taking
the IDFT of X [k] (using, e.g., the Matlab command
ifft) we arrive at x˜[n] whose first N samples (i.e., x˜[n]
for n = 0, . . . , N−1) are approximately equal to x[n].
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The reason for this statement is that according to (9)
we have
x˜[n] = x[n] +
−1∑
r=−∞
x[n− rN ]. (10)
But the sigma in the righthand side of (10) converges
to zeros very rapidly and consequently we have x˜[n] ≈
x[n] (more detailed discussion can be found in the
following).
3.2. Comprehensive algorithm for numerical inver-
sion of the Z-transform (second method)
The following is a brief explanation of the second
method for calculation of the inverse Z-transform of
X(z) whose all poles are located inside the unit circle
and has no poles at infinity:
1. Calculate X(ejω) = X(z)|z=exp(jω).
2. Calculate X [k] = X(ejω)|ω=2pik/N , k =
0, . . . , N −1 (Increasing the value of N increases
the accuracy of results).
3. Calculate the IDFT of X [k] (using the Matlab
command ifft) to arrive an approximation like
x˜[n] for x[n] = Z−1{X(z)}.
3.3. Error analysis
In the following we discuss on the error caused by
the above method in a simple case. According to (10)
we have
x˜[n] = x[n] +
∞∑
r=1
x[n+ rN ]. (11)
The second term in the righthand side of (11) indi-
cates the error caused by the proposed method, i.e.,
if
∑∞
r=1 x[n + rN ] = 0 then x˜[n] = x[n] and the in-
version is errorless.
Assuming that X(z) = F{x[n]} is a rational func-
tion in z whose farthest pole from the origin is simple
and located at z = a (|a| < 1), for sufficiently large
values of n we have
x[n] ∼ Aan (n→∞), (12)
for some A ∈ R. Hence, the corresponding error in
the nth sample of x[n] (assuming sufficiently large
values for N) is obtained as the following:
error in x˜[n] =
∞∑
r=1
x[n+ rN ] ≈
∞∑
r=1
Aan+rN , (13)
which leads to:
absolute error in x˜[n] ≈
Aan+N
1− aN
, n = 0, . . . , N − 1.
(14)
(Note that according to (11) the error in, e.g., x˜[0] is
equal to x[N ] + x[2N ] + x[3N ] + . . .. On the other
hand, for sufficiently large values of N the approxi-
mation given in (12) is valid which leads to the error
calculated above for the nth sample of x[n]).
It can be easily verified that the error calculated
from (14) is a monotonically increasing function of
a, that is, smaller the value of |a| (which is equal to
the amplitude of the largest pole of X(z)) smaller the
amplitude of error in all samples of x˜[n]. Moreover,
it is observed that increasing the value of N is highly
effective for decreasing the error in x˜[n]. In fact, for a
fixed n the error in x˜[n] is approximately proportional
to aN , which means that duplication of N decreases
the error in x˜[n] by the factor of aN (for example,
assuming |a| = 0.9, application of N = 40 instead
of N = 20 decreases the error 0.9−20 ≈ 8.2 times).
Fortunately, the FFT algorithm is capable of working
with large values of N . Finally, note that according
to (14) the absolute error is larger in the first samples
of x˜[n] (i.e., smaller values of n).
A similar discussion can be presented for rational
X(z) with repeated poles, which is not discussed
here.
Remark 3. Note that a function in non-integer
(fractional) powers of z cannot be obtained by tak-
ing the Z-transform from any real-world discrete-
time signal. For example, there is no x[n] such that
X(z) = Z{x[n]} = 1/(1−0.5z−0.5) (however, there is
a x(t) such that, e.g., X(s) = L{x(t)} = 1/(s0.5+1),
where L stands for the Laplace transform). The rea-
son is that X(z) is necessarily single-valued by def-
inition which cannot be equal to any multi-valued
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(fractional-order) function of z. That is why the frac-
tional calculus does not have a discrete-time dual.
4. Numerical Examples
Two numerical examples are presented in this
section in support of the proposed methods. In each
case, the numerical inversion is performed directly
by using (2) as well as the proposed algorithms,
and then the results are compared. In all of the
following simulations, the integrals in (1) and (2)
are evaluated numerically using the Matlab R2009a
command quadgk.
Example 1. Consider X(z) = e
1
z sin
(
1
z
)
whose
ROC is equal to |z| > 0. The inverse Z-transform
of this function can be obtained through the Laurent
series expansion as the following
X(z) = e
1
z sin
(
1
z
)
=
(
1 +
1
z
+
1
2!z2
+ . . .
)
×
(
1
z
−
1
3!z3
+
1
5!z5
− . . .
)
=
1
z
+
1
z2
+
(
−
1
3!
+
1
2!
)
1
z3
+
(
−
1
3!
+
1
3!
)
1
z4
+
(
1
5!
−
1
2!× 3!
+
1
4!
)
1
z5
+ . . .
= z−1 + z−2 +
1
3
z−3 −
1
30
z−5 + . . .
which concludes that
x[0] = 0, x[1] = x[2] = 1, x[3] =
1
3
(15)
x[4] = 0, x[5] =
1
30
, . . . (16)
and x[n] = 0, n < 0. Figs. 1(a)-(c) show the inverse
Z-transform of X(z) when the first method, second
method, and Eq. (2) is applied, respectively. Figs.
2(a)-(c) show the absolute error caused by each of
these methods, respectively.
As mentioned earlier, in case of using (1) we will
see that (in practice) the value of x[n] depends on the
0 5 10 15 20
0
1
2
(a)
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1 {X
(z)
}
0 5 10 15 20
0
1
2
(b)
Z−
1 {X
(z)
}
0 5 10 15 20
0
1
2
(c)
n
Z−
1 {X
(z)
}
Figure 1: Inverse Z-transform of X(z) when (a) the first
method, (b) the second method, and (c) Eq. (2) is applied
(corresponding to Example 1).
especial shape of the contour c. Figs. 3(a)-(c) show
the x[n] obtained through (1) when c is considered
as a circle with radius r = 1, 0.8, 1.2, respectively.
As it can be observed in this figure, the radius of
contour highly affects the resulted x[n]. However,
comparing Fig. 3 with Fig. 1 concludes that the
most accurate result corresponds to r = 1.
Example 2. Consider the Z-transform given in
the following expression
X(z) = ee
z
−1
, ROC : |z| > 0, (17)
which can further be written as
X(z) = e1+z
−1+z−2/2!+...
= e1 × ez
−1
× ez
−2/2! × . . .
= e1 ×
(
1 +
1
z
+
1
2!z2
+ . . .
)
×
(
1 +
1
2!z2
+
1
2!(2!z2)2
+ . . .
)
× . . .
As it is observed, according to the complexity of the
resulted expression it is really difficult to extract
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Figure 2: The absolute error caused by (a) the first method,
(b) the second method, and (c) Eq. (2), in the fist six samples
of x[n] (corresponding to Example 1).
the complete inverse Z-transform from it (however,
it can be easily verified that x[0] = x[1] = e and
x[2] = e(1/2! + 1/2!) = e). Figs. 4(a)-(c) show the
inverse Z-transform of X(z) when the first method,
second method, and Eq. (2) is applied, respectively.
Figs. 5(a)-(c) show the absolute error caused by
each of these methods. Figs. 6(a)-(c) show the
x[n] obtained through (1) when c is considered as a
circle with radius r = 1, 0.8, 1.2, respectively. This
figure clearly shows that the most accurate result
corresponds to r = 1.
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Figure 3: The x[n] obtained through (1) when c is considered as
a circle with radius r = 1, 0.8, 1.2 (corresponding to Example
1). r = 1 leads to the most accurate results.
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Figure 4: Inverse Z-transform of X(z) when (a) the first
method, (b) the second method, and (c) Eq. (2) is applied
(corresponding to Example 2).
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Figure 5: The absolute error caused by (a) the first method, (b)
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Figure 6: The x[n] obtained through (1) when c is considered as
a circle with radius r = 1, 0.8, 1.2 (corresponding to Example
2). r = 1 leads to the most accurate results.
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