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The advancement of sensor network technology presents both a new platform and a 
challenging environment for sensing applications. An important challenge is to 
incorporate techniques to remove measurement corruptions, to which sensors are 
perpetually prone. Data reconciliation (DR) is a measurement adjustment technique 
commonly used in the process industry to deal with measurement corruptions. It 
improves measurement accuracy by ensuring their consistency; measurements are 
adjusted according to known relationships among the measured variables and based 
on the statistical characteristics of the sensor precision. However, DR has traditionally 
been performed in a centralized manner, where measurements are collected from all 
sensors to a central node to be processed. This thesis considers DR in a distributed 
sensor network environment and distributes the linear steady-state DR computation to 
the nodes in the sensor network. The distributed DR (DDR) is derived, and an 
implementation algorithm is developed. As each sensor node actively participates in 
the distributed DR, it is robust to the failure of any node, and gracefully degrades 
when more than one nodes fail. Illustrative examples are presented to demonstrate the 
proposed DDR, while an application case study of an experimental-scale chemical 
 vi 
plant demonstrates its usefulness. 
Sensor biases are prevalent in all sensing applications, and bias estimation proves 
an important tool in ensuring measurement accuracy. In this thesis, instead of 
collecting all measurements to a central processing node to estimate their biases, the 
intelligence of the sensor nodes is leveraged to perform bias estimation in a 
distributed manner. The performance of the Generalized T (GT), inter-quartile range 
test cum least-square (IQR+LS) and least-square (LS) bias estimators used in the 
distributed bias estimation (DBE) are analyzed through both theoretical tools and 
experiments. The theoretical tools relate the estimator type and sample size with the 
estimation variance. As such, besides providing a basis for theoretical performance 
comparison among the bias estimators, the theoretical tools allow one to design the 
estimator to achieve specified variance, or provide one with an expected estimator 
precision for a given set of estimator parameters and sample size. The theoretical 
results are verified experimentally with the application case study of an experimental-
scale chemical plant. 
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Chapter 1. Introduction 
1.1 Motivation 
Intelligent sensor network is a collection of autonomous devices that measure 
characteristics of their environment, perform local computations, and communicate 
with one another over a network [1]. Termed sensor node, each of these devices is 
typically small, low cost and battery operated [2]. These characteristics make them 
very attractive: their compact size means that they can be placed inconspicuously 
without disrupting the environment that they are sensing [3]; the low cost means that 
they can be deployed in large number, resulting in dense deployment with high 
redundancy; and being wireless and battery-operated, they are free from the 
constraints of communication and power infrastructure, such that they can be placed 
anywhere and their placement can be easily adjusted, for example to optimize 
coverage of the phenomena or detectability of an event. 
Sensor measurements, however, are prone to corruptions. As inexpensive sensors 
are used in sensor networks to achieve dense deployment and perhaps, the required 
minimal form factor, they tend to be corrupted or fail more easily. Techniques to 
remove these measurement corruptions are therefore especially important in sensor 
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networks applications [1,3,21]. 
Data reconciliation (DR) [4] is a measurement adjustment technique commonly 
used in the process industry to deal with measurement corruptions. It improves 
measurement accuracy by ensuring their consistency; measurements are adjusted 
according to known relationships among the measured variables and based on the 
statistical characteristics of the sensor precision. The sensor network deployment 
makes it suitable for application of DR, as the sensors usually measure spatially 
correlated signals. Such correlations mean that there exist functional relationships 
describing the behaviors of the measured signals in terms of one another, which are 
therefore fitting for use as a basis for reconciliation of the sensor measurements. In 
fact, reconciliation of measurements is the procedure that enables the physical 
redundancy of the sensor deployment to be leveraged, to compensate for the lower 
quality of the low-cost sensors.  
A straightforward way to perform DR in sensor networks is to download the 
measurements from all sensor nodes in the network, and then have a central 
processing node carry out the reconciliation [1]. In this case, each sensor node need 
not possess any knowledge of correlations with other nodes, nor perform any 
computation, nor engage in meaningful communication (collaboration) with other 
nodes. The central node must therefore maintain the knowledge of correlations among 
all sensors, perform all necessary algorithmic steps and handle transmissions to and 
from all the sensor nodes. Although there are cases in which the centralized approach 
is more appropriate, for example, when it is desired to collect all the raw 
measurements to a central location, there are good reasons to prefer a distributed 
approach [1,5]. 
A major drawback of the centralized approach is that there is a communication and 
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computation bottleneck at the central processing node [5]. A crucial implication of 
this is that the DR processing is critically dependent on the availability of the central 
processing node. Any disruption or failure of the central processing node will affect or 
worse, halt, the DR processing. There is also a gross under-utilization of the 
computational power of the intelligent nodes in the network. A scheme that leverages 
the capabilities of the intelligent sensors to eliminate dependence on a central 
processing node is therefore desired. 
While DR reduces the effect of random noise on data, assumptions made by 
conventional DR approaches are often restrictive. More specifically, the conventional 
least square estimator has an implicit assumption on the normality of data. However, 
data in practice are more often than not subjected to the occurrence of outliers, 
transients in a supposedly steady-state period, instrument failure, human error and 
other process nature that renders the data non-normal. If approaches based on 
normality assumption are used on the non-normal data, poor estimates may result. For 
example, a single huge outlier can skew the least-square estimates significantly. It is 
therefore imperative to consider data processing approaches that are robust to outliers 
[11, 12]. 
As DR focuses on the treatment of random measurement corruptions, additional 
steps must be taken to correct for systematic measurement corruptions. Bias, which 
can be caused by miscalibration of sensors or some instrument malfunction, is a 
prevalent type of systematic corruption [17]. The intelligent sensor nodes must 
therefore be equipped with capabilities to treat bias [3,6-7,22-26].  
In this thesis, a strategy to deal with outliers and biases is proposed. The 
Generalized T (GT) distribution is chosen to represent the measurement noise. With 
this approach, there is no assumption of normality (Gaussian distribution) on the data, 
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and outliers are modeled instead of removed from the data set. Furthermore, as a more 
general distribution, the GT can adapt to many common distributions, including the 
Gaussian distribution, through varying the GT distribution parameters. The proposed 
GT-based strategy also makes use of linear consistency model relating measurements 
of neighbouring sensors, hence utilising the spatial redundancy among the sensors. 
Two relevant topics in sensor network are known as online sensor data cleaning and 
distributed calibration. In the following, several representative works under these 
topics are described and compared with the work in this thesis. 
In contrast to the proposed GT-based strategy, other popular approaches in the field 
of sensor network [21,27,30], as summarized below, assume Gaussian distribution of 
the measurement data. Using these approaches, outliers are detected/ identified 
through statistical tests based on Gaussian assumption, before being removed from the 
data. 
The work of Elnahrawy and Nath [21] seems to be exemplary in online sensor data 
cleaning in sensor network. In this work, Bayesian estimation is used to give more 
accurate estimate of the true value measured by a sensor, given the measurement of 
the sensor, random characteristic of the measurement (likelihood) and the prior 
distribution of the true measured value. Cleaning is therefore done in a single sensor 
basis, without making use of related measurements from a node’s neighbours (spatial 
redundancy).  
Spatial information is taken into consideration in the more recent work of Ji and 
Szczodrak [27], where some estimate of covariances among neighbouring nodes are 
obtained using steady-state data. The 2χ  test based on the estimated covariances is 
then performed on tuples containing the measurements of the neighbouring nodes, to 
detect and identify outliers. The use of the 2χ  test implies Gaussian assumption on 
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the measurement noise. 
Jeffery et al [28] proposed a multi-tiered architectural framework to clean sensor 
data. Both temporal and spatial redundancies are considered; however, as the main 
focus of the work is to propose the architectural framework, only very simple, 
heuristic outlier detection/identification and smoothing (replacement of outliers with 
interpolated values) techniques are presented in the form of declarative queries. 
However, similarly heuristic techniques to deal with outliers seem to be common in 
other online sensor cleaning approaches [29]. For example, Mukhopadhyay et al [29] 
uses a tree-structure decision analysis coupled with ARMA prediction model to 
estimate a “true value” for a sensor measurement. Decision is then made to either use 
the actual measurement of the sensor or the estimated value as the corrected/cleaned 
data point.  
The use of linear consistency model has been considered under the topic of 
calibration in sensor network, i.e. in the work of Balzano et al [6]. However, although 
the importance of distributed implementation has been emphasized, this work does 
not outline the distributed algorithm of the proposed calibration method. 
1.2 Contributions 
The distributed data reconciliation (DDR) is derived to enable a group of intelligent 
sensors to perform DR in-network in a distributed manner. Algebraic analysis of the 
conventional (centralized) DR is conducted and the distributed DR is formulated. 
An implementation algorithm for the DDR is developed. In the proposed DDR 
algorithm, each sensor node is made aware of itself and its neighbours, is fully in 
charge of computations and coordination with other nodes to reconcile its own data, 
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and is able to respond to abnormal situation such as a missing/failed neighbouring 
node. The dependence on a central processing node to perform DR is eliminated, 
making the distributed DR robust to the failure of the central processing node. 
A case study is conducted by applying DDR in an experimental-scale chemical 
plant to demonstrate the procedures of DDR and its usefulness in maintaining 
operation despite node failures. 
To handle biases and outliers in the sensor measurements, the distributed bias 
estimation (DBE) with the Generalized T (GT) estimator is derived and its 
implementation algorithm developed. Similar to DDR, DBE enables a group of 
intelligent sensors to perform bias estimation (BE) in-network in a distributed manner, 
such that the dependence on a central processing node to perform bias estimation is 
eliminated. 
For comparative studies with the GT-based DBE, the inter-quartile range test cum 
least square (IQR+LS) and the traditional least-square (LS) estimators are also applied 
in DBE. The performance of these estimators are analyzed using theoretical tools 
based on the Influence Function (IF). In the light of the equations derived in this 
thesis, an efficient estimator can be selected. In the presence of outliers that are close 
to good data, the equations show that using GT, instead of normal distribution, to 
characterize sensor data gives rise to a more efficient estimator than the LS and 
IQR+LS in terms of estimation variance. 
The case study of the experimental-scale chemical plant is also conducted to 
demonstrate the procedures of DBE and to study the performance of the GT, IQR+LS 




1.3 Outline of the thesis 
This thesis is organized as follows. Chapter 2 presents the proposed distributed data 
reconciliation (DDR). The proposed DDR is applied to a case study of an 
experimental-scale chemical plant in Chapter 3. Chapter 4 presents the proposed 
distributed bias estimation (DBE). The case study of the experimental-scale chemical 
plant is also conducted for the DBE, with the experiment described and the results 
discussed in Chapter 5. Finally, Chapter 6 presents the conclusion of the thesis. 
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Chapter 2. Distributed Data 
Reconciliation (DDR) 
2.1 Introduction  
In this chapter, distributed DR is derived and an implementation algorithm is given. 
The goal is for DR to be performed entirely in-network, hence eliminating problems 
associated with having a central processing node. Indeed, in the proposed approach, 
each sensor node actively participates and takes responsibility in reconciling their 
own and their neighbors’ measurements, through local computation and collaboration. 
In this case, not only are the computation and communication capabilities of the 
sensor nodes in the network leveraged, but also, a certain level of autonomy, or at 
least awareness, is assigned to the sensor nodes. With such autonomy/awareness, 
these nodes can collaborate and reconcile with their neighbouring nodes, hence 
reducing unnecessary communication with other parts of the network. In addition, a 
certain level of parallelism can be achieved across groups of independent nodes. 
By distributing the processing and communication burden in a meaningful way to 
each sensor node, the distributed DR is more robust to failures of one or more nodes. 
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In contrast, the centralized approach is vulnerable to the failure of the central 
processing node, which will result in the complete failure of DR processing.  
In the field of sensor network, the topic of reconciling sensor measurements using 
consistency model has recently gained attention. Termed model-based distributed 
sensor calibration [6], this topic is probably best represented by the works of 
Bychkovskiy et al [7] and Guestrin et al [1]. The main difference between the work in 
this chapter and these two works is in the consistency model used. Bychkovskiy et al 
[7] assumed very dense deployment, such that all sensors measure the same variable. 
Guestrin et al [1], on the other hand, worked in the probabilistic inference domain and 
as such, their consistency model is in the form of joint probability distribution of the 
measured variables. The work in this chapter, however, uses any linear consistency 
model and set the reconciliation problem as an optimization problem using the linear 
model as constraints. Balzano et al [6] also proposed a strategy for model-based 
sensor calibration that uses a range of linear models. In relation to [6], the work in this 
chapter may be seen as an extension in terms of providing a distributed framework for 
linear model-based sensor calibration. 
This chapter is organized as follows. In the following section, the topic of DR is 
first introduced. The proposed DDR is then presented in detail in Section 2.3. Section 
2.4 ends the chapter with concluding remarks.  
2.2 Data Reconciliation (DR) 
Data reconciliation is well-studied in the area of process engineering [4,17-20] and  
only the relevant equations necessary for the derivation of the distributed algorithm 
are given. The mathematical formulation of the linear steady-state DR is as follows. 
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Let there be n  sensors, making Tnyyy ][ 1…=  measurements.  
 
Measurement model: In the absence of gross errors, the measurement model can be 
expressed as: 
 
ε+= xy , (2.1) 
 
where Tnxxx ][ 1…= are the actual measured variable and ε  represent the 
measurement noises of each sensor for the particular set of measurements. 
Furthermore, let the measurement noise have the following characteristics: 
The expected value of ε  is a null vector, i.e.  
 
0}{ =εE . (2.2) 
 
The covariance matrix of the measurement errors is known and positive definite, i.e.  
 
}{)( TECov εεε =Ψ= .  (2.3) 
 
Consistency relationship model, or DR constraints: The DR constraints consist of 
equations describing how the measured variables Tnxxx ][ 1…= are inter-related. In 
linear steady-state DR, it can be expressed in the matrix form: 
 
0=Ax , (2.4) 
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where each row of A is one constraint, i.e. a linear equation relating nxx …1 . 
 
The DR problem: With the measurement model in (2.1), assumptions on the noise 














Solution of the DR problem: Using Lagrange multiplier approach, the DR problem 
above can be solved for the estimates: 
 
error estimate:  
AyAAA TT 1)(ˆ −ΨΨ=ε  (2.6) 
 
reconciled estimate: 
εˆˆ −= yx  (2.7) 
 
estimate covariance: 
ΨΨΨ−Ψ=Ψ= − AAAAx TT 1)(ˆ)ˆcov( . (2.8) 
 
Note that for a unique solution to exist, the constraint matrix A must satisfy the 
usual conditions for solvability of the least square problem, i.e. if A is an 
Nm× matrix, then Nm <  and ( ) mArank = . 
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2.3 Distributed Data Reconciliation (DDR) 
2.3.1 Overview 
This section presents in detail the proposed distributed data reconciliation (DDR) 
algorithm. Due to the rather involved algorithms of the distributed DR, illustrative 
examples of a two-node (Section 2.3.2) and three-node (Section 2.3.3) networks are 
provided in this section to give the reader a basic understanding of the distributed DR 
algorithm and to contrast it with the centralized DR. Section 2.3.3 then describes the 
general distributed DR for an N-node network, while the detailed implementation 
algorithm can be found in Appendix 2A. 
2.3.2 Example 1: A two-node network 
Consider a sensor network consisting of two sensor nodes, related through a 
constraint 021 =− xx  (Figure 2.1). Given the measurements of the two sensors: 
 
[ ] [ ]TTyyy 821021 +== ,  
 
with their corresponding variances: 
 
121 =σ , 2
2
2 =σ .  
 





Figure 2.1. A  two-node sensor network 
 
 
[ ] [ ]TT xyxy 221121 −−== εεε ,  

































Centralized DR:  
In a centralized scheme, all processing is done at a single location. Assume that in 
this example, the single location is at Node 2. The reconciled estimates can be 
calculated by Node 2 in a centralized manner using (2.6)-(2.8), resulting in 
 
[ ]T21ˆ −=ε ,  





















1,210 11 =+= σy
021 =− xx
2,8 22 == σy
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Obviously, in order to carry out the above calculations, Node 2 must have the 
values of 1y , 2y , 1σ , 2σ  and A. The measurement 1y  is usually an average of 
readings taken by the sensor in Node 1, while 1σ  is the variance of the readings. This 
means Node 1 has to send a number of its sensor readings to Node 2, so that Node 2 
can compute 1y  and 1σ . Also, the constraint matrix A must be stored in Node 2.  
Distributed DR:  
In the proposed distributed DR, instead of Node 2 doing all the processing, Node 1 
and Node 2 share the processing and communicate to complete the data 
reconciliation. Table 2.1 (which can be found at the end of this chapter) shows the 
details. Node 1 and 2 each computes and holds its own measurement average and 
variance, and keeps its own constraint and covariances relating it with each other, as 
seen in the initialization step, Step 0 of Table 2.1.  
To compute the reconciled estimates and estimate covariances, the nodes need data 
from each other, in addition to their own local data. To do this, the nodes go through a 
series of computation and communication procedures as follows (see also Steps 1-3 of 
Table 2.1): 
 
(i) Computation of local results using local node data: 
Node 1 computes, locally: 
 











Node 2 computes, locally: 
 










(ii) Aggregation of local results to compute reconciled estimates and covariances: 
After local computation, Node 1 sends its local results ( )11,θr  to Node 2, which 












With these aggregate values, Node 2 can now compute its own reconciled 



































Similarly, Node 2 also shares its local results ( )22 ,θr  with Node 1, such that the 




































The exact sequence of the above processing steps can be found in Table 2.1. 
Note that the resulting estimates are equivalent with those obtained in the 
centralized DR. This can be shown by gathering the computations and results from the 
two nodes and writing them in matrix form as follows. Firstly, the aggregates can be 
written in terms of centralized variables as follows: 
 
 Ayyayarrr =+=+= 21211121 , 
( ) ( ) TAAaaaaaaaa Ψ=+++=+= 22122111121212111111212111 ψψψψθθφ . 
 
Then, the error estimates can be written in matrix form as follows: 
 
( )








































which is identical to the expression for error estimates of the centralized DR in (2.6), 
as TAAΨ  is a scalar quantity. Similarly, the estimate covariances can also be written 
in matrix form as: 
 






































which, similarly, is identical to the expression for the estimate covariances of the 
centralized DR in (2.8).  
Furthermore, note that the local results pθ  and pr  (p = 1 for Node 1, and 2 for Node 
2) are actually the basic building blocks in the computation of the DR solutions 
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above. Through the coordination algorithms in the distributed DR, the nodes share, 
aggregate and use the building blocks to obtain the final DR solutions. 
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Table 2.1: Example 1: Distributed DR processing in a basic two-node 
network 
Step Snapshots of the 
network estimates 
































Own measurement and 
measurement variance: 
1,210 11 =+= σy  
 
Relationship with Node 2: 
 Constraint:
 021212111 =−=+ xxxaxa
 ( )1,1 1211 −== aa  
 
 Covariances:  
 0, 12
2
111 == ψσψ  
Own measurement and 
measurement variance: 
 2,8 22 == σy  
 
Relationship with Node 1: 
 Constraint: 
 021212111 =−=+ xxxaxa





222 == ψσψ  
1  Node 1 starts the reconciliation 
process: 
 Computes local results: 










 Sends local results ( )11,θr  to 
Node 2, such that Node 2 can 
compute its estimates. 
 
2   Receives local results ( )11,θr  from 
Node 1 
 
Computes own local results: 










Computes the aggregates using 
combined local results: 
 constraint residual: 
2221212111 +=+=+= rryayar  
 











Sends completed aggregates ( )φ,r  
and local result 2θ to Node 1 so that 












































Receives completed aggregates 
( )φ,r  and local result 2θ from Node 
2. 
 
Computes reconciled estimates 






Computes reconciled estimates 































































































































































Reconstruction of failed/missing nodes:  
The distributed DR is robust to node failure, while the centralized scheme is 
vulnerable to the failure of its central processing node. This can be illustrated by the 
two-node network in Example 1. When Node 2 fails, Node 1 can give sub-optimal 
estimates for itself and, through the constraint matrix A, an estimate for Node 2. In 
this case, it uses its own measurement 1y  as the best sub-optimal estimate 1xˆ , and 
uses the constraint relation A to obtain the best sub-optimal estimate of Node 2, 2xˆ : 
 
210ˆˆ0ˆˆ 11221 +===⇒=− yxxxx .  
 
In contrast, in the centralized scheme, when Node 2 fails, Node 1 cannot do 
anything to alleviate the situation as it does not have the necessary knowledge of its 
relationship with Node 2 and is not programmed to do any processing other than 
sending its sensor readings. DR for the whole network is therefore disabled in this 
situation. 
It should be noted that Node 2 is one of several possible central processing locations 
common in practice. In the process industry, the practice is for all sensors to send 
their data to a dedicated application controller/SCADA. In sensor networks, a base 
station located in the network can be equipped with more energy and computational 
and communication resources to gather data from all sensors and process them. 
Similarly, in the above example, Node 2 can be assumed to be a more powerful sensor 
node tasked with the central DR processing. The computation steps and requirements 
in the above example are the same regardless of the location of the central processor. 
While Example 1 gives a basic idea of the distributed DR, the DR problem 
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considered here is not general enough to provide a complete illustration of the 
proposed framework. The DR problem in Example 1 contains only one constraint. In 
general, a DR problem contains more measured variables and more than one 
constraints, which means more complex computation as compared to that of a single 
constraint problem. As a result, additional steps need to be introduced in the 
distributed DR algorithm. To show this, Example 2 is constructed in the following 
sub-section. 
2.3.3 Example 2: A three-node network (see Figure 2.2)  
Nodes 1 and 2 are related through the constraint 021 =− xx , while Nodes 2 and 3, 
through the constraint 032 =− xx . The corresponding constraint matrix A is shown in 
Figure 2.2. Node 3 is within the communication range of Node 1 and vice versa, but 
no explicit constraint relationship is defined between them. Given the measurements 
of the three sensors: 
 
[ ] [ ]TTyyyy 23138210321 −+== ,  
 
with their corresponding variances: 
 
121 =σ , 2
2
2 =σ , 3
2
3 =σ , 
 
the DR problem can again be stated as (2.5), where in this case, 
 
[ ] [ ]TT xyxyxy 332211321 −−−== εεεε ,  
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Note that the sub-network consisting of Node 1, Node 2 and the constraint relating 
the two nodes (i.e. 021 =− xx ) is identical to the two-node network in Example 1. 
Hence, as will be seen later, the computational steps involved in data reconciliation 
between Node 1 and Node 2 will be identical to those of Example 1.  
Centralized DR:  
Similar to Example 1, assume that the processing node is Node 2. The DR solutions 
















































































[ ]T23322ˆ −−=ε ,  




































Similar to Example 1, in order to do the above calculations, Node 2 must have the 
values of 1y , 2y , 3y , 1σ , 2σ , 3σ  and A, which means that Nodes 1 and 3 have to 
send a number of their sensor readings to Node 2, and that the constraint A must be 
stored in Node 2.  
Distributed DR:  
Table 2.2 details the steps involved for the distributed DR processing. Each node is 
initialized with its relevant information as seen in Step 0 of Table II, which is similar 
to Step 0 of Table 2.1. 
The node with the lowest index, Node 1, initiates the distributed DR. Node 1 starts 
by reconciling with Node 2 using the constraint 021 =− xx , i.e. the first row of 
matrix A (steps 1-3 in Table 2.2). As the steps involved in the processing of this row 
of A are identical to those shown in Table 2.1 of Example 1, and in the interest of 
brevity, only the final results are shown in Table 2.2. 
After reconciling with Node 2, Node 1 has finished processing its constraint. Node 
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2 then continues the distributed DR by processing the next constraint, 032 =− xx . To 
process this constraint, Node 2 needs to liaise with Node 3, as the latter is also 
involved in the constraint. Since Node 2 now has the reconciled estimate ( )12xˆ  and 
estimate covariances ( ) ( )122
1
21 ˆ,ˆ ψψ , where the superscript ( )1  denotes that these estimates 
are obtained from processing the first row of A, it will use these data to reconcile with 
Node 3. Steps 4-6 comprise procedures for data reconciliation between Nodes 2 and 
3. They are similar to steps 1-3 of Tables 2.1 and 2.2, so only the final results are 
shown in Table 2.2.   
After steps 4-6 are completed, additional steps are necessary to update the 
reconciled estimates and estimate covariances of Node 1. This is because Node 1 has 
been correlated with Node 2 after the first row of A is processed, i.e. ( ) 0ˆ 32
1
21 ≠=ψ , 
such that Node 1 needs to be updated whenever Node 2 is updated. The steps needed 
for Node 1 to compute its estimates are shown in steps 7-9 of Table 2.2. Firstly, Node 
2 will send relevant data from processing row 2 of A, including  ( )232232 ,,,,, aar θθφ , 
to Node 1 (Step 7 of Table 2.2). Then, using the data received from Node 2, Node 1 
proceeds to compute its estimates (Step 8 of Table 2.2): 
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After Node 1 finishes computing its estimates, it will send the covariance updates 
12ψˆ  and 13ψˆ  to Nodes 2 and 3, respectively (Steps 8 and 9 of Table 2.2).  
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After Nodes 2 and 3 finish processing all its constraints (Step 9 of Table 2.2) the 
distributed DR processing is therefore complete for this particular set of 
measurements y.  
Note that the final estimates are also identical with those obtained in the centralized 
scheme. As the constraint matrix A in this example has more than one rows, the 
algebraic proof of the equivalence between the distributed DR and the centralized 
scheme involves proving that processing the rows of A in the sequential manner 
shown above will give the same results as processing the whole matrix A 
simultaneously as in (2.6) and (2.8). This is shown in Appendix 2B.  
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Table 2.2 : Example 2: distributed DR processing in a three-node network 
Step Snapshots of the 
network estimates 






























Own measurement and measurement 
variance: 
 1,210 11 =+= σy  
 
Relationship with neighbours: 
 Neighbours: 
 { }321 , xxN =      
 
   Constraints: 





111 === ψψσψ  
Own measurement and measurement 
variance: 
 2,8 22 == σy  
 
Relationship with neighbours: 
 Neighbours:  
 { }312 , xxN =     
 















22221 === ψσψψ  
Own measurement and measurement 
variance: 
 3,2313 33 =−= σy  
 
Relationship with neighbours: 
 Neighbours : 
 { }213 , xxN =     
  
 Constraints: 



























































After processing constraint 021 =− xx , 
 Reconciled estimate: 
 29ˆ 32311 +=x   
 





11 ˆ,ˆ == ψψ    
 
Node 1 finishes processing its constraint. 
After processing constraint 021 =− xx , 
 29ˆ 32312 +=x  
 





21 ˆ,ˆ == ψψ  
 
















































  Node 2 continues the distributed DR. The 
constraint 021 =− xx  has previously been 
processed. So, Node 2 starts processing its 
next constraint, 032 =− xx . 
 
After Node 2 & Node 3 reconciles using 
constraint 032 =− xx , 
 Reconciled estimate: 
 10ˆ2 =x   
 













After Node 2 & Node 3 reconciles using 
constraint 032 =− xx , 
 Reconciled estimate: 
 10ˆ3 =x   
 





33 ˆ,ˆ == ψψ  
 
7    
However, Node 2 is correlated to Node 1 
through previous constraint, 021 =− xx , 
i.e.: 
 0ˆ 3221 ≠=ψ  
 
 Therefore, Node 2 sends the following 























8  Receives data from Node 2. 
 
Uses the received data to update its 
reconciled estimate and covariances with 
Node 2 and 3: 
 Own reconciled estimate & estimate 
  





































































Then, sends the covariance updates 2,1ψˆ∆  




































 Receives covariance update  from 
2,1ψˆ∆ from Node 1: 







121212 ˆˆˆ =−=∆−= ψψψ  
 
Now, constraint 032 =− xx has finished 
processing; Node 2 has finished processing 
all its constraints. 
Receives covariance update  from 
3,1ψˆ∆ from Node 1: 
 Updates covariance accordingly: 




Reconstruction of failed/missing nodes  
Now consider the case when Node 2 fails. Then similar to Example 1, the 
centralized DR will be totally disabled, while the distributed DR will be able to 
provide best sub-optimal estimates using the remaining nodes, Nodes 1 and 3. The 
reconstruction of the estimates of Node 2 by Nodes 1 and 3 proceeds as follows, with 
details shown in Table 2.3. Node 1 first starts to reconcile with Node 2 through the 
constraint 021 =− xx  (first row of A), but discovers that Node 2 has failed. Similar to 
Example I, Node 1 then assigns its own measurement and measurement variance as its 
best sub-optimal estimate and estimate variance, respectively, and uses the constraint 
021 =− xx to reconstruct the estimate of Node 2 as follows: 
 
210ˆˆ0ˆˆ 1221 +==⇒=− xxxx . (2.9) 
 
The estimate variance of Node 2 and estimate covariances between Nodes 1 and 2 














 .  
 
Since Node 1 has no more constraint to process, it notifies Node 3 that Node 2 has 
failed, and sends the current reconstructed estimates of Node 2 to Node 3.  
Node 3 continues the distributed DR by looking at its constraint 032 =− xx . This 
constraint involves Node 2, but since reconstructed estimates of Node 2 are available, 
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they can be used to process the constraint. The steps involved in processing the 
constraint is similar to steps 4-6 of Table 2.2 as well, just that steps that are supposed 
to be performed by Node 2 is performed by Node 3 itself using the reconstructed 
estimates of Node 2. The results are shown in steps 2-4 of Table 2.3. 
Additional steps similar to steps 7-9 of Table 2.2 are also necessary here, because 
Node 2 has been correlated with Node 1 after it is initially reconstructed by Node 1. 
This is reflected in the covariance between Nodes 1 and 2, i.e. 01ˆ12 ≠=ψ . Therefore, 
Node 3 needs to send relevant data to Node 1 such that it can update its estimates 
accordingly. Again, in the interest of brevity, only the final results are shown in steps 
5-7 of Table 2.3. 
Node 3 is the node with highest index in the network, so the distributed DR is 
completed, and the best sub-optimal estimates for all nodes have been obtained. Note 
that both neighbours of Node 2, i.e. Node 1 and Node 3, keep the reconstructed 
estimates of Node 2. 
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Table 2.3 : Example 2: reconstruction of a missing node in the three-node network 
Step Snapshots of the 
network estimates 



























Own measurement and measurement 
variance: 
 1,210 11 =+= σy  
 
Relationship with neighbours: 
 Neighbours: 
 { }321 , xxN =      
 
   Constraints: 





111 === ψψσψ  
Own measurement and measurement 
variance: 
 ??, 22 == σy  
Own measurement and measurement 
variance: 
 3,2313 33 =−= σy  
 
Relationship with neighbours: 
 Neighbours : 
 { }213 , xxN =     
  
 Constraints: 














































Node 1 starts to reconcile with Node 2 
through the constraint 021 =− xx . However, 
Node 1 finds out that Node 2 has failed. 
 
Node 1 then assign its own measurement and 
variance as its best sub-optimal estimate and 













Using 021 =− xx , Node 1 is able to 
reconstruct the estimate of Node 2: 
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 Reconstructed estimate of Node 2 and the 


















Node 1 has finished processing all the rows 
of A that it stores. Node 1 notifies Node 3 
that Node 2 has failed, and passes the 




























































  Node 3 receives notification that Node 2 has 
failed and the reconstructed estimates of 
Node 2 from Node 1. 
 
Node 3 starts reconciling using the constraint 
032 =− xx  and the reconstructed estimates 
of Node 2, in the similar way as it would if 
Node 2 were available. The results of the 
reconciliation are: 
 Reconciled estimate and estimate 
covariances of Node 3: 
 4
3





32 ˆ,ˆ == ψψ  
 
 Updated reconstructed estimate of Node 2 
and its covariances: 
 4
3





22 ˆ,ˆ == ψψ  
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5-7  Node 1 receives data from processing the 
constraint 032 =− xx  and updates its 



















It also sends the covariance updates 2,1ψˆ∆  
and 3,1ψˆ∆  to Node 3. 
 
In addition, it also keeps the updated 
reconstructed estimate and covariances of 
Node 2 received from Node 1. 
 As Node 2 is correlated with Node 1, i.e. 
01ˆ12 ≠=ψ , Node 3 sends data from 
processing the current constraint 032 =− xx  
to Node 1 and asks Node 1 to update its 
covariances. 
 
In addition, because Node 1 is also a 
neighbour of Node 2, Node 3 also sends the 
updated reconstructed estimate and 
covariances of Node 2 to Node 1. 
 
After receiving the covariance updates from 
Node 1, the final updated covariances are: 
4
3




2.3.4 The general N-node network 
At this point, the reader should already be acquainted with the distributed DR as 
applied to simple two-node and three-node networks. The general distributed DR for 
an N-node network is implemented by the coordination protocol in Appendix 2A. The 
coordination protocol is presented in the form of algorithm for a sensor node with 
index p (where Np …1= ) in an N-node network.  
For a particular network, for example, the 3-node network in Example 2, by 
implementing the algorithm in Appendix 2A on each Nodes 1, 2 and 3 with 1=p , 
2=p  and 3=p , respectively, and initializing each node with appropriate 
data/information, Table 2.2 can be reproduced. Furthermore, if Node 2 fails in the 3-
node network, the algorithm in Appendix 2A will give the same steps as Table 2.3. Of 
course, some programming details have been omitted in Tables 2.1–2.3 to improve 
clarity. 
The mathematical basis of the distributed DR algorithm is the sequential DR shown 
in Appendix 2B. Therefore, in the distributed DR the constraint matrix A is processed 
row by row in a sequential manner. The general distributed DR algorithm for an N-
node network can be summarized as follows. For each row of the constraint matrix A, 
the distributed processing in the sensor network is done in the following steps. First, 
each node p that is directly involved, i.e. has non-zero coefficients, in the current row 
of A performs local computations involving its own data. Second, the aggregate 
quantities φ  and r  are computed from the local computation results collected from all 
the directly involved nodes through some communication scheme between the nodes. 
Third, the aggregate quantities are sent to all directly involved nodes through some 
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propagation mechanism. Fourth, using the aggregate quantities, each directly involved 
node can then compute its own reconciled estimate and its covariance with the other 
directly involved nodes. Fifth, a collaboration mechanism is executed by involved 
nodes that have correlations with some nodes that are not directly involved in the 
current row, to compute the updated reconciled estimate of these indirectly involved 
nodes and the estimate covariance between these nodes with the other directly 
involved nodes. The reconciled estimates after completing the five steps then become 
the input for processing the next row of A, and the cycle continues until all rows of A 
have been processed. 
The algorithm for the general N-node network is mathematically equivalent to the 
DR solution in Equations (2.6)-(2.8), as has been demonstrated in the two-node 
example (Example 1, page 14-15) and discussed in the three-node example (Example 
2, page 22-23), as well as mathematically proven in Appendix 2B. Therefore, after all 
nodes have taken part in the DR processing, the resulting solutions will be identical to 
those of the centralized DR algorithm. This applies for any number N of nodes in the 
network. 
A key advantage of DDR/DBE is its ability to degrade gracefully when nodes fail. 
The effect of node failures on the performance of the DDR/DBE can be described as 
follows. When nodes fail, they do not contribute to DR/BE anymore, hence causing 
the final reconciled estimates to have larger variances. To see this, one can revisit 
equation 2.17 (Appendix 2B) on the estimate covariances after each row of the 
constraint matrix A has been processed.  For ease of presentation, equation 2.17 is 
reproduced here as follows, 
 




As the covariance matrix 1−Ψ j  is always positive definite, the second term at the 
right hand side of the equality sign, is always positive definite as well. Therefore, the 
variances, which are the diagonal elements of the covariance matrix, are always 
reduced after each row of the matrix A is processed.  
Now, if any node fails, the row(s) of A in which it is involved can no longer be used 
in the reconciliation (they are instead used to reconstruct the estimate of the failed 
node). Consequently, the reduction of variances contributed by these rows of A are 
also lost, resulting in the final reconciled estimates having higher variances compared 
to the estimates if the node has not failed. 
Therefore, the performance of DDR/DBE can be measured by the estimate 
variances. Furthermore, an upper threshold for the variance can be defined to assess 
whether the performance is acceptable. As a numerical example, the 3-node network 
in Example 2 for two scenarios, i.e. where all nodes are working and where Node 2 
fails, will be compared as follows.  























































When all three nodes are working, the DR proceeds as normal for the three nodes. 





























It is seen from the main diagonal of Ψˆ  that the variances of the estimates for Nodes 
1 and 2 are smaller than their corresponding measurement variances. 
Next, after Nodes 2 and 3 reconcile, and after the covariances of Node 1 have been 


































It is seen from the main diagonal of Ψˆ  that the variances of estimates for Nodes 1 
and 2 have become smaller than before Nodes 2 and 3 reconcile. Also, again, the 
variance of the estimate for Node 3 is smaller than its corresponding measurement 
variance. 
In the scenario where Node 2 fails, however, Node 1 first reconstructs the estimate 
of Node 2 2xˆ  through the constraint 021 =− xx  using its own measurement as the best 
estimate for 1xˆ , such that the estimate for Node 2 follows that of (the measurement of 
) Node 1. This means that after the reconstruction, the overall estimate covariance 





















Note that as there is no reconciliation, the variance of the estimate for Node 1 does 
not improve compared to its measurement variance. 
Next, Node 3 receives the reconstructed estimate of Node 2, and proceeds to 
reconcile with Node 2 using the reconstructed estimate. The resulting estimate 


































which shows that the variances of the estimates for all three nodes have improved 
compared to the measurement variances. However, these variances are still larger than 
the variances when all three nodes are working. 
Although diagonal covariance matrix is used in the example, the DR and therefore, 
DDR, do not assume diagonality of the covariance matrix. If the measurement noises 
are correlated, one could specify a general, non-diagonal covariance matrix Ψ . Using 
the specified non-diagonal Ψ , the DDR proceeds with the same steps as when Ψ  is 
diagonal (see example in Appendix 2C). 
From Table 2.1, the amount of information exchange for the distributed DR can be 
computed as two transmission instances for the 2-node network. For the 3-node 
network, the amount of information exchange can also be computed from Table 2.2 as 
seven transmission instances. In general, the total number of transmission instance is a 
function of connectivity of the network as reflected in matrix A. For conventional 
centralized DR, however, the number of transmission instances is equal to twice the 
number of nodes in the network, i.e. the sum of transmissions by all nodes to and 
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from the central processing node. It should also be noted that the actual amount of 
information exchange in the real deployment will be a function of many factors such 
as the network structure, network size/ transmission distance, and so on. Exact 
quantification would therefore be a challenge for future work. 
2.4 Conclusion 
In this chapter, Distributed Data Reconciliation (DDR) is derived, and an 
implementation algorithm is given. The proposed DDR enables a group of intelligent 
sensors to perform DR in-network. By applying DDR, each sensor node is made 
aware of itself and its neighbours, and is intelligent enough to respond to abnormal 
situation such as a missing/failed neighbouring node. The dependence on a central 
processing node to perform DR is eliminated, making the proposed DDR robust to the 
failure of the central processing node. The proposed DDR can hence be seen as a step 
towards realizing the paradigm of autonomous intelligent sensor networks.  The 
proposed distributed DR in its current form lays the groundwork for further 
exploration in distributing more elaborate processing of sensor measurements. A good 





Algorithm for a sensor node in the general N-node network 
 
 
Algorithm for a sensor node in the general N-node network 
 
 
On event: Initialize(): 
 node_indexp ←  //index of the node 
}0;{
,
≠← pjp ajJ  //indices of constraints in which it is involved 
FOR EACH pJj ∈  
 }0;{
,,
≠← qjjp aqE  //neighbours related through constraints  
 });,{(
,,, jpqjjp EqaqA ∈←  //constraint coefficients 
 0;ˆ
,
←∈ jppq Eqψ  //covariances of estimates 
 
 0←py //initialize sensor measurement 
 ncensor_variainitial_sep ←σ  
  
 { }←stmissing_li //list of missing nodes 



















 IF  exlowest_indp = , 
  RcvToken(); 
 
 








































, jpEp =  //highest index in the constraint 





  Propagate(); 
 ELSE 















  SendCmd(‘Aggregate’, agg_pax) to Node q; 
 
 
On event: Propagate(): 
 },;{~
,, jpjp EqpqqE ∈<←  
 IF { }≠jpE ,~  
  )~max(
, jpEq ←  
  prop_pax  },,,,,{ stmissing_liErj Θ← φ  
  SendCmd(‘Propagate’, prop_pax) to Node q; 
 
 Reconcile(); 
 IF any p in Eqp ∈),( , // i.e. it has indirectly involved neighbour, 
 FOR EACH Eqp ∈),( , 
   coll_pax  },,,,,,{
, jpAstmissing_liErj Θ← φ  
  SendCmd(‘Collaborate’, coll_pax) to q 
  
 { }jJJ ∪← ˆˆ  //append current constraint to the list of processed constraints 
  
 IF { }=jpE ,~   //last node in the constraint to finish reconciliation = node with the DR token 
  RcvToken(); 
 
 
On event: Collaborate(): 
 }0;{
,



















 FOR EACH jEq ∈  //directly involved nodes 
  qppq θθφψ 1ˆ −←∆  
  cov''_ ←typeupdate  
  covUpdate }ˆ,_{ pqtypeupdate ψ∆←  
  SendCmd(‘UpdateCov’, covUpdate) to Node q 
  pqpqpq ψψψ ˆˆˆ ∆−←  
 
 },),(;{ ji EsEqsqE ∈∈←   
 FOR EACH jpEq ,∈  //indirectly involved nodes 
  ''_ ietypeupdate ←  
  covUpdate },,_{ jtypeupdate pθ←  
  SendCmd(‘UpdateCov’, covUpdate) to Node q 
 
 
On event: UpdateCov(): 
 IF update_type = ‘cov’ 
  pqpqpq ψψψ ˆˆˆ ∆−←  














  cov''_ ←typeupdate  
  covUpdate }ˆ,_{ pqtypeupdate ψ∆←  
  SendCmd(‘UpdateCov’, covUpdate) to Node q 
 
 
On event: Reconstruct(): 
 IF recon_type = ‘data-request’ 
  ←typerecon _ ’data-update’ 
  recon_pax }_,,ˆ{ typereconx pp σ←  
  SendCmd(‘Reconstruct’, recon_pax) to Node q 
 ELSEIF recon_type = ‘data-update’ 
  keep the received data },ˆ{ qqx σ  for use in reconstruction  
 ELSEIF recon_type = ‘estimate-update’ 
  IF is a neighbour of a solved missing node in Xˆ  
   save the reconstructed value of the missing node from Xˆ  
   update processed constraint list & skipped constraint list 
  Pass the recon_pax to the next highest index relevant neighbours 
  
 
On event: RcvToken(): 
 IF {}≠stmissing_li  
  //update the constraint list for reconstruction: 
  },,0,0);,{(
,,,
stmissing_liqJjaaAjR pqjpjjp ∈∀∈∀≠≠=  
  {}←X  
  IF {}≠R  











  //try to reconstruct 
  IF info in R~  is sufficient to solve for any node in missing_list, 
   FOR each relevant node q, //request data from other relevant nodes 
    ←typerecon _ ’data-request’ 
    recon_pax }_{ typerecon←  
    SendCmd(‘Reconstruct’, recon_pax) to Node q 
    recon_pax {}←  
    WaitForData() 
   solve for the missing  node 
   add the solution to Xˆ  
   remove the solved missing/biased node from missing_list , accordingly 
   update processed constraint list and skipped constraint list 
    
   FOR each relevant node q, // update relevant nodes on reconstructed estimates &  
           //processed constraint list 
    ←typerecon _ ’estimate-update’ 
    recon_pax }_,,ˆ,~,~{ typereconstmissing_liXXR←  
    SendCmd(‘Reconstruct’, recon_pax) to Node q 
 
  ELSE 




  IF is a neighbour of a solved missing node in Xˆ  
   save the reconstructed value of the missing node from Xˆ  
 
 sp JJJJ −−← ˆ
~
 
 IF {}~ ≠J , //if still have unprocessed constraint 
  }~min{Jj ←  









  IF {}~ ≠pE  
   }~min{ pEq ←  
   SendCmd(‘RcvToken’) to Node q 
  ELSE 
   ReverseToken(); //one round of DR is done, so return token to lowest index 
 
 








 IF {}~ ≠pE  
  }~max{ pEq ←  
  SendCmd(‘ReverseToken’) to Node q 
  NewData(); 
 ELSE 
  NewData(); 
  RcvToken(); 
 
 
On event: ReceiveCmd(command, dataPacket): 
 IF command = ‘Acknowledged’ 
  Acknowledged(); 
 ELSE 
  SendCmd(‘Acknowledged’) to <Node p> 
  update local info with info in <dataPacket> 
  do <command> using <dataPacket> 
   
  
Acknowledged(): 




 0←ack ; //assume only one TimeOut is active at any point of time 
 send <command> and <dataPacket> to <Node q> 
 IF command ≠  ‘Acknowledged’ 




 WHILE NOT time_out, 
  wait //wait for ack from node to which it sent cmd 
 IF 0=ack , 
  }{qstmissing_listmissing_li ∪←  
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 WHILE NOT time_out, 
  wait //wait for data from node to which it sent request 
 IF recon_pax = {}, 
  }{qstmissing_listmissing_li ∪←  




 }{ jJJ ss ∪← //add j to list of skipped constraints 




 _readingnew_sensory p ←  
































Proof of equivalence between batch and sequential DR 
 
Batch DR is when the constraint matrix A is processed simultaneously, in contrast 
to sequential DR where the constraint matrix A is processed row by row (or several 
rows at a time). The prrof of equivalence between batch and sequential DR is as 












where 1a  is the first row of A, and 2A  contains the rest of the rows of A. Now, 
formulate a new DR problem using 1a  as the constraint matrix. From (2.6), the 
solutions to this new DR problem can be expressed as 
 
error estimate: yaaaa TT 1
1
1111 )(ˆ −ΨΨ=ε , (2.10) 
estimate covariance: ΨΨΨ−Ψ=Ψ − 1
1
1111 )(ˆ aaaa TT . (2.11) 
 
Next, formulate another new DR problem using 2A  as the constraint matrix. 
However, instead of the measurement vector y and measurement covariance matrix 
Ψ , the reconciled estimate 11 ˆˆ ε−= yx  and estimate covariance  matrix 1ˆΨ  from the 
first DR problem are used in the second DR problem. From (2.6), the solution of this 






  where);ˆ()(ˆ Ψ=Ψ−ΨΨ= − εε yAAAA TT , (2.12) 
estimate covariance: ΨΨΨ−Ψ=Ψ − 1
1




The sequence of processing the two DR problems above is called sequential DR. In 
contrast, the batch DR is the original DR problem using the unpartitioned constraint 
matrix A. Therefore, the equivalence between the sequential and batch DR holds if the 
final solution of the sequential DR is equal to the solution of the batch DR, i.e. 
 
21 ˆˆˆ εεε += ,  (2.14) 
2
ˆˆ Ψ=Ψ , (2.15) 
 
where εˆ  is as expressed in (2.6), while 1εˆ  and 2εˆ  are as expressed in (2.10) and 
(2.12) respectively. 
 
To prove the equivalence, let the batch solution be computed as follows. 








































































































































































Substituting the values of P, Q, R and S according to (2.16) and simplifying yields 
(2.14), hence proving the equivalence of the error estimates. Similar procedure can be 
performed for the estimate covariance of the batch DR, resulting in (2.15).  
By recursively breaking up 2A  into two, the above proof can be extended to any 





























































hence proving that the sequential DR results in the same solution as the batch DR. 
It is seen that with sequential DR, the original (batch) DR problem becomes a series 
of single-constraint DR problems. An interesting implication is that for the sequential 
DR, the condition for the overall constraint matrix A can be slightly relaxed, i.e. A can 
be rank deficient, but its rows must be consistent. In this case, when a row that is 
linearly dependent with a (some) previously processed row(s) is being processed, the 
resulting estimates will not change. However, ( )Arank  must still be less than the 




Example: A two-node network with correlated measurement 
noises 
Consider a sensor network consisting of two sensor nodes, related through a 
constraint 021 =− xx  (Figure 2.1). Given the measurements of the two sensors: 
 
[ ] [ ]TTyyy 821021 +== ,  
 










































The DR problem can be stated as (2.5), where in this case, 
 
[ ] [ ]TT xyxy 221121 −−== εεε ,  








































Centralized DR:  
In a centralized scheme, all processing is done at a single location. Assume that in 
this example, the single location is at Node 2. The reconciled estimates can be 
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calculated by Node 2 in a centralized manner using (2.6)-(2.8), resulting in 
 
[ ]T212ˆ 53515254 −−+=ε ,  






















In order to carry out the above calculations, Node 2 must have the values of 1y , 2y , 
1σ , 2σ  , ( )21,cov xx  and A. The measurement 1y  is usually an average of readings 
taken by the sensor in Node 1, while 1σ  is the variance of the readings. This means 
Node 1 has to send a number of its sensor readings to Node 2, so that Node 2 can 
compute 1y  and 1σ . Also, the constraint matrix A must be stored in Node 2, and the 
covariance between the two sensors must be known to Node 2.  
Distributed DR:  
In the proposed distributed DR, instead of Node 2 doing all the processing, Node 1 
and Node 2 share the processing and communicate to complete the data 
reconciliation. Table 2.1 (which can be found at the end of this chapter) shows the 
details. Node 1 and 2 each computes and holds its own measurement average and 
variance, and keeps its own constraint and covariance relating it with each other.  
To compute the reconciled estimates and estimate covariances, the nodes need data 
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from each other, in addition to their own local data. To do this, the nodes go through a 
series of computation and communication procedures as follows: 
 
(iii)Computation of local results using local node data: 
























(iv) Aggregation of local results to compute reconciled estimates and covariances: 
After local computation, Node 1 sends its local results ( )11,θr  to Node 2, which 












With these aggregate values, Node 2 can now compute its own reconciled 



































Similarly, Node 2 also shares its local results ( )22 ,θr  with Node 1, such that the 


































Chapter 3. Application case study of 
DDR 
3.1 Introduction 
A case study involving a group of flow sensors in an experimental-scale chemical 
plant (Figure 3.1) is conducted to demonstrate the distributed data reconciliation 
(DDR) proposed in Chapter 2. The plant is a typical chemical reaction plant 
comprising two reactors with several heat exchangers and tanks.  
The distributed DR is applied to five sensors measuring material flows in the plant. 
The scenario where one of the sensor nodes, i.e. Node 2, fails is considered. The 
results show that when Node 2 fails, the remaining four nodes continue the DR, and 
use their reconciled estimates to reconstruct the estimates of Node 2. In contrast, 
when Node 2 is the central processing node, the centralized DR approach fails totally 
when Node 2 fails. 
This chapter is organized as follows. Descriptions of the plant are given in Section 
3.2. The plant configuration used in the case study is described in Section 3.3. The 
application of DDR to the plant and the results are presented and discussed in Section 
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3.4. Conclusion follows in Section 3.5. 
3.2 Plant description 
The experimental-scale chemical plant studied in this chapter is built to provide a 
generic system plant for process control experiments. The experimental rig has been 
fabricated using modular design, which allows the running of numerous plant 
configurations. Coupled with the modular design, the control system has been 
designed to provide real plant control integrated with internal simulation of reaction 
(soft reaction) [8]. A schematic diagram of the plant is shown in Figure 3.2, showing 
the main operation units comprising two stirred-tank reactors, a mixer, a feed tank and 
a number of heat exchangers. Material feed from the feed tank is heated before being 
fed to the Reactor 1 and Mixer. The effluent from Reactor 1 is then mixed with the 
material feed in Mixer and fed to Reactor 2. The effluent from Reactor 2 is, in turn, 









Figure 3.2. Flow diagram of the chemical reaction plant in Figure 3.1; 
flow sensors are in grey. 
3.3  Experiment setup 
For the case study in this chapter, five flow sensors are considered, constituting five 
intelligent sensor nodes. The five sensors measure feed flow to Reactor 1 ( 1inF ), 
effluent flow from Reactor 1 ( 1F ), feed flow to Mixer before mixing with Reactor 1 
effluent ( mF ), feed flow to Reactor 2 ( 2inF ) and effluent flow of Reactor 2 ( 2F ). The 
location of the five flow sensors are highlighted in Figure 3.2. Steady-state 
relationships among the sensor nodes that constitute the DR constraints are obtained 
































Node 2: F1 
Node 3: Fm 
Node 4: Fin2 
Node 5: F2 







Figure 3.3. Diagram of sensor network for flow sensors in Figure 3.1; 
DR constraints resulting from mass balance equations are shown as 
matrix A and the lines linking the nodes. 
 
[ ]Tinmin FFFFFx 2211= . 
 
A diagram of the sensor network, with each line representing the relationship 
between nodes at the two ends of the line, is shown in Figure 3.3. Similar to Figure 
2.2 of Example 2 in Chapter 2, the dashed lines represent the connectivity between 
nodes that are not related explicitly by a row in the constraint matrix A. Here, Nodes 1 
and 3 are within communication range of each other and so are Nodes 3 and 5. 
3.4 Experiment & Results 
Data are collected when the plant is running at steady-state. The collected flow 
measurements are shown in Figure 3.4 as dots and circles. Using these measurements, 
a scenario of node failure, i.e. Node 2, is simulated. In this scenario, from time = 1s to 
































fails.  The dots in Figure 3.4 represent available measurements, while the circles in 
Figure 3.4(b) represent the missing measurements of Node 2. 
Similar to Examples 1 and 2 in Chapter 2, each of the five nodes is initialized with 
the appropriate rows of the constraint matrix A. A time window of 15 sampling 
instances (15 seconds) is defined for the distributed DR. This means that the 
distributed DR is applied at every 15th sampling instance. The mean and variance used 
in the distributed DR are calculated from the 15 measurements within a window.  
For the window spanning from time = 1s to time = 15s, the distributed DR is 
performed at time=15s and proceeds in steps similar to Table 2.2 in Chapter 2. Node 1 
will reconcile with Node 2 through row 1 of A, followed by Node 2 with 3 and 4 
through row 2 of A, and finally, Node 4 with 5 through row 3 of A.  
At the next window (time = 16s to time = 30s), however, when Node 1 starts the 
DR at time = 30s, it realizes that Node 2 has failed. Node 1 then uses row 1 of A to 
reconstruct an estimate of Node 2. The reconstructed estimate is then sent to Node 3, 
such that the latter can use it to reconcile with Node 4 through row 2 of A. The 
reconstructed estimate of Node 2 will get updated in this reconciliation, and so Node 
3 will send the updates to Node 1, who also holds reconstructed data of Node 2. 
Furthermore, Node 4 is also a direct neighbour of Node 2, so it will also hold the 
reconstructed data of Node 2. Finally, Node 4 and Node 5 reconcile through row 3 of 
A, and the distributed DR is completed for this time window.  
Figure 3.4 plots the measurements and reconciled estimates of the five sensor 
nodes. From time = 1s to time = 15s, the reconciled estimates of all nodes are 
represented by solid lines. When Node 2 fails at time = 19s, its estimates for time = 
16s to time 30s are still available through reconstruction by the other nodes, where 
they are represented by the dashed line in Figure 3.4(b). The estimates of the other, 
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available nodes during this time are represented by solid lines.  
As a comparison, the reconciled estimates in the ideal case when all five nodes are 
working are also shown in Figure 3.4(a)-(e), where they are represented by the dotted 
lines. These are the most optimal estimates that can be given by the distributed DR. It 
is seen, however, that the reconstructed estimates approximate the optimal estimates 
very closely. 
Figure 3.5 shows the reduction in estimate variances when DDR is applied to the 
same experimental-scale chemical reaction plant in Figure 3.1. The values on the y-
axis are shown as percentages of the estimate variances with respect to the 
measurement variances, which are the maximum limit on the estimate variances. It is 
seen that the estimate variances increase when increasing number of nodes fail. The 
variances of the reconstructed estimates are used for failed nodes. It is seen that the 
estimate variances are lowest when all nodes are working. As more nodes fail, fewer 
nodes can reconcile among themselves, and the measurements of the nodes are used 
as the best estimates in cases where reconciliation cannot be done. Therefore, the 
variances degrade until they reach the measurement variances, where no 
reconciliation is possible and processing involves mainly reconstruction of failed 
nodes. Based on this degradation in estimate variance, one can decide and set the 






























































Figure 3.4. Reconstruction of a failed node: Node 2 fails at time = 19s. 
Dots are measurements, circles are missing measurements, solid lines 
are reconciled estimates, dotted lines are reconciled estimates if all 
nodes are working, and dashed lines are reconstructed estimates of 
Node 2 provided by nodes 1 and 3 through 5, showing that the 
reconstructed estimates are very close to the reconciled estimates had 





























Figure 3.5. Degradation of estimate variances as increasing number of 
nodes fail (Note that the estimate variance of Node 4 is very small 




The distributed data reconciliation (DDR) proposed in Chapter 2 has been applied 
to an experimental-scale chemical plant. The scenario where one of the sensor nodes, 
i.e. Node 2, fails is considered. In this scenario, from time = 1s to time = 18s, all 
nodes are working properly, but from time = 19s onwards, Node 2 fails. The results 
show that from time = 19s onwards, the remaining four nodes continue the DR, and 
use their reconciled estimates to reconstruct the estimates of Node 2. As a 
comparison, the reconciled estimates in the case where all nodes are working are also 
obtained. The comparison shows that the distributed DR continues to provide useful 
flow estimates when Node 2 fails. The case study has therefore demonstrated the 
capability of DDR to degrade gracefully in face of node failure. 
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Chapter 4. Distributed Bias Estimation 
(DBE) 
4.1 Introduction 
In this chapter, instead of collecting all measurements to a central processing node 
to estimate their biases, the intelligence of the sensor nodes is leveraged to perform 
bias estimation (BE) in a distributed manner. The proposed distributed bias estimation 
(DBE) is robust to node failures and degrades gracefully when increasing number of 
nodes fail. 
In considering the performance of various estimators for the bias estimation, 
equations relating estimator type, variance and sample size are examined. These 
equations enable one to compute the sample size needed by the bias estimator to meet 
a specified variance. Alternatively, these equations allow us to calculate the variance 
of the bias estimator and hence its precision if the sample size is given. Such 
information can be gainfully used to select appropriate bias estimators depending on 
applications.  
GT distribution has previously been employed in econometrics [9-10] to model 
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random residuals in regression parameter estimation. By being a distribution superset 
encompassing normal, uniform, T and double exponential distributions [10], GT has 
the flexibility to characterize economic data with non-normal statistical properties. In 
process engineering, assumptions commonly made such as normal (Gaussian) 
statistics are approximations to reality. The occurrence of outliers, transient data in 
steady-state measurements, instrument failure, human error, process nature, etc. can 
all induce non-normal process data [11]. Indeed whenever the central limit theorem is 
invoked – the central limit theorem being a limit theorem can at most suggest 
approximate normality for real data. If the statistics of the process being monitored is 
not normal, conventional data reconciliation techniques may lead to poor results. GT-
based data reconciliation for the state vector has been examined in a simulation study 
[11]. In this chapter, it is extended to bias estimation and equations are derived to 
relate the variance of the bias estimate to sample size. 
Conventional least-squares (LS) bias estimation formulations assume that process 
data follows normal (Gaussian) distribution. However, even high-quality process data 
may not be normal. The presence of a single huge outlier can spoil the statistical 
analysis significantly. Hence it is not wise to use the least-squares algorithm without 
any built-in check [11,12]. A common practice to robustify LS is to introduce a 
preliminary outlier test before applying LS. In the presence of outliers, an outlier test 
is expected to remove some or all of them. One of the more popular tests is the 
interquartile (IQR) test [13]. 
In the light of the equations examined in this chapter, an efficient estimator can be 
selected. In the presence of outliers that are close to the good data, the equations show 
that using GT, instead of normal distribution, to characterize process data gives rise to 
a more efficient estimator than the LS and IQR+LS and therefore enables earlier 
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remedial actions against sensor bias. This will be shown in the case study in Chapter 
5, in particular, Table 5.2. 
The chapter is organized as follows. Section 4.2 introduces bias estimation in the 
centralized context, and presents analytical tools to evaluate the performance of bias 
estimators. Section 4.3 presents the distributed bias estimation (DBE) algorithm in 
detail. Lastly, Section 4.4 concludes the chapter. 
4.2 Bias Estimation 
In the following, the problem of bias estimation (BE) and its solution are stated 
mathematically. Let there be N sensors.  
Measurement model: In the absence of bias, the N-dimensional measurement vector 
y is related to the N-dimensional state vector x by 
 
ε+= xy ,  
 
where ε  is the random noise vector. It is assumed that the expected value of ε , 
( ) 0=εE . Now, let b sensors among the N sensors be biased. The relationship 
between the measurement vector y and state vector x then becomes 
 
ε++= Bexy , (4.1) 
 
where e is the 1×b  vector of bias magnitudes and B is the bN ×  vector indicating 
which sensors are biased. For example, if [ ]Tyyy 21=  represents the measurements 
of two sensors, where Sensor 2 is biased, e will be a scalar representing the bias 
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Consistency relationship model, or BE constraints: The BE constraints consist of 
equations describing how the state variables TNxxx ][ 1…= are inter-related. In linear 
steady-state BE, it is expressed in the matrix form: 
 
0=Ax , (4.2) 
 
where each row of A is a constraint equation, i.e. a linear equation relating Nxx …1 .  
4.2.1 Least squares (LS) bias estimation 
The LS bias estimation algorithm is well-studied [4,17] and only the relevant 
equations will be given. Under the assumption that ε  follows multivariate normal 
distribution, the noise variance matrix is given by 
 
( )Ndiag ΛΛ=Λ  , ,1 … , 
 
where ( )iεvar1 =Λ . 
The estimation of bias vector e can be formulated as a minimization problem under 
the constraint 0=Ax . In the LS framework, specifically, the problem is formulated as 










1 )()( BexjyBexjy T
 
 
with respect to x and e, subject to 0=Ax , where S is the sample size. Using the 
method of Lagrange multipliers, the solution to the above minimization problem is 
given by 
 
( ) yAABe 1* −=  (4.3) 
 













0 . (4.4) 
 
If ( ))var(,),var( 1 Nyydiag …=Ω , then the variance of e* is calculated as 
  
11 )()( −− Ω=Φ TTT ABAAAB . (4.5) 
 
From (4.1), the reconciled estimate xˆ  of the state vector x can then be computed as 
 
*ˆ Beyx −= . (4.6) 
 
It is well known that the LS algorithm is highly sensitive to outliers. A common 
practice to robustify LS is to introduce a preliminary outlier test before applying LS. 
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In the presence of outliers, and outlier test removes some or all of them. One of the 
more popular tests is perhaps the interquartile range (IQR) test [14,15], among others. 
For a given data sample, the IQR test finds the 25th percentile 1Q , the 75th percentile 
3Q , and the interquartile range 13 QQIQR −= . Any observation ( )jyi  such that 
( ) IQRQyjy Li ×−=< 5.11  or ( ) IQRQyjy Hi ×+=> 5.13  will then be removed from 
the sample. The remaining data are then relegated to LS, i.e. (4.4) is modified to  
 










where S′ is the number of the remaining data after outlier removal. 
4.2.2 GT-based bias estimation 





























where ℜ∈ε  is any realization value, σ  is the scaling parameter, p and q are the 





11 )1(),(β . The 
GT distribution is unimodal and symmetric with peak at its center point, which in 
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(4.8) is zero. By different choices of p and q, the GT can represent a wide range of 
distributions [10].  
In the framework of GT, the maximum likelihood method is used to find the 











iiiiiiGT qpebxjyf σ  (4.9) 
 
with respect to x and e, subject to 0=Ax  and where row vector ib  denotes the ith row 
of the matrix B. 
The derivation for the solution the optimization problem in (4.9) is given in 




























and then solving for e* from 
 
( ) yAABe 1* −= . (4.11) 
 
As with LS, if Ω  is the variance of y  then the variance of e* can again be 
calculated by (4.5). Also, similar to LS, the reconciled estimate can be computed by 




4.3 Analysis of Estimator Performance 
Note that from (4.5) the variances of bias estimates by LS and GT depend on the 
variance of y  denoted by Ω . Hence, to make a comparison between them, we turn to 
the study of Ω . An important analysis tool is the Influence Function (IF) [12]. It will 
be used here to quantify estimate variance and to offer a qualitative picture of how 
outliers affect the performance of various estimators. 
4.3.1 Influence Function (IF) and Estimator Variance 
IF describes estimator behaviour in the neighbourhood of an underlying data 
distribution. IF quantifies the standardized effect on the resultant estimate caused by 
adding an extra observation to an infinite sample. It is defined as 
 
















zIF δµµδµ  (4.12) 
 
where ( )⋅µ  is the estimator which yields an estimate given a data distribution as the 
input argument, ( )εf  is the probability density function of ε , and ( )zδ  is a unit 
impulse at z. 
Consider an estimation )( fµ  determined from 
 





εεµερ dff . (4.13) 
 




















The derivation of (4.14) can be found in Appendix 4B. Using the IF, we can 
approximate the variance of an estimator by 
 





21var εεεµ dfIFf S , (4.15) 
 
where S is the sample size. The derivation of (4.15) is given in Appendix 4C. 
We now find the IF of LS, IQR+LS and GT based estimators using (4.14) for each 
Sensor i . To facilitate the derivation of IF we first define 
 
iiiii ebxy −−=µ   (4.16) 
 
so that together with (4.1) the term ( )( )ii yjy −  in (4.4), (4.7) and (4.10) can be 
substituted by 
 
( ) ( ) iiii jyjy µε −=− . (4.17) 
4.3.2 IF of LS Estimator 
Using (4.17), and for a continuous distribution with probability density function 









0εεµε dff , (4.18) 
 
where subscript i  has been dropped for the sake of brevity. Comparing (4.13) and 
(4.18) gives 
 
( ) εερ = , (4.19) 
 



















εε df . 
4.3.3 IF of IQR+LS Estimator 
Using (4.17), and for a continuous distribution with probability density function 
( )εf , (4.7) becomes 
 
















εεεεµεεε , (4.20) 
 





( )131 5.1 QQQL −−=ε , (4.21) 



































, if, HL εεεεερ  (4.23) 
 
if ( ) 0=fµ . Substituting (4.23) into (4.14) gives 
 


































































4.3.4 IF of GT based Estimator 
Using (4.17), and for a continuous distribution with probability density function 
























where subscript i has been dropped for the sake of brevity. Comparing (4.13) and 
(4.25) gives 
 














if ( ) 0=fµ . Substituting (4.26) into (4.14) gives 
 





































4.3.5 Example 1: A simple 2-sensor system 
In this example, the actual variance of the GT estimator is compared with the 
variance of the same estimator computed from (4.15), to show that (4.15) 
approximates the actual variance very closely. A simple 2-sensor system is considered 
as follows, i.e. 2=N . Let the measured variables of the two sensors, 1x  and 2x , are 
related through the constraint equation 021 =− xx , i.e. 
 




Furthermore, let the measurement vector, state vector, bias location matrix, bias 










































ε , (4.29) 
 
where the random variables 1ε  and 2ε  have the same probability density function 
 






1)()( 21 δδδεε ++−== ff , (4.30) 
 
i.e. each random variable can assume the values of -0.1, 0 and +0.1 with probabilities 
of 41 , 21  and 41 , respectively. 
Given these probabilities, and for a sample size of 3=S , the probabilities for all 
possible combinations of 1ε  and 2ε  and hence 1y  and 2y  are given in Table 4.1. The 
solution for 1y  and 2y  from (4.10) under 
2085.0  ,20  ,2 212121 ====== σσqqpp  are also given. The probabilities in 
Table 4.1 are determined as follows. Consider ( ) ( ) ( )( ) ( )0 ,1.0 ,1.03,2,1 111 −−=εεε . The 
probability is 321214141 =×× . But order does not matter so ( )0 ,1.0 ,1.0 −− , 
( )1.0 ,0 ,1.0 −−  and ( )1.0 ,1.0 ,0 −−  are considered as the same combination, and for 




Table 4.1: Example 1: Estimates of the means 1y  and 2y  for all 
combinations of 1y  and 2y  























































































































( ) ( ) ( ) eyEyEeE ==−=−= 0.10.100.11* 12 . 
 
From Table 4.1, 
 


































The variances of 1y  and 2y  can also be approximated from the IF using (4.15) 
 
( ) ( ) ( ) ( ) ( )





















where (4.27) gives ( ) 1016.01.0 −=−IF , ( ) 00 =IF  and ( ) 1016.01.0 =IF . The 
approximate variance is close to the exact value. Equation (4.5) gives 
 
( ) ( ) 0034.0varvar 21 =+=Φ yy . 
4.4 Distributed Bias Estimation (DBE) 
4.4.1 Overview 
This section presents the proposed distributed bias estimation (BE) algorithm. An 
illustrative example of a three-node network (Section 4.4.2) is given to provide the 
reader a basic understanding of the algorithm and to contrast it with the centralized 
BE. Section 4.4.3 describes the general distributed BE for an N-node network, while a 




4.4.2 Example 2: A three-node network  
Consider a network with three sensor nodes shown in Figure 4.1. Nodes 1 and 2 are 
related through the constraint 021 =− xx , while Nodes 2 and 3, through the constraint 
032 =− xx . Node 3 is within the communication range of Node 1 and vice versa, but 
no explicit constraint relationship between them is defined. The constraint matrix A 














A . (4.32) 
 
Next, consider the BE problem constructed from row 1 of Table 4.2, i.e. the BE 
problem is expressed as the minimization in (4.9) with 3=S , 3=N , subject to the 
constraint 0=Ax , where A is expressed as (4.32) and the measurements 1y , 2y  and 


































9.9)1(1 =y , 9.9)2(1 =y , 9.9)3(1 =y ,  
9.10)1(2 =y , 9.10)2(2 =y , 9.10)3(2 =y , 
9.10)1(3 =y , 9.10)2(3 =y , 9.10)3(3 =y . 
 
Note that Table 4.2 is identical to Table 4.1 except that Table 4.2 considers three 
sensors. Sensor 3 has the same bias as Sensor 2, so columns 4 and 8 in Table 4.2 are 
identical with columns 3 and 7, respectively. 
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Table 4.2: Example 2: Estimates of the means 1y , 2y  and 3y  for all combinations of 1y , 2y  and 3y  











































































































Let the measurement vector y, bias location matrix B and measurement noise ε  be 






















































where 1ε , 2ε  and 3ε  are distributed according to (4.30), i.e.   
 






1)()()( 321 δδδεεε ++−=== fff . 
 
The GT estimator parameters for each sensor are also given by (4.21) as 
2085.0  ,20  ,2 321321321 ========= σσσqqqppp .  


















where *2e  and 
*
3e  represent the biases of Nodes 2 and 3, respectively. The following 
will show how the three-node network computes e* using the above measurements of 
1y , 2y  and 3y  in both centralized and distributed ways. 
Centralized BE:  
In a centralized scheme, all processing is done at a single location. Assume that in 
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this example, the single location is at Node 2. Then Node 2 will use the given data 1y , 
2y  and 3y  to perform all the computation steps necessary to obtain 1y , 2y , 3y  (i.e. 



































yAABe .  (4.33) 
 
Obviously, in order to do the above calculations, Node 2 as the central processing 
node must have the values of )(1 ky , )(2 ky  and )(3 ky  for 3,2,1=k , the GT estimator 
parameters iii qp σ,,  for all three sensors (i.e. 3,2,1=i ) and all entries of the 
constraint matrix A and the bias position matrix B. This means that Node 1 has to send 
)(1 ky  for 3,2,1=k  to Node 2, so that Node 2 can compute 1y . Similarly, Node 3 has 
to send )(3 ky  for 3,2,1=k  to Node 2, so that Node 2 can compute 3y . Also, the 
constraint matrix A must be stored in Node 2.  
Distributed BE:  
In the proposed distributed bias estimation, instead of Node 2 doing all the 
processing, Nodes 1, 2 and 3 share the processing and communicate to complete the 
bias estimation. Nodes 1, 2 and 3 is each initialized with its own measurements 
)(kyi and GT estimator parameters iii qp σ,,  ( 1=i  for Node 1, 2=i  for Node 2 and 
3=i  for Node 3) and with its own constraint that relate itself with its neighbours. In 
this case, Node 1 keeps row 1 of the constraint matrix A, Node 2 keeps both rows 1 
and 2, while Node 3 keeps row 2. In addition, each node is informed about the bias 
status of itself and its neighbours.  
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The distributed processing for bias estimation is preceded by each node estimating 
its own mean locally, i.e. 1y  by Node 1, 2y  by Node 2 and 3y  by Node 3, using 
(4.12), as follows. Node 1 solves: 
 
( ) ( )








































































Node 2 solves: 
 
( ) ( )








































































Similarly, Node 3 solves: 
 
( ) ( )








































































Bias estimation then proceeds with each node taking turn to process its constraint 
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and reconstruct the reconciled estimate of its biased neighbour(s), if any. Firstly, 
Node 1, which is unbiased, assigns its own mean 1y  as its reconciled estimate 1xˆ . 
This is in accordance to (4.6), where the first element of xˆ  can be expressed as 
 
9.9*ˆ 1111 ==−= yebyx , 
 
because 0*1 =eb  ( 1b  is the first row of B). Node 1 then uses 1xˆ  to reconstruct the 
estimate of its biased neighbour, 2xˆ , through the constraint 021 =− xx , i.e. 
 
9.9ˆˆ 12 == xx . (4.34) 
 
After Node 1 finishes processing its constraint, it sends the reconstructed estimate 
2xˆ  to Node 2, such that the latter can estimate its bias, *2e , i.e. the first element of e*. 








2 =−= xye  ( 2b is the second row of B and *2e  is the first element of 
e*).  
Node 2 then continues the distributed bias estimation by processing its constraint 
032 =− xx . Using this constraint and its reconstructed estimate 2xˆ , Node 2 
reconstructs the estimate of its biased neighbour Node 3, 3xˆ , as 9.9ˆˆ 23 == xx . Node 2 




Using its reconstructed estimate 3xˆ  received from Node 2, Node 3 can estimate its 
own bias as through the use of (4.6), where the third element of xˆ  can be expressed as 
 
*




3 =−= xye  ( 3b  is the second row of B and *3e  is the second element of 
e*). As the constraint 032 =− xx  has already been processed, Node 3 has thus 
finished its processing and the distributed bias estimation is completed. Note that the 
resulting bias estimates [ ] [ ]TTeee 0.10.1* *3*2 ==  are identical with those obtained in 
the centralized scheme, i.e. in (4.33).  
4.4.3 Distributed BE (DBE) for the N-node network 
At this point, the reader should already be acquainted with the distributed BE 
(DBE) as applied to the simple three-node network. DBE for an N-node network can 
be implemented by the coordination protocol in Appendix 4D. The coordination 
protocol is written in the form of algorithm for a sensor node with index p (where p = 
1…N) in an N-node network.  
For a particular network, for example, the 3-node network in Example 2, by 
implementing the algorithm in Appendix 4D on each Nodes 1, 2 and 3 with 1=p , 
2=p  and 3=p , respectively, and initializing each with appropriate 
data/information, Example 3 can be reproduced. Of course, some programming 
details have been omitted in these examples to improve clarity. 
It should be noted that although the estimator in Example 2 is based on GT, the 
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procedure for distributed bias estimation illustrated here also applies to LS and 
IQR+LS. The difference is that instead of using (4.12) to estimate iy , each Node i 
will use (4.4) to compute iy  in the case of LS; whereas in the case of IQR+LS, each 
Node i will use (4.7) to compute iy .  
Lastly, note that in the event that any of the biased nodes fails, the DBE algorithm 
can still proceed to give the same estimates xˆ  for all three nodes. For example, in the 
three-node network in Example 2, if Node 2 fails, Node 1 can still compute (4.34), 
giving the estimate of Node 2, 2xˆ . The estimate 2xˆ  is then sent to Node 3, which can 
then proceed with its computation as usual. Therefore, the DBE is robust to node 
failure. Of course, as Node 2 has failed, its data are no longer available and hence its 
bias becomes irrelevant.  
4.5 Conclusion 
The distributed bias estimation is derived to enable sensor nodes to perform bias 
estimation in-network, and an implementation algorithm is developed. The distributed 
bias estimation is robust against node failure and can gracefully degrade as increasing 
number of nodes fail. Theoretical tools to analyze the performance of the generalized 
T (GT), inter-quartile range test cum least-square (IQR+LS) and least-square (LS) 
estimators are presented. The Influence Function (IF) is used to theoretically quantify 
the estimator variance. The resulting theoretical variance has been shown to be 
accurate through comparison with the actual variance of simulation data. As the 
theoretical variance is a function of the sample size used in the estimation, it can be 
used as a tool to select the most suitable estimator for a specified sample size, or to 
decide on the best sample size for a particular estimator to yield the desired 
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performance criterion (i.e. the variance). 
  
86 
Appendix 4A  
Derivation of solution to the GT-based bias estimation 
problem 
 



















The solution to the GT-based bias estimation problem can be obtained by the 
method of Lagrange multipliers. Taking into account the constraint Ax = 0, we obtain 












where [ ]Tmλλλ ,,1 …=  and ib  is the ith row of B. GT’s distributional parameters 
iii qp ,,σ  are omitted for brevity. With the substitution Bexy += , or element-wise, 








































10 ,   ( )Ni ,,1…= , (4.34) 
 
( ) TT ABeyJ −=
∂
∂







=0 , (4.36) 
 














yjyf , ( )Ni ,,1…= . 
 
Finally, (4.35) leads to the solution for *e , given by (3), i.e. 
 




Appendix 4B  
Derivation of influence functions 
 
For an estimator )( fµ  whose estimation takes the form 
 





dyyffy µρ . (4.37) 
 
Replacing f  by hgfh +− )1(  gives 
 





dyyhgyfhhgfhy µρ . 
 
Differentiating both sides with respect to h gives 
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For the estimators used in this chapter, ( )µρ ,y  is a function of ( )µ−y , i.e. ( )µρ ,y  
reduces to ( )µρ −y . Hence, 
 













Making this change in (4.38) gives 
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At 0=h , (4.39) gives 
 




































Substituting g  with ( )zδ  and using the definition of IF in (12) gives 
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Derivation of variance of an estimator 
 
 
Using Taylor series expansion 
 
( )( ) ( )( ) ( )( ) ( )01111 001 −⋅+−++−≈+− === hhh hgfhdh
dhgfhhgfh µµµ  
( ) ( ) ( )( ) 01 =+−+≈ hhgfhdh
dfg µµµ  (4.42) 
 
By (4.41), (4.40) becomes 
 











µ . (4.43) 
 
By (4.43), (4.42) becomes 
 





dyygyIFfg µµ . (4.44) 
 
Let a sample be ( )jy  ( )Sj ,,1…= , constituting the empirical distribution 
 






1 δ , 
 
where ( )( )jyδ  is the probability density of a unit probability mass at point ( )jy , i.e. 
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( )( )jyδ  is a unit impulse at ( )jy . Substitute ( )yg  with ( )yfS  in (4.44), and the finite 
sample estimator can be approximated by 
 




















and iiiii bexy −−=µ  as 
 

























varvarvar µ , 
 








On event: Initialize(): 
 indexnodep _←  //index of the node 
}0;{
,
≠← pjp ajJ  //indices of constraints in which it is involved 
FOR EACH pJj ∈  
 }0;{
,,
≠← qjjp aqE  //neighbours related through constraints  
 });,{(
,,, jpqjjp EqaqA ∈←  //constraint coefficients 
 0;ˆ
,
←∈ jppq Eqψ  //covariances of estimates 
 neighboursbiasedofindiceslistbias ____ ←   
 
 
{ }←py //initialize data set 
 ←Π p estimator_parameters //e.g. GT estimator parameters, { }GTGTGT qp σ,,  
  
 { }←stmissing_li //list of missing nodes 
  
 { }←J~  //accumulated constraints, for use in reconstructing biased and missing 
nodes 
  




 IF  indexlowestp _= , 
  RcvToken(); 
 
 
On event: NewWindow(): 
 readingssensorofsetnewy p ____←  
 
 
On event: Reconstruct(): 
 { }bias_liststmissing_liistcombined_l  ,∪←  
 IF can solve for any in combined_list, 
  ( )  varstedreconstruc orelevant t sconstraint~  where;~ˆ =← UU JJsolveX ; 
  updateCov(); //compute covariances relevant to the reconstructed variables 
  UJJJ
~~~
−← //remove used constraints from accumulated constraints 
  SendCmd(‘UpdateEstimates’, update_est_pax) to previous highest index node; 




  AccumulateConstraints(); 
 
 
On event: UpdateEstimates(); 
 IF is in biased_list AND in update_est_pax 
  //update reconciled estimates using update_est_pax 
  //estimate bias using updated reconciled estimates 
  tedreconstruc←1  
 ELSEIF is a neighbour of any node q in missing_list AND update_est_pax 
  //keep reconciled estimates of q 
 ELSE 
  //update relevant covariances 
 SendCmd(‘UpdateEstimates’, update_est_pax) to previous highest index node; 
 
 
On event: AccumulateConstraints(); 
 
( )pp EJEJJ ∩−∪← ~~~  //add constraints to accumulated list 
 //update bias_list 
 SendCmd(‘RcvToken’) to neighbour with next lowest index; 
 
 
On event: RcvToken(); 
 IF highest_index 
  ReverseToken(); 
 ELSEIF not in bias_list 
  Reconstruct();  
 ELSE 
  IF reconstructed 
   Reconstruct(); 
  ELSE 
   AccumulateConstraints(); 
 
 
On event: ReverseToken(); 
 IF lowest_index 
  NewWindow(); 
  RcvToken(); 
 ELSE 
  SendCmd(‘ReverseToken’) to previous highest index node; 
 
 
On event: ReceiveCmd(command, dataPacket); 
 SendCmd(‘Acknowledged’) to <Node p> 
 update local info with info in <dataPacket> 
 do <command> using <dataPacket> 
 
 
On event: Acknowledged(): 






 0←ack ; //assume only one TimeOut is active at any point of time 




On event: TimeOut(); 
 WHILE NOT time_out, 
  //wait for ack from node to which it sent cmd 
 IF 0=ack , 
  }{_sin_sin qlistgmislistgmis ∪←  









Chapter 5. Application case study of 
DBE 
5.1 Introduction 
To demonstrate the distributed bias estimation (DBE) algorithm proposed in 
Chapter 4, the experimental-scale plant described in Chapter 3 is again used to 
conduct a case study. In this chapter however, Sensors 1, 3 and 4 are deliberately 
miscalibrated in order to study bias estimation. The performance of the bias 
estimators are studied using data contaminated with outliers (Section 5.2). The 
experiments were performed with 25% of the sensor measurements coming from 
distributions with standard deviation 3 times greater than the rest. This is a commonly 
used distribution to study outliers that are close to good, normal data such that they 
cannot be separated easily [14]. This distribution also approximates Student’s t  with 
3 degrees of freedom for the estimation problem [13, 15-16]. The results shows that 
the GT based estimator with sample size of 43 achieves the same estimation variance 
as the IQR+LS estimator with sample size of 50, showing that GT based estimation is 




5.2 Performance of the bias estimators 
A time window of 50 sampling instances is defined for the distributed BE. This 
means that the distributed BE is applied at every 50th sampling instance. The variance 














The GT distribution parameters iσ , ip  and iq  are chosen as 
 
2
1 1059.8 −×=σ , 22 1080.4 −×=σ , 13 1030.1 −×=σ , 14 1055.1 −×=σ , 
2
5 1055.2 −×=σ , 
2=ip , 31.2=iq ; 5  ,  ,1 …=i . 
 





,,;σ  gives the probability density of a normal distribution with 
expectation zero and variance 22σ  [10]. We therefore set 2=ip , ii Λ= 2σ  and 
choose 31.2=iq  such that when there is no outlier contamination, the estimator 
produces the same estimation variance as IQR+LS. Notice that the variances of GT 
and IQR+LS in Table 5.1 are approximately equal.  
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For each estimator, the mean, variance and sample size serve as three important 
performance indicators. While the mean checks whether the estimator is biased, the 
variance and sample size quantify the precision and efficiency respectively. The 
theoretical variances of bias estimates by the five estimators are calculated using (4.5) 
and (4.15) and the results are shown in Table 5.1. A sample calculation for the 
variance entries of the IQR+LS and GT estimators in Table 5.2 is given in Appendix 
5. 
To investigate the behaviour of the estimators in the presence of outliers, outliers 
are introduced into the off-line data as follows. Take for example Sensor 1. First, the 
mean value of 1y  is computed. Next, 25% of randomly selected 1y  have their values 
changed such that their distances from the mean value are increased by 3 times. The 
same thing is done for Sensors 2-5. Thus, an expected 25% of the data points come 
from noise distributions with standard deviation 3 times greater than the rest. They act 
as probable outliers that are close to the good, normal data [14]. Bias estimation is 
then performed and the results are shown in Table 5.2. 
Table 5.3 is the same as Table 5.2 except that 10% instead of 25% of the data have 
their distances from the mean value increased, by 10 times instead of 3 times. Thus an 
expected 10% of the data points come from distributions with standard deviation 10 
times greater than the rest. They are probable outliers that are far away from the good, 





Table 5.1: Bias estimation results for data without outliers 
% average difference 
between estimated & true 
bias ( )ee −*  
Variance of estimated bias ( *e ) ( )310−×  
Node 1 Node 3 Node 4 
Estimator 
Node 1 Node 3 Node 4 Theory Expt Theory Expt Theory Expt 
LS 0.0062 0.0996 0.2240 0.0967 0.0962 0.1971 0.1992 0.2461 0.2434 
IQR+LS 0.0079 0.0889 0.2217 0.1033 0.1028 0.2105 0.2177 0.2628 0.2656 
GT 0.0026 0.0928 0.2234 0.1033 0.1020 0.2105 0.2130 0.2628 0.2608 
 
Table 5.2: Bias estimation results for data with 25% outliers 3 times 
larger than original data 
% average difference 
between estimated & true 
bias ( )ee −*  
Variance of estimated bias ( *e ) ( )310−×  
Node 1 Node 3 Node 4 
Estimator 
Node 1 Node 3 Node 4 Theory Expt Theory Expt Theory Expt 
LS 0.0140 0.1073 0.2387 0.2902 0.2712 0.5913 0.5535 0.7383 0.6691 
IQR+LS -0.0054 0.1022 0.2307 0.1959 0.1789 0.3992 0.3719 0.4984 0.4598 
GT (50 samples) -0.0042 0.0988 0.2287 0.1690 0.1590 0.3443 0.3308 0.4299 0.4072 
GT (43 samples) 0.0098 0.1192 0.2249 0.1965 0.1814 0.4011 0.3879 0.4990 0.4826 
 
Table 5.3: Bias estimation results for data with 10% outliers 10 times 
larger than original data 
% average difference 
between estimated & true 
bias ( )ee −*  
Variance of estimated bias ( *e ) ( )310−×  
Node 1 Node 3 Node 4 
Estimator 
Node 1 Node 3 Node 4 Theory Expt Theory Expt Theory Expt 
LS -0.0287 0.1039 0.2306 1.0544 1.0166 2.1484 2.0757 2.6825 2.5179 
IQR+LS 0.0072 0.1027 0.2244 0.1194 0.1183 0.2432 0.2531 0.3037 0.3099 




In Table 5.1, the variances of the LS estimator are the lowest. LS bias estimation 
formulations assume that process data follows normal (Gaussian) distribution. 
However, the presence of outliers can spoil the statistical analysis completely. Hence 
it is not wise to use a least-square algorithm without any built-in check [11,12]. Note 
that the variances of the LS estimators are the largest in Tables 5.2 and 5.3 because of 
outliers. 
In Table 5.2, the variances of the GT based estimator for a sample size of 50 are the 
lowest. The reduction in estimation variances by GT translated to fewer samples 
needed to achieve specified estimation precision. Table 5.2 also shows that the GT 
based estimator with a sample size of 43 achieves the same variances as the IQR+LS 
estimator with a sample size of 50. Although by rejecting some outliers, IQR+LS 
achieves estimation variances substantially lower than those of simple LS, its 
estimation variances are not as low as those of GT. This can be understood by 
considering a simple case. Let both the IQR+LS estimate and the GT estimate be 0. 
Let the number of accepted data after the IQR test be S′ . Suppose the value of one 
data point changed from +Hy  to −Hy . This data point which was previously rejected is 
now accepted by the IQR test, and the resultant LS estimate changes from 0 to 
( )1+′− SyH . The GT estimate will not change appreciably because +− ≈ HH yy . Hence, 
if there is a large probability of having data around the rejection points, the binary 
decision mode of the IQR rejection test increases the variance of the estimate 
appreciably. 
In Table 5.3, where outliers are clearly far away from the good data, IQR+LS is 
effective in rejecting them as the variances of IQR+LS are the lowest. However, this 
problem is easy to deal with as the outliers are so obviously separated from the good 
data that they are easily identified. Finally, by the negligible differences between the 
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estimated and true biases in Tables 5.1, 5.2 and 5.3 (i.e. all less than 0.3% of the true 
bias), the estimates may be considered accurate. 
Figure 5.1 gives the plot of the IF of LS, IQR+LS and GT used in Table 5.2. It is 
clear from (4.15) and (4.31) that variance varies with IF. The IF of LS is proportional 
to the distance between the observation and the origin. A distant observation, 
therefore, has a large contribution to the variance. The IF of GT is continuous and 
decreases to zero as observations tend to infinity. This means a distant outlier has zero 
influence on the estimate and explains the robustness exhibited by this estimator 
against outliers. The same thing can be said of IQR+LS whose IF jumps to zero if the 
outlier lies beyond rejection points. 
The results in Table 5.2 also demonstrate that the window size affects the estimation 
variance. In rows 3 and 4 of Table 5.2, the GT estimator is applied on sample sizes of 
50 and 43, respectively, where the estimate variance for the sample size of 50 is lower 
than that for the sample size of 43. This, in fact, has been hypothesized by the 
variance equation (4.15), i.e.  
 





21var εεεµ dfIFf S , 
 
which shows that the estimation variance is inversely proportional to the window size 
(i.e. the sample size of the estimator). Therefore, using the variance equation, one can 











The DBE algorithm proposed in Chapter 4 has been applied to an experimental-
scale chemical plant. Through the case study, the robustness of the GT-based 
estimator to outliers has been demonstrated. By comparing the variances of the bias 
estimators used for data that are contaminated with outliers, it is verified that the GT 
and IQR+LS estimators perform better than the LS estimator. However, the GT 
estimator performs better than IQR+LS for the case where outliers are difficult to 
distinguish from good data. Finally, by comparing variances obtained from 
experimental data with the theoretical variances obtained from the Influence Function 




Appendix 5  
Sample calculation of theoretical variance 
 
This section gives a sample calculation for the variance entries of the IQR+LS and 
GT estimators in Table 5.2.  
For IQR+LS, 1Ω  is calculated using (4.15) as 
 








εεε dfIFy , 
 











Since 75% of the observations come from a normal distribution characterized by the 
variance matrix Λ  and 25% of the observations come from a normal distribution 
characterized by the variance matrix Λ23 , the underlying probability density function 







































The IQR test rejection points of 037.0−=Lε  and 037.0−=Hε  have been obtained 


























The diagonal elements are listed in the “Theory” columns in Row 2 of Table 5.2. 
For GT, ( )1var y  is calculated using (4.15) as 
 








εεε dfIFy , 
 
where from (4.27) 
 









































The other elements of Ω  can be found likewise, giving 
 



























Chapter 6. Conclusion & future work 
The distributed data reconciliation (DDR) is derived, and an implementation 
algorithm is developed and evaluated through simulation and case study examples. 
DDR enables a group of intelligent sensors to perform DR in-network. DDR is 
derived through equivalence transformation from the centralized DR, such that it is 
mathematically equivalent to the centralized DR. Reconciled estimates produced by 
DDR are therefore identical to those produced by centralized DR.  
By applying DDR, each sensor node is made aware of itself and its neighbours and 
can respond to abnormal situation such as a missing/failed neighbouring node. The 
dependence on a central processing node to perform DR is eliminated, making DDR 
robust to the failure of the central processing node. This is in contrast to the 
conventional centralized scheme, where the availability of the central processing node 
is critical to ensure the viability of the DR processing. Application of DDR in an 
experimental-scale chemical plant demonstrates its usefulness in maintaining 
operation despite node failure.  
 DDR in its current form lays the groundwork for further exploration in distributing 
processing of sensor measurements. The distributed bias estimation (DBE) is next 
proposed, building upon the foundation provided by DDR. The distributed bias 
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estimation (DBE) is derived to enable sensor nodes to perform bias estimation in-
network, and an implementation algorithm is developed. Similar to DDR, DBE 
inherits the property of robustness against node failures.  
The performance of the generalized T (GT), inter-quartile range test cum least-
square (IQR+LS) and least-square (LS) estimators are also analyzed through both 
theoretical tools and experiments. The Influence Function (IF) is used to theoretically 
quantify the estimator variance. Through comparison with the actual variances of the 
experiment results, the theoretical variance is shown to provide a good indication of 
the actual variance. As the theoretical variance is a function of the sample size used in 
the estimation, it can be used as a tool to select the most suitable estimator for a 
specified sample size, or to decide the best sample size for a particular estimator to 
yield the desired performance criterion (i.e. the variance). In the case study of Chapter 
5, it is found that the GT estimator is the most efficient when it is required that the 
DBE be performed more often, i.e. with smaller sample size, in the case where the 
25% outliers are approximately three standard deviations away from the mean. 
With the estimator variance as a comparison tool, it is found that GT and IQR+LS 
behave better, i.e. have smaller variances, than LS when the data are corrupted with 
outliers. A qualitative explanation to this is given by the Influence Function (IF) plots. 
The IF plots show that GT and IQR+LS suppress large minority noises that are 
considered outliers, by assigning decreasing and zero weights to such data, 
respectively. LS, on the other hand, assigns weights that are proportional to the data 
magnitude, resulting in the distortion of its estimates by even very few outliers. 
Between GT and IQR+LS, the performance of GT is less sensitive to the magnitude 
of the outliers in cases where it is difficult to distinguish the outliers from the good 
data, while IQR+LS becomes slightly less efficient in such cases as the outliers lie 
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around its rejection boundaries. 
 
Future work  
More extensive application of the proposed DDR and DBE in sensor network 
deployments is desirable, to identify practical issues that typifies sensor network 
deployments. With such issues identified, anticipative strategies can then be 
incorporated into the DDR and DBE to make it more robust in real deployment. A 
practical issue of interest is latency and synchronization of nodes in the network. The 
proposed approaches are based on propagation from one node to its neighbour until 
all nodes in the network have been involved. In a very large-scale network, it is 
possible that parts of the network form sub-networks with minimal but non-negligible 
relationships among one another. It is therefore possible to improve latency in such a 
large-scale network by introducing more parallelism into the coordination protocols. 
An example is to consider cluster-based network architecture, where each cluster 
comprises nodes that are highly correlated with one another, while between the nodes 
in one cluster and another, there is some but limited correlation. Each cluster could 
then be running a local DDR/DBE in parallel, after which the clusters collaborate to 
solve the global DDR/DBE. The current DDR and DBE algorithms have the potential 
and flexibility for such extension. 
Another possible future study involves integrating the DDR/DBE algorithms with 
diverse sensor network routing protocols. This is also highly related to 
communication links between the nodes. For example, if it is of interest to conserve 
communication energy, the routing protocol that best achieves this under the current 
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communication link configuration can be incorporated with the DDR/DBE 
algorithms.  
The distributed DR algorithm applies to any number of nodes N, in the sense that it 
is not affected in terms of the correctness of the solutions. This follows from the 
equivalence between the batch and the sequential algorithm, which holds for any size 
of the matrix A. Scalability issues would present themselves in practical 
implementation considerations. An example would be the time needed to obtain final 
solutions. As the network size grows, a round of DR will take longer to solve as 
messages are passed among larger number of nodes. In the conventional “batch” DR, 
larger network size means larger matrix need to be inverted, where the increase in the 
computation complexity is in ( )3NO  (N is the number of nodes in the network). 
A possible strategy to deal with this issue is by considering a modular 
implementation of DDR, where instead of processing every single row of the 
constraint matrix A sequentially, groups are formed by several rows of A each. Each 
group of rows can be processed at the same time to produce the group estimates, after 
which sequential processing between the groups of rows will produce the global 
estimates.  
This strategy is equivalent to grouped the nodes into clusters, such that nodes within 
a cluster are more highly related to one another than to nodes in any other clusters. 
Such grouping translates to achieving near block-diagonality of the constraint matrix 
A, and then defining the blocks in the diagonal as the group of rows or clusters of 
nodes as discussed above. Nodes within two clusters that do not share common nodes 
could perform DDR in parallel rather than in sequence, after which the intermediate 
solutions by the two clusters can be reconciled through a common neighbouring 
cluster. The parallelism would reduce solution time, and there is potential to add more 
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parallelism, by introducing groupings of clusters, for example. 
Certain features might be of particular importance in a measured system. For 
example, a sensor network could be deployed to measure the probability of the 
occurrence of a critical event, where the probability is computed from the 
measurements of several key sensors. In such a case, the importance of the key 
sensors can be reflected as certain weight parameters in the formulation of the DR/BE 
problem. In its current form, the DR/BE weigh the sensors based on only the accuracy 
of the measurements, e.g. the variance of the measurements.  
Correlation of the measurement noises could be too large to omit in certain 
measurement systems. In the DDR, correlation can be taken into account by the use of 
non-diagonal measurement covariance matrix Ψ  (see Example in Appendix 2C). 
Several techniques exist in the DR literature to estimate the covariance matrix Ψ  
[35,36]. It would be of interest to examine such techniques under the distributed 
implementation framework. Furthermore, using correlated data might affect the result 
of further analysis on the data. Data decorrelation techniques are also available in the 
literature [37-39], and in the DR literature, such techniques have been used in 
conjunction with gross error tests [39]. It could be of interest to investigate how such 
decorrelation techniques can be incorporated into the DDR. 
DDR and DBE have been formulated for the linear, steady-state case. The current 
state of the art for dynamic DR/BE is based on Kalman Filter for the linear dynamic 
system with Gaussian assumption on measurement noise [32-34]. One could consider 
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