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We study a quantum dot coupled to two semiconducting reservoirs, when the dot level and the
electrochemical potential are both close to a band edge in the reservoirs. This is modelled with an
exactly solvable Hamiltonian without interactions (the Fano-Anderson model). The model is known
to show an abrupt transition as the dot-reservoir coupling is increased into the strong-coupling
regime for a broad class of band structures. This transition involves an infinite-lifetime bound state
appearing in the band gap. We find a signature of this transition in the continuum states of the
model, visible as a discontinuous behaviour of the dot’s transmission function. This can result in the
steady-state DC electric and thermoelectric responses having a very strong dependence on coupling
close to critical coupling. We give examples where the conductances and the thermoelectric power
factor exhibit huge peaks at critical coupling, while the thermoelectric figure of merit ZT grows as
the coupling approaches critical coupling, with a small dip at critical coupling. The critical coupling
is thus a sweet spot for such thermoelectric devices, as the power output is maximal at this point
without a significant change of efficiency.
I. INTRODUCTION
There is great current interest in the thermal and
thermoelectric transport properties of quantum dots or
molecules coupled to electronic reservoirs. They can be
used as heat engines (converting a heat flow into electrical
power) or refrigerators (using electrical power to extract
heat from an already cold reservoir of electrons). Exper-
imental demonstrations include Refs. [1–6], while much
of the theory is reviewed in Ref. [7]. However, few such
works have considered the effects of the band structure of
the electronic reservoirs on the quantum dot’s transport
properties. We ask how the physics changes when the dot
level is at an energy close to a band edge in semiconduct-
ing electronic reservoirs, see Fig. 1. Here, as a first step
in answering this question, we consider a non-interacting
model, often known as the Fano-Anderson model,8–12 for
which one can exactly solve the dynamics and extract all
observables. We are particularly interested in the regime
of strong coupling between the dot and reservoirs, see
e.g. Refs [12–18], because one expects that stronger cou-
pling allows for larger currents, and hence larger power
output of quantum dot heat-engines.
This type of model has long been known to exhibit an
infinite-lifetime state when the reservoir has a band edge.
When the band edge is due to the reservoir’s single parti-
cle band structure, the state is usually known as a bound
state or localised mode. However, when it is due to a su-
perconducting gap in the reservoir (which is not a situa-
tion we consider here) it is also known as a non-magnetic
Shiba states.19 This bound state (or localised mode) was
discussed in two textbooks,10,11 and was greatly studied
in bosonic models of an atomic level coupled to a photonic
continuum with a band structure, initially for a zero-
temperature continuum20–23 reviewed in Refs. [24–26],
and more recently for finite-temperature.27–31 It stops an
atom’s excited state fully decaying into the continuum,
as recently observed in an NV centre in a waveguide,32
and is predicted to lead to perfect subradiance.33 The
bound state (or localized mode) was extensively stud-
ied in the context of a quantum dot coupled to finite
temperature fermionic reservoirs,27,29,34–41 exhibiting the
same absence of decay, and even infinite-time oscillations.
It also induces Landau-Zener-Stueckelberg physics in a
slowly pumped dot.42
The bound state’s occupation depends on particle
statistics and temperature, however its general proper-
ties (e.g. whether it exists or not, its energy and wave-
function) depend only on the single-particle spectrum
of the model Hamiltonian. If the continuum’s den-
sity of states vanishes at the band edge, and the dot
level is at an energy inside the band, then there is no
bound state for weak dot-reservoir coupling. However, a
bound state appears when the coupling exceeds a critical
value.11,27,29,35,36,38,40,41
In this work, we investigate the changes in the contin-
uum states which accompany the appearance of a bound
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FIG. 1. A sketch of the type of system considered here, a
single-level quantum dot between two semiconducting reser-
voirs. Inset: To study the system dynamics as a function of
the dot-reservoir coupling, one can place the dot in an STM
geometry (or a break junction) as shown.
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2state (we refer readers to the works cited above for the
physics of the bound states themselves). These changes
in the continuum states can be observed via the transmis-
sion function of the system, which is crucial in determin-
ing the electrical and thermoelectric transport properties
of the system. We show how the emergence of an infinite-
lifetime bound state affects the transmission function and
DC transport properties of a quantum dot coupled to two
reservoirs.
One might guess that there would be little change in
the continuum states at the transition, and hence little
change in the transmission and the currents. However,
the transition involves an eigenstate emerging from the
continuum, and it is natural that this cannot occur with-
out some re-organisation of the continuum states. We
show that the transition is accompanied by a singular
change in the dot’s transmission function at the band-
edge. Hence, the transition leads to rapid changes in the
electrical conductivity G, thermal conductivity C, and
Seebeck coefficient S, when the electrochemical poten-
tial is close to the band edge.
This has consequences on the system’s thermoelectric
power factor GS2 and dimensionless figure of merit ZT .
We show that there is a huge peak in GS2, which means
a huge peak in the thermoelectric power output close
to critical coupling. This is accompanied by a sharp
small-amplitude variation in ZT . It means that max-
imal power generation in such cases is close to critical
coupling, whereas the efficiency of the device does not
vary significantly at this point. This thermoelectric re-
sponse is very different from cases without band gaps
where bound states cannot exist.12,43
Neither the bound state nor the transition are cap-
tured by the standard “weak-coupling” theory reviewed
in Chapters 8 and 9 of Ref. [7]; this shows the importance
of developing strong-coupling transport theories which
capture the bound state physics. By doing this for a non-
interacting system in this work, we hope to open the way
to developing a transport theory which captures strong
coupling effects like bound states in interacting systems.
A. Contents of this work
Section II introduces the model, section III reviews its
exact solution, and section IV gives the general expres-
sion for current at time t. The central results of this
work are in sections V-VIII. Section V gives the long-
time current, showing that the DC currents take a Lan-
dauer form (once oscillations are neglected). Section VI
shows the transmission function has a discontinuous de-
pendence on the dot-reservoir coupling when this cou-
pling goes through its critical value. Section VII gives
a handwaving interpretation of these results in terms of
a Lamb shift. Section VIII shows the electric and ther-
moelectric response, with examples where some transport
properties have huge peaks (while others have small dips)
at the critical value of the coupling.
II. THE MODEL
The Hamiltonian that we study describes a single-level
quantum dot coupled to two reservoirs,44
Hˆ = ωddˆ
†dˆ+
∑
α,k
ωαk cˆ
†
αk cˆαk+
∑
α,k
(
gαkdˆ
†cˆαk + g∗αk cˆ
†
αkdˆ
)
,
(1)
where dˆ and cˆαk denote field operators for an electron
on the dot and in mode k of reservoir α ∈ {L,R} re-
spectively; the corresponding energies are ωd and ωαk.
Finally, gαk describes the coupling between the dot and
mode k in reservoir α. This model neglects electron-
electron interactions on the dot. The simplest experi-
mental implementation of such a model is to consider an
interacting quantum dot (described by an Anderson im-
purity Hamiltonian) with a large enough magnetic field
that the dot’s spin-state with higher energy is always
empty, which makes the on-dot interaction term neg-
ligible. The electron reservoirs contain infinitely many
modes described by continuous spectral densities
Jα(ω) =
∑
α,k
|gαk|2δ(ω − ωαk). (2)
Crucially, we do not take the wide-band limit, and in-
stead consider the case where the dot level is close to a
band edge. If not otherwise specified, the results in this
work are for an arbitrary band structure in the reservoirs
(possibly with multiple bands and band gaps). However,
we will particularly consider reservoirs featuring a single
band, with the dot level close to the lower band edge. We
then consider that the reservoir’s spectral density goes
like a power law with exponent s at this band edge, and
is regularised with an exponential cut-off at high ener-
gies. We restrict our interest to two reservoirs made of
the same material in the linear-response regime,45 so
JL(ω) = JR(ω) =

K
2
(
ω
ωc
)s
e−ω/ωc for ω > 0,
0 for ω < 0,
(3)
where (without loss of generality) we take the zero of
energy to be the band edge.
A. Bound states
This Hamiltonian exhibits bound states whose energy
and wavefunction are independent of statistics of the
particles (fermionic or bosonic) and reservoir tempera-
tures. The simplest way to see this is to considers the
single-particle spectrum of Eq. (1) for a finite number
of reservoir modes. Because it is quadratic, a Bogoli-
ubov transformation can be performed. Then Hˆ takes
the form of an arrowhead matrix whose eigenvalues are
given in Ref. [46]. Upon taking the number of reservoir
modes to infinity, we find that the discrete eigenmodes
31 bound
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FIG. 2. Diagram27,41 of the two possible regimes for a system
with the spectrum in Eq. (3), as a function of the coupling
strength K and the spectral exponent s. For given s, a bound
state appears when the coupling K exceeds its critical value
K∗ (red curve) given by Eq. (5).
(not in the continuum) must have energy ω∗n satisfying
the equation10,11,46 Ω(ω∗n) = 0, where
Ω(ω) = ω − ωd −
∫
dω′
J(ω′)
ω − ω′ , (4)
at the same time as ω∗n being in a band gap; J(ω∗n) = 0.
In band gaps, Ω(ω) grows monotonically with ω, so there
is at most one bound state in each band gap. Expressions
for the eigenvector corresponding to such an eigenvalue
can also be found. These eigenmodes of Eq. (1) are called
bound states (or localized modes) because they do not
decay with time.
For the reservoir spectrum with a single band gap (for
all ω < 0) in Eq. (3), Ω(ω) monotonically grows with
ω in the band gap. As Ω(−∞) = −∞, there is one
bound state in the band gap if Ω(ω → 0−) > 0, and none
otherwise. This condition is satisfied if K > K∗, where
the critical coupling27,41
K∗ =
{
0 for s ≤ 0,
ωd/Γ(s) for s > 0.
(5)
This is sketched in Fig. 2. When the spectral exponent s,
is negative (e.g. a divergence in J(ω) at the band edge)
the bound state is always present. In contrast, for all
s > 0, the critical coupling K∗ is finite and of the order
of the energy difference ωd between the dot level and the
band edge, so the transition will be observed in systems
with the dot level close to the band edge. This is very
different from the wide-band limit, which assumes that
the dot level is infinitely far from any band edge, so there
cannot be any bound state at finite coupling.
Returning to the general case, we note that while a
bound state’s existence, energy and wavefunction do not
depend on the particle statistics or temperature, the oc-
cupation of bound states (and the occupation of the con-
tinuum states) depend on both statistics and tempera-
ture. Thus to study observables such as the dot occupa-
tion or the current through the dot, this exact diagonal-
isation is not sufficient. It is also inconvenient, and we
prefer to use Heisenberg equations of motion to find the
time dependence of such observables.
These bound states should not be confused with the
“dark-state” that forms in a multi-level system coupled to
a wide-band continuum, when two of the system’s levels
are degenerate.47–49
III. SOLUTION VIA LAPLACE TRANSFORM
OF EQUATIONS OF MOTION
The Hamiltonian in Eq. (1) is quadratic, so it can be
solved using many different methods; such as Heisenberg
equations of motion,9,12,22–24,26,27,29,31,40,47,49 Feynman-
Vernon path integrals,37 extended quantum Langevin
equations,38 Green’s functions,8 and Keldysh Green’s
functions.27,34,36,39,50 Here we use the Heisenberg equa-
tions of motion, which consist of a set of linear first-order
differential equation,9,12,22–24,26,27,29,31,40,47,49 solved us-
ing a Laplace transform. Let Dˆ(z) and Cˆα,k(z) be the
Laplace transforms of dˆ(t) and cˆαk(t), where the opera-
tors are time-dependent because we work in the Heisen-
berg picture, e.g. Dˆ(z) =
∫∞
0
dt eztdˆ(t). Then
Dˆ(z) =
1
z + i(ωd + Σ(z))
dˆ0 − i∑
α,k
gαk cˆαk;0
z + iωαk
 , (6)
Cˆαk(z) =
1
z + iωαk
(
cˆαk;0 − ig∗αkDˆ(z)
)
, (7)
where dˆ0 and cˆαk;0 are the operators at time t = 0. The
prefactor in Eq. (6) contains the self-energy
Σ(z) =
∑
α,k
|gαk|2
iz − ωαk =
∫
dω
J(ω)
iz − ω , (8)
where J(ω) = JL(ω) + JR(ω). For J(ω) in Eq. (3),
Σ(z) = −KΓ(1 + s)
(
− iz
ωc
)s
Γ
(
−s,− iz
ωc
)
e−iz/ωc , (9)
where Γ(a) and Γ(a,w) respectively denote the complete
and incomplete Gamma functions.
This is a complete formal solution of the problem, but
it requires an inverse Laplace transform to find its con-
sequences for a given observable. This inverse Laplace
transform51 is a contour integral of the type sketched in
Fig. 3b (see Appendix A). Eq. (6) is a product of two
terms, so its inverse Laplace transform is a convolution
in the time domain of the inverse Laplace transform of
each term. We define ϕ(t) as the inverse transform of
the prefactor, 1/(z + i(ωd + Σ(z))), this was calculated
in Ref. [27] (see our Appendix A) which showed that it
contains physics of both the continuum and the bound
states. By comparison, the inverse transform of the other
terms in Eqs. (6,7) are relatively straightforward.
IV. GENERAL RESULTS FOR CURRENTS
This section briefly summarizes what is known28,37,38
about the time-dependent currents in this model. The
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FIG. 3. An example27 of the correspondence between (a)
the spectrum of Eq. (1), and (b) structures on the imaginary
axis in the inverse Laplace transform ϕ(t). A bound state
at energy ω∗n corresponds to a pole in the complex plane at
z = −iω∗n. A band from energy ω to energy ω′ corresponds to
a branch cut from z = −iω to z = −iω′. The inverse Laplace
transform is an integral along the dashed blue contour in (b),
deformed into the solid blue contour for evaluation.51
particle current into reservoir α is defined as
j(N)α (t) =
d
dt
∑
k
〈cˆ†αk(t)cˆαk(t)〉. (10)
The energy current entering reservoir α is defined as
j(E)α (t) =
d
dt
∑
k
ωαk 〈cˆ†αk(t)cˆαk(t)〉. (11)
These current can be found by substituting in the inverse
Laplace transforms of Eqs. (6,7) and taking the expec-
tation value with respect to the initial state (the state
at t = 0). Here, we consider the initial state to be a
product state between the dot and the reservoirs, with
the dot in a chosen state and the reservoirs in a thermal
state. This is natural when the system and reservoirs are
initially decoupled, and we instantaneously turn on the
coupling (a quench) at time t = 0. Then the state at the
moment of the quench (t = 0) is
%ˆ(t = 0) = pˆ0 ⊗ %ˆL,eq ⊗ %ˆR,eq, (12)
where pˆ0 is the initial density matrix of the dot and %ˆα,eq
is the equilibrium density matrix for reservoir α,
%ˆα,eq =
e−βα
∑
k(ωαk−µα)cˆ†αk;0cˆαk;0
Tr
(
e−βα
∑
k(ωαk−µα)cˆ†αk;0cˆαk;0
) , (13)
with βα and µα denoting the inverse temperature and
the chemical potential of reservoir α.
Then the particle current at time t is28,37,38
j(N)α (t) = 2 Im
(
n0ϕ
∗(t)
∫
dω Jα(ω)ψ(t, ω)
+
∫
dω Jα(ω)fα(ω)ψ
∗(t, ω)e−iωt
+
∫
dωdω′ Jα(ω)J(ω′)F (ω′)
× ψ∗(t, ω′)χ(t, ω, ω′)
)
.
(14)
Here, F (ω) =
∑
α Jα(ω)fα(ω)/J(ω), so it is the “av-
erage” of the Fermi functions fL(ω) and fR(ω). The
time-dependent functions ψ(t, ω) and χ(t, ω, ω′) are com-
pletely determined by ϕ(t),
ψ(t, ω) =i
∫ t
0
dt ′ϕ(t′)e−iω(t−t
′) (15)
χ(t, ω, ω′) =i
∫ t
0
dt ′ψ(t′, ω′)e−iω(t−t
′). (16)
The energy current j
(E)
α (t) into reservoir α is the same as
Eq. (14) with an extra factor of ω in each integrand.
Hence, the currents at time t are determined by inte-
grals of the function ϕ(t) calculated in Ref. [27], see our
Eq. (A1). The time-dependences of such currents were
plotted in Refs. [28, 37, and 38].
V. LONG-TIME LIMIT OF CURRENTS
Here we analysis in detail the current in the long-
time limit, making use of the continuity equation to
get simple expressions for the current. The Riemann-
Lebesgue lemma51 states that an integrable function’s
Fourier transform vanishes at infinity,23,29 so for ϕ(t)
given in Eq. (A1),
ϕ(t→∞) =
∑
n
Z∗n e−iω∗nt, (17)
where Eq. (A4) gives Z∗n, defined as the overlap between
the dot level and the bound state at energy ω∗n.This
allows us to find the long time limits of ψ(t, ω) and
χ(t, ω, ω′). The long-time current is the sum of a DC
(time-independent) component and an oscillating com-
ponent,
j(N)α (t→∞) = j(N)α;DC(t→∞) + j(N)α;osc(t→∞). (18)
The DC component is
j
(N)
α;DC(t→∞)
=
∫
B
dω Jα(ω)
(
J(ω)A(ω)F (ω)− S(ω)fα(ω)
)
, (19)
where the subscript B indicates that the integral is over
energies in the bands; i.e. it is over those ω where J(ω) 6=
50. Here we have introduced the dot’s local density of
states S(ω) given in Eq. (A2). Finally, we have regrouped
numerous terms in
A(ω) =
(
σ(ω) +
∑
n
Z∗n
ω − ω∗n
)2
+ pi2S2(ω) (20)
where σ(ω) is the following principal value integral
σ(ω) = P
∫
dω′
S(ω′)
ω − ω′ . (21)
Defining ωnm = ω∗n − ω∗m, the oscillating component
is given by the double-sum over bound states,
j(N)α;osc(t→∞) = −
∑
n,m
Mnm Λα;nm sin(ωnmt), (22)
with Λα;nm = Λα(ω∗n) − Λα(ω∗m), where Λα(ω) is the
Lamb shift induced by reservoir α given by Eq. (A3), and
Mnm = Z∗nZ∗m
(
n0 +
∫
B
dω
J(ω)F (ω)
(ω − ωn)(ω − ωm)
)
.
(23)
The double-sum is zero unless there are two or more
bound states. When it is non-zero, it oscillates at a fre-
quency ωnm, as observed in Ref. [38]. To understand
this, one should observe that if there are two or more
bound states, then the dot occupation n(t) oscillates
forever29,31,38 at frequency ωnm, see Eq. (B3), with a
fraction of an electron moving from dot to reservoirs and
back during each oscillation. This is the physical origin
of the oscillating current j
(N)
α;osc(t→∞).
To simplify the result for the current in Eqs. (18-23),
we use the continuity equation. This is similar in spirit
to the simplification in Refs. [52 and 53], but is a lit-
tle more involved because we allow for an oscillating dot
state. The Heisenberg equations of motion for the Fano-
Anderson model give rise to a continuity equation ensur-
ing particle conservation,
d
dt
n(t) = j
(N)
L (t) + j
(N)
R (t) (24)
where n(t) is the dot occupation at time t (see Ap-
pendix B). The time-derivative of n(t) solely consists of
an oscillating contribution from the bound states. In the
long-time limit, we find that it is exactly the same as
the oscillating component of the currents in Eq. (22), so
the equality is automatically enforced for the oscillating
terms. Therefore, to satisfy Eq. (24), we also need that
the total DC current vanishes, using this with Eq. (19),
we find that
A(ω) = S(ω)
/
J(ω). (25)
So we can replace the ugly function J(ω)A(ω) by the local
density of states S(ω). This is not only algebraically sim-
pler (and so easier to calculate numerically), it also has a
much clearer physical meaning than J(ω)A(ω). The local
density of states S(ω) inside the band is independent of
the bound states (unlike A(ω)) which makes it explicitly
clear that only the continuum states carry DC current.
The long-time particle current in Eqs. (18-23) eventually
becomes
j(N)α (t→∞) =
∫
dω
2pi
T (ω)(fα(ω)− fα(ω))
−
∑
n,m
Mnm Λα;nm sin(ωnmt). (26)
where α = L if α = R and vice-versa. The integral
corresponds to the continuum contribution, and it takes
a Landauer form12,53–55 with the transmission function
T (ω) = 4pi
2 JL(ω) JR(ω)
(ω − ωd − Λ(ω))2 + pi2J(ω)2 , (27)
for all ω where JL,R(ω) 6= 0. The transmission function is
zero for any ω where JL,R(ω) = 0. Here Λ(ω) is the total
Lamb shift, Λ(ω) = ΛL(ω) + ΛR(ω), given by Eq. (A3).
The bound states’ contribution to the long-time cur-
rent corresponds to its oscillatory component given by
the double sum in Eq. (26) Note that Eq. (26) differs from
the well-known Meir-Wingreen formula,53 which does not
contain this double sum; Appendix C explains that this
is due to different initial conditions (initial quench ver-
sus adiabatic preparation). In electronic systems, these
oscillations may be too small to measure and one typi-
cally only measures the steady-state DC currents. Fur-
thermore, here we consider a model which never has two
bound state, so there are no oscillations at long times.
Thus we drop these oscillations and get the Landauer
form12,53–55 for the steady-state DC particle current from
L to R,
j
(N)
DC =
∫
dω
2pi
T (ω)(fL(ω)− fR(ω)). (28)
With algebraic manipulations similar to those for the par-
ticle current, we find that the steady-state DC energy
current from L to R also takes a Landauer form,
j
(E)
DC =
∫ ∞
−∞
dω
2pi
ω T (ω)(fL(ω)− fR(ω)). (29)
It is crucial to note that the DC currents in Eqs (28,29)
do not depend on the initial state of the dot, whether or
not there is a bound state. This is very different from
the dot occupation, which remembers its initial state for-
ever if there is a bound state,29,31,38 see Fig. 10 in Ap-
pendix B. This difference comes from the fact that the
bound state does not contribute to the steady-state DC
currents. Hence, one might guess that the sudden emer-
gence of the bound state at critical coupling (K = K∗)
will not manifest itself in the DC current. However, we
will show that, when the bound state emerges from the
continuum, it is accompanied by an abrupt change in
6band 
edge
FIG. 4. Typical behaviour of the transmission as a function
of energy for various values of the coupling, when J(ω) is
given by Eq. (3) and vanishes at the band edge in a sublinear
manner (0 < s < 1). The parameters are s = 1/2 and ωc =
10ωd. For K much less than K∗ (blue lines), the transmission
function is a Lorentzian at the dot level. It then loses its shape
and drifts towards the origin as the coupling increases up to
its critical value (black line). When K exceeds K∗ (orange
lines), the transmission becomes much flatter.
the continuum states (which carry the steady-state DC
currents). We will show this by highlighting the discon-
tinuity in the K dependence of the dot’s transmission
function at K = K∗, which can have a strong effect on
the dot’s electric and thermoelectric transport properties.
VI. TRANSMISSION FUNCTION
This section discusses the abrupt change in the trans-
mission function, due to the abrupt changes in the contin-
uum states which accompany the emergence of the bound
state from the continuum. We consider the spectrum in
Eq. (3) with different values of the spectral exponent s.
Intriguingly, despite its discontinuous behaviour at
K = K∗ (which we will discuss in more detail be-
low), one finds that the transmission at energy ω = ωd
is completely independent of the coupling K. This is
most clearly visible as the point where all the curves
cross in Fig. 4, but it is true for all s. The reason
is that when ω = ωd, Eq. (27) reduces to T (ωd) =
4pi2 JL(ωd) JR(ωd)
/(
Λ2(ωd)+pi
2J(ωd)
2
)
. As both Jα(ω)
and Λ(ω) scale like K, one sees that K cancels out of the
expression for T (ωd), so the transmission at this partic-
ular energy does not change with coupling.
A. Transmission for 0 < s < 1
For the spectrum in Eq. (3) with 0 < s < 1 the trans-
mission as a function of energy is qualitatively similar to
that shown for s = 1/2 in Fig. 4. The transition can be
band 
edge
FIG. 5. Typical behaviour of the transmission as a function of
energy for various values of the coupling, when J(ω) is given
by Eq. (3) with spectral exponent s ≥ 1. The parameters are
s = 3/2 and ωc = 10ωd, but the plots are qualitatively similar
for s = 1 or other s > 1. As the coupling approaches the
critical value from below, the peak in the transmission moves
towards the band edge, becoming narrower and narrower. For
all K < K∗, the transmission features a peak whose maximum
is at 1 (maximum not shown). When K passes though the
critical value K∗, this peak disappears.
clearly seen as a discontinuity of the transmission at the
band edge, T (ω → 0+), as a function of K. The nature
of the discontinuity at small ω depends on the exponent
s. For 0 < s < 1, the transmission at small ω is
T (ω → 0+) =

pi2K2 (ω/ωc)
2s
Γ2(s)(K −K∗)2 for K 6= K∗ ,
sin2(pis) for K = K∗ .
(30)
Hence, the transmission at the band edge has a discon-
tinuity at K = K∗; it vanishes at the band edge for all
K 6= K∗, but is finite for K = K∗. Indeed when s = 1/2
and K = K∗, the transmission at the band edge is per-
fect; T (ω → 0+) = 1. While the transmission is only
a discontinuous function of K at ω → 0+, it changes
rapidly close to the transition for any ω  ωd (as seen
in Fig. 4).
Furthermore, for 1/2 ≤ s < 1 the transmission func-
tion has a peak with perfect transmission (i.e. trans-
mission equal to one at a certain value of ω) for all
K < K∗, while no such perfect transmission peak ex-
ists for K > K∗. This is clearly visible in Fig. 4, where
T (ω) exhibits a large peak (going up to transmission of
one) for all K < K∗ but is a broad function which never
gets close to a transmission of one for K > K∗.
For 0 < s < 1/2, the situation is basically the same,
except that there is a very small regime at K > K∗ with
a double peak in the transmission.56
7B. Transmission for s ≥ 1
For the spectrum in Eq. (3) with s ≥ 1, the transmis-
sion at small ω, has the same form as in Eq. (30) for
K 6= K∗, but has a different functional form for K = K∗.
This form at K = K∗ depends on whether s = 1 or s > 1.
For s = 1, it is
T (ω → 0+;K = K∗) =
(
pi
ln(ω/ωc)
)2
(31)
For s > 1, it is
T (ω → 0+;K = K∗) = pi
2ω2d (ω/ωc)
2(s−1)
(ωdΓ(s− 1) + ωcΓ(s))2 (32)
Thus, for both s = 1 and s > 1 there is a discontinu-
ous behaviour at small ω. Unlike for 0 < s < 1, both
functional forms vanish at ω → 0+, however they have
completely different ω-dependences at K = K∗ than at
other K.
In this case, there is an additional type of discontinuity
in T (ω), which can be seen in Fig. 5, and is described as
follows. As K approaches K∗ from below, the transmis-
sion peak moves towards the band edge. However, unlike
for 0 < s < 1, the peak gets narrower as it approaches
the band edge, so its width vanishes when it reaches the
band edge at K = K∗. In other words, just below the
transition (whenK−K∗ is small and negative), the trans-
mission goes from zero at ω = 0 up to a peak of perfect
transmission (transmission of one) and then drops back
down to a transmission close to zero in an energy window
of order |K − K∗|. In contrast, this peak is completely
absent for all K > K∗ (where the peak has become the
bound state). Thus, here the discontinuity at K = K∗ is
the disappearance of this sharp peak in the transmission
at small ω.
C. Transmission for s ≤ 0
The behaviour of the transmission function is very
different when J(ω) does not vanish at the band edge,
that is when s ≤ 0 for the spectral density in Eq. (3).
The integrals become ill-defined if s ≤ −1, suggesting
that s ≤ −1 is unphysical. However, the regime of
−1 < s ≤ 0 is well-defined, with s = −1/2 being of par-
ticular relevance in the context of both one-dimensional
reservoirs, and the quasi-particle spectrum in supercon-
ducting reservoirs.19,42
For −1 < s ≤ 0, there is a bound state at all values
of the coupling. This was noted multiple times for s =
−1/2, see e.g. Refs. [19, 24, and 42], but is equally easily
seen for other s ≤ 0 by looking at the condition for the
bound state’s existence, Ω(ω → 0−) > 0, just above our
Eq. (5). If the spectral function does not vanish at the
band edge (−1 < s ≤ 0 here), then this condition is
always satisfied. Hence the critical coupling is zero for
all s ≤ 0, as shown in Fig. 2.
band 
edge
FIG. 6. Transmission as a function of energy for various values
of the coupling, when J(ω) is given by Eq. (3) with s = 0 and
ωc = 10ωd. At small couplings, the transmission looks like a
Lorentzian at the dot level, with an additional very narrow
peak extremely close to the band edge (too narrow to be seen
in the plot for K = 0.03ωd). As K is increased, the two peaks
broaden and move towards each other, before coalescing at
K ∼ 0.25ωd.
band 
edge
FIG. 7. Transmission as a function of energy for various values
of the coupling, when J(ω) is given by Eq. (3) with spectral
exponent −1 < s < 0. The parameters are s = −1/2 and
ωc = 10ωd. In this case, the divergence of J(ω) at the band
edge induces a peak of transmission at the band edge whose
height does not depend on the value of the coupling. At small
couplings, the transmission looks like a Lorentzian at the dot
level, with an additional peak at the band edge.
For s = 0, the transmission is shown in Fig. 6. For
all finite coupling K, it goes to zero at the band edge as
follows
T (ω → 0+) =
(
pi
ln(ω/ωc)
)2
. (33)
For s < 0, the transmission is shown in Fig. 7. The
divergence of J(ω) at the band edge implies that the
8transmission function takes a finite value at this point,
T (ω → 0+) −→ sin2(pis), (34)
for all finite K. This is seen in Fig. 7 where there is
a peak at the band edge for all values of the coupling
parameter. Thus, even for very small coupling, where
one would guess that the transmission would be a narrow
Lorentzian centred at the dot level, there is a second
narrow peak at the band edge when s is negative.
VII. INTERPRETATION AS A LAMB SHIFT
To get a more intuitive feel for the physics of the model,
this section provides a qualitative interpretation of the
Lamb shift in terms of level repulsion between the dot
level and the reservoir’s continuum of states.
In the weak coupling limit, Fermi’s golden rule tells us
that the coupling to a continuum has two effects on the
discrete levels of a quantum system.57 Firstly, the energy
levels of the system are broadened to become resonances
because these states acquire a finite lifetime. Secondly,
the coupling shifts the energies of these levels; this is
known as a Lamb shift. The usual weak-coupling formula
for the Lamb shift of the quantum dot level is Λ(ωd), with
Λ(ω) given in Eq. (A3). This fits with the exact result
in Eq. (A3) when the coupling is weak enough that the
physics is dominated by ω ' ωd.
The Lamb shift can be interpreted at the handwav-
ing level in terms of the level repulsion between the dot
level and individual continuum levels. Level repulsion
between the dot level and a continuum level with higher
energy will shift the dot level down in energy (with the
continuum level being shifted up slightly). At the same
time, the repulsion between the dot level and a contin-
uum level with lower energy will shift the dot level up in
energy. The Lamb shift is the sum of all of these small
shifts. If the continuum has a constant density of states
(wide-band limit), then the shifts up and down cancel
and there is no Lamb shift. However, if the continuum
has a higher density of states above the dot level than
below it (as in Figs. 4 and 5), the Lamb shift is negative
and moves the dot level to lower energies.
The transmission given in Eq. (27) exhibits a per-
fect peak (T (ω) = 1) for ω in the continuum such that
ω = ωd−Λ(ω). For s > 0, as in Fig. 4, this peak is clearly
visible for K < K∗ and it moves to lower energies as the
coupling is increased. This corresponds to an increas-
ingly negative Lamb shift of the dot level, to which the
coupling also gives a finite lifetime, broadening it into a
resonance. When the coupling reaches the critical value
K∗, the peak sits exactly at the band edge, so at this and
only this coupling, the transmission at the band edge can
be finite. When the coupling K becomes larger than K∗
the Lamb shift is so large that it has moved the peak out
of the band. One can naively interpret this as the Lamb
shift having pushed the dot level out of the band, at
which point the level becomes a bound state with energy
ω∗ such that Ω(ω∗) = 0, see Eq. (4). However, more pre-
cisely, the dot state is then a superposition of the bound
state and continuum states, so there is still transmission
through the dot at K > K∗, but it no longer exhibits a
peak with transmission equal to one.
This handwaving argument does not work very well
for s < 1/2. For 0 < s < 1/2, it does not capture the
very small region for K > K∗ where there are two peaks
in the transmission.56 Furthermore it fails completely for
s < 0, the usual weak-coupling arguments57 do not repro-
duce the bound state that is always present in the exact
solution. However, the handwaving description above at
least gives an indication of why the transmission peak
at ω = ωd in Fig. 7 moves to higher energies as the
coupling is increased. This is because the Lamb shift
is positive when the density of states is larger below the
dot level than above it. At the same time, the diver-
gence of J(ω) at the band edge induces another peak at
this point. Indeed, the divergences in the numerator and
the denominator of the transmission function in Eq. (27)
cancel each other, resulting in T (ω → 0+) taking a finite
value irrespective of the coupling parameter K.
VIII. THERMOELECTRIC TRANSPORT
When differences in temperature and electrochemical
potential are small compared to the average temperature,
linear response theory tells us that all transport proper-
ties are given by7 the electrical conductivity G, thermal
conductivity C, and Seebeck coefficient S. The quality of
a thermoelectric device is then determined by two quan-
tities — the thermoelectric power factor GS2 and the
dimensionless figure of merit ZT = GS2T/C, where T
is the average temperature. Larger GS2 and larger ZT
implies a better thermoelectric device.
The power factor GS2 determines the maximum power
output in the linear response regime,7
Pmax =
1
4 GS
2 ∆T 2 (35)
where ∆T is the temperature difference across the ther-
moelectric device. This is determined by defining the
power output as P = j
(N)
steady∆µ, for potential difference
∆µ = µR − µL, and tuning ∆µ to maximize P . The
dimensionless figure of merit ZT is a measure of a ther-
moelectric’s maximum efficiency. For any given thermo-
electric device, the efficiency (defined as power output
over heat input) as a function of power output is7
η(P ) =
ηCarnot
2
P/Pmax
1 + 2/ZT ∓√1− P/Pmax (36)
where ηCarnot is the Carnot efficiency for this ∆T . This
function takes the well-known form of a “loop” and is
plotted in Fig. 9 for various values of the dot-reservoir
coupling.
Hence, for any given P/Pmax the efficiency is increased
by increasing ZT . There are two well-known results of
9FIG. 8. Transport coefficients and thermoelectric parameters versus coupling for different values of the chemical potential.
The parameters are s = 1/2, ωc = 10ωd and T = 0.03ωd/kB. The transport coefficients are plotted in dimensionless units, so
the electrical conductance is shown as h¯G
/
e2, the heat conductance as C
/
(kBωd), and the Seebeck coefficient as eS/kB. The
thermoelectric power factor in dimensionless units is hGS2
/
k2B. The dashed red vertical line indicates the critical coupling K∗,
with K∗/ωd ' 0.56 for these parameters.
this formula. Firstly, the efficiency at maximum power
is η(Pmax) = ηCarnot ZT
/
(2ZT + 4). Secondly, the max-
imum efficiency — achieved by tuning P to maximize η
(physically this is done by tuning ∆µ) — is
ηmax = ηCarnot
(√
ZT + 1− 1)/(√ZT + 1 + 1), (37)
so one requires ZT → ∞ to achieve Carnot efficiency.
The power output at ηmax is
P = 2Pmax
√
ZT + 1
/(
1 + 12ZT +
√
ZT + 1
)
. (38)
Thus, if GS2 increases (increasing Pmax) without much
reduction of ZT , the power output improves without
much loss of efficiency.
Taking the linear-response regime of Eqs. (28,29), we
find that the electric conductance, G = e2I0, the thermal
conductance, C = (I2 − I21/I0)
/
T , and the Seebeck coef-
ficient, S = I1
/
(eTI0), where e is the electron charge, T
is the average temperature of the two reservoirs, and
In =
∫ ∞
−∞
dω
2pi
(ω − µ)n T (ω)(−f ′(ω)), (39)
with f ′(ω) being the derivative of the Fermi distribution;
−f ′(ω) = β/(2 cosh(β(ω−µ)/2))2. The two thermoelec-
tric parameters (power factor and figure of merit) then
read GS2 = I21
/
(T 2I0), and ZT = I
2
1
/
(I0I2 − I21 ).
From these equations, we see that the change of be-
haviour of the transmission at low energies leads to rapid
changes for the transport coefficients when one consid-
ers the electrochemical potential below the band edge
(µ < 0). Indeed, −f ′(ω) is basically an energy filter cen-
tered on µ of width ∼ T that is superimposed on the
transmission function. If one then takes µ to be nega-
tive and T of the order of |µ| (or smaller), the transport
coefficients will be dominated by the small ω behaviour
of T (ω). These coefficients carry a signature of the dis-
continuities of T (ω) in their rapid change with K when
it is close to K∗, see Fig. 8. In some cases the change
is so rapid, that the curves looks discontinuous, however
they only becomes strictly discontinuous in the µ → 0
and T → 0 limit, which is also the limit where C and S
become vanishingly small.
The conductances (G,C) and thermoelectric power
factor (GS2) exhibit huge peaks at K ' K∗, whereas
10
FIG. 9. The plot of efficiency versus power output given
by Eq. (36) when Pmax and ZT are found from the Fano-
Anderson model with dot-reservoir coupling K. The pa-
rameters are s = 1/2, ωc = 10ωd, µ = −0.06ωd and
T = 0.03ωd/kB. The curves have the typical “loop” form,
and one clearly sees that the power output is much bigger
when K = K∗, without a significant change of efficiency.
the Seebeck coefficient (S) and the figure of merit (ZT )
have small dips at this point. The peaks in G, C and GS2
are the result of peaks in the In-functions very close to
K → K∗ for the case we consider, with the peaks having
a similar magnitude for all n. To see the origin of these
dips in S and ZT , we note that both quantities consist
of ratios of In-functions; see the formulas for S above
Eq. (39) and ZT below Eq. (39). Hence for K ' K∗, S
and ZT are each a ratio in which there is competition
between a peak in the numerator and a peak in the de-
nominator, where both peaks have similar magnitude. In
all cases, we have studied it is the peak in the denomina-
tor that is a little stronger, so there is a small dip in S and
ZT . However, we have not found an argument for why
this is so, thus we cannot rule out a small peak in other
parameter regimes. In the limit µ → 0 and T → 0, the
peaks and dips become discontinuities in the derivative
of the function in question, and sit exactly at K∗.
From the point of view of engineering the thermoelec-
tric response, one see that the thermoelectric power fac-
tor GS2 has a huge peak near at K ' K∗, while ZT
is not very strongly varying. Hence, if one has a ther-
moelectric system of this type with the electrochemical
potential close to or below the band edge, one can get
much bigger power for approximately the same efficiency
by taking K ' K∗, see Fig. 9.
IX. CONCLUSIONS
We consider a quantum dot coupled to reservoirs with
band gaps. For situations where an infinite-lifetime
bound state appears in the band gap when the dot-
reservoir coupling exceeds a critical value (i.e. when the
reservoir spectra that vanish at the band edge), we show
that this transition induces discontinuities in the dot’s
transmission. These are a sign of changes in the con-
tinuum state’s properties when the bound state emerges
from the continuum. This has a strong signature in the
electric and thermoelectric transport properties, when-
ever the reservoirs’ electrochemical potentials are close
to or below the band edge. Under such conditions the
system’s optimal thermoelectric response is close to the
critical dot-reservoir coupling, K ' K∗; with a huge in-
crease in power output accompanied by a small change
in efficiency.
For reservoir spectra that diverge at the band edge, it
is known that there is a bound state for all coupling. We
show that the dot’s transmission has a peak at the band
edge, even at arbitrarily weak coupling. This peak will
dominate transport whenever the electrochemical poten-
tial is near the band edge. The usual argument, that
the dot’s transmission is a Lorentzian centred at the dot
level, will give erroneous transport properties in such sit-
uations.
The richness of this physics could not be guessed from
the usual weak-coupling arguments, which suggests that
other surprises may await us in the strong-coupling limit
when we add electron-electron interactions.
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Appendix A: Calculation of ϕ(t)
We define ϕ(t) as the inverse Laplace transform of the
prefactor in Eq. (6); 1/(z + i(ωd + Σ(z))). This func-
tion appears in nearly all observables, and contains the
physics of the bound states. It was calculated in Ref. [27],
where it was denoted u(t−t0). However, we briefly review
it here to fix notation, and because this inverse Laplace
transform gives access to the full time-dependent solution
of the problem.
The inverse Laplace transform is given by an
integration51 as in Fig. 3b. The solution then has two
parts: the first is the integral along the branch cuts
(the contribution of the continuum of states), and the
second comes from poles (bound states). The branch
cut is always present, while the poles are only there if
z + i(ωd + Σ(z)) = 0 has a solution. Such a solution is
purely imaginary and so is given by the (real) zeros of the
function Ω(ω) in Eq. (4). The zeros of Ω(ω) only occur
at values of ω where J(ω) = 0, otherwise the integral in
Eq. (4) is divergent, so poles only occur at energies in the
band gaps of the reservoirs.
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One eventually finds that
ϕ(t) =
∫
B
dω S(ω)e−iωt +
∑
n
Z∗ne−iω∗nt, (A1)
where the integral is taken over the continuum (branch
cuts) and the sum is over all bound states (poles). The
continuum contribution contains S(ω) which one can
show29 is the dot’s local density of states,
S(ω) =
J(ω)
(ω − ωd − Λ(ω))2 + pi2J(ω)2 , (A2)
where Λ(ω) corresponds to the Lamb shift which accounts
for the renormalization of the dot level due to the cou-
pling to the reservoir. It is the real part of Σ(ε − iω) in
Eq. (8), and it is given by Λ(ω) = ΛL(ω) + ΛR(ω), with
the Cauchy principal value integral
Λα(ω) = P
∫
dω ′
Jα(ω
′)
ω − ω′ . (A3)
The bound state contribution in Eq. (A1), contains Z∗n
which is the dot level’s overlap with the nth bound state,
whose energy is ω∗n. It reads
Z∗n =

(
1 +
∫
B
dω
J(ω)
(ω − ω∗n)2
)−1
for K > K∗n,
0 for K < K∗n.
(A4)
where K∗n is the critical coupling above which the nth
bound state appears. For the spectral density in Eq. (3)
which can only give rise to one bound state, the precise
nature of the discontinuity at K = K∗ is seen by taking
K −K∗ to be small. Then for 0 < s < 1,
Z∗ =
{ωc
s
[
B(s)
]1/s [
Γ(s) (K −K∗)
](1−s)/s
for K > K∗ ,
0 for K < K∗ ,
(A5)
where B(s) = sin(pis)
/
(piK), while for s > 1,
Z∗ =
{
(s− 1)/(s− 1 + ωd/ωc) for K > K∗ ,
0 for K < K∗ .
(A6)
Appendix B: Dot dynamics
The dynamics of the dot occupation n(t) is not the
subject of this article, they have been extensively dis-
cussed elsewhere (see the works cited in the introduc-
tion). However, we need n(t) to use in the continuity
equation, which allows us to greatly simplify the results
for the currents that interest us.
Taking the initial state in Eq. (12), the average number
of electrons on the dot is
n(t) = 〈dˆ†(t)dˆ(t)〉, (B1)
FIG. 10. Long-time dot occupation versus the system-
reservoir coupling K, when the two reservoirs have the same
temperature and bias. The spectral density for this plot is
given by Eq. (3) with s = 1/2, ωc = 10ωd, µ = −0.01ωd.
The solid lines representing the occupation a long-time after a
quench, see Eq. (B3), and exhibit a clear change of behaviour
for K = K∗ ' 0.564ωd. When K > K∗, the occupation at
arbitrarily long times depends on the dot’s initial occupation
n0. The dashed lines are the occupation a long time after
an adiabatic preparation, see Eq. (C4), and do not show the
transition.
where 〈· · · 〉 = Tr[ · · · %ˆ(t = 0)]. The exact dynamics of
the field operators derived above provide a full solution
of the model. So the occupation for any time is
n(t) = n0|ϕ(t)|2 +
∫
B
dω J(ω)F (ω)|ψ(t, ω)|2, (B2)
where n0 is the initial occupation of the dot.
In section V, we used the time-derivative of this re-
sult in the continuity equation to derive Eq. (25), which
greatly simplifies formulae for long-time currents. We
note in passing that it also greatly simplifies the formula
for the long-time dot occupation, which then reads
n(t→∞) =
∫
B
dω S(ω)F (ω) +
∑
n,m
Mnm cos(ωnmt).
(B3)
Here the integral is over the the bands, and Mnm depends
on the initial dot occupation n0, see Eq. (23). If there are
no bound states, n(t → ∞) is independent of the initial
dot occupation n0. When a bound state exists, the long-
time occupation n(t→∞) depends on n0 (as for K > K∗
in Fig. 10), because the dot gets partially trapped in its
initial state forever. If there are two or more bound states
(which is not the case for the spectrum in Eq. (3)), then
the dot occupation is known to oscillate forever29,31,38 at
frequencies given by the energy difference between the
bound states. Since electrons are conserved, the currents
also exhibit oscillations at these frequencies for all times
as seen in Eq. (26).
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Appendix C: Adiabatic preparation and comparison
with Keldysh results
Many observables are known to depend on the initial
preparation of the quantum dot.38 By comparing the ini-
tial state in Eq. (12) with an adiabatic preparation30,31,35
of the dot-lead system, we will see that the steady-state
DC currents are the same, suggesting that DC currents
are insensitive to the initial preparation.
In experiments on quantum dots or molecular nano-
structures it may be difficult to initially turn-on the dot-
reservoir coupling rapidly enough to treat it as an initial
quench that justifies Eq. (12). At the same time, weak
inelastic scattering effects (phonons, etc), whose descrip-
tion is beyond Eq. (1), will give the bound state a long
but finite lifetime. Hence, one might consider the initial
state is adiabatically prepared ; i.e. even the bound states
have relaxed to their steady state58 at the start of the
experiment. In reality, most experiments will fall some-
where between the initial quench assumed in Eq. (12)
and this adiabatic preparation.
By comparing adiabatic preparation30,31 to the case
of an initial quench, we show that the steady-state
DC currents do not depend on the type of prepara-
tion, even if many other observables do.38 We also
clarify why Eq. (26) differs from the Meir-Wingreen
formula53 derived from Keldysh theory. A third type of
preparation36,59 called “partition free” is not addressed
here.
Similarly to Ref. [35], we model the very slow equili-
bration of the bound state by adding an infinitesimally
weak coupling η κα between the dot state and the reser-
voir α at all energies. Here η is taken to be a very small
coupling constant, while κα (which is of order one) de-
termines the relative strength of this coupling to the dif-
ferent reservoirs. This is a crude way of mimicking the
weak inelastic effects, but will be sufficient for our pur-
poses. For this, we replace Jα(ω) by
J˜α(ω) = Jα(ω) + ηκα (C1)
in all formulae (indicating them with a tilde). As J˜(ω)
extends over all energies, all formulae derived in this work
apply if one extends the integrals to all ω, and drops the
Z∗-terms. Then, bound states are replaced by narrow
Lorentzian resonances in the local density of states, which
become delta peaks in the limit η → 0.
To model the adiabatic preparation, we assume the
system obeys Eq. (12) at t = 0, but that we start the ex-
periment at time t that is so much latter that the system
(including any bound states) has arrived at the steady-
state. For this, we take t → ∞, and then η → 0 to re-
cover the bound state’s effect (including the Z∗n terms)
on evolution between the experiment’s start (t) and its
end (t+τ), while ensuring that bound states had relaxed
at the experiment’s start.
Then the self-energy is Σ˜(x − iω) = Σ(x − iω) −
ipiη(κL + κR) sgn(x). The Lamb shift is unchanged as
the additional term in the self-energy is purely imag-
inary. The steady-state occupation for finite η reads
n˜(t → ∞) = ∫
B
dω S˜(ω)F˜ (ω). Taking the limit η → 0
for those ω where J(ω) = 0 gives35
lim
η→0
F˜ (ω) =
κLfL(ω) + κRfR(ω)
κL + κR
, (C2)
lim
η→0
S˜(ω) =
∑
n
Z∗n δ(ω − ω∗n). (C3)
This yields
n(t→∞) =
∫
B
dω S(ω)F (ω) +
∑
n
Z∗nF (ω∗n), (C4)
where the integral is taken over the bands. This is a
continuous function of dot-reservoir coupling (the dashed
line in Fig. 10). Unlike for the initial quench in Eq. (B3),
there are never oscillating terms here. Similarly, there
are no oscillatory terms in the currents, and so
j(N)α (t→∞) = j(N)DC and j(E)α (t→∞) = j(E)DC , (C5)
where j
(N)
DC and j
(E)
DC are given by Eqs. (28,29). This result
coincides with the well-known Keldysh result of Meir and
Wingreen53 in the non-interacting limit. Indeed, most
works that we know of that use the Keldysh technique
consider adiabatic preparation, and so do not show oscil-
lations in the dot occupation or the current.
While there is no discontinuity in n(t) when bound
states emerge from the continuum, the dot does acquire
infinite-time correlations, which can be seen in the cor-
relation function30,31 G(τ) = limt→∞
[〈nˆ(t + τ)nˆ(t)〉 −
〈nˆ(t+ τ)〉〈nˆ(t)〉]. Taking t→∞, then η → 0 and finally
large τ , one finds
G(τ →∞) =
∑
n,m
Z∗nZ∗mF∗n (1− F∗m) ei(ω∗n−ω∗m)τ ,
(C6)
where we write F (ω∗n) as F∗n for compactness. This is
zero in the absence of bound states, it is constant if there
is one bound state, and it oscillates if there are multiple
bound states. We can expect similar correlations in the
current at large time differences, however these are un-
likely to be large enough to be measurable in electronic
systems using current technology.
Note that the extremely weak reservoir coupling to the
bound state will cut-off the bound state-induced correla-
tions on a timescale of order 1/η. In physical systems,
this cut-off is the timescale of inelastic scattering. At
low temperatures this can be orders of magnitude longer
than the decay in the absence of the bound state.
Most results in this work were derived using Heisenberg
equations of motion by one of us (E.J.), and then con-
firmed using the Keldysh approach in Ref. [60] by M.H.
However, the inverse is true for the results in this ap-
pendix. Both theoretical approaches can be used for both
initial conditions (initial quench and adiabatic prepara-
tion), confirming that the discrepancy of Eq. (26) with
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Meir and Wingreen’s result is purely due to different ini-
tial conditions. In real experiments, we can expect the
initial preparation to be somewhere between an initial
quench and adiabatic preparation, so we can expect some
oscillations in the dot occupation and currents, but with
a smaller magnitude than in Eq. (26).
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