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Re´sume´— Dans cet article, nous pre´sentons une nouvelle archi-
tecture distribue´e pour se´curiser les re´seaux ad hoc mobiles. Cette
architecture est base´e sur un mode`le de confiance, ce dernier
permet d’attribuer un niveau de confiance aux nœuds selon
leurs comportements dans le re´seau. Cette architecture consiste
a` diviser le re´seau sous forme de groupes interconnecte´s entre
eux. Chaque groupe contient au moins deux nœuds de confiance
dont un seul joue le roˆle du chef de groupe. L’ide´e principale est
d’e´tablir une infrastructure distribue´e a` cle´ publique (PKI) dans
chaque groupe. La certification des cle´s publiques des nœuds
est assure´e par le chef de groupe. Pour e´viter des attaques de
type de´ni de service (DoS) au niveau des chefs de groupe, nous
avons introduit un nouveau concept Dynamique Dimilitarized
Zone(DDMZ). La DDMZ est forme´e par des nœuds sacrifiables
qui posse`dent un niveau de confiance e´leve´. Ces nœuds jouent
le roˆle d’interme´diaires entre le chef de groupe et les nœuds
ayant un faible niveau de confiance. Les re´sultats de simulations
montrent que cette architecture est se´curise´e, stable et permet le
passage a` l’e´chelle.
I. INTRODUCTION
Les re´seaux ad hoc mobiles sont forme´s par deux ou
plusieurs nœuds mobiles capables de communiquer entre eux
via des liens sans fil et sans une infrastructure pre´-deploye´e
et aussi sans aucune unite´ de controˆle centralise´. Ainsi,
elle constitue une topologie dynamique. Ces caracte´ristiques
rendent les re´seaux ad hoc mobiles sophistique´s et capables
d’ope´rer dans des conditions difficiles, mais aussi vulne´rables
aux diffe´rents proble`mes de se´curite´, comme la gestion
des cle´s de chiffrage, distribution des certificats, gestion de
confiance entre les nœuds, la coope´ration, . . . etc
Les solutions de se´curite´ doivent proposer certains services de
base comme : l’authentification, le controˆle de l’inte´grite´, la
confidentialite´, la disponibilite´ et la non-re´pudiation. La majo-
rite´ des solutions de se´curite´ propose´es dans la litte´rature sont
base´es sur la cryptographie syme´trique ou asyme´trique. Mais
le proble`me majeur de ces solutions dans l’environnement des
re´seaux ad hoc mobiles est la gestion et la distribution des
cle´s de chiffrage. Proposer une seule autorite´ de certification
(AC) pour tout le re´seau n’est pas un solution souhaitable car
cette conception est vulne´rable aux attaques de type de´ni de
service (DoS) sur l’AC. Le protocole ARAN [14] utilise une
seul AC pour tout le re´seau ; si le nœud d’AC est compromis,
tout le re´seau sera compromis. Cette solution n’est seulement
pas souhaitable, mais n’est en plus pas adapte´e a` la dynamique
de la topologie du re´seau.
Dans cet article, nous proposons une architecture pour distri-
buer le roˆle de l’autorite´ de certification sur les nœuds qui
be´ne´ficient d’un certain niveau de confiance pour la se´curite´,
et d’une certaine stabilite´, pour optimiser la charge du re´seau
et augmenter la dure´e de vie du re´seau. Pour atteindre cet
objectif, nous proposons un mode`le de confiance distribue´ pour
fixer des niveaux de confiance pour chaque roˆle dans le re´seau.
Ainsi nous proposons un algorithme d’e´lection distribue´ qui
consiste a` diviser le re´seau sous forme des groupes, avec
un nœud chef de groupe pour chaque cluster (groupe). Le
roˆle de l’autorite´ de certification est affecte´ au nœud chef de
groupe qui doit disposer d’un certain niveau de confiance et
une meilleure stabilite´ par rapport a` ses nœuds voisins. Pour
se´curiser l’autorite´ de certification dans chaque cluster, nous
avons introduit un nouveau concept, appele´ Dynamique De-
militarized Zone (DDMZ). Ce concept consiste a` se´lectionner
des nœuds sacrifiables qui posse`dent un niveau de confiance
e´leve´ et qui doivent eˆtre voisin de l’autorite´ de certification.
La DDMZ est une zone interme´diaire entre l’AC et les nœuds
qui disposent d’un faible niveau de confiance.
Le reste de l’article est organise´ comme suit : Dans le
deuxie`me paragraphe, nous discutons les solutions propose´es
dans la litte´rature, qui traitent de la distribution et de la
gestion des cle´s dans l’environnement des re´seaux ad hoc
mobiles. Ensuite dans le troisie`me paragraphe, nous de´crivons
notre architecture avec le mode`le de confiance et l’algorithme
distribue´ d’e´lection. Puis le quatrie`me paragraphe consiste a`
e´valuer l’architecture et pre´senter les re´sultats obtenus lors
des simulations. Enfin, le dernie`re paragraphe est re´serve´ a`
la conclusion et aux perspectives.
II. POSITIONNEMENT BIBLIOGRAPHIQUE
Plusieurs travaux dans la litte´rature proposent des solutions
aux proble`mes de la se´curite´ dans les re´seaux ad hoc mobiles.
Nous nous inte´ressons spe´cialement aux mode`les de confiance
distribue´s et a` la distribution du roˆle de CA dans un environ-
nement mobile.
A. Mode`le de confiance distribue´
Le mode`le de confiance propose´ par le syste`me de cryp-
tographie a` cle´ publique PGP (Pretty Good Privacy) [1] est
base´ sur le sche´ma de confiance Peer-to-peer ”les amis de
mes amis sont mes amis”. D’autres approches similaires au
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syste`me PGP, adapte´es aux re´seaux ad hoc mobiles existent,
nous citons le syste`me auto-organisant pour ge´rer les cle´s du
chiffrage [2].
B. Distribution de l’autorite´ de certification
Un re´seau ad hoc mobile peut eˆtre repre´sente´ par un
ensemble de groupe des nœuds. Chaque groupe est repre´sente´
par un chef de groupe (leader) et des nœuds passerelles (GW)
qui ge`rent la communication avec des groupes voisins. Parmi
plusieurs solutions de se´curite´ qui se base sur ce principe, nous
e´tudions une architecture propose´e par Becheler et autres [13].
Cette architecture utilise la cryptographie a` seuil (thershold
cryptography) avec le sche´ma (n,k) [5] pour distribuer le roˆle
de l’autorite´ de certification. L’ide´e est de distribuer la cle´
prive´e de l’autorite´ de certification sur les chefs de groupe.
Chaque chef de groupe doit posse´der un fragment de la cle´
prive´e de l’AC. L’association de (k) fragments de cle´ permet de
ge´ne´rer la cle´ prive´e de l’AC. Pour certifier un nœud visiteur,
ce dernier doit avoir un certain nombre de certificats (W)
de´livre´s par des nœuds qui ont le statut de garant. Une fois
les (W) certificats de garantie rassemble´s, le nœud visiteur
peut faire sa demande aupre`s d’au moins (k) chefs de groupe
qui posse`dent les fragments de la cle´ prive´e de l’autorite´ de
certification. Si les (k) certificats sont re´unis, alors le certificat
du re´seau peut eˆtre ge´ne´re´.
Les inconve´nients de cette approche sont les suivants :
– La proce´dure d’admission au re´seau ; cette approche n’est
pas applicable car en re´alite´, les nœuds garants ne peuvent
pas garantir des nœuds qui ne les connaissent pas, donc
ils doivent avoir un minimum d’informations sur le nœud
pour qu’ils puissent lui de´livrer un certificat de garantie.
– La disponibilite´, si le nœud visiteur re´ussit a` avoir les (W)
certificats de garantie et pour des raisons de mobilite´ ou
de disponibilite´ ne peut pas avoir les (k) certificats, alors
il ne peut pas eˆtre certifie´.
– La charge du trafic re´seau, le trafic ge´ne´re´ par chaque
nouveau nœud est au moins 2 ∗ (W + k) paquets.
– Processus de fusion de plusieurs re´seaux en un seul,
comme chaque re´seau posse`de sa propre cle´ prive´e de
certification, mixer plusieurs cle´s re´seau n’est pas pos-
sible. Cela ne´cessite de retenir une seule cle´ et les autres
cle´s doivent eˆtre ignore´es. Le crite`re de se´lection de la
cle´ dominante de´pend du nombre de groupe dans chaque
re´seau. La cle´ dominante retenue est celle du re´seau
ayant le maximum de groupe. Ce point rend l’architecture
vulne´rable, car chaque nœud peut monter son propre
groupe, donc si on a un ensemble de nœuds malicieux,
ils peuvent former leur re´seau avec un maximum de
clusters, puis ils attaquent les re´seaux voisins dans le but
de prendre le controˆle de l’autorite´ de certification.
– Les crite`res de se´lection des chefs de groupe ne sont pas
pris en compte par cette architecture.
– Le renouvellement de la cle´ du re´seau ne´cessite l’in-
tervention d’un tiers de confiance pour distribuer les
fragments de la cle´ prive´e sur les chefs de groupe.
– La mobilite´ des chefs de groupe (leaders) n’est pas prise
en compte, ce qui rend l’architecture non adapte´e a`
l’environnement des re´seaux ad hoc mobiles.
Pour reme´dier a` tous ces inconve´nients, nous proposons un
nouveau mode`le de confiance sur lequel l’architecture doit se
baser.
III. ARCHITECTURE DISTRIBUE´E
Dans ce paragraphe, nous de´crivons notre architecture dis-
tribue´e. Cette dernie`re est compose´e d’un mode`le de confiance
sur lequel la se´lection des chefs du groupe (leaders) est base´e.
Nous pre´sentons aussi l’algorithme distribue´ d’e´lection des
chefs de groupe et de formation des groupes.
A. Trust Model
Nous supposons qu’il existe une relation sociale entre les
nœuds dans le but d’e´tablir des relations de confiance. Aussi
chaque nœud posse`de une paire de cle´s prive´es/publiques.
Initialement, les nœuds de confiance se connaissent entre eux
(l’identite´ et la cle´ publique) et ils sont conside´re´s comme des
nœuds honneˆtes qui ne doivent pas ge´ne´rer des faux certificats.
Dans notre mode`le de confiance, nous de´finissons une
me´trique de confiance (Tm) dans l’intervalle [0..1]. Un nœud
(i) posse`de une me´trique de confiance plus e´leve´e (Tm(i) =
1), s’il est connu par d’autres nœuds de confiance et a e´change´
les cle´s via un canal se´curise´ (rencontre physique) [9][2]
avec un ou plusieurs nœuds de confiance. Une me´trique de
confiance tre`s e´leve´e, existe aussi si le nœud a prouve´ sa
coope´ration et son bon comportement. Si un nouveau nœud est
ajoute´ a` la liste des nœuds de confiance par un ou plusieurs
nœuds de confiance, les autres nœuds doivent mettre a` jour
leurs listes des nœuds de confiance. Chaque nouveau nœud
inconnu doit commencer par une faible me´trique de confiance
(Tm = 0.1).
Nous de´finissons cinq roˆles diffe´rents dans chaque cluster.
Chaque roˆle ne´cessite une valeur de me´trique de confiance
particulie`re.
1) CAk : C’est l’autorite´ de certification du groupe k qui
certifie les cle´s publiques des nœuds appartenant au
meˆme groupe. Le CAk a une me´trique de confiance
plus e´leve´ (Tm(k) = 1).
2) RAi,k : C’est l’autorite´ d’enregistrement du groupe k
assure´e par le nœud de confiance (i) avec Tm(i) = 1.
Le but principal du RA est de prote´ger le CA contre les
diffe´rents types d’attaques.
3) GWi,j : C’est le nœud passerelle (g) qui assure la
connection entre deux diffe´rents groupes (i) et (j). Les
nœuds passerelles doivent eˆtre certifie´s par au moins
deux CA et leur Tm(g) ∈ [0.7 − 1.0].
4) MNi,k : C’est le nœud membre (i) qui appartient
au groupe (k), il posse`de une me´trique de confiance
moyenne Tm(i) ∈ [0.5 − 0.7]. Le nœud (i) peut
communiquer dans le groupe (k) et a` l’exte´rieur du
groupe.
5) V Ni,k : C’est le nœud visiteur (i) qui appartient au
groupe (k), qui posse`de la plus faible me´trique de
Journées Doctorales Informatique et Réseaux - JDIR'07
54
confiance. Le nœud (i) ne peut pas communiquer a`
l’exte´rieur du groupe (k).
La figure 1 ci-dessous montre le diagramme de transition
d’un status a` un autre. La transition entres les diffe´rents statuts
est base´e sur le comportement des nœuds et leur coope´ration,
sauf pour le statut CA qui ne´cessite une e´lection entre les
nœuds de confiance.
Fig. 1. Diagramme de transition d’e´tat
1) Monitoring: Pour assurer les transitions entre les statuts,
un processus de monitoring est ajoute´ pour superviser le
comportement des nœuds. Chaque nœud avec une certaine
me´trique de confiance peut surveiller ses voisins qui disposent
de me´triques de confiance infe´rieures a` la sienne. La figure 2
montre la possibilite´ des nœuds qui posse`dent un certain statut
de surveiller les nœuds ayant d’autres statuts infe´rieurs. Le
Fig. 2. Sche´ma de monitoring
nœud avec le statut CA peut surveiller tous les autres nœuds
et meˆme les nœuds qui posse`dent le meˆme statut que lui (CA).
Les nœuds qui posse`dent le statut RA peuvent surveiller les
nœuds {GW, MN, VN} ; de meˆme les nœuds avec le statut
GW peuvent surveiller les statuts {MN, VN}. Enfin, les nœuds
avec le statut MN ne peuvent surveiller que le statut VN mais
les nœuds dont le statut est VN ne peuvent surveiller aucun
statut.
Dans le mode`le de confiance que nous proposons, la relation
de confiance entre les clusters est assure´e par les nœuds qui
posse`dent le statut CA. Un nœud CA peut recommander a` un
autre CA un noeud qui appartient a` son cluster et qui posse`de
un certain niveau de confiance. Les nœuds avec le statut RA
peuvent recommander des nœuds au CA.
2) Chemin de confiance: La confiance d’un chemin dans
le re´seau de´pend de la chaıˆne de confiance qui forme le
chemin. Par exemple, la communication entre les clusters est
base´e sur l’e´valuation du chemin de confiance entre les nœuds
CA. L’e´valuation de la confiance entre deux nœuds consiste
a prendre la plus petite valeur parmi les deux me´triques de
confiance (ex. la confiance entre RA et GW est min(1, w)
telle que w ∈ [0.7− 0.9]). La figure 3 montre deux exemples
(a) et (b) pour e´valuer les chaıˆnes de confiance (TC). Nous
remarquons que TC(a) > TC(b), car la taille de chemin dans
l’exemple (b) est plus petite que celle de (a), et aussi le fait
d’avoir un nœud avec une faible me´trique de confiance dans
le chemin diminue le niveau de confiance du chemin.
Fig. 3. Exemples des chaıˆnes de confiance
3) DDMZ (Dynamique Demilitarized Zone): La DDMZ est
de´finie comme une zone a` un saut du nœud CA. Elle est
forme´e par au moins un nœud de confiance et plus pre´cise´ment
avec un statut RA. Le but de la DDMZ est de filtrer les
communications entre le nœud CA et les autres nœuds dont
la me´trique de confiance est faible. Tous les nœuds visiteurs
doivent passer par la DDMZ pour demander leur certificat.
La figure 4 montre un exemple de DDMZ compose´ de deux
nœuds RA {2,4}, dans un cluster de taille 2 (2 sauts). Le
nœud (3) dont le statut est visiteur ne peut pas communiquer
directement avec le nœud CA (1), il doit passer par la DDMZ
plus exactement par le nœud (4).
Fig. 4. Exemples d’un cluster avec la DDMZ
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B. Algorithme distribue´ d’e´lection se´curise´e (ADES)
L’e´lection des nœuds CA est assure´e par l’algorithme
se´curise´ d’e´lection dont les re`gles principales sont :
1) Seulement les nœuds de confiance (Tm(i)=1) qui
peuvent eˆtre candidats au statut CA.
2) Chaque chef de groupe est le CA d’un seul groupe.
3) Tous les nœuds de confiance voisins au nœud CA
peuvent devenir RA dans le groupe.
4) Les nœuds qui appartiennent au groupe doivent eˆtre a`
(d) sauts du nœud CA tels que (d) est la taille du groupe
a` de´finir.
Notre algorithme est base´ sur l’e´mission pe´riodique des pa-
quets balise par les nœuds de confiance vers leurs voisins a`
chaque pe´riode de temps pre´-de´finie. Chaque paquet balise
contient les informations ne´cessaires pour l’e´lection d’un
nœud CA. La se´lection d’un nœud CA est base´e sur deux
crite`res principaux, la se´curite´ et la stabilite´.
Le parame`tre de la se´curite´ de´pend de la me´trique de
confiance, uniquement les nœuds (i) avec Tm(i) = 1 et au
moins un nœud de confiance comme voisin direct qui peuvent
se pre´senter comme candidats pour devenir un CA dans un
groupe. Cette condition est ne´cessaire pour la formation des
groupes. Pour renforcer la se´curite´ et augmenter la dispo-
nibilite´ de la DDMZ du groupe, l’algorithme se´lectionne le
candidat avec un nombre maximum de voisins de confiance,
cela indique aussi le degre´ de confiance dans le groupe.
Le parame`tre de la stabilite´ est tre`s important pour la
formation des groupes, ce parame`tre est de´fini comme la dure´e
de vie d’un groupe. Plusieurs strate´gies sont utilise´es par des
algorithmes propose´s dans la litte´rature, comme : Lowesr-ID
[6], l’ide´e consiste a` se´lectionner le nœud dont l’identite´ est la
plus petite. Connectivity maximal (Max-connectivity) permet
de se´lectionner le nœud dont le degre´ de connection est le
plus e´leve´ [10]. Dans notre algorithme, nous avons adopte´ la
me´trique de mobilite´ comme parame`tre de stabilite´ [3], car
cette me´trique donne des bons re´sultats compare´e a` Lowest-
ID et Max-connectivity, jusqu’a 33% de re´duction du nombre
de changements des chefs de groupe.
La me´trique de mobilite´ est base´e sur le niveau de puissance
du signal a` la re´ception sur chaque nœud (RxPr), c’est un
indicatif de distance relative entre les nœuds e´metteurs et
re´cepteurs. Le ratio RxPr entre les transmissions de deux
paquets successifs, donne une connaissance sur la mobilite´
relative entre deux nœuds voisins X et Y [3].




Le calcul de la mobilite´ relative d’un nœud Y par rapport a`
ses (m) voisins, consiste a` calculer la variance de l’ensemble









Une faible valeur de RMY indique que Y est moins mobile
par rapport a` ses voisins. Par contre, une grand valeur de RMY
montre que le nœud Y est tre`s mobile par rapport a` ses voisins.
Chaque nœud de confiance candidat a` l’e´lection pour le roˆle
de CA, transmet son paquet balise d’e´lection qui contient les
informations suivantes :
– ID du candidat : l’identite´ du nœud candidat au roˆle de
CA.
– Hop-Count : nombre de sauts vers le nœud CA.
– DTN : Degre´ de confiance, c’est le nombre de nœuds de
confiance voisins au nœud candidat.
– RM : la mobilite´ relative, pour indiquer la stabilite´ du
nœud candidat par rapport a` ses voisins.
– ID-num : c’est le nume´ro de se´quence du beacon qui
est incre´mente´ par un a` chaque nouveau paquet balise
transmis par le candidat.
– MAC (Message Authenticated Code) : pour authentifier
le paquet balise et aussi pour ve´rifier l’inte´grite´ de ses
informations. Le nœud candidat doit utiliser sa cle´ prive´e
pour ge´ne´rer le MAC du paquet balise.
(MACK−[CA, Hopcount, DTN, RM, ID − num])
Initialement, chaque nœud de confiance envoie deux paquets
”hello” successivement pour calculer la mobilite´ relative RM.
Puis, il annonce sa candidature au roˆle de CA, cela par la
ge´ne´ration de son propre paquet balise d’e´lection. Quand les
nœuds de confiance rec¸oivent des paquets balise de la part
de leurs voisins, ils effectuent notre algorithme d’e´lection et
de formation de groupe pour de´finir leur statut : CA (leader
de groupe), RA ou juste membre du groupe. La de´cision
de´pend des parame`tres de se´curite´ et de stabilite´. Lorsqu’il
y a compe´tition entre deux candidats, le nœud avec le nombre
de nœuds de confiance voisins le plus petit et avec la mobilite´
relative la plus e´leve´e perd la compe´tition et devient soit RA
soit un MN, cela de´pend du nombre de sauts par rapport au
nœud qui a gagne´ l’e´lection. Si c’est un nœud situe´ entre deux
groupes adjacents alors il peut devenir passerelle (GW).
L’algorithme 1 ci-dessous est exe´cute´ par chaque nœud de
confiance (Tm=1) a` la re´ception d’un paquet balise dont le
nombre de sauts est infe´rieur a` (d) (taille du cluster).
Dans le but de de´tecter le changement de topologie, nous
proposons l’algorithme 2. Le de´placement du nœud CA est
de´tecte´ par ses voisins de confiance, si les nœuds RA ne
rec¸oivent pas les paquets balise pendant un temps pre´-de´fini,
cela implique que le nœud CA n’est plus disponible. Aussi,
les nœuds du groupe peuvent de´tecter la mobilite´ des nœuds
RA, cela par la non re´ception des paquet balise en provenance
de ces nœuds. La mobilite´ des nœuds CA et RA est tre`s
importante pour la dure´e de vie du groupe et sa stabilite´.
Chaque nœud appartenant au groupe avec un statut autre que
RA ou CA doit recevoir les paquet balise venant du nœud
CA a` chaque pe´riode de temps pre´-de´finie. Il doit ve´rifier
l’authentification et l’inte´grite´ de l’information du paquet
balise par l’utilisation de la cle´ publique du CA (KCA+).
Si la ve´rification est re´ussie alors le nœud re´cepteur met a`
jour les changements a` propos du nombre de saut vers le CA
(hop-count) ou un nouveau RA.
La figure 5 montre le re´sultat d’un exemple d’e´lection et de
division d’un re´seau sous forme de groupes dont la taille est
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Algorithm 1: Algorithme d’e´lection
Quand le nœud (j) rec¸oit un paquet balise du nœud (i);
begin
Authentication do if (Tm(i)! = 1) then
RejectBeacon() ; Goto(end);
else if (HopCount >= d) then
No−Competition ; Goto(end);
else if (RMi < RMj) OR ((RMi == RMj) AND
(DTNj < DTNi)) then
Accepter le nœud (i) comme CA;




HopCount(i) = HopCount + 1;
Status(j) = MN ;
else if (RMj < RMi) OR (DTNj > DTNi) then
Le nœud (j) rest candidat au CA;




de deux sauts. Les nœuds 2, 4, 5, 7, 8 et 3 sont des nœuds
d’un groupe dont le chef est le nœud 1 qui joue le roˆle d’un
CA. Les nœuds 3,6,10 et 11 sont des nœuds d’un groupe dont
le CA est le nœud 9. Les nœuds 2 et 4 sont des nœuds de
confiance avec le statut RA, et ils sont a` un seul saut de CA.
C’est aussi le cas du nœud 6. Le nœud 3 appartient au deux
clusters, il peut devenir un nœud passerelle s’il posse`de une
certaine me´trique de confiance et aussi, il doit eˆtre certifie´ par
les deux CA. Les nœuds visiteurs comme 5, 8, 7, 10 et 11 ne
peuvent pas communiquer directement avec le CA, malgre´ le
fait que les nœuds 5 et 10 sont des voisins de CA.
Fig. 5. Un exemple de formation des clusters a` deux sauts
IV. EVALUATION DE PERFORMANCE
Nous avons inte´gre´ nos algorithmes de´crits pre´ce´demment
dans le simulateur re´seau (NS-2) [15]. Pour ge´ne´rer le mode`le
Algorithm 2: Algorithme execute´ par le nœud si ses RA
ou CA ne sont plus disponible
Si le nœud (i) ne rec¸oit pas de paquet balise de CA apre`s
certain temps pre´-de´finie;
begin
if Il peut atteindre CA avec un autre RA then
Garder le CA actuel;
Mettre a` jour le nœud RA et Hopcount;
else if Il peut trouver un autre CA then
Joindre le nouveau CA;
if (Tm(i) == 1) then
if (HopCount == 1) then
Status(i) = RA NODE;
HopCount(newCA) = 1;
else
Status(i) = MN ;
HopCount(newCA) = HopCount + 1;
else





Nombre des nœuds (N) 50
Taille de la surface (mxn) 670x670m2
Vitesse de mobilite´ 20 m/sec
Porte´e de transmission 10 m - 125 m
Interval de diffusion (BI) 0.75-1.25 s
Interval de de´couverte 10*BI s
Pe´riode de contention 3.0 s
Temps de simulation 300 s
de mobilite´, nous avons utilise´ CMU pour simuler nos al-
gorithmes. Les sce´narios de simulation sont ge´ne´re´s avec les
parame`tres cite´s dans le tableau I. Le de´placement des nœuds
est ge´ne´re´ ale´atoirement (Random waypoint) et de manie`re
continue pendant les simulations.
La figure 6 montre la comparaison entre notre algorithme
et deux autres algorithmes : MOBIC [3] et Lowest-ID [6].
Nous remarquons une grande diffe´rence au niveau de la porte´e
de transmission a` 50 m, cela est duˆ a` notre condition de
formation de groupe (clusters), un nœud de confiance tout
seul ne peut pas former son propre groupe, il doit avoir au
moins un nœud voisin de confiance. Dans cette simulation, le
nombre de groupes forme´s ne doit pas de´passer 25 groupes.
Cependant, avec la porte´e de transmission entre 50 et 125 m, le
nombre de groupes diminue et lorsque la porte de transmission
de´passe les 150 m, le re´seau devient plus stable et le nombre
de groupes devient plus ou moins stable. Avec des groupes
de taille e´gale a` 2 sauts, nous obtenons moins de groupes que
dans le cas de MOBIC [3] et Lowest-ID [6].
La figure 7 montre le nombre moyen de diffe´rents statuts des































Fig. 6. Comparaison entre les algorithmes de formation des clusters
nœuds dans le re´seau. Les nœuds isole´s sont des nœuds qui
ne peuvent joindre aucun groupe. Nous remarquons que le
nombre moyen des nœuds isole´s diminue lorsque la porte´e de
transmission diminue. Les autres statuts de nœuds augmentent
quand nous augmentons la porte´e de transmission. Pour avoir
une meilleure configuration afin de se´curiser le re´seau, nous
devons diminuer le nombre de nœuds isole´s, car plus le






















Portee de transmission (m)
Les noeuds CA
Les noeuds isoles (mode PGP)
Les noeuds avec le statut (RA+MN)
Fig. 7. Nombre moyen de diffe´rents statuts des nœuds
V. DISCUSSION ET ANALYSE
La se´curite´ de l’architecture qu’on propose de´pend prin-
cipalement du mode`le de confiance. La pre´sence d’un grand
nombre de nœuds de confiance augmente le niveau de se´curite´
du re´seau. Les nœuds avec une faible me´trique de confiance
ne peuvent pas participer a` l’e´lection du nœud CA. Seuls les
nœuds de confiance peuvent eˆtre candidats au roˆle de CA.
Si un nœud malicieux tente de s’introduire dans le processus
d’e´lection, cela soit par l’annonce de sa candidature soit par la
manipulation non autorise´e de l’information des paquets balise
d’e´lection, les nœuds de confiance le de´tectent au niveau de
la phase d’authentification dans l’algorithme 1. Supposons que
les nœuds malicieux ont re´ussi a` former leurs groupes et qu’ils
tentent de communiquer avec d’autres groupes, les nœuds
CA des groupes de destination authentifient le nœud CA du
groupe source, enfin, selon le re´sultat de l’authentification et
apre´s l’e´valuation de la me´trique de confiance, les nœuds CA
de´cident d’accepter ou de rejecter la communication.
L’attaque de type de´ni de service (DoS) sur le nœud CA
est e´vite´e par la DDMZ. Cette dernie`re consiste a` filter toutes
les requeˆtes venant des nœuds de faible niveau de se´curite´. La
robustesse de la DDMZ de´pend du nombre de nœuds RA qui
collaborent entre eux dans le but de prote´ger le nœud CA. Si
un nœud malicieux tente d’usurper l’identite´ des nœuds CA ou
RA, il sera de´tecte´ et isole´ par le processus de monitoring. Un
nœud malicieux peut usurper l’identite´ d’un nœud de confiance
le´gitime, s’il re´ussit a` avoir sa cle´ prive´e. Pour qu’un nœud
malicieux re´ussisse a` compromettre tout le re´seau, il doit
compromettre tous les nœuds CA.
Le nombre de groupes forme´s par notre approche est en
relation avec le nombre de nœuds de confiance ainsi que leur
mobilite´. Si nous avons K nœuds de confiance, le nombre
maximum de groupes sera K/2 si K est un nombre pair et
(K−1)/2 si K est impair. La taille de groupe doit eˆtre adapte´e
au nombre de nœuds de confiance pour mieux se´curiser le
nœud CA. La pre´sence de deux nœuds de confiance est
la configuration minimale pour la formation d’un groupe,
mais cette configuration doit suivre le nombre de nœuds de
confiance et les autres.
Avec notre architecture, nous pouvons utiliser la cryptographie
a` seuil dans chaque groupe apre`s l’e´lection du nœud CA.
Ce dernier divise sa cle´ prive´e a` (n) fragments de cle´ et
l’association de (k) cle´s ge´nere la cle´ prive´e du CA.
L’approche de notre architecture oblige les nœuds a` collabo-
rer et a` adopter un bon comportement pour l’obtention d’un
niveau de confiance plus e´leve´. Chaque nœud inconnu doit
commencer avec le statut visiteur dont le niveau de confiance
est le plus bas.
Dans le but de calculer le niveau de confiance de la
proce´dure d’authentification entre les groupes, nous calculons
la qualite´ d’authentification (QoA). Pour cela, nous appliquons
un facteur d’atte´nuation a` la chaıˆne de confiance [7] [4]. Ce
facteur est (1 − p)d−1, avec (p) probabilite´ d’existence de
nœud compromis ou malicieux et (d) longueur de la chaıˆne
de confiance.
QoA(V1 − V2) = TC(V1 − V2) ∗ (1 − p)
(d−1) (3)
Plus la chaıˆne de confiance est longue, plus le risque d’eˆtre
compromis est important. Donc, la taille du groupe doit eˆtre
choisie avec prudence.
La QoA entre deux groupes de´pend de la chaıˆne de confiance
(TC) qui relie les deux CAs des groupes et aussi le pour-
centage de pre´sence des nœuds malicieux dans le re´seau.
La communication entre les nœuds CAs doit passer par les
chaıˆnes de confiance dont le niveau de confiance est plus e´leve´.
La figure 8 ci-dessous de´crit la qualite´ d’authentification
(QoA) en fonction de la probabilite´ des nœuds malicieux.
Nous avons dessine´ les courbes dans le cas d’un groupe de
taille 1 ou 2 saut(s) avec un maximum et minimum de valeurs
de chaıˆne de confiance 1 et 0.49 (0.7*0.7) respectivement.
Nous remarquons, dans le cas d’un groupe a` 1 saut, que la
QoA de´croıˆt line´airement lorsque la probabilite´ de pre´sence
de nœuds malicieux est importante. Dans le cas d’un groupe
a` 2 sauts, nous remarquons que la QoA diminue rapidement
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Probabilite des noeuds malicieux
Taille de groupe=2 and min(TC)
Taille de groupe=2 and max(TC)
Taille de groupe=1 and min(TC)
Taille de groupe=1 and max(TC)
Fig. 8. QoA vs. probabilite´ des nœuds malicieux
le cas ge´ne´ral de la QoA avec diffe´rentes valeurs de TC et
la probabilite´ des nœuds malicieux. Nous comparons les trois
cas de taille de groupe 1, 2 et 3 sauts. Nous remarquons que
la meilleure valeur de la QoA est dans le cas d’un groupe avec
un seul saut et avec une faible probabilite´ des nœuds malicieux



















d=2 => Taille de groupe=1
d=4 => Taille de groupe=2
d=6 => Taille de groupe=3
Noeud malicieux
TC
Fig. 9. QoA vs. probabilite´ des nœuds malicieux et TC
D’apre`s les deux dernie`res figures 8 et 9, nous pouvons
conclure que, plus la taille du groupe est grande, plus le risque
d’avoir un QoA est faible.
VI. CONCLUSION
Dans cet article, nous avons propose´ une nouvelle archi-
tecture distribue´e base´e sur un mode`le de confiance et un
algorithme d’e´lection et de formation de groupes, dans le but
de distribuer l’autorite´ de certification (CA).
L’algorithme d’e´lection de formation des groupes et
d’e´lection de CA est base´ sur deux parame`tres : la se´curite´
et la stabilite´. La se´curite´ est un parame`tre lie´ au mode`le de
confiance, seuls les nœuds de confiance qui peuvent jouer le
roˆle de CAs. La stabilite´ est un facteur base´ sur la me´trique
de mobilite´ pour assurer la stabilite´ des groupes. Dans notre
approche, le mode`le de confiance est e´value´ par le processus
de surveillance (monitoring), qui permet aux nœuds avec un
niveau de confiance plus e´leve´ de surveiller les nœuds dont
le niveau de confiance est moins e´leve´. En plus, nous avons
propose´ un nouveau me´canisme DDMZ pour prote´ger les
nœuds CAs contre les attaques de types de´ni de service.
Ce me´canisme augmente la robustesse de se´curite´ dans les
groupes.
Notre architecture assure la se´curite´ et la disponibilite´ de
l’authentification dans chaque groupe. Cette architecture est
adapte´e au changement dynamique de topologie du re´seau.
Les re´sultats de la simulation montrent que l’algorithme que
nous avons propose´ pour la formation des groupes est mieux
que les algorithmes propose´s dans MOBIC [3] et Lowest-
ID [6]. Nous avons aussi remarque´ que la disponibilite´ et la
robustesse de la DDMZ de´pend de la porte´e de transmission et
du nombre de nœuds de confiance, ainsi que de leur mobilite´.
La stabilite´ des groupes permet de conserver l’e´nergie et
d’augmenter la dure´e de vie du re´seau.
Pour les perspectives de ce travail, nous allons e´tudier et
analyser notre architecture dans diffe´rents mode`les de mobilite´
et aussi e´valuer la re´sistance de la DDMZ face aux diffe´rents
types d’attaques comme le de´ni de service (DoS).
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