Separation logic is successful for software verification in both theory and practice. Decision procedure for symbolic heaps is one of the key issues. This paper proposes a cyclic proof system for symbolic heaps with general form of inductive definitions, and shows its soundness and completeness. The decision procedure for entailments of symbolic heaps with inductive definitions is also given. Decidability for entailments of symbolic heaps with inductive definitions is an important question. Completeness of cyclic proof systems is also an important question. The results of this paper answer both questions. The decision procedure is feasible since it is nondeterministic double-exponential time complexity.
Introduction
Separation logic is successful for software verification [22, 4, 5] . Several systems based on this idea have been actively investigated and implemented. One of the keys in these systems is the entailment checker that decides the validity for a given entailment of symbolic heaps.
The paper [17] proposed the system SLRD btw , which is the first decidable system for entailment of symbolic heaps with general form of inductive definitions. We call the conditions imposed in [17] for restricting the class of inductive definitions by a bounded treewidth condition. The inductive definitions without any restriction cause undecidability [1] . The bounded treewidth condition is one of the most flexible conditions for a decidable system.
A cyclic proof system [7] can give us efficient implementation of theorem provers. On the other hand, the completeness and the decidability of provability are not known for any cyclic proof system. Hence it is a challenging problem to find some complete cyclic proof system and some decidable system for symbolic heaps with general form of inductive definitions.
Our contribution is to solve these problems, namely, to propose a cyclic proof system CSLID ω for symbolic heaps with inductive definitions, to prove its soundness theorem and its completeness theorem, and to give its decision procedure.
Our first ideas are as follows: (1) We define inductive definition clauses so that the unfolding determines the root cells of children. (2) We use unfold-match and split, namely, first unfold inductive predicates on both sides (antecedent and succedent), next remove the same x → ( ) on both sides, then split the entailment by separating conjunction. (3) We do proof-search by going up from the conclusion to the assumption in an inference rule. We will show the termination by defining normal forms and showing the set of those possibly used during computation is finite. This shows the termination since (a) every path of potentially infinite length contains infinite number of normal forms, (b) the set of normal forms is finite, (c) hence there is some repetition of normal forms in the path, (d) hence in the path some subgoal of the repetition is eventually discharged by cyclic proof mechanism. (4) We also show (selective) local completeness of each application of rules used in each step. By this and termination, we will show the completeness.
Our main ideas are as follows. Each of them is new. All of these techniques together make an algorithm based on those first ideas a real algorithm. (1) We will introduce atomic formulas t ↓ and t ↑ which mean t is in the heap and t is not in the heap respectively, and put ↓ or ↑ for each variable in both antecedent and succedent. (2) When we unfold the succedent, to keep validity, we need disjunction in the succedent. So we will introduce disjunction in the succedent. (3) We will propose a new ( * )-split rule for disjunction. As far as we know, no ( * )-split rule has not been proposed for disjunction. (4) We will introduce a factor rule. Roughly speaking, if the candidate of a common root is x but it does not appear in some disjunct P (y), we transform this disjunct into (Q(x)- * P (y)) * Q(x) so that the disjunct has the root x. (5) For splitting existential scopes, we transform ∃w((P (x, w) ∧ w ↓) * Q(y, w)) into ∃w((P (x, w) ∧ w ↓) * (Q(y, w) ∧ w ⇑)) and it into ∃w((P (x, w) ∧ w ↓)) * ∃w((Q(y, w) ∧ w ⇑)). We will show these transformations keep equivalence. (6) We eliminate a disjunct that is a renaming of another disjunct, and moreover we will show that this elimination keeps validity.
For unfold-match and removing →, we need some conditions (strong connectivity, decisiveness) to the class of inductive definitions besides the bounded treewidth condition. The establishment condition in the bounded treewidth condition is checked by considering the set of inductive definitions, and it is not locally checked by the shape of each definition clause. Our condition is a local version of the bounded treewidth condition. These additional conditions are not so restrictive and our class of inductive definitions is still quite large, since our class contains doubly-linked lists, skip lists, and nested lists.
The decision procedure is feasible since it is double-exponential time complexity. Several entailment checkers for symbolic heaps with inductive definitions have been discussed. Most of them do not have general form of inductive definitions and have only hard-coded inductive predicates [19, 20, 21, 4, 5, 14, 15, 16] . The entailment checkers for general form of inductive definitions are studied in [12, 13, 17, 18, 24, 8, 9] . The engines of the system SLRD btw [17, 18] and the system in [24] are both model theoretic, and they are decidable systems. The systems in [13, 8, 9] use cyclic proofs, but neither of them is a complete system. [12] is based on ordinary sequent calculus and is not complete.
The cyclic proofs have been intensively investigated for the first-order predicate logic [7, 9, 2, 23, 3] , a bunched implication system [6] , and a symbolic heap system [8, 9] . Section 2 defines separation logic with inductive definitions. In Section 3, we extend our language, in particular, we give definition clauses for the strong wand. Section 4 defines the system CSLID ω . Section 5 shows soundness of the factor rule. Section 6 proves soundness of the existential amalgamation rules. Section 7 proves soundness of the ( * )-split rule. Section 8 proves the soundness of the system. Section 9 gives a satisfiability checker. In Section 10, we define normal forms and groups, give the decision algorithm of validity, and shows its partial correctness, loop invariants and termination. Section 11 proves a property for constant store validity. Section 12 explains cones. Section 13 proves local completeness of the factor rule. Section 14 shows local completeness of the unrelated introduction. Section 15 shows selective local completeness of the rule ( * )-split. Section 16 shows properties for elimination of fresh variables in the succedent. Section 17 proves completeness of CSLID ω . We conclude in Section 18.
Symbolic Heaps with Inductive Definitions
This section defines symbolic heaps, inductive definitions, and their semantics. We will use vector notation − → x to denote a sequence x 1 , . . . , x k for simplicity. | − → x | denotes the length of the sequence. Sometimes we will also use a notation of a sequence to denote a set for simplicity. We write ≡ for the syntactical equivalence.
Language
Our language is a first order logic with a new connective * and inductive predicates, and defined as follows.
First-order variables Vars ::= x, y, z, w, v, . . .. Terms t, u, p, q, r ::= x | nil. Inductive Predicate Symbols P, Q, R. We define formulas F, G of separation logic as those of the first-order language generated by the constant nil, the propositional constant emp, predicate symbols =, →, P ,Q,. . ., and an additional logical connective * . We write t = u for ¬t = u. We assume some number n cell for the number of elements in a cell.
Pure formulas Π ::
We suppose * binds more tightly than ∧. We will sometimes write P (t) for P (t, − → t ). We write * i∈[1,n] P i (x i ) for P 1 (x 1 ) * . . . * P n (x n ). Similarly we write * i∈I P i (x i ). We write Π ⊆ Π ′ when all the conjuncts of Π are contained in those of Π ′ . qf-Symbolic Heaps A, B ::= Π ∧ Σ | Σ.
Symbolic Heaps φ ::
, where
We call the first argument of a spatial atomic formula except emp a root. The strong connectivity implies the bounded treewidth condition. The decisive condition is that in every definition clause, all existential variables must occur in − → u where the definition clause has x → ( − → u ). It is similar to the constructively valued condition in [11] . This condition guarantees that the cell at address x decides the content of every existential variable.
We give some examples of the inductive definitions in the following. The list segment is definable: ls(x, y) = def x → y ∨ ∃z(x → (z) * ls(z, y)).
The doubly-linked list is definable:
The nested list is definable:
The following nested list segment is also definable.
The skip list is definable:
The examples in [8] are definable in our system as follows: List, ListE, ListO are definable, RList is not definable. DLL, PeList, SLL, BSLL, BinTree, BinTreeSeg, BinListFirst, BinListSecond, BinPath are not definable but will be definable in a straightforward extension of our system by handling emp in the base cases.
We prepare some notions. We define P (m) by
where
is m-time unfold of P . We define F (m) as obtained from a formula F by replacing every inductive predicate P by P (m) . We define ( = (T 1 , T 2 )) as t1∈T1,t2∈T2,t1 ≡t2 t 1 = t 2 . We write x = T for ( = ({x}, T )).
We define ( = (T )) as ( = (T ∪ {nil}, T ∪ {nil})).
Semantics
This subsection gives semantics of the language.
We define the following structure: Val = N , Locs = {x ∈ N |x > 0}, Heaps = Locs → f in Val n cell , Stores = Vars → Val. Each s ∈ Stores is called a store. Each h ∈ Heaps is called a heap, and Dom(h) is the domain of h, and Range(h) is the range of h. We write h = h 1 + h 2 when Dom(h 1 ) and Dom(h 2 ) are disjoint and the graph of h is the union of those of h 1 and h 2 . A pair (s, h) is called a heap model, which means a memory state. The value s(x) means the value of the variable x in the model (s, h). Each value a ∈ Dom(h) means an address, and the value of h(a) is the content of the memory cell at address a in the heap h. We suppose each memory cell has n cell elements as its content.
The interpretation s(t) for any term t is defined as 0 for nil and s(x) for the variable x. For a formula F we define the interpretation s, h |= F as follows.
We write A |= B 1 , . . . , B n for ∀sh(s, h |= A → ((s, h |= B 1 ) ∨ . . . ∨ (s, h |= B n ))). The entailment A ⊢ B 1 , . . . , B n is said to be valid if A |= B 1 , . . . , B n holds. Our goal in this paper is to decide the validity of a given entailment.
For saving space, we identify some syntactical objects that have the same meaning, namely, we use implicit transformation of formulas by using the following properties: ∧ is commutative, associative, and idempotent; * is commutative, associative, and has the unit emp; = is symmetric; Π∧(F * G) ↔ (Π∧F ) * G; ∃xG ↔ G, ∃x(F ∧ G) ↔ ∃xF ∧ G, and ∃x(F * G) ↔ ∃xF * G, when F, G are formulas and x / ∈ FV(G); ∃xyF ↔ ∃yxF . We also identify the succedent of an entailment with a set of disjuncts instead of a sequence of disjuncts.
Language Extension

Extended Language
In this section, we extend our language from symbolic heaps by ↓ and L and - * s , which is necessary to show the completeness.
We extend inductive predicate symbols with
. . , Q m , P are original inductive predicate symbols.
We call m the depth of wands. We write
For a sequence R = R 1 , · · · , R n of predicates, we write R- * P for R 1 - * · · · - * R n - * P .
We extend our first-order language with the extended inductive predicate symbols and unary predicate symbols ↓ and L. t ↓ means that t is in Dom(h) and L(t) means that t is in Range(h) − Dom(h) (the leaves of h). We write t ↑ for ¬t ↓. We write t ⇑ for t ↑ ∧¬Lt.
We write Σ, A, B, φ for the same syntactical objects with the extended inductive predicate symbols. We use X, Y for a finite set of variables and write X ↑ for {t ↑ | t ∈ X}. X ↓ and X ⇑ are similarly defined. We write ∃ − → x ↓ for ∃ − → x ( − → x ↓ ∧ . . .). Similarly we write ∃ − → x ⇑.
We define: P ::= → | P where P varies in inductive predicate symbols, ∆ ::= P( − → t ) ∧ X ↓, and Γ ::= ∆ | Γ * Γ, and ψ ::= Y ↑ ∧Π ∧ Γ, and Φ :
We define entailments as ψ ⊢ Φ 1 , . . . , Φ n . We write J for an entailment. In ψ, Φ, we call Γ a spatial part and Π a pure part. We define Roots(X ⇑ ∧Y ↑ ∧Π ∧ * i∈I (P i (
Then we define Roots(∃xΦ) = Roots(Φ) if x / ∈ Roots(Φ), and undefined otherwise. We define Cells(X ⇑ ∧Y ↑ ∧Π ∧ * i∈I (P i (x i ) ∧ X i ↓ )) = i∈I X i . Then we define Cells(∃xΦ) = Cells(Φ) − {x}.
We write (Roots + Cells)(F ) for Roots(F ) + Cells(F ) and call them address variables of F . We define a substitution as a map from the set of variables to the set of terms. For a substitution θ, we define Dom(θ) = {x|θ(x) ≡ x} and Range(θ) = {θ(x)|x ∈ Dom(θ)}. We define a variable renaming as a substitution that is a bijection among variables with a finite domain.
For saving space, we identify some syntactical objects that have the same meaning, namely, we use implicit transformation of formulas by using the following properties:
Strong Wand
This section gives the definition clauses for inductive predicates that contain the strong wand.
Definition 3.2
The definition clauses of Q(y, − → w )- * s P (x, − → y ) are as follows:
is inductively defined by the definition clauses obtained by removing Q(y) from the definition clauses of P (x). Q(y)- * s P (x) plays a similar role to the ordinary magic wand Q(y)- * P (x), but it is stronger than the ordinary magic wand and it is defined syntactically. Roughly speaking, it is defined to be false if it cannot be defined syntactically.
Note that
are equivalent, which will be shown by Lemma 5.1.
System CSLID ω
This section defines our logical system CSLID ω .
Inference Rules
This subsection gives the set of inference rules. We define Dep(P ) as the set of inductive predicates symbols that appear in the unfolding of P . We write F [F ′ ] to explicitly display the subformula F ′ in F . We write T for a finite set of terms. We say Φ is equality-full when Π contains ( = ( − → y , V ∪ − → y ∪ {nil})) where Φ is ∃ − → x ∃ − → y ⇑ (Π ∧ Γ) and V = FV(Φ). We write Π The inference rules are given in the figure 1. The rule (Factor) derives P (t) from (Q(y)- * s P (t)) * Q(y) where we list up all the cases for Q(y) in the disjunction. The rules (∃ Amalg1, 2) amalgamate ∃x's under some condition, which guarantees that existentials have the same values. The rule ( * ) is a new split rule since it handles disjunction in the succedent. The other rules are standard.
Proofs in CSLID ω
This subsection defines a proof in CSLID ω .
Definition 4.1 We define a bud and a companion in the same way as [7] . For CSLID ω , we define a cyclic proof to be a proof figure by the inference rules without any open assumptions where each bud has a companion below it and there is some rule ( * →) between them.
Instead of the global trace condition in ordinary cyclic proof systems [7] , CSLID ω requires some ( * →) rule between a bud and its companion.
Preparation for Soundness Proof
The following is a key notion for simple soundness proof.
We call a rule m-sound when the following holds: if all the assumptions are m-valid then the conclusion is m-valid.
There is a such that a = s(T ) and / ∈ Dom(h) ∪ Range(h) since the set of addresses is infinite. Then
Hence
Lemma 4.5 If
Proof. By induction on |h|.
Soundness of Rule (Factor) and Properties for Strong Wands
We prove some properties for strong wands.
R . This is shown in the next lemma.
Lemma 5.1 The definition clauses of
(with some permutation) and
Proof. By induction on the length of
of P , and some divisions
By the definition of the strong wand, we have two cases for the definition clauses of
is empty and R ′ = Q 1j , and the clause is
This is (#) for the division
The following shows what is derived from the strong wand.
Proof. We prove s, h |= LHS implies s, h |= RHS by induction on the size of h. Suppose s, h |= LHS, then we have some
By the definition of the strong wand, we have the following two cases. Case 1. We have
. We also have
since none of − → r , r Q occurs in
Since s ′ , h |= − → w = − → s Q and s ′ (r Q ) = s(y), we have
and hence,
which is a definition clause of
, and we have some
We also have
since none of − → r , r occurs in
. Therefore, we have
by IH. Hence, we have
and then
by Lemma 5.1. ✷ By the previous two lemmas, we have
The following shows what derives the strong wand.
Proof. We prove s, h |= LHS implies s, h |= RHS by induction on the size of h.
for some definition clause
of P and some division
Since s ′ |= x = y, we have y ∈ dom(h Ak ) for some k, and hence we have
We show
is a definition clause of P . Consider the division
, and it is sufficient to show that
which follows from
Therefore, we have
and hence
Case s ′ (y) = b Ak . In this case, we have
There exists − → c such that
and then we have
, and then we have
✷ Lemma 5.4 (Soundness of Rule (Factor)) The rule (Factor) is m-sound.
Proof. Assume the antecedent of the conclusion is true at (s, h) and |Dom(h)| ≤ m in order to show the succedent of the conclusion is true at (s, h). Then the antecedent of the assumption is true at (s, h). Then the succedent of the assumption is true at (s, h). By Lemma 5.2 the succedent of the conclusion is true at (s, h). ✷ 6 Soundness of Rules (∃ Amalg1, 2) Lemma 6.1 (1) If F is a formula constructed from =, =, emp, →, ∧, ∨, * , ∃x ↓, and T = FV(F ) ∪ {nil} − − → y , and − → a / ∈ s(T ) ∪ Dom(h) ∪ Range(h), and − → a are different from each other, and 
, and (x = FV(∃x ⇑ Φ 2 )) ⊆ Φ 1 , and ∃x ⇑ Φ 2 is equality-full, then ∃xΦ 1 * ∃x ⇑ Φ 2 → ∃x(Φ 1 * (x ⇑ ∧Φ 2 )).
Proof. (1) We show the claim by induction on
Case 2. emp. The claim immediately follows.
Since F does not contain − → y , the claim holds.
Case 4. t ↓.
t / ∈ − → y since s(t) ∈ Dom(h). Since F does not contain − → y , the claim holds. Case 5. u = t. If u, t / ∈ − → y , the claim immediately follows. If u ≡ t, the claim immediately follows. If u, t ∈ − → y and u ≡ t, it contradicts with ( = ( − → y , T ∪ − → y )). If u ∈ − → y and t / ∈ − → y , then t ∈ T , which contradicts with the assumption − → y = T .
Case 6. u = t. If u, t / ∈ − → y , the claim immediately follows. If u ≡ t, it contradicts with u = t. If u, t ∈ − → y and u ≡ t, s[ − → y := − → a ] |= u = t since − → a are different. If u ∈ − → y and t / ∈ − → y , then t ∈ T , so s[
We have − → a ∈ Dom(h) and − → b , c such that
Since − → a ∈ Dom(h), we have a = − → a . From the equality-fullness,
.
We have
There is a such that a / ∈ s(FV(
Assume
Then we have h 1 + h 2 = h such that
Then we have a ∈ Dom(h 1 ), b such that
We will show Claim 1:
If a = b, the claim immediately follows. Assume a = b.
We can show a / ∈ Range(h 2 ) as follows. Assume a ∈ Range(h 2 ) in order to show contradiction.
Hence we have shown the claim 1. Hence
Hence s, h |= ∃x(Φ 1 * (x ⇑ ∧Φ 2 )).
✷
Lemma 6.2 (Soundness of Rules (∃ Amalg1, 2)) The rules (∃Amalg1) and (∃Amalg2) are m-sound.
Proof. We consider both rules simultaneously. Assume the antecedent of the conclusion is true at (s, h) and |Dom(h)| ≤ m in order to show the succedent of the conclusion is true at (s, h). Then the antecedent of the assumption is true at (s, h). Then the succedent of the assumption is true at (s, h). By Lemma 6.1 (3) and (4) for (∃Amalg1) (∃Amalg2) respectively, the succedent of the conclusion is true at (s, h). ✷
Soundness of Rule ( * )
We will show the soundness of the rule ( * ). It is short but one of the most interesting parts in our contribution.
Lemma 7.1 For propositional variables
, the following is true in the propositional logic: 
Hence the negation of the left-hand side is true.
⇐=: Assume the i-th disjunct is true. For any I = I 1 + I 2 , i ∈ I 1 or i ∈ I 2 , so the conjunct of the left-hand side is true. ✷ Lemma 7.2 (Split Lemma) The rule
is m-sound.
Proof. For each I ′ ⊆ I, assume
We will show
Since this holds for each I ′ ⊆ I, by
This section proves the soundness theorem of CSLID ω . The soundness proof uses the fact that |Dom(h)| decreases upwardly by the rule ( * →). (2) Every rule except ( * →) is m-sound.
Proof.
(1) Assume the antecedent of the conclusion is true at (s, h) and |Dom(h)| ≤ m + 1 in order to show the succedent of the conclusion is true at (s, h). We have h 1 + h 2 = h such that the first conjunct is true at (s, h 1 ) and the second conjunct is true at (s, h 2 ). Then the antecedent of the assumption is true at (s, h 1 ). Since |Dom(h 1 )| ≤ m, the succedent of the assumption is true at (s, h 1 ). Hence the succedent of the conclusion is true at (s, h). 
Satisfiability Checking
This section gives a satisfiability checking procedure for ψ. For each inductive predicate symbol P of arity m and each n ≥ 0, we add an inductive predicate symbolP n of arity m + n. For simplicity, we writeP for everyP n , since n is determined by the number of arguments.
We define the definition clauses forP (x, − → x , − → y ) as the following (1) and (2) for each definition clause of P (x, − → x ). Let the definition clause of P (x, − → x ) be
(1) For each y, ( − → y i ) i such that the sequence y( − → y i ) i is a permutation of the sequence − → y and the sequence − → y i are in the same order as the sequence − → y , we define the definition clause ofP (x, − → x , − → y ) by
(2) For each ( − → y i ) i such that the sequence ( − → y i ) i is a permutation of the sequence − → y and the sequence − → y i are in the same order as the sequence − → y , we define the definition clause ofP (x, − → x , − → y ) by
Lemma 9.1 We have P (x, − → x ) ∧ − → y ↓↔P (x, − → x , − → y ).
Proof. →:
It is sufficient to show the following claim for all m. Claim 1:
. We show this claim by induction on m. Assume
If m = 0, the immediately holds. Assume m > 0. We have a definition clause of P (x, − → x )
Consider cases according to s(x) ∈ s( − → y ). Case s(x) ∈ s( − → y ). Let y ∈ − → y such that s(x) = s(y).
We have ( − → y i ) i such that y( − → y i ) i is a permutation of − → y , − → y i are in the same order as − → y and
Hence s, h |=P (m) (x, − → x , − → y ). Case s(x) / ∈ s( − → y ). We have ( − → y i ) i such that ( − → y i ) i is a permutation of − → y , − → y i are in the same order as − → y , and
By IH,
Hence s, h |=P (m) (x, − → x , − → y ). We have shown the claim 1.
←:
It is sufficient to show the following claim. (2) ofP (x, − → x , − → y ). Case (1) . Let the definition clause be
and
Hence s, h |= P (m) (x, − → x ) ∧ − → y ↓. Case (2) is similar to the case (1). We have shown the claim 2. ✷ We check the satisfiability of ψ by extending the decision procedure for the satisfiability of a symbolic heap given in [10] . 
Step 1. By using the Lemma 9.1 to eliminate ↓ keeping equivalence, we transform the goal into
where − → x i is a sequence of elements in X i .
Step 2. For each i ∈ I, we compute [
] by using the algorithm by [10] , and let it be B i .
Step 3. Try to find some (V i , Π i ) in B i for each i ∈ I such that V i and Y are disjoint under the equality of Π, and ⊗( i∈I V i ) ∧ Π ∧ i∈I Π i is satisfiable.
Step 4. If there are such (V i , Π i ) (i ∈ I), answer with "satisfiable". Otherwise, answer with "unsatisfiable".
Decision Algorithm
This section gives the algorithm to decide the validity of a given entailment. First define normal forms and groups, then define the algorithm, finally we will show the partial correctness, loop invariants, and the termination of the algorithm.
Normal Form and Group
This section defines a normal form and a group. In our proof search algorithm, a normal form is used as a bud in cyclic proofs and the termination will be proved by counting normal forms. Groups are used for the ( * ) rules to keep validity.
Definition 10.1 (Groups)
A variable group of ψ is defined to be the set (Roots+ Cells)(∆) of variables for some ∆ in ψ. A variable group of an entailment J is defined to be a variable group of the antecedent in J. A formula F in an entailment J is called a group when (Roots + Cells)(F ) is a variable group of J. In particular, the * -conjunct P (x) ∧ y 1 ↓ ∧ . . . ∧ y n ↓ in the antecedent is a group. A formula * i F i in an entailment J is called grouping when each F i is a group of J.
A variable group is the set of address variables that belong to some single ∆ in the antecedent. A group is a * -conjunction of formulas whose address variables are in a single group. (Γ 1 , Γ 2 ) is group-disjoint when their address variables are disjoint. (Φ 1 , Φ 2 ) is a group split by (Γ 1 , Γ 2 ) when they are split by their address variables according to variable groups of Γ 1 , Γ 2 . For a set V of variables, we define Let k max be the maximum arity for predicate symbols in the original language. For sets T, T ′ of terms, we define (= = (T, T ′ )) as the set of conjunctions of all combinations of t = u or t = u for t ∈ T, u ∈ T ′ . We define (= = (T )) as (= = (T ∪ {nil}, T ∪ {nil})). We write (Dom ∪ Range)(f ) for Dom(f ) ∪ Range(f ).
Definition of Algorithm
We say we apply a rule to a computation step when the input to the step is the conclusion of the rule and the output of the step are the assumptions of the rule.
All the functions are defined below. We describe functions in codes and then describe the same functions again in English for explanation. The algorithm of satisfiability check is given in Section 9. while S = ∅ do /* S a set of pairs of a subgoal J and a history H. J and elements in H are normal forms except the initial entailment. */ For each (J, H) ∈ S, copy the current process and continue the computation (namely, the current process becomes |S| processes by fork).
if there are some J ′ ∈ H and θ such that J ′ θ ≡ J then continue
Choose y ∈ Roots(ψ). /* There may be choices only for the first loop */
′′′ ∈ G, copy the current process and continue the computation (namely, the current process becomes |G| processes by fork).
where the predicate symbols − → Q , P are in the original language. Apply the following rule (BoundedFactor) to J.
. Do this for each ∃w produced by the previous step. return J end function function Unfold(J) /* (1) Unfold L and R */ let ψ ⊢ − → F be J. Choose x ∈ Roots(ψ) ∩ i Roots(Fi).
. Repeat this until this cannot apply anymore.
and x and y are in different groups then
, P (x, − → t ), y). else break end if end while /* (4) Existential Disequality */ /* We have = for every variable except − → z . − → x = − → z from the antecedent. − → y = − → z from − → y ↑ and − → z ↓. */ let ψ ⊢ − → Φ , ∃ − → x ∃ − → y ⇑ (Π ∧ * iΓi) be J where * iΓi is grouping.
). /* (7) ( * )-Split */ Repeatedly apply the following rule (Split) to J until the antecedent becomes a single group in order to generate a set G of sets of subgoals.
) is group-disjoint, and (Φ1i, Φ2i) (i ∈ I)) is group split by (Γ1, Γ2).
For explanations of these functions we give their English descriptions except Mainloop below.
function Main(A ⊢ − → B ) 1. In the antecedent A, consider cases by classifying all the free variables except the roots into Y ↑ and X i ↓ for each atomic spatial formula P i (x i ), and in each case, add Y ↑ ∧ and X i ↓ ∧ to the * -conjunct P i (x i ), and do the following.
2. In each disjunct of the succedent − → B , consider cases by classifying the address variables of the antecedent into X i and x i for each atomic spatial formula Q i (x i ), and in each case, generate a new disjunct by adding X i ↓ ∧ to the * -conjunct Q i (x i ), and do the following.
3. Consider cases by = and = for all the variables and nil, and in each case, add Π 1 ∧ to the antecedent where Π 1 is the conjunction of these = and =, and do the following.
4. If the antecedent is unsatisfiable, finish this case. 
Partial Correctness of Algorithm
We can show the correctness of the algorithm when it terminates with Yes. We will show the case with No in the completeness proof later. Proof. When the algorithm terminates with Yes, for each subgoal there is some process that terminates without fail.
For the input goal, the function Main generates subgoals for it. For each subgoal, the function MainLoop constructs its proof when it terminates without fail. In the while loop of the function MainLoop, for each subgoal (J, H) ∈ S, the function MainLoop proves J by using H as companions.
We can show that each step of the algorithm consists of applications of inference rules as follows. We consider each step of each function.
Function We will count numbers of normal forms up to variable renaming. We count ⇑ as a single predicate symbol.
First the maximum number k 1 of arguments for extended inductive predicates and the → predicate is ≤ k max (d + 1).
The number k 2 of extended inductive predicates and the → predicate is ≤ c d+1 4
. The number k 3 of * -conjuncts in Γ is 1 by the single group condition. The number k 4 of arguments in Γ is ≤ k 3 k 1 + c 1 , since the number of arguments for inductive or → predicates is ≤ k 3 k 1 and the number of arguments for ↓ is ≤ c 1 .
The number k 5 of variables in Γ is ≤ k 4 . The number k 6 of * -conjuncts in Φ i is ≤ k 3 + c 1 , since P (x) in Φ i implies x ∈ (Roots + Cells)(Γ). The number k 7 of arguments for inductive predicates and → in Φ i is ≤ k 1 k 6 , since the number of arguments for inductive or → predicates is ≤ k 1 and the number of the predicate symbols is ≤ k 6 .
The number k 8 of variables in ∃-body of Φ i is ≤ k 7 .
The number k 9 of disjuncts in the antecedent (namely |I|) is ≤ k k6 2 (k 8 + 1) k7 2 2k7 since the number of combination for inductive predicates and → is ≤ k k6 2 , the number of combination for their arguments is ≤ (k 8 + 1) k7 (note that +1 for nil), and the number of choice for existentials is ≤ 2 k7 for each of − → x and − → y ⇑.
k4 , since the number of combination for predicates is ≤ k 
Lemma 11.2 For a formula F in the extended language, s, h |= F and β : Locs → Locs is a bijection, then
Proof.
First we show: Claim 1: the claim holds when F does not contain inductive predicates. We can show the claim 1 by induction on F . Every case is straightforward. We show only the case ¬G.
Case ¬G.
Assume s, h |= ¬G in order to show β(s), β(h) |= ¬G. Then s, h |= G. Hence
We have proved the claim 1.
Next we show the claim of the lemma by induction on F . We show only the case of an inductive predicate. The other cases are proved straightforwardly. 
By taking s to be s 1 in the assumption,
Since every case leads to contradiction, we have
Cone
Definition 12.1 For a heap h and a ∈ Val, the heap h ⇓ a is defined as h| X where X is the least fixed point of
b ❀ c denotes (h(b)) k = c for some k. We call h ⇓ a a cone of root a in the heap h. For b ∈ h ⇓ a, the depth of b in h ⇓ a is defined as the least number d such that F d+1 (∅) ∋ b. We write b → c when b ❀ c and c ∈ Dom(h). We write ։ to the reflexive and transitive closure of →. We write
We write b → bk c ∈ h ⇓ a when b → c holds and b → tr c ∈ h ⇓ a does not hold.
For a heap h, a ∈ Val and S ⊆ Val, the heap h ⇓ S a is defined as (h| Dom(h)−(S−{a}) ) ⇓ a, and we call it a cone of root a with guard S in the heap h.
We write a ∈ h for a ∈ Dom(h), and h ⊆ h
(2) If h = h 1 + h 2 and Γ is Γ 1 * Γ 2 and for i = 1, 2
Then we have h i such that h = Σ i h i and
(2) We write RC for (Roots + Cells) for simplicity. By (1), h = x∈Roots(Γ) h ⇓ s(x).
Hence h = x∈RC(Γ) h ⇓ s(RC(Γ)) s(x).
We can show
as follows. Assume ⊇ in order to show contradiction. Then there is a / ∈ h 1 and a in the right-hand side. Hence a ∈ h 2 . Hence there is x ∈ RC(Γ 1 ) such that a ∈ h ⇓ RC(Γ) s(x). Hence there is the path s(x) ։ a. By going from s(x) to a, take the first h 2 -element to be c. Let the previous element be b.
Then s(x) ։ b → c ։ a and s(x) ։ b is in h 1 . From s, h 1 |= Γ 1 and s, h 2 |= Γ 2 , since b → c is from one cone to another cone, we have y ∈ FV(Γ) such that c = s(y). Since c ∈ h 2 , we have y ∈ RC(Γ 2 ), which contradicts with the path s(x) ։ b → s(y) ։ a in h ⇓ s(RC(Γ)) s(x) since y ∈ RC(Γ).
Similarly we have A set of rules of the same conclusion is defined to be selectively locally complete if for every valid conclusion of the rules there is a locally complete rule in the set. Γ 2 ) is group-disjoint, and (Φ 1i , Φ 2i ) (i ∈ I)) is group split by (Γ 1 , Γ 2 ). Then S is selectively locally complete, namely, if Y ↑ ∧Π ∧ Γ 1 * Γ 2 ⊢ {Φ 1i * Φ 2i |i ∈ I} is valid, then there is some rule in S such that all assumptions of the rule are valid.
Proof. Assume
Y ↑ ∧Π ∧ Γ 1 * Γ 2 |= {Φ 1i * Φ 2i |i ∈ I}.
Let
Fix s, h 1 , h 2 and assume (2) The algorithm decides the validity of a given entailment. Namely, For a given input J, the algorithm returns Yes when the input is valid, and it returns No when the input is invalid.
Proof. (1) Assume J is valid in order to show J is provable in CSLID ω . When we input J to the algorithm, by Lemma 17.1 (3), for each call of MainLoop, some process does not fail. By Lemma 10.6 (2), for each call of MainLoop, the process terminates without fail. Hence the algorithm terminates with Yes. By Lemma 10.3, J is provable.
(2) Assume J is valid, in order to show the algorithm with input J terminates with Yes. By Lemma 17.1 (3), for each call of MainLoop, some process does not fail. By Lemma 10.6 (2), the algorithm terminates with Yes.
Assume J is invalid, in order to show the algorithm with input J terminates with No. By Lemma 10.6 (2), the algorithm terminates. Assume the algorithm with input J terminates with Yes, in order to show contradiction. By Lemma 10.3, J is provable. By Theorem 8.3, |= J, which contradicts. Hence the algorithm with input J terminates with No. ✷
Conclusion
We have proposed the cyclic proof system CSLID ω for symbolic heaps with inductive definitions, and have proved its soundness theorem and its completeness theorem, and have given the decision procedure for the validity of a given entailment.
Future work would be to apply ideas in this paper to other systems, in particular, the strong wand and the selective local completeness of the rule ( * ).
