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RESUMEN 
 
En la presente investigación se desarrollará la propuesta de virtualización de 
dispositivos de conmutación que permitirán mejorar el performance de la Red LAN, 
desarrollando una propuesta de diseño de arquitectura de Red de Alto Nivel, así como también 
el plan de Segmentación de la Red LAN a través de la implementación de Redes de Area Local 
Virtual (Virtual Local Area Network – VLAN) por tipo de servicio (Voz, Datos, Video, 
Impresión, Imágenes, Pac’s y WiFi); asimismo se propondrá los niveles de seguridad de la Red 
LAN a través de reglas, regulaciones y políticas por puerto, Vlans y protocolos a fin de mitigar 
las vulnerabilidades a posibles ataques en la Red, cabe indicar que en el presente proyecto de 
investigación permitirá mejorar significativamente el desempeño de la Red LAN, los sistemas 
institucionales y la calidad de los servicios logrando satisfacer a los usuarios asistenciales, 
administrativos y a la población asegurada. 
 
En la presente investigación se hará uso de los conocimientos teóricos de TI, para 
optimizar los servicios de la Red LAN, por ende, los usuarios administrativos y asistenciales 
tendrán mejoras en los flujos de información y las transacciones de los registros serán 
oportunas para las atenciones de los pacientes asegurados mediante los aplicativos 
institucionales, aplicando los procesos de planificación de Gestión vigentes para dar solución 
a la realidad problemática del HNERM-EsSALUD en estudio. 
 
Por otro lado, se justifica metodológicamente, como se aborda la investigación la misma 
que servirán como referencia para los Hospitales de Alto nivel III, donde la criticidad de los 
servicios es absoluta, por último, presenta relevancia social, pues al mejorar los servicios 
brindados a la población asegurada se contribuye a la humanización de los servicios de salud, 
a la consolidación de una organización sólida, con una buena gestión que logrará fidelizar al 
paciente que se convertirá en un cliente frecuente. 
 
Palabras Claves: Virtualización, Dispositivos de Conmutación, Red LAN, Diseño de 
Arquitectura de Red de Alto Nivel, Segmentación y Niveles de Seguridad. 
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ABSTRACT 
 
In the present investigation the proposal of virtualization of switching devices will be 
developed that will improve the performance of the LAN Network, developing a high-level 
network architecture design proposal, as well as the segmentation plan of the LAN Network 
through of the implementation of Virtual Local Area Networks (VLAN) by type of service 
(Voice, Data, Video, Printing, Images, Pac's and WiFi); the security levels of the LAN Network 
will be proposed through rules, regulations and policies by port, Vlans and protocols in order 
to mitigate the vulnerabilities to possible attacks on the Net, it should be noted that in this 
research project will significantly improve the performance of the LAN Network, institutional 
systems and the quality of the services, satisfying the care users, administrative users and the 
insured population. 
 
In the present research the theoretical knowledge of IT will be used to optimize the 
LAN Network services, therefore, the administrative and assistance users will have 
improvements in the information flows and the transactions of the records will be opportune 
for the attention of the patients insured through the institutional applications, applying the 
current management planning processes to solve the problematic reality of the HNERM-
EsSALUD under study. 
 
On the other hand, it is methodologically justified, as the research is addressed, which 
will serve as a reference for High Level III Hospitals, where the criticality of the services is 
absolute, and finally, it has social relevance, since by improving the services provided to the 
insured population contributes to the humanization of health services, to the consolidation of a 
solid organization, with good management that will achieve loyalty to the patient who will 
become a frequent client. 
 
Keywords: Virtualization, Switching Devices, LAN Network, High Level Network 
Architecture Design, Segmentation and Security Levels. 
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INTRODUCCIÓN 
 
 
En la presente investigación se plasmará cómo se encuentra en la actualidad el avance 
de TI en el HNERM-EsSALUD y la realidad del lugar donde trabajamos y cuántos usuarios 
somos tanto en la parte administrativa como asistencial, asimismo cabe indicar que se ha 
demostrado que una Organización, Empresa y/o Institución orientada a brindar servicios de 
salud bien gestionada y responsable en cuanto al manejo de la información, los recursos 
tecnológicos, equipamiento quirúrgicos, recursos humanos y materiales médicos, además de 
una constante comunicación entre las diferentes áreas, tienden a ser más eficientes, mejorando 
en los procesos de los servicios de prestaciones de salud que se brinda, además mediante estos 
procesos de gestión son capaces de reducir sus gastos, por ello podemos decir que por lo general 
este tipo de Organizaciones, Empresas e Instituciones orientados a la salud buscan invertir para 
consolidar el trabajo en equipo e interactuar para un objetivo en común ofrecer más y mejores 
servicios de prestaciones de salud a nivel local, regional, nacional y brindar un servicio de salud 
de primer nivel. 
 
Actualmente, gracias a los grandes avances tecnológicos a nivel de hardware y software 
podemos contar con una gama de herramientas en el HNERM-EsSALUD como Equipos 
Biomédicos, Telemedicina, Equipos Autoanalizadores de Laboratorio, los PAC’S, Equipos de 
Radiografías, Ecografías, Tomografías, PET/CT y Resonancia Magnética, cabe indicar que 
estas herramientas nos facilitan en tener los resultados en tiempo real, en la presente 
investigación se justifica técnicamente porque pretende proponer la virtualización de 
dispositivos de conmutación que permitirán mejorar el performance de los servicios de la Red 
LAN, desarrollando una propuesta de diseño de arquitectura de Red de Alto Nivel, así como 
también desarrollar el plan de segmentación de la Red LAN a través de la implementación de 
Redes de Área Local Virtual (Virtual Local Area Network – VLAN) por tipo de servicio (Voz, 
Datos, Video, Impresión, Imágenes, Pac’s y WiFi); y proponer los niveles de seguridad de la 
Red LAN a través de reglas, regulaciones y políticas por puerto, Vlans y protocolos a fin de 
mitigar las vulnerabilidades a posibles ataques en la Red, como solución y respuesta a la 
problemática existente de la Red LAN en el HNERM–EsSALUD. 
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CAPÍTULO I: PROBLEMA DE LA INVESTIGACIÓN. 
 
1.1. Situación problemática 
 
En la actualidad hay Instituciones, Empresas y Organizaciones del estado como el 
sector salud EsSALUD y como el sector privado las Clínicas Particulares  que brindan servicios 
de Salud que se ubican en las diferentes localidades de nuestro País, que tienen diversos 
inconvenientes como gastos innecesarios en la contratación de servicios en gestión de recursos 
en Redes y Comunicaciones, contratación de profesionales que no logran diagnosticar con 
veracidad la lentitud y caídas de la Red LAN, informes de costos sobre elevados para 
implementar, reestructurar y segmentar la Red LAN. Así mismo cabe mencionar que de la 
información obtenida de las realidades de los Centros Asistenciales de EsSALUD se ha 
coincidido en la búsqueda de una nueva herramienta de solución como es el desarrollo de una 
propuesta de la virtualización de dispositivos de conmutación que logrará beneficios en cuanto 
a agilidad empresarial, calidad de servicios y gestión de la Red LAN en el HNERM-EsSALUD.   
 
Análisis de la Problemática a nivel Local, Regional y Nacional de los Hospitales de 
EsSALUD.  
Actualmente EsSALUD cuenta con 390 centros asistenciales a nivel local, regional y 
nacional: nivel III (9 hospitales nacionales 3 institutos), nivel II (76 hospitales de mediana 
complejidad) y nivel I (302 centros asistenciales del primer nivel de atención).  Cabe mencionar 
en lo que respecta a ciudad de Lima se ha recogido la documentación solicitada y se ha 
realizado el levantamiento de información técnico sobre las gestiones en redes y 
comunicaciones y casi el 50% de los referidos CAP de la Red Asistencial del Hospital Nacional 
Edgardo Rebagliati Martins–EsSALUD no cuentan con una buena performance de la Red 
LAN, segmentación de la Red LAN y niveles de seguridad.  
 
El HNERM-EsSALUD, actualmente está inmerso a la constante evolución tecnológica 
de los dispositivos de electromedicina, los mismos que están evolucionando con la tecnología 
IP, esto conlleva al área de tecnología de información y comunicaciones en tener una 
infraestructura confiable, que garantice el óptimo servicio, con escalabilidad, seguridad y la 
funcionabilidad 24 x 7 x 365.  
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Por ello la alta dirección de EsSALUD ha creído conveniente encargar a la Oficina de 
Soporte Informático del Hospital Nacional Edgardo Rebagliati Martins-EsSALUD 
considerado el Hospital Emblema por ser de Alto Nivel III, elaboren las propuestas de solución 
necesarias para abordar esta problemática.  
 
Finalmente, cabe mencionar que un conmutador virtual (vSwitch) nos permitirá que las 
máquinas virtuales (VM) se comuniquen entre sí que será parte de la solución a la propuesta 
planteada, los vSwitches gestionan y dirigen el tráfico en un entorno virtual, donde cada host 
virtual debe conectarse a un switch virtual de la misma manera un host físico debe estar 
conectado a un conmutador físico, así mismo la virtualización de red está destinada a mejorar 
la productividad y la eficiencia mediante la realización de tareas de forma automática, 
permitiendo que los archivos, imágenes y programas que se gestionen de forma centralizada 
desde un único sitio físico., Figura 1. 
 
 
 
 
 
Figura 1. Datos Estadísticos de Virtualización. Fuente: Estudio encargado a Forester Consulting y 
realizado en el nombre de Vmware diciembre (2013). 
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Red asistencial Rebagliati: 
Los siguientes establecimientos de salud pertenecen a la Red Desconcentrada III 
Rebagliati:  
 
a. Hospital III Suárez Angamos 
b. Hospital II Cañete 
c. Hospital I Uldarico Rocca Fernández 
d. Hospital I Carlos Alcántara Butterfield 
e. Clínica Central de Prevención 
f. Policlínico Pablo Bermúdez 
g. Policlínico Chincha 
h. Policlínico Próceres 
i. Policlínico Juan José Rodríguez Lazo 
j. Policlínico Santa Cruz 
k. Centro de Atención Primaria III San Isidro 
l. Centro de Atención Primaria III San Juan de Miraflores 
m. Centro de Atención Primaria III Surquillo 
n. Centro de Atención Primaria II Lurín 
o. Centro Médico Mala 
p. Centro de Urgencias “Playas del Sur” 
q. CEDHI 
r. Posta Médica La Quebrada 
s. Posta Médica San Isidro 
IPRESS 
a. Magdalena 
b. Jesús María 
c. Suiza Lab. 
d. Hospital Villa Salud 
e. Soluciones Médico Quirúrgico del Perú SAC 
APP 
a. Hospital II Guillermo Kaelin de La Fuente 
b. Policlínico Guillermo Kaelin de La Fuente 
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Figura 2. Mapa Territorial de las Redes Asistenciales a Nivel Nacional, Regional y Local. Fuente: Nuestras 
Redes Asistenciales EsSALUD (2018). 
 
El presente trabajo de investigación se ha realizado en unos de los hospitales emblemas 
del Seguro Social como es el Hospital Nacional Edgardo Rebagliati Martins – EsSALUD, 
ubicado en el Distrito de Jesús María, Departamento de Lima, país Perú. 
 
 A continuación, se describe a detalle la problemática actual de cada uno de los Sistemas 
de la Red LAN del HNERM-EsSALUD:  
 
Sistema de Cableado Estructurado: 
 
El cableado estructurado existente en el HNERM-EsSALUD, es de Cat. 5 y la gran 
mayoría es de Cat. 6 de los cuales 2,000 puntos de red, han sido instalados y certificados el año 
2008 de acuerdo a lo establecido por los estándares de la industria, a la fecha ha crecido en un 
150% del total de puntos instalados el año 2008 el mismo que cubre la demanda de nuevos 
Puntos de Red de manera improvisada, que en muchos casos no tienen las especificaciones 
necesarias para una mejor viabilidad y protección de los dispositivos conmutadores del 
mencionado hospital. 
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Figura 3. Cableado Estructurado Renovado del HNERM EsSALUD. Fuente: Oficina de Soporte 
Informático del HNERM EsSALUD (2017). 
 
Debido al crecimiento no planificado por factores como (Avance tecnológico de la 
Telemedicina, Informática, la dinámica de los cambios funcionales de las oficinas) todo ello 
ha llevado a realizar instalaciones de puntos de red sin certificar un 30% cat. 5e y 120% cat. 6.  
 
El sistema de canalización ha excedido la capacidad máxima establecida por el fabricante 
y estándares de la industria. 
 
No existe sistema eléctrico exclusivo para el sistema de cableado estructurado.  
 
No existe un plan de contingencia actualizado para la continuidad del servicio.  
 
 
 
 
 
 
 
  
22 
 
 
Equipos de Comunicación: 
 Los equipamientos de comunicaciones el 100 % han cumplido su vida útil, (12 años de 
vida útil), de los cuales 32% son administrables y el 68% son Standalone (hub), así mismo 
existen diversidad de marcas (07 marcas) lo que dificulta la administración.  
 
 El 70 % de equipos de comunicaciones presenta errores lógicos a nivel de interfaces de 
red tales como desbordamiento de base de datos, apagado de puertos, falla de fuente de poder, 
lo que genera intermitencia en la red y caída de los sistemas afectando la atención al asegurado. 
 
 
 
Figura 4. Core Renovado Omniswitch 9800 en el HNERM EsSALUD. Fuente: Oficina de Soporte 
Informático del HNERM EsSALUD (2017). 
 
 
 Actualmente la infraestructura de comunicaciones no cuenta con redundancia lo que no 
garantiza la continuidad operativa del servicio en caso de emergencias o desastres.  
 
 La centralización de compras de equipos activos (Parque informático) por parte de 
GCTIC sede central no permite atender los nuevos requerimientos de los proyectos 
contemplados con los avances de la telemedicina.  
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Tabla 1   
Cuadro General de los Dispositivos de Conmutación del HNERM EsSALUD 
 
 
 
Fuente: Oficina de Soporte Informático del HNERM EsSALUD (2017). 
 
 La renovación de equipos de comunicaciones será planificada cumpliendo 
estrictamente lo establecido por el fabricante (vida útil) toda vez que el hospital de nivel IV, 
donde las disponibilidades de los sistemas de información deberán estar activos 24x7x365 de 
manera ininterrumpida. 
 
 Así como también La obsolescencia tecnológica de los equipos activos, en los 
diferentes servicios de las Áreas Administrativas y Asistenciales no ha sido renovada en su 
totalidad el parque informático, por lo que se ha levantado observaciones y se está 
presupuestando para el requerimiento de nuevos equipos informáticos. 
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Backbone: 
 
 Cabe mencionar que el Backbone existente es de fibra óptica multimodo de 50/125um., 
om3 de 6 hilos que garantiza una velocidad de 10 GB, para un óptimo funcionamiento del 
cableado troncal (Backbone) del HNERM-EsSALUD, se recomienda realizar una nueva 
distribución de los Gabinetes de comunicaciones los mismos que deben considerar la 
instalación del cableado de Fibra Óptica desde nuestro Data Center. 
 
 La topología de la red debe ser tipo estrella jerárquica con redundancia que interconecte 
el Gabinete de Distribución Principal (GDP) que se encuentra ubicado en el Data Center hasta 
los Gabinetes de Distribución Secundarios (GDS), logrando velocidades iniciales a 1 Gbps y 
soporten transmisiones futuras de 10/40/100Gbps. 
 
 
 
 
Figura 5. Centro de Datos Actual y Backbone Actual del HNERM EsSALUD. Fuente: Oficina de Soporte 
Informático del HNERM EsSALUD (2017). 
 
 
 Los ductos actualmente no cumplen con las especificaciones técnicas requeridas, así 
mismo teniendo en cuenta una ocupación máxima inicial del 50%. La estructura general del 
cableado estructurado se basa en una distribución jerárquica del tipo "estrella", con un nivel de 
interconexión.   
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Figura 6. Esquema Diseño Cableado Estructurado del HNERM EsSALUD. Fuente: Oficina de Soporte 
Informático del HNERM EsSALUD (2017). 
 
 
Sistema de Telefonía: 
 La central Telefónica existente es un espejo de sede central la misma que es obsoleta y 
es administrada por sede central, actualmente el HNERM-EsSALUD tiene asignados 1088 
anexos de los cuales el 87% son equipos analógicos, el 8% son IP y el 5% son Digitales. 
 
 
 
Figura 7. Equipos Telefónicos Analógicos y Digitales Alcatel del HHNERM EsSALUD. Fuente: Oficina de 
Soporte Informático del HNERM EsSALUD (2017). 
 
 Los 1,096 números de anexos que han sido asignados al HNERM-EsSALUD no cubre 
la demanda del hospital debido al agotamiento de números de anexos (4 dígitos), teniendo una 
demanda de 1,500 números de anexos más, existen 1,500 equipos de telefonía IP que no se 
instalan debido que la infraestructura de red no es la adecuada, no disponibilidad de números 
de anexo, donde existen áreas que comparte el anexo a través de puentes. 
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Data Center: 
 
El Data center del HNERM-EsSALUD, actualmente no cumple con los estándares 
establecidos por la norma ANSI/TIA 942. 
 
El área física asignada es 10 m², de los cuales se alojan 6 gabinetes de comunicaciones 
de los cuales 2 están asignados a equipos de comunicaciones (Switch CORE modular OS 9800, 
OptiView XG, Bandejas de Fibra Óptica, Telefonía IP), los cuatro gabinetes restantes alojan 
32 Servidores donde están instalados los distintos aplicativos institucionales y gran parte 
aplicativos de las casas comerciales sesión en uso), 01 aire acondicionado de precisión y uno 
de confort, 02 UPS de 10 kva.  
 
 
 
 
Figura 8. Diseño Data Center Actual del HNERM EsSALUD. Fuente: Oficina de Soporte Informático del 
HNERM EsSALUD (2017). 
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Figura 9. Trabajos Realizados en el Data Center del HNERM EsSALUD. Fuente: Oficina de Soporte 
Informático del HNERM EsSALUD (2017). 
 
 
 
Figura 10. Requerimientos Generales que debe Cumplir un Data Center Norma TIA 942. Fuente: Oficina de 
Soporte Informático del HNERM EsSALUD (2017). 
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 El cableado Horizontal establecido para los Servidores no está certificado, no cuenta 
con pozo a tierra exclusivo para el Data center, grupo electrógeno, sistema contra incendios, 
espacios físicos para el aire frío y caliente, sistema de aire acondicionado de precisión de 
contingencia.  
 
No cuenta con un Plan de Contingencia.  
 
Sistema de Seguridad Inoperativo. 
 
Segmentación De La Red LAN: 
 
 Actualmente el HNERM – ESSALUD cuenta con 09 subredes asignadas al servicio de 
datos comprendidas en los rangos 172.22.40.0 /24, 172.22.41.0 /24, 172.22.42.0 /24, 
172.22.43.0 /24, 172.22.44.0 /24, 172.22.46.0 /24, 172.22.47.0 /24, 172.22.48.0 /24, 
172.22.49.0 /24 haciendo un total de 2,783 direcciones IP, las mismas que se encuentra en 
VLAN 1 por default,  teniendo en cuenta que el HNERM – ESSALUD cuenta con servicios de 
video a través de cámaras IP, Imágenes PACS las mismas que se transfieren desde los equipos 
biomédicos a los distintos servidores, telefonía IP, Servicio de Datos e Impresión, donde el 
mayor ancho de banda lo consumen las cámaras IP 45%, Imágenes PACS 25%, Datos e 
Impresión 25 y Voz sobre IP 5% respectivamente. 
 
 
 
 
 
Figura 11. Diseño de Subredes. Fuente: Oficina de Soporte Informático del HNERM EsSALUD (2017). 
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Figura 12. Plano del HNERM EsSALUD. Fuente: Oficina de Soporte Informático del HNERM EsSALUD 
(2017). 
 
 Como podemos apreciar existen 3,036 direcciones IP, las mismas que son insuficiente 
para un parque informático de 6,000 equipos, al respecto el direccionamiento IP lo asigna la 
GCTIC–ESSALUD, donde estarán parametrizados los rangos a nivel nacional limitándonos a 
utilizar las direcciones IP asignadas.  
 
 Las Redes Virtuales (Virtual LANs) separan de forma ordenada y lógica el tráfico total 
que puede circular por una misma red. En general el tráfico asociado a una VLAN no debe 
circular por ninguna otra VLAN configurada.  
 
 El rendimiento de la red es un factor importante en la productividad de los servicios del 
Hospital. Una de las tecnologías que contribuyen a mejorar el rendimiento de la Red es la 
división de los grandes dominios de difusión en dominios más pequeños.  
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 Así mismo el crecimiento de las áreas de trabajo no planificado, ha afectado el 
rendimiento de la Red LAN, lo que ha conllevado que se realicen instalaciones inadecuadas en 
todos los segmentos de red.  
 
 Actualmente cubren las demandas del servicio en un 33.03 %, con limitaciones en la 
transferencia de información debido a la velocidad de los equipos intermedios instalados como 
cascada (10/100 Mbps) en su mayoría son de uso doméstico. 
 
 
1.2. Formulación del problema. 
 
¿Cuál será los resultados esperados desarrollando la propuesta de virtualización 
de dispositivos de conmutación y de qué manera resolverá los problemas que se vienen 
suscitando por las caídas frecuentes de los servicios de la Red LAN, que afectan la 
comunicación, generando malestar a los usuarios asistenciales y administrativos, 
población asegurada, seguridad, procesos de análisis y procedimientos que se brindan 
en los diferentes servicios del HNERM-EsSALUD, incrementando el recurso humano 
y costos innecesarios para la Institución? 
 
 
 
1.3. Delimitación de la Investigación 
 
Sobre el desarrollo de la propuesta de Virtualizar los Dispositivos 
conmutadores, se tuvo todas las facilidades para la realización de la toma de la 
información y documentación correspondiente a la Oficina de Soporte Informático del 
Hospital Nacional Edgardo Rebagliati Martins – EsSALUD. Así mismo, de las 
diferentes áreas involucradas y los coordinadores comprometidos, cabe precisar que el 
jefe de la OSI-HNERM-EsSALUD Ing. Ángelo Gregorio D’uniam D’uniam y los 
demás profesionales de cada Área funcional aportaron sin ningún inconveniente al 
presente trabajo de investigación por el periodo de octubre del 2015 a enero del año 
2017. 
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1.4. Justificación e importancia de la Investigación. 
 
Se justifica técnicamente porque pretende desarrollar la propuesta de 
virtualización de dispositivos de conmutación que permitirán mejorar el performance 
de los servicios de la Red LAN, a través de la convergencia de redes, calidad de servicio, 
seguridad, escalabilidad y alta disponibilidad. 
                                                                                                                                                                                                                                                    
Como  respuesta  a  la  problemática  existente  de la red LAN en el  HNERM– 
EsSALUD, cabe indicar que la investigación pretende proponer una alternativa de 
solución que permitirá mejorar significativamente el desempeño de los servicios de la 
Red LAN y los sistemas institucionales, mejorando la atención logrando satisfacer a los 
usuarios asistenciales y administrativos, población asegurada, optimizando costos y 
recursos humanos. 
 
Por otro lado, se justifica metodológicamente, cómo se aborda la investigación 
la misma que servirán como referencia para hospitales de salud  de alto nivel, donde la 
criticidad de los servicios es absoluta, por último, presenta relevancia social, pues al 
mejorar los servicios de la Red LAN,  tanto los usuarios y la población asegurada 
contribuye a la humanización de las prestaciones servicios de salud, a la consolidación 
de una organización sólida, con una buena gestión que logrará fidelizar al paciente que 
se convertirá en un cliente frecuente.   
 
1.5. Limitaciones de la Investigación 
En la presente investigación se tuvo algunos inconvenientes con respecto a que 
no todas las Empresas que se visitaron no dan información presencialmente y no todos 
aplican la virtualización a los dispositivos conmutadores, las informaciones que brindan 
es relacionado a las ventas que generan con el tipo de virtualización de nuevas 
soluciones que cada Empresa lanza al mercado y que cada empresa interesada de 
acuerdo a su realidad adquiere dicha solución, el otro inconveniente que los procesos 
de compra o para adquirir el servicio tarda porque se hace todo un proceso burocrático 
de sustento para que se pueda concretar el equipo o servicio solicitado por la Empresa.  
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1.6.  Objetivos. 
Objetivo general. 
 
Desarrollar la propuesta de virtualización de dispositivos de conmutación para 
optimizar los servicios de la Red LAN del HNERM-EsSALUD. 
 
 
Objetivos específicos: 
 
a. Desarrollar una propuesta de diseño de arquitectura de Red de Alto Nivel haciendo 
uso de Virtualización de Dispositivos de Conmutación de la Red LAN en el 
HNERM-EsSALUD. 
 
b. Desarrollar un plan de segmentación la Red LAN a través de la implementación de 
Redes de Área Local Virtual (Virtual Local Area Network) por tipo de servicio (Voz, 
Datos, Video, Impresión, Imágenes Pac’s, WIFI). 
 
c. Proponer niveles de Seguridad de la Red LAN a través de reglas, regulaciones y 
políticas por puerto, Vlans y protocolos a fin de mitigar las vulnerabilidades a 
posibles ataques en la Red. 
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CAPÍTULO II. MARCO TEÓRICO 
 
2.1.  Antecedentes de la Investigación 
 
En la presente investigación se realizó el estudio de Investigación sobre el 
“Diseño e Implementación de una red Privada Virtual para la empresa Eléctrica Quito 
S.A., Matriz las Casas para la transmisión de Datos y Voz sobre IP”.  
 
Esto significa que este proyecto contempla una solución para las necesidades 
más urgentes en el aspecto de comunicación-seguridad, orientadas 
específicamente a la red de datos de la Empresa Eléctrica Quito S.A. 
(E.E.Q.S.A.), implementada en su mayoría dentro del modelo de referencia 
TCP/IP. Además de solucionar las necesidades, se ha planificado también, el 
proyectar soluciones a las futuras necesidades y aplicaciones que ingresen y 
sean parte de la red de datos, como por ejemplo las aplicaciones multimedia: 
VoIP, Telefonía IP, Videoconferencia, etc. (Díaz, 2010, p. 93) 
 
Los anexos los puedes solicitar al personal autorizado de la biblioteca. 
 
El propósito de la investigación de la presente tesis fue realizar un “Análisis de 
tráfico de red del servicio de la administración aduanera del estado Zulia”.  
 
Tiene como finalidad de proporcionar a los investigadores una herramienta 
teórica que permita determinar el comportamiento bajo ciertos parámetros de 
cualquier red (velocidad de conexión, ancho de banda, tasa de transmisión, entre 
otros), a fin de proponer recomendaciones que permitan incrementar la calidad 
de servicio. El estudio fue descriptivo y de campo, con diseño no experimental 
transeccional descriptivo.  Se utilizó una población conformada por 108 
computadoras del Servicio de la Administración Aduanera de la región zuliana. 
(Rivero, 2010, p. 23) 
 
Para realizar el análisis de tráfico se seleccionaron 64 computadores (con las 
mismas especificaciones) y se utilizó un (1) software denominado Analyzer Enterprise  
Versión 6.0,   el   cual   permitió   medir   la   tasa   de transmisión e identificar y evaluar 
los puntos críticos que afectan el rendimiento de la red de aduanas.  
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La base teórica manejada para la investigación estuvo conformada por 
documentos y publicaciones obtenidas de tesis, artículos y libros de tráfico y calidad de 
servicio de redes. Ahora bien, en relación con los resultados obtenidos, se encontró un 
53% del nivel de congestionamiento de tráfico en la red de la Aduana Subalterna Aérea 
de la Chinita y un 41% en Paraguachón, por lo que se realizaron las respectivas 
recomendaciones que permitieran mejorar la calidad de servicio de la red de aduanas.   
 
En lo relacionado con las recomendaciones aportadas a tal situación se logra 
mencionar que se debe evaluar constantemente el nivel de tráfico existente en la red, 
adquirir tecnologías de software analizadores de red de última generación, los routers 
de las Aduanas Subalternas deberían estar configurados para dos rutas. Una ruta con la 
Sede SENIAT-Caracas y otra ruta virtual que les permita conectarse con la Sede 
Principal de Maracaibo, se recomienda el análisis de otros parámetros para la medición 
del tráfico, valorar constantemente la plataforma tecnológica en cuanto a su 
configuración, instalación, modernización y aplicación para optimizar el 
funcionamiento de la red del servicio de la administración aduanera del estado Zulia. 
 
El presente trabajo de tesis es sobre un “Rediseño de la red de voz y datos del 
Centro de Convenciones Eugenio Espejo”, mediante una estructura de VLANS 
permitiendo conceptualizar sus beneficios y ventajas de ser implementadas sobre 
cualquier marca de equipo, optimizando los recursos que tiene este espacio patrimonial 
y contribuyendo a un ahorro económico para la Empresa Pública Metropolitana de 
Gestión de Destino Turístico encargada de administrar este lugar como parte de su 
contribución con el desarrollo turístico de la ciudad de Quito.  
 
El prototipo implementado en este proyecto de titulación une dos marcas 
conocidas de Switchs con servidores basados en Linux demostrando que al 
trabajar en conjunto se puede obtener muy buenos resultados y este diseño se 
constituye en una base para que se pueda en un futuro tomar la decisión de 
replicar el diseño en todo el Centro de Convenciones Eugenio Espejo. (Puga, 
2015, p. 30) 
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El presente trabajo de tesis plantea una propuesta de “Segmentación con Redes 
de Áreas Locales Virtuales (VLANS) y priorización del Ancho de Banda con Calidad 
de Servicio (QoS) para la mejora del Rendimiento y Seguridad de la Red de Área Local 
(LAN) en la Empresa Editora El Comercio Planta Norte”.  
 
La empresa Editora El Comercio Planta Norte posee una red plana en su diseño 
lo cual dificulta la administración del tráfico de la Red, debido a la ausencia de 
estándares de calidad en gestión de tráfico LAN, políticas de seguridad no 
alineadas a las necesidades de la empresa y desaprovechamiento de la 
performance de los equipos de comunicación instalados. Esto ha ocasionado la 
latencia de la red en horas pico, degradándose la velocidad de transferencia por 
el tráfico desmedido de la información y perjudicando o retardando los procesos 
más importantes en la empresa en intervalos de 60 a 90 minutos. (Molina, 2012, 
p. 67) 
 
Asimismo, la información periodística enviada por los corresponsales hacia la 
Planta, ocasiona pérdida de tiempo en acciones de subida y descarga de archivos (Fotos, 
videos, infografías, avisos publicitarios, etc.). Adicionalmente, los parámetros de 
seguridad de la Red no garantizan la inviolabilidad de los equipos y la manipulación de 
la información, lo cual representa un riesgo para la integridad y desarrollo de los 
procesos. Por ello, se rediseñó la red para el soporte de redes LAN Virtuales y de esta 
manera, segmentar las áreas en subredes para un mayor nivel de protección; brindar 
seguridad (Listas de Control de Acceso ACLS, Tecnologías emergentes en Seguridad 
Windows Server 20008, Nivel de autentificación Radius); mejorar el consumo de 
Ancho de Banda (Calidad de Servicio QoS, Protocolo de Agregación de Enlaces de 
Control LACP, Troncales, etc.). 
 
Implementar nuevos protocolos en tecnología CISCO; instalar redes 
inalámbricas y nuevos Servicios de transferencia de archivos (Protocolo de 
Transferencia de Archivos FTP) Todo ello, con el propósito de disminuir costos y elevar 
la productividad de la Planta Norte, haciéndola más robusta y escalable ante un 
crecimiento tecnológico a mediano y largo plazo.  
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Palabras Clave: Red de Área Local, Redes de Áreas Locales Virtuales, 
Protocolo de Agregación de Enlaces de Control, Listas de Control de Acceso, Radius, 
Calidad de Servicio, Protocolo de Transferencia de Archivos.  
 
La presente tesis de investigación, pretende realizar la “Segmentación de la red 
y priorización del uso del ancho de banda, debido a que el diseño actual de la red de la 
Ciudad Universitaria de la Universidad Nacional de San Martín – Tarapoto”. 
 
Es una red plana con la VLAN por defecto, en consecuencia, no existe una 
adecuada segmentación del dominio de colisión y dominio de broadcast, lo que 
repercute drásticamente en el rendimiento de la misma a nivel de transmisión de 
paquetes entre los edificios que son extremos de la estrella y el nodo 
concentrador. Esto ocasiona la latencia de la red en fechas y horas pico, 
degradándose la velocidad de transferencia por el tráfico desmedido y no 
segmentado de los datos y perjudicando o retardando los procesos académicos 
y administrativos. (Ramirez, 2015, p. 104) 
 
Por ello, como parte de la solución a las necesidades identificadas en la presente 
investigación, se plantea el rediseño de la red para el soporte de redes LAN Virtuales, 
y de esta manera segmentar las áreas en subredes para un mayor nivel de protección; 
brindar seguridad (Listas de control de acceso ACLS, tecnologías emergentes en 
seguridad de Windows).  
 
Posteriormente a la segmentación de la red, se realiza la priorización del ancho 
de banda de acuerdo a los segmentos VLAN creados, identificando qué edificios 
necesitan de un mayor ancho de banda discriminando adecuadamente su acceso en 
función a su prioridad, permitiendo esto mejorar el consumo de ancho de banda 
(Calidad de servicio QoS), implementando protocolos para improbar la administración 
de la red, permitiendo disminuir costos y elevar la productividad de la UNSM). 
 
Este proyecto de tesis propone una estrategia para la “Implementacion de 
Virtualización en el centro de cómputo de la Oficina de tecnología de información del  
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Ministerio de Transporte y Comunicaciones”. Con la virtualización de equipos físicos 
se logra la reducción de costos en rubros como el mantenimiento, energía, espacio físico 
y personal necesario para la administración del equipo.  
 
En conjunto las reducciones producen ahorros muy atractivos para las empresas 
que buscan la optimización de sus recursos, pero manteniendo o incrementando 
el nivel de los servicios de tecnologías de la información existentes. Para la 
ejecución del proyecto se realizó la planeación e implementación de toda una 
arquitectura de virtualización, la cual estuvo conformada de servidores blade y 
storage de la marca DELL, manejados por VMware líder en el rubro de la 
virtualización. (Espinoza & Lobaton, 2014, p. 49) 
 
Como resultado, se consiguió implementar una plataforma de virtualización que 
sea capaz de soportar todos los servicios informáticos que se brindan, reduciendo 
esfuerzos en la gestión como en el área económica, e incrementando la fuerza de la 
solución para soportar proyectos nuevos a futuro.  
 
La presente tesis de investigación tiene por objetivo el “Desarrollar la propuesta de 
Virtualización de escritorios dirigido a instituciones educativas”.   
 
El presente trabajo de investigación tiene por objetivo analizar las diferentes 
soluciones de virtualización del mercado informático y a partir de ello lanzar 
una propuesta el cuál priorice el principal beneficio de esta tecnología, el de 
reducir los costos de hardware. Es conveniente encontrar la solución de este 
problema porque al igual que la I.E.E. “Antonio Raymondi” y el C.E.E. “Rafael 
Narváez Cadenillas” otras instituciones educativas se encuentran en la misma 
situación y encontrar una solución que haga frente a dichas necesidades sin duda 
permitirá tener una perspectiva diferente  sobre las distintas formas en el que se 
puede gestionar el laboratorio de cómputo a fin de reducir la inversión de 
adquirir, operar y mantener su infraestructura tecnológica.  (Grimson, 2015, pág. 
83) 
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Por ello, la presente investigación plantea solucionar estos problemas a través 
de la virtualización de escritorios. Sin lugar a duda el tema de la virtualización es muy 
amplio, así como las diferentes alternativas que ofrece el mercado informático, bajo 
este contexto la presente investigación se centra en analizar dichas alternativas y lanzar 
la propuesta, es decir, proponiendo el plan de implementación, la solución software, el 
método de virtualización, los modelos de virtualización y el ahorro generado por cada 
uno de ellos. 
 
Caso de Éxito: VMware y SOS presentan SAP en Hierro Barquisimeto:  
 
Dedicados a comercializar productos siderúrgicos y ferreteros en la región occidental y 
andina de Venezuela, Hierro Barquisimeto emprendió la incorporación de la plataforma 
SAP, tras la evaluación junto a Suministros Obras y Sistemas (SOS) se decidió ejecutar 
la virtualización de su plataforma hecho que les permitió integrar tres servidores Cisco 
UCS 200 M1 con doble procesador Intel Xeon, Quad Core con 48 GB de memoria cada 
uno, 144 GB de disco en cada unidad y una SAN de 7,2 TB en almacenamiento crudo.  
 
Resultado: En la actualidad la compañía está virtualizada en un 95% de sus operaciones 
en sistemas de información asimismo a comenzado a migrar sus servicios de IT a 
modelos más ágiles y productivos como lo es cloud computing preparándose así para 
su transición a la nube pública., Figura 13. 
     
 
 
Figura 13. Caso de Éxito. Fuente: (Jhoanna Terán, 2011). 
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2.2.  Estado del arte 
 
De acuerdo con la revista en su investigación refiere. 
 
Que la virtualización es un término que se refiere a la abstracción de los 
recursos de una computadora llamada Hypervisor o VMM (Virtual Machine 
Monitor) Crea una capa de la abstracción entre el hardware de la máquina física 
(host) y el sistema operativo de la máquina virtual (virtual machine, guest). (El 
Magazine de la Virtualizacion & Cloud Computing, 2004, p. 18) 
 
El VMM maneja los recursos de las maquinas físicas subyacentes (designadas 
por el computador central) de una manera que el usuario pueda crear varias máquinas 
virtuales presentando a cada una de ellas una interfaz del hardware que sea compatible 
con el sistema operativo elegido.  
 
En esta investigación refiere que la virtualización es una tecnología que fue 
desarrollada por IBM en los años 60.  
 
La primera computadora diseñada específicamente para virtualización fue el 
mainframe IBM S/360 Modelo 67. Esta característica de virtualización ha sido 
un Standard de la línea que siguió (IBM S/370) y sus sucesoras, incluyendo la 
serie actual. Durante los 60s y los 70s fueron muy populares, pero las máquinas 
virtuales desaparecieron prácticamente durante los 80s y los 90s. (IBM System, 
2009, pág. 5) 
 
No era hasta el final de los 90s que volvió a resurgir la tecnología de las 
máquinas virtuales y no solamente en el área tradicional de servidores sino también en 
muchas otras áreas del mundo de la computación: “En la actualidad asistimos a su 
eclosión gracias al fuerte descenso del coste total de propiedad (TCO) atribuible a 
tecnologías vía hardware como Intel VT, AMD-V Pacífica, NPIV y vía software 
VMWare, XEN, Microsoft Hyper-V, VirtualIron. 
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De acuerdo con su investigación nos refiere sobre la Virtualización, ya para la 
década de los 80 y con la llegada de las relativamente económicas maquinas x86, 
comenzó una nueva era de microcomputadoras, aplicaciones cliente-servidor, y 
“computación distribuida”; en donde los enormes y potentes “mainframes” con mil y 
una tareas y utilidades en una sola caja gigantesca  se  comenzaron  a  cambiar  por  
relativamente pequeños servidores y computadoras personales  de  arquitectura  x86,  
con  “una  caja  diferente  para  cada uso”,  lo que se convirtió rápidamente en el estándar 
de la industria.   
 
Debido a esto, una vez más, el tema de la virtualización vuelve a quedar 
prácticamente en el olvido y no es hasta finales de la década de los 90 que 
gracias al alto desarrollo del hardware volvemos a caer en un predicamento 
similar al que estábamos en los años 60: el hardware existente es altamente 
eficiente, y utilizar cada “caja” para una sola aplicación sería un desperdicio de 
recursos, espacio, energía y dinero; y tampoco es conveniente asignarle 
múltiples usos o instalar varias aplicaciones en un solo servidor convencional, 
por más de una razón: ej. estas aplicaciones podrían ser conflictivas entre sí, o 
podrían requerir diferentes configuraciones e inclusive diferentes sistemas 
operativos, o tener diferentes requerimientos de seguridad, entre otras variables 
que podrían causar problemas al ejecutar estas funciones simultáneamente. 
(Lopez, 2009, p. 10) 
 
Es por esto que vuelve a resurgir la idea de dividir el hardware, de manera tal 
que funcione como múltiples servidores independientes, pero compartiendo los 
recursos de un mismo servidor físico. Y es de aquí que nace lo que hoy todos conocemos 
como “Virtualización”, Figura 14.  
 
 
 
Figura 14. Virtualizando Servidores. Fuente: Eddie López (2009). 
  
41 
 
 
De acuerdo con su investigación refiere que la Virtualización no es nada nuevo. 
  
Que durante la década de los 60 los equipos de informática de muchas empresas 
y entidades tenían un problema similar: contaban con super-computadoras o 
“mainframes” de alto rendimiento que deseaban “particionar lógicamente”, o 
utilizar para múltiples tareas simultáneas; lo que hoy conocemos como 
“multitasking”, trabajar más de una aplicación o proceso simultáneamente. 
(Buitrago, 2013, p. 4) 
 
Es por esto que IBM desarrolló un método para crear múltiples “particiones 
lógicas” (similar a lo que conocemos hoy como “máquinas virtuales”) las cuales 
trabajaban independientemente una de las otras, y cada una utilizando los recursos 
provistos por el “mainframe”, Figura 15.  
         
 
 
 
 
Figura 15. Etapas de la Virtualización. Fuente: Osley Antonio Buitrago Cardona (2013). 
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Refiere en su investigación que la Virtualización “Es una de las tecnologías más 
importantes de los últimos años que supone un antes y un después en la infraestructura 
TI de las empresas” Virtualización “Ha provocado un cambio fundamental en la forma 
en que se consideran y administran las infraestructuras TI de las empresas” “Según los 
últimos datos IDC la base de instalada de servidores se ha multiplicado por 9 en los 
últimos 15 años”, nos encontramos con un parque infrautilizado y con dificultades de 
mantenimiento.  
 
Fue sobre los años 60 cuando IBM empezó a tener unos Hosts que ya tenían 
importante capacidad de computación, por lo que empezaron a pensar en que el host 
tuviera unas particiones lógicas, las cuales, en el año 80 personalmente empecé a 
escuchar con la denominación “VMs” en un CPD con un 4381 de una gran empresa 
española.  (Gris, 2016, p. 7) 
 
De tener un concepto de unidad física con mucha potencia, se aplicaba el tener 
varias unidades lógicas utilizando mejor los recursos. (Gráfico N°16). 
 
 
 
 
Figura 16. IBM – VMS. Fuente: José María Gris (2016). 
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2.3. Bases teórico científicas 
2.3.1 Virtualización.  
 
    2.3.1.1 ¿Qué es lo Virtual?:  
 
El reciente mundo del ciberespacio ha abierto nuevamente el debate 
acerca de lo “real” y lo “virtual”.   
 
¿Hasta dónde una identidad creada para un juego de Internet tiene 
correlación con la identidad cotidiana de una persona? ¿En qué medida lo que 
yo pueda hacer o dejar de hacer en la red es irreal? O en todo caso, ¿es irreal? 
En este contexto, analicemos algunas características de la virtualización que 
trabaja el matemático francés Paul Pierre Levy. (Levy, 1998, p. 35) 
 
Como primera medida hace la distinción entre la “actualización” y la 
“virtualización”.  
 
Para comprender la primera hay que partir de los supuestos filosóficos 
que hablan de las potencialidades del ser: una persona o cosa tiene múltiples 
posibilidades de ser a futuro y su materialización posterior no será más que una 
de las resoluciones posibles para esa potencialidad.  
 
Es básicamente uno de los principios aristotélicos, como podemos ver a 
continuación: “…la producción y “el llegar a ser” de los seres naturales es 
interna (inmanente) a ellos mismos: cada ser se realiza, opera y se desarrolla 
desde sí mismo y por sí mismo.  
 
Nada externo a la semilla hace que ésta se desarrolle y convierta en un 
árbol. Por eso, un árbol o una semilla es un ser natural y una mesa, hecha de la 
madera de ese árbol no lo es sino accidentalmente: sólo en tanto en que es 
madera y no en tanto que es mesa.” 
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Por eso, y siguiendo el ejemplo, podemos decir que la mesa es una 
actualización de la semilla, ya que, si bien terminó siendo una mesa, también 
podría haber sido simplemente un árbol, una hoja de papel, etc. 
 
Ahora bien, la virtualización se trata de una modificación en las 
identidades, de un cambio ontológico donde ya no hay una sola forma de 
resolver las potencialidades, no hay actualidad, sino que es una complejización 
de la realidad (no se opone a ella).  
 
Aquí estamos hablando de múltiples formas, múltiples resoluciones a las 
potencialidades, de un convivir con esa variedad y mutar constantemente. 
 
Las novedades de la virtualización: 
¿Qué fue lo que hizo que haya un cambio en la percepción de la realidad? ¿Qué 
tiene lo virtual que no tenía lo actual? 
 
Pues bien, Levy presenta tres características principales: 
 
1. Desterritorialización: Lo virtual rompe con las barreras geográficas y 
temporales. Nos permite transitar por lugares lejanos simplemente con entrar 
al Google Earth, leer diarios de España, Sudáfrica, Australia, etc. etc. Pero, 
además, la virtualidad crea sus propios espacios, sus propios mundos si se 
quiere.  
 
Juegos como el Second Life permiten que los usuarios construyan sus 
casas, sus ciudades, sus vidas en última instancia; y si bien no hay una 
materialización de esos lugares, no por eso dejan de ser reales, más bien 
existen en esa realidad virtual (haciendo Control+clic en la imagen del 
Second Life se podrá ver un breve video del juego en YouTube). 
 
A su vez, el tiempo también se modifica. Ahora, paradójicamente, el 
ahora convive (paradójicamente) con muchos tiempos pasados y futuros.  
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Por ejemplo, el sencillo acto de mandar un mail supone una 
interacción entre dos personas que puede no ser en simultáneo: yo le escribo 
un correo electrónico ahora a mi mamá y ella recién lo lee mañana a la tarde, 
pero lo lee, y allí está la recepción de mi mensaje. El software de chat 
Messenger presenta en sus últimas versiones la posibilidad de que varios 
usuarios le dejen un mensaje escrito a una persona y ésta los lea recién cuando 
abre su Messenger, así sea un mes después y en una computadora ajena. Estas 
y otras sientas de situaciones más dan cuenta de esta desterritorialización en 
la que el aquí y él ahora se han separado. 
 
 
2. Efecto Moebius: La cinta de Moebius es una superficie de dos dimensiones 
con un solo lado por la cual, por ejemplo, se puede desplazar un objeto 
infinitamente. Esta concepción física es trabajada en la virtualidad para dar 
cuenta de la constante ir y venir entre lo público y lo privado que se produce 
allí. Al conectarse a la red un sujeto se pone inmediatamente en contacto con 
millones y millones de computadoras en el mundo que tienen tanto acceso a 
los distintos lugares del ciberespacio como él y con las que incluso puede 
compartir archivos, dialogar (mediante chat, por ejemplo) y demás.  
 
Pero a la vez, esa misma persona tiene la posibilidad de construir un 
espacio privado donde recibe correos electrónicos, guarda sus fotos, sube 
videos, etc. En esos casos, utiliza una cuenta propia y una contraseña que le 
permite (en teoría) ser el único en poder ingresar allí. Ahora bien, el efecto 
Moebius vuelve una vez más cuando esa persona puede, al mismo tiempo, 
compartir ese espacio con los demás, y así tenemos ejemplos como los de los 
floggers que hacen cuentas en páginas donde pueden “colgar” sus fotos y 
mostrárselas a sus contactos.  A la vez, mientras que se pasa de lo público a 
lo privado, también se puede pasar de un mundo “real” a uno virtual. Y 
entendamos en este caso lo real como lo cotidiano, lo materializado fuera del 
ciberespacio.                                                                      
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Así, podemos ver por ejemplo que mientras una persona está 
navegando y revisando su cuenta de correo electrónico, puede al mismo 
tiempo estar jugando un juego de simulación donde tiene una vida 
completamente diferente, incluso hasta con otro sexo. 
 
3. Colectivización: Tiene que ver con los dos aspectos señalados anteriormente 
y con una convivencia permanente con millones y millones de personas en el 
mundo con las que además interaccionamos de una u otra forma.  
 
En Internet casi todo es compartido e incluso en el ámbito informativo 
el conocido paradigma de que “me copien lo menos posible”, de la 
originalidad, ha dado lugar a una concepción de multiplicación y de 
“aparecer citado en muchos lugares”. Se relaciona precisamente con fluir 
dentro de ese enmarañado mundo virtual.  
 
 
2.3.2 Virtualización y Estetización de La Arquitectura Actual  
 
 2.3.2.1 La hipótesis de la an-estetica de la Arquitectura. 
 
De acuerdo con (Leach, 2001) la hipótesis del libro es simple, 
verifica la disolución de la esencia arquitectónica por su 
comercialización y virtualización. Al inicio de la argumentación, Leach 
se basa en los escritos ampliamente conocidos de Jean Baudrillard; este 
filósofo francés, quien a lo largo de su desarrollo intelectual en el 
mercado internacional de ideas se convirtió en el teólogo de la 
virtualización, diagnosticó la desaparición de la cultura material en sus 
fotocopias y simulacros digitales.  
 
El resumen de esta hipótesis, bastante conocida y criticada, 
enmarca la argumentación de Leach.  
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No sólo estructura el desarrollo de ideas, sino también caracteriza 
–involuntariamente– el concepto intelectual del autor: su libro es un 
montaje interminable de fotocopias de textos ya conocidos, incluso 
anacrónicos. Así, retomar y refritear a Baudrillard es el hilo conductor 
del libro de Leach, y una confirmación posterior del refutable filósofo 
francés. Un recorrido por el montaje de ideas sueltas demuestra la 
disciplina intelectual de Leach.  
 
Su mayor logro fue la invención del título que en el original 
inglés –anaesthetics– combina anestética y anestesia (p. 8). Tal proceso 
de abolición de la arquitectura, que "se reduce a un juego de formas 
vacías y seductoras" (p. 9), está explicado en cinco capítulos.  
 
a. El primer capítulo, llamado "La saturación de la imagen" (pp. 13-
35). reincide en el lamento por la pérdida de los significados 
culturales en los tiempos de la sobreproducción de imágenes en un 
nivel global (pp. 16-18).  
 
b. En el segundo capítulo, "El arquitecto como fascista" (pp. 37-60), 
continúa la argumentación sumamente banal. Tal título sugiere un 
análisis del concepto político del fascismo, y la relación del 
arquitecto con un sistema de represión dictatorial.  
 
c. En el tercer capítulo, "La estética de la embriaguez" (pp. 61-92), 
Leach presenta exactamente esta misma selección de pensadores 
urbanos, que desde hace más de veinte años no faltan en cualquier 
libro sobre cultura urbana.  
 
d. El penúltimo capítulo, "La arquitectura de la pasarela" (pp. 93-118), 
además de repetir las débiles ideas del autor, introduce el 
movimiento situacionista alrededor del artista Guy Debord, que 
contiene gran potencial reflexivo sobre el tema general de la 
anestética arquitectónica.  
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e. Agotado por tanta desesperación con la lectura del libro, es casi 
imposible soportar el último capítulo, "Seducción, el último refugio" 
(pp. 119-144), que concluye la débil argumentación con otra 
exégesis de Baudrillard, muy lejos del objeto de estudio, la 
arquitectura.  
 
En este último paso de un aburrido camino por las 144 
páginas, el autor utiliza la tesis equivocada de que la seducción visual 
de la arquitectura "nunca puede ser crítica" (p. 132), para 
desprestigiar a sus colegas académicos de la escuela londinense de 
arquitectura.  
 
Casi es el tono de una secta fundamentalista que tiene 
prohibido percibir y crear imágenes, el que Leach usa para criticar 
las tendencias arquitectónicas actuales que se fijan en la superficie 
(p. 140); en lugar del complejo análisis de este fenómeno, prevalece 
la reducción moral al vituperar el "juego vacío y persuasivo de las 
apariencias, donde la crítica pierde su fuerza y la complacencia y la 
fascinación se le adelantan" (p. 143).  
 
 
2.3.3 Concentradores de cableado (Nivel Físico): HUB Y MAU.  
2.3.3.1 Puente o Bridge (Nivel Enlace) 
 
 
Los puentes, tal como su nombre lo indica, proporcionan las 
conexiones entre LAN. Los puentes no sólo conectan las LAN, sino 
que además verifican los datos para determinar si les corresponde o 
no cruzar el puente. Esto aumenta la eficiencia de cada parte de la 
red. (Ordoñez, 2014, p. 265) 
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 Conmutadores o switch (Nivel Enlace): 
 
Los SWITCH son otros equipos más actuales que centralizan 
el cableado y mejoran la velocidad de la red evitando colisiones en 
lo posible. Muy usados en redes de área local Ethernet. 
 
Diferencias entre: HUB o Concentrador, Switch o Conmutador. 
 
HUB o Concentrador  
a. Tecnología compartida 
b. Ancho de banda repartido entre puertos 
c. Manda lo que recibe a todos los puertos 
d. Produce colisiones   
e. Solo permite una comunicación en un instante determinado. 
f. Trabaja en modo Simplex o half duplex 
 
Switch o Conmutador 
a. Tecnología conmutada 
b. Ancho de banda completo para cada puerto 
c. Aprende dónde está cada uno y solo lo envía al destinatario. 
d. Produce menos colisiones 
e. Permite hasta N.º puertos/2 comunicaciones instantáneas 
f. Trabaja en modo half o full Duplex 
g. Permite a switch avanzados Port Trunking y VLAN 
 
Características de un Switch: 
a. Opera con funciones de bridge, interconectando segmentos 
de la red. 
 
b. Realiza la conmutación trabajando a nivel MAC (Ethernet), 
necesita aprender las direcciones MAC: control de errores y 
lectura de las cabeceras MAC (direccionamiento). 
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c. No son dispositivos de medio compartido, disminuyendo la 
probabilidad de colisiones. Permite que haya diferentes tramas, 
en diferentes puertos, fluyendo simultáneamente.  
 
d. Pueden ser half o full duplex. 
 
e. Proporciona mayor ancho de banda. El cálculo del mismo 
depende de la velocidad y el tipo de puertos existentes. 
 
Tipos de Switch. Existen diferentes técnicas de conmutación: 
 
a. Fast forward (cut-through): La  trama   se  conmuta  al  puerto  de  
salida nada más conocer la dirección 
MAC. Sólo es necesaria la cola de salida. 
    a.1. Ventaja:  Disminuye la latencia. 
    a.2. Inconvenientes: Requiere   la  misma  velocidad  en  ambos  
puertos   y    no   implementa   control   de  
errores. 
 
b.   Store and forward:  Espera hasta que recibe completamente la  
           trama para conmutarla. 
 
b.1. Ventajas:  Almacena la trama completa, por lo que 
puede realizar control de errores o incluso 
filtrado de la misma. 
b.2. Inconvenientes: Aumenta la latencia. 
 
Otras clasificaciones de Switches: 
1. Por velocidad: 10, 100, 1000, 10000 Mbps. 
2. Aislados, apilables y tipo chasis. 
3. Según las diferentes posibilidades ofrecidas a nivel superior 
(conmutación nivel 3). 
4. Según el sistema de gestión. 
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Características Adicionales: 
 
1. Agrupación de puertos (port trunk), es un medio para unir dos 
Switchs mediante dos o más puertos y por lo tanto aumentar el ancho 
de banda de la conexión entre los Switchs. 
 
2. Protocolo de encaminamiento: Spanning tree.  Spanning Tree 
Protocol (STP) es un protocolo de red de la segunda capa. Su función 
es la de gestionar la presencia de bucles en topologías de red 
debido a la existencia de enlaces redundantes (necesarios en muchos 
casos para garantizar la disponibilidad de las conexiones). El 
protocolo permite a los dispositivos de interconexión activar o 
desactivar automáticamente los enlaces de conexión, de forma que se 
garantice que la topología está libre de lazos. STP es transparente a 
las estaciones de usuario. 
 
3. Norma 802.1D en este documento, se proporciona información sobre 
las mejoras agregadas por RSTP al estándar 802.1D anterior. El 
estándar Spanning Tree Protocol (STP) 802.1D fue diseñado en un 
momento en que la recuperación de la conectividad después de una 
interrupción de un minuto más o menos se consideraba un 
rendimiento adecuado.  
 
Con la llegada del switching de capa 3 en entornos de LAN, 
el bridging ahora compite con soluciones ruteadas donde los 
protocolos, como Open Shortest Path First (OSPF) y Enhanced 
Interior Gateway Routing Protocol (EIGRP), pueden proporcionar 
una trayectoria alternativa en menos tiempo. Cisco mejoró la 
especificación 802.1D original con funciones como UplinkFast, 
BackboneFast y PortFast para acelerar el tiempo de convergencia de 
una red puenteada. La desventaja es que estos mecanismos son de 
propiedad exclusiva y requieren configuración adicional. 
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Rapid Spanning Tree Protocol (RSTP; IEEE 802.1w) se puede 
considerar una evolución del estándar 802.1D, más que una revolución. 
La terminología de 802.1D sigue siendo fundamentalmente la misma. La 
mayoría de los parámetros no se han modificado para que los usuarios 
familiarizados con 802.1D pueden configurar rápidamente el nuevo 
protocolo sin problemas.  
 
En la mayoría de los casos, RSTP se desempeña mejor que las 
extensiones de propiedad exclusiva de Cisco sin ninguna configuración 
adicional. 802.1w también se puede invertir nuevamente a 802.1D para 
interoperar con bridges heredados por puerto.  
 
Esto descarta los beneficios que presenta. La nueva edición del 
estándar 802.1D, IEEE 802.1D-2004, incorpora los estándares IEEE 
802.1t-2001 e IEEE 802.1w. 
 
 
 
 
Figura 17. Soporte de RSTP en Switches Catalyst. Fuente: Introducción al Rapid Spanning Tree Protocol 
Cisco (2017). 
  
53 
 
 
Convergencia con 802.1d 
 
En este diagrama, se ilustra cómo 802.1D se ocupa de un nuevo link 
que se agrega a una red puenteada: 
 
 
En esta situación, se agrega un link entre el bridge root y el Bridge 
A. Suponga que ya hay una conexión indirecta entre el Bridge A y el bridge 
root (a través de C-D en el diagrama).  
 
El STA bloquea un puerto e inhabilita el loop de bridging. Primero, 
cuando aparecen, ambos puertos en el link entre la root y el Bridge A se 
ponen en el estado de escucha.  
El Bridge A ahora puede escuchar a la root directamente. Propaga 
inmediatamente sus BPDU en los puertos designados, hacia las hojas del 
árbol de spanning tree.  
 
Tan pronto como los Bridges B y C reciben esta nueva información 
superior del Bridge A, retransmiten inmediatamente la información hacia 
las hojas. En unos pocos segundos, el Bridge D recibe una BPDU de la root 
y bloquea de forma instantánea el puerto P1. 
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El spanning tree es muy eficiente en la manera en que calcula la 
nueva topología de la red. El único problema ahora es que debe transcurrir 
el doble de demora de reenvío antes de que el link entre la root y el Bridge 
A terminen finalmente en el estado de reenvío.  
 
Esto significa 30 segundos de interrupción del tráfico (se aíslan las 
partes enteras A, B y C la red) porque el algoritmo de 8021.D no tiene un 
mecanismo de retroalimentación para anunciar claramente que la red 
converge en cuestión de segundos. 
Convergencia con 802.1w 
Ahora, usted puede ver cómo RSTP se ocupa de una situación similar. 
Recuerde que la topología final es exactamente la misma que la calculada 
por 802.1D (es decir, un puerto bloqueado en el mismo lugar que antes). 
Solamente los pasos utilizados para llegar a esta topología han cambiado. 
 
Se ponen ambos puertos en el link entre A y la raíz en estado de 
bloqueo designado en cuanto aparecen.  
 
Hasta el momento, todo se comporta como en un entorno puro de 
802.1D. Sin embargo, en esta etapa, ocurre una negociación entre el Switch 
A y el root.  
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Tan pronto como A recibe la BPDU del root, bloquea los puertos 
designados que no son de borde. Esta operación se denomina 
sincronización.  
 
Una vez realizado esto, el Bridge A autoriza explícitamente al bridge 
root para poner su puerto en el estado de reenvío. En este diagrama, se 
ilustra el resultado de este proceso en la red. El link entre el Switch A y el 
bridge root se bloquea y ambos bridges intercambian BPDU. 
 
Una vez que el Switch A haya bloqueado sus puertos designados que 
no son de borde, el link entre el Switch A y la root se pondrá en el estado 
de reenvío y usted llegará a la situación: 
 
Todavía no puede haber un loop. En lugar de bloquear arriba 
del Switch A, la red ahora bloquea debajo del Switch A. Sin embargo, el 
posible loop de bridging se corta en una ubicación diferente. Este corte viaja 
hacia abajo del árbol junto con las nuevas BPDU originadas por la root a 
través del Switch A.  
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En esta etapa, los puertos recientemente bloqueados en el Switch A 
también negocian una transición rápida al estado de reenvío con sus puertos 
vecinos en el Switch B y el Switch C que ambos inician una operación de 
sincronización.  
 
Con excepción del puerto root hacia A, el Switch B tiene solamente 
puertos designados de borde.  
 
Por lo tanto, no tiene ningún puerto para bloquearlo a fin de autorizar 
al Switch A para pasar al estado de reenvío.  
 
Del mismo modo, el Switch C debe bloquear su puerto designado para 
D. Ahora se llega al estado que se muestra en este diagrama: 
 
 
 
Recuerde que la topología final es exactamente la misma que la que 
se muestra en el ejemplo de 802.1D, lo que significa que el puerto P1 en D 
termina en bloqueo.  
 
Esto significa que se llega a la topología de red final, justo a tiempo 
para que las nuevas BPDU viajen hacia abajo del árbol.  
 
No participa ningún temporizador en esta convergencia rápida.  
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El único nuevo mecanismo introducido por RSTP es el 
reconocimiento de que un switch puede enviar en su nuevo puerto root para 
autorizar la transición inmediata al estado de reenvío y omite las etapas de 
escucha y aprendizaje largas del doble de demora de reenvío.  
 
El administrador solo debe recordar esto para beneficiarse de la 
convergencia rápida: 
 
a. Esta negociación entre los bridges es solo posible cuando los bridges 
están conectados por links punto a punto (es decir, links de dúplex 
completo, a menos que haya una configuración de puerto explícita). 
 
b. Los puertos de borde tienen una función aún más importante ahora que 
PortFast se habilita en puertos en 802.1D. Por ejemplo, si el 
administrador de la red no puede configurar correctamente los puertos 
de borde en B, su conectividad es afectada por el link entre A y la root 
que aparece. 
 
c. Busca el camino más eficiente. Coste de enlace 
 
d. Robustez frente a fallos de enlace 
 
e. Evita bucles infinitos 
 
f. VLAN LAN Virtuales (Virtual LAN).  802.1Q, VLT, Pág. 146-147  
           Libro Texto. 
 
g.  Fast IP 
1. Opera con funciones de router, interconectando VLAN. 
 
2. Realiza la conmutación trabajando a nivel IP o superior. 
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Métodos de gestión del switch: 
 
Al igual que en el hub, se puede establecer dos clasificaciones 
posibles para la gestión del switch: 
  
a. La primera de ellas se basa en el tipo de puerto al cual se conecta el 
equipo de gestión. 
 
b. La segunda clasificación está en función del servidor utilizado para la 
gestión: 
 
Equipos nivel (1 y 2) para WLAN (Redes locales inalámbricas). 
 
Wi-Fi es una marca de la Wi-Fi Alliance (anteriormente la 
WECA: Wireless Ethernet Compatibility Alliance), la organización 
comercial que adopta, prueba y certifica que los equipos cumplen los 
estándares 802.11.  
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2.4.  Definición de términos básicos  
a. ADAPTADOR, Dispositivo que añada funcionalidad de red a su equipo.  
b. ANCHO DE BANDA, Capacidad de transmisión de un dispositivo o red 
determinado. 
c. BALANCEO DE PETICIONES ENTRANTES, Forma de procesamiento de la 
información proveniente de Internet (Tráfico entrante) la cuál es distribuida 
ordenadamente a través de la red local (LAN). 
d. BPS, Bits Por Segundo; se refiere a la velocidad a la que la información es enviada 
sobre una conexión lógica ("data link") 
e. BROADCAST, Se refiere al mensaje que se envía a todas las estaciones en una 
conexión lógica ("data link") multipunto. 
f. CHANNEL (CANAL), También se le denomina circuito, línea, "Path". Es un 
medio, físico o lógico, para mover datos en una dirección. Un canal puede ser 
SIMPLEX si los datos se envían siempre en una sola dirección o HALF DUPLEX 
si se envía información en ambas direcciones alternadamente. Dos canales se 
pueden combinar para proveer transmisión FULL DUPLEX. Frecuentemente nos 
referimos a estos dos canales como un canal FULL DUPLEX. 
g. CHECKPOINT, Es la manera en que IBM llama la operación continua de ARQ 
de su protocolo SDLC. 
h. CONMUTADOR, es un Dispositivo que es el punto central de conexión de equipos 
y otros dispositivos de una red, de forma que los datos puedan transmitirse a 
velocidad de transmisión completa. 
i. CONVERGENCIA, velocidad y capacidad de un grupo de dispositivos de 
internetwork que ejecutan un protocolo de enrutamiento específico para coincidir 
con la topología de una internetwork después de un cambio en esa topología.  
j. DATA NETWORKING: Estado al que se llega después de haber implementado 
una red de dispositivos de cómputo comúnmente denominada Red LAN, se dice 
que al estar conectados todos estos dispositivos se conforma una red de datos. 
k. DHCP (Protocolo de configuración dinámica de host), protocolo que permite a un 
dispositivo de una red, conocido como servidor DHCP.  
l. DESCARGAR, Recibir un archivo transmitido a través de una red. 
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m. DIRECCIÓN IP, dirección que se utiliza para identificar un equipo o dispositivo 
en una red.  
n. DDNS (SISTEMA DINÁMICO DE NOMBRES DE DOMINIO), Permite 
albergar un sitio Web, servidor FTP o servidor de correo electrónico con un nombre 
de dominio fijo (por ejemplo, www.xyz.com) y una dirección IP dinámica. 
o. DNS (SERVIDOR DE NOMBRES DE DOMINIO), La dirección IP de su 
servidor ISP, traduce nombres de los sitios Web a direcciones IP. 
p. DOMAINKEYS: Sistema de autenticación de correo electrónico designado a 
verificar el dominio DNS de un emisor de correo electrónico y la integridad del 
mensaje. 
q. DSL (LÍNEA DE SUSCRIPTOR DIGITAL), Conexión de banda ancha 
permanente a través de las líneas de teléfono tradicionales. 
r. DSSS (ESPECTRO DE DISPERSIÓN DE SECUENCIA DIRECTA), 
Transmisión de la frecuencia con un patrón de bit redundante que se traduce en una 
menor probabilidad de que la información se pierda durante dicha transmisión. 
s. DTIM (MENSAJE DE INDICACIÓN DE TRÁFICO DE ENTREGA), 
Mensaje incluido en paquetes de datos que puede aumentar la eficacia inalámbrica. 
t. DÚPLEX COMPLETO, La disponibilidad de un dispositivo de red para recibir y 
transmitir datos de forma simultánea. 
u. DÚPLEX MEDIO, Transmisión de datos que puede producirse en dos direcciones 
a través de una única línea, sólo en una dirección cada vez. 
v. EAP (PROTOCOLO DE AUTENTICACIÓN EXTENSIBLE), Protocolo 
general de autenticación que se utiliza para controlar el acceso a redes. Muchos 
métodos de autenticación específicos trabajan dentro de este marco. 
w. EAP-PEAP (Protocolo autenticación extensible-Protocolo autenticación extensible 
protegido). 
x. EAP-TLS (Protocolo de autenticación extensible-Seguridad de la capa de 
transporte) 
y. EL PROTOCOLO DE DESCUBRIMIENTO DE CISCO (CDP, CISCO 
DISCOVERY PROTOCOL), es un protocolo propiedad de Cisco que puede 
configurarse en todos los dispositivos de Cisco. 
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z. ENRUTADOR, dispositivo de red que conecta redes múltiples, tales como una red 
local e Internet.  
aa. ETHERNET, protocolo de red estándar de IEEE que específica la forma en que se 
colocan los datos y se recuperan de un medio de transmisión común.  
bb. FIBRA ÓPTICA, medio de transmisión empleado habitualmente en redes de 
datos; un hilo muy fino de material transparente, vidrio o materiales plásticos, por 
el que se envían pulsos de luz que representan los datos a transmitir.  
cc. FIREWALL, elemento utilizado en redes de computadoras para controlar las 
comunicaciones, permitiéndolas o prohibiéndolas.  
dd. GATEWAYS, Dispositivo de una red que sirve como punto de acceso a otra red.  
ee. GBPS, Giga Bits Por Segundo; se refiere a billones americanos (miles de millones) 
de bits por segundo. 
ff. HALF DUPLEX TRANSMISIÓN, Se refiere a el diálogo entre dos estaciones 
donde ninguna estación enviará datos mientras la otra está enviando datos. 
gg. HOSTS, sistema de computación en una red.  
hh. HTTP (Protocolo de transferencia de hipertexto), protocolo de comunicaciones 
utilizado para conectarse a servidores de la World Wide Web.  
ii. IP, protocolo de Internet. Protocolo de capa de red en el stack TCP/IP que brinda 
un servicio de internetworking sin conexión.  
jj. IPv6, protocolo de capa de red para trabajos de Internet conmutados por paquetes. 
Sucesor de IPv4 para uso general en Internet.  
kk. LAN, el término Red de área local (LAN) hace referencia a una red local, o a un 
grupo de redes locales interconectadas, que están bajo el mismo control 
administrativo.  
ll. LOOP, Arreglo de comunicaciones multipunto donde las estaciones se conectan en 
forma de anillo o "loop". Todas las estaciones llevan a cabo la función de 
almacenaje y envío de datos. La estación anfitriona o "host" envía datos en una 
dirección "downlink direction" y recibe datos en otra dirección "uplink direction". 
mm. LRC, Siglas en inglés para "Longitudinal Redundancy Checking". Este es el 
proceso de verificación de errores cuando se envían datos sobre un "data link" 
nn. LOOPBACK: 127.0.0.1 es una dirección IP disponible en todos los dispositivos 
para ver si la tarjeta NIC de ese dispositivo funciona.  
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oo. MAP, Siglas en inglés para "Manufacturing Automation Protocol". Protocolo 
diseñado por la compañía General Motors, como un esfuerzo para definir ciertos 
estándares del modelo OSI que aplican a este tipo de compañía de manufactura 
automatizada. 
pp. MÁSCARA DE SUBRED, Código de dirección que determina el tamaño de la red. 
qq. MBPS (MEGABITS POR SEGUNDO), Un millón de bits por segundo, unidad 
de medida de transmisión de datos. 
rr. MHZ, Equivale a 106 hercios (1 millón). Se utiliza muy frecuentemente como 
unidad de medida de la frecuencia de trabajo de un dispositivo de hardware. 
ss. MIRC, Programa de Internet Relay Chat que se ejecuta bajo Windows. 
tt. MÓDEM DE CABLE, un dispositivo que conecta un equipo a la red de la 
televisión por cable que a su vez se conecta a Internet.  
uu. MODEM FULL DUPLEX, Provee un canal para el envío de información en 
cualquier dirección. Se requiere este tipo de modem para que dos estaciones puedan 
enviarse información a la misma vez. 
vv. MODEM HALF DUPLEX, Este modem permite el envío de información en una 
dirección en algún momento. Este tipo de módem no puede enviar  
información mientras otro modem al final del "data link" está enviando 
información. 
ww. MULTICAST MULTIDIFUSIÓN, Técnica que permite que copias de un solo 
paquete se transfieran a un subconjunto seleccionado de todos los posibles destinos. 
xx. NVRAM, memoria de acceso aleatorio no volátil. Memoria de acceso aleatorio que, 
cuando la computadora se apaga, el contenido de la NVRAM permanece allí.  
yy. PoE, (Alimentación a través de Ethernet), tecnología que permite a un cable de red 
Ethernet transmitir tanto datos como corriente.  
zz. PPTP (Protocolo de túnel punto a punto), protocolo VPN que permite tunelar el 
protocolo Punto a punto (PPP) a través de una red IP.  
aaa. PUERTA DE ENLACE, un dispositivo que interconecta redes con protocolos de 
comunicaciones diferentes e incompatibles.  
bbb. PUERTO, punto de conexión en un equipo o dispositivo de red utilizado para 
conectar un cable o adaptador.  
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ccc. PUNTO DE ACCESO, dispositivo que permite a los equipos y a otros dispositivos 
equipados con función inalámbrica comunicarse con una red con cable.  
ddd. RAPID SPANNING TREE PROTOCOL (RSTP), es un protocolo de red de la 
segunda capa OSI, (nivel de enlace de datos), que gestiona enlaces redundantes 
eee. RED TRONCAL, parte de una red que conecta la mayoría de los sistemas y los 
une en red, así como controla la mayoría de datos.  
fff. RED, serie de equipos o dispositivos conectados con el fin de compartir datos, 
almacenamiento y la transmisión entre usuarios.  
ggg. ROUTER: Dispositivo de capa de red que usa una o más métricas para determinar 
la ruta óptima a través de la cual se debe enviar el tráfico de red.  
hhh. ROUTING, el proceso de mover un paquete de datos de fuente a destino, 
normalmente se usa un Router.  
iii. RUTA SUMARIZADA, la sumarización de ruta reduce el número de rutas que el 
router debe mantener.  
jjj. SERVIDOR, cualquier equipo cuya función en una red sea proporcionar acceso al 
usuario a archivos, impresión, comunicaciones y otros servicios.  
kkk. SHELL SEGURO (SSH), es un protocolo que proporciona una conexión de 
administración segura (cifrada) a un dispositivo remoto. 
lll. SMTP (Simple Mail Transfer Protocol), protocolo de correo electrónico estándar 
de Internet.  
mmm. SPANNING TREE PROTOCOL (STP), es un protocolo de capa 2 que se ejecuta 
en bridges y switches. 
nnn. SSID (Service Set IDentifier), nombre de su red inalámbrica. Tasa TX Tasa de 
transferencia.  
ooo. SNMP (SIMPLE NETWORK MANAGEMENT PROTOCOL), Protocolo de 
control y supervisión de redes ampliamente extendido. 
ppp. STDM, Statistical Time Division Multiplexing Multiplexado por división 
estadística de tiempo. Tecnología de multiplexado que ofrece un ancho de banda 
variable de acuerdo a los requerimientos. 
qqq. TCP (Transport Control Protocol), un protocolo de red para la transmisión de datos 
que requiere la confirmación del destinatario de los datos enviados.  
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rrr. TCP/IP (Transport Control Protocol / Internet Protocol), protocolo de red para la 
transmisión de datos que requiere la confirmación del destinatario de los datos 
enviados.  
sss. TELNET, comando de usuario y protocolo TCP/IP que se utiliza para acceder a 
equipos remotos.  
ttt. Topología, distribución física de una red.  
uuu. TZ, PRO y E-Class NSA, modelos de “Firewalls” comercializados por la firma 
Sonicwall.  
vvv. UNICAST (LA UNIDIFUSIÓN O DIFUSIÓN ÚNICA), Es el envío de 
información desde un único emisor a un único receptor. 
www. VDC (VIRTUAL DEVICE CONTEXTS), se puede utilizar para virtualizar el 
propio dispositivo, presentando el switch físico como múltiples dispositivos lógicos 
xxx. VPN (Red privada virtual), Medida de seguridad para proteger los datos a medida 
que abandona una red y pasa otra a través de Internet.  
yyy. WAN (Wide Area Network), Grupo de equipos conectados en red en un área 
geográfica extensa.  
zzz. WEP (Wired Equivalent Privacy), Protocolo de seguridad para redes inalámbricas.  
 
aaaa. Wireless, tipo de comunicación en la que no se utiliza un medio de propagación 
físico alguno esto quiere decir que se utiliza la modulación de ondas 
electromagnéticas.  
bbbb. WLAN (Wireless Local Area Network), grupo de equipos y dispositivos asociados 
que se comunican entre sí de forma inalámbrica. 
cccc. WPA (WiFi Protected Access), Es un protocolo de seguridad para redes 
inalámbricas que se fundamenta en los cimientos básicos de WEP.  
dddd. 802.11ª: Estándar de red inalámbrica IEEE que especifica una tasa de transferencia 
máxima de 54 Mbps y una frecuencia de funcionamiento de 5 GHz. 
eeee. 802.11b: Estándar de red inalámbrica IEEE que especifica una tasa de transferencia 
máxima de 11 Mbps y una frecuencia de funcionamiento de 2,4 GHz. 
ffff. 802.11g: Estándar de red inalámbrica IEEE que especifica una tasa de transferencia 
máxima de 54 Mbps y una frecuencia de funcionamiento de 2,4 GHz y con 
compatibilidad con versiones anteriores con dispositivos 802.11b. 
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gggg. IEEE 802.1D, Estándar de la IEEE para el nivel de acceso de control para puentes 
o "bridges" inter LAN, entrelazando redes IEEE 802.3, 802.4 y 802.5. 
hhhh. IEEE 802.1Q, Estándar IEEE que evolucionó a partir del protocolo ISL (enlace 
entre conmutadores) de Cisco Systems. Sin embargo, ISL y 802.1Q no son 
intercambiables. La referencia 802.1Q se conoce también como red local virtual 
(VLAN) o estándar de conmutación por marcado. 
iiii. IEEE 802.1w, Es una evolución del Spanning Tree Protocol (STP), 
reemplazándolo en la edición 2004 del 802.1d.  
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CAPÍTULO III: MARCO METODOLÓGICO 
 
 
3.1.  Metodología Lifecycle Services de Cisco 
 
De acuerdo con (Cisco, 2006) el enfoque de Lifecycle Services de Cisco define 
el conjunto mínimo de actividades necesarias, por tecnología y por nivel de complejidad 
de la Red, para ayudar a los clientes a instalar y operar exitosamente tecnologías de Cisco, 
y optimizar su desempeño a través del ciclo de vida de la red. 
 
3.1.1. Tipo y diseño de la investigación. 
 
Por las características la presente espera poder caracterizar al 
fenómeno a estudiar, esta investigación es de tipo Aplicada y diseño 
Cuasi Experimental.  
 
  3.1.2.   Tipo de investigación. 
   
Aplicada: En la presente investigación se hará uso de los 
conocimientos teóricos de TI, para desarrollar la propuesta de 
virtualización de dispositivos de conmutación para optimizar los 
servicios de la Red LAN, asimismo los usuarios tendrán mejoras en los 
flujos de información y las transacciones de registros serán oportunas 
mediante el uso de los aplicativos institucionales, aplicando los 
procesos de planificación vigentes para dar solución a la realidad 
problemática del HNERM-EsSALUD en estudio.  
 
   3.1.3.  Diseño de la investigación. 
   
   Cuasi Experimental: 
 
En el presente estudio de investigación es cuasi experimental 
porque a través de la investigación se puede realizar la virtualización 
de dispositivos de conmutación con el fin de Optimizar los servicios de 
la Red LAN en el HNERM. 
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3.2. Población y muestra. 
 
 
3.2.1.     Población.  
 
La Población está definida por los dispositivos de 
conmutación a virtualizar en el HNERM-EsSALUD y será finita y 
tendrá un tamaño universal de 135.  
 
 
3.2.2.    Muestra. 
 
El instrumento se aplicará a los dispositivos de conmutación 
a virtualizar de tal manera que los valores de la probabilidad de la 
ocurrencia serán operados de forma porcentual.   
 
 
Tabla 2 
Población y Muestra 
 
Descripción      Población  Tamaño 
Muestra 
Los dispositivos de conmutación a virtualizar          Finita 135 
 
Fuente: Elaboración Propia (2017). 
 
   Resultado de Formula de Muestreo con población Finita. 
 
n =
no
         no
   𝟏+_______
       𝑵
                          donde:  no =  𝑝 ∗ (1 − 𝑝) ∗ ⦋   𝑍(1 −
𝛼
2______
   ⦌ 2     
 
 
 
 
 
  
68 
 
  
Tabla 3  
Calculo con Formula de Muestreo con población Finita 
 
 
Fuente: Elaboración Propia (2017). 
 
             3.2.3.   Métodos de investigación 
Lifecycle Services de Cisco (servicios del ciclo de vida de la red) 
              Hemos elegido esta metodología: 
 
● Porque Lifecycle Services son metodologías y prácticas que 
soportan la evolución de la red y ayuda a las empresas a incrementar 
el retorno de inversión en estas tecnologías. 
 
● Mejora la disponibilidad, estabilidad, seguridad y escalabilidad de 
la red a través del sistema de planeación, diseño, mantenimiento y 
optimización. 
 
● Define el conjunto mínimo de actividades necesarias, según la 
tecnología y la complejidad de la red, así como para optimizar el 
rendimiento de las mismas durante el Ciclo Vital de la red.  
 
● Este enfoque, y la venta de Servicios (TSS – Technical Support 
Services) te puede ayudar a desplegar una red de alto rendimiento y 
un plan de apoyo de red, integrar tecnologías avanzadas, reducir el 
coste total de mantenimiento de red (TCO) y mantener una red en 
buen estado mediante rutinas diarias, asegurando el acceso a los 
recursos técnicos adecuados. 
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● Acelerar el acceso a aplicaciones y servicios ayuda a obtener 
agilidad empresarial. 
 
● Ayuda a proteger, optimizar y hace crecer las plataformas de Red 
utilizando un planteamiento de ciclo de vida, el cual crea valor de 
negocios y excelencia operacional. 
 
Según Cisco Systems (2006), el enfoque de Lifecycle 
Services de Cisco define el conjunto mínimo de actividades 
necesarias, por tecnología y por nivel de complejidad de la red, para 
ayudar a los clientes a instalar y operar exitosamente tecnologías de 
Cisco, y optimizar su desempeño.  
 
 
3.2.4.  Beneficios de Lifecycle Services 
 
• Incrementa el valor de la red en la gestión de negocios y el retorno 
de inversión y coloca al cliente en una posición ventajosa al 
disminuir el costo total de propiedad de la red, mejorando ambos: 
la agilidad del negocio y la disponibilidad de la red. 
• Acelera la estrategia. 
•  de penetración del mercado (go-to-market) al entregar soluciones 
a tiempo, dentro del presupuesto, y a un precio competitivo a 
través de una metodología comprobada y consistente que enfatiza 
la coordinación entre Cisco, sus socios de negocios y las 
capacidades de los clientes. 
• Mejora la disponibilidad, estabilidad, seguridad y escalabilidad de 
la red a través del sistema de planeación, diseño, mantenimiento 
y optimización. 
• Maneja la complejidad creciente de la red al proveer consistencia 
en los procesos para instalar y mantener la tecnología de Cisco 
Systems. 
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Fases de Lifecycle Services 
 
1. Fase de Preparación 
 
Se establece los requerimientos del negocio y la visión 
tecnológica correspondiente.  
 
También desarrolla la estrategia técnica e identifica las 
tecnologías que mejor pueden soportar los planes de crecimiento. 
Esta fase inicial es clave para la fase de Planeación. 
 
2. Fase de Planeación 
 
En la fase de planeación del ciclo de vida de la red, una 
empresa evalúa su red para determinar si la infraestructura de 
sistema existente, las localidades y el ambiente operativo pueden 
soportar el sistema propuesto.  
 
La organización trata de asegurar la disponibilidad de los 
recursos adecuados para administrar el proyecto de despliegue de 
tecnología, desde la planeación hasta el diseño e implementación.  
Para planear la seguridad de la red, la empresa evalúa su 
sistema, redes e información contra intrusos, así como también 
evalúa la red para detectar la factibilidad de que redes externas y no 
confiables obtengan acceso a redes y sistemas internos y confiables.  
Se crea un plan de proyecto para ayudar a administrar las 
tareas, riesgos, problemas, responsabilidades, hitos críticos y 
recursos requeridos para implementar cambios en la red.  
El plan de proyecto se alinea con el campo de acción, el costo 
y los parámetros de recursos establecidos en los requerimientos de 
negocio originales. 
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3. Fase de Diseño 
Durante la fase de diseño del ciclo de vida de la red, una 
empresa desarrolla un plan detallado completo que cumple con los 
requerimientos técnicos y de negocios actuales e incorpora 
especificaciones para soportar la disponibilidad, confiabilidad, 
seguridad, escalabilidad y desempeño. Adicionalmente, la empresa 
desarrolla un diseño específico amplio para las operaciones del 
sistema tecnológico y los procesos y herramientas de administración 
de la red.  
Donde sea relevante, se crean aplicaciones hechas a la 
medida para que la tecnología pueda cumplir con los requerimientos 
de la organización y le permita la integración con la infraestructura 
de red existente.  
Durante la fase de diseño se desarrollan una variedad de 
planes para guiar actividades tales como configuración y prueba de 
conectividad, despliegue y comisionar el sistema propuesto, 
migración de servicios de la red, demostración de funcionalidad de 
la red y validación de la operación de la red. 
 
4. Fase de Implementación 
En la fase de implementación, la empresa trabaja para 
integrar dispositivos sin interrumpir a la red existente o crear puntos 
de vulnerabilidad.  
La empresa puede montar y probar el sistema propuesto 
antes de desplegarlo. Después de identificar y resolver cualquier 
problema de implementación del sistema, la empresa instala, 
configura e integra los componentes del sistema e instala, configura, 
prueba y comisiona el sistema de operaciones y administración de 
la red.   
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Una vez que se han migrado los servicios de red, la empresa 
valida que su red operativa esté funcionando como se había 
planeado, valida las operaciones del sistema y trabaja para cerrar las 
brechas en las habilidades del personal. 
 
5. Fase de Operación 
 
Las operaciones de la red representan una gran parte del 
presupuesto de TI de una empresa. Una organización gasta tiempo 
considerable en esta fase, viviendo con la tecnología dentro del 
ambiente de la empresa. A través de la fase de operación, la empresa 
mantiene la salud continua del sistema, monitoreando y 
administrándola proactivamente para maximizar su desempeño, 
capacidad, disponibilidad, confiabilidad y seguridad.  
La empresa administra y resuelve problemas o cambios que 
afecten al sistema, reemplazando o reparando hardware conforme 
sea necesario.  
Realiza movimientos físicos y lógicos, añade y cambia y 
mantiene actualizados el software y aplicaciones del sistema y 
administra a los proveedores de hardware y software para ayudar a 
asegurar la entrega eficiente de productos o servicios. 
 
6. Fase de Optimización 
El objetivo máximo de la fase de optimización es alcanzar la 
excelencia operativa a través de esfuerzos continuos para mejorar el 
desempeño y funcionalidad del sistema.  
Una empresa trata de asegurar que su sistema operacional 
está cumpliendo con los objetivos y requerimientos establecidos en 
el caso de negocio de la empresa y trabaja para mejorar el 
desempeño y seguridad del sistema.  
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Las prácticas de administración se mejoran al perfeccionar 
la habilidad de despliegue de la red y las eficiencias operativas a 
través de un sistema de administración de la red que automatiza, 
integra y simplifica los procesos y herramientas de administración.  
Los requerimientos del negocio se actualizan y contrastan 
regularmente con la estrategia de tecnología, desempeño y 
operaciones de la red. La red debe ser adaptable y debe estar 
preparada para lidiar con requerimientos nuevos o cambiantes.  
Conforme se modifica para soportar nuevos requerimientos 
empresariales o para mejorar el desempeño, la red reingresa a la fase 
de preparación de su ciclo de vida. 
                
 
 
Figura 18. Fases de la Metodología Lifecycle Services de Cisco. Fuente: Cisco System (2006). 
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3.3.  Hipótesis. 
 
El Desarrollo de la propuesta de virtualización de dispositivos de conmutación 
permitirá mejorar el performance de la Red LAN, a través de la convergencia de redes, 
calidad de servicio, seguridad, escalabilidad y alta disponibilidad, como respuesta a la 
problemática existente de la Red LAN en el HNERM–EsSALUD. 
 
3.3.1. Variables. 
 
                      
 3.3.1.1.   Variable Independiente 
 
Desarrollar la propuesta de Virtualización de 
Dispositivos de Conmutación. 
 
 
                      3.3.1.2.  Variable Dependiente 
 
Optimizará los servicios de la Red LAN en el Hospital 
Nacional Edgardo Rebagliati Martins–EsSALUD se obtendrá 
una mejor performance para facilitar la gestión. 
 
                      3.3.1.3. Variable Interviniente 
Metodología LifeCycle Services de Cisco. 
 
3.4.  Operacionalización. 
 
En el presente trabajo de investigación se diseñará el esquema de las dos 
variables independiente dependiente que a continuación detallamos: 
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Tabla 4 
Variable Independiente  
 
 
Variable Independiente 
 
Dimensiones 
 
Indicadores 
 
Técnicas e instrumentos 
de recolección de datos 
 
 
 
 
 
 
 
 
 
 
 
 
Desarrollar la propuesta de 
Virtualización de Dispositivos de 
Conmutación. 
 
 
Convergencia de redes. 
 
 
 
 
 
 
 
Eficiencia energética.  
 
 
 
 
 
 
 
 
 
Optimización de recursos en data center 
 
 
 
 
 
 
a. Número de contextos 
virtuales a implementar. 
 
b. Número de CORE virtuales 
interconectados. 
 
 
 
c. Consumo de energía en 
equipos de conmutación y 
servidores. 
 
d. consumo de energía en 
equipos de aire 
acondicionado. 
 
 
e. Número de equipos 
servidores a virtualizar. 
 
f. Número de Conmutadores a 
virtualizar. 
 
 
a. Ficha de Evaluación 
 
 
b. Observación. 
 
 
 
 
c. Observación 
 
 
 
d. Test  
 
 
 
 
 
e. Observación 
 
 
f. Observación 
Fuente: Elaboración Propia (2017). 
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Tabla 5  
Variable Dependiente 
 
Variable Dependiente 
 
Dimensiones 
 
Indicadores 
 
Ítems o  
Respuestas 
 
 
Técnicas e instrumentos 
De recolección de datos 
 
 
 
 
 
 
 
Optimizará los servicios de 
la Red LAN en el Hospital 
Nacional Edgardo 
Rebagliati   Martins–
EsSALUD se obtendrá una 
mejor performance para 
facilitar la gestión. 
1. Calidad de 
Servicio 
 
 
 
 
 
 
 
 
2. Escalabilidad   de 
la red 
 
 
 
3. Seguridad en la 
Red 
 
 
 
 
 
 
4. Disponibilidad de 
la Red. 
1.1.  Número de reportes de 
análisis de calidad de 
servicio por sub redes. 
 
1.2. Tiempo de transferencia 
de datos. 
 
1.3. Número de Redes 
virtuales existentes. 
 
2.1. Porcentaje de 
escalamiento Horizontal y 
Vertical de la red al año. 
 
3.1. Número de Listas de 
Control de Acceso – 
ACL, por sub redes. 
 
3.2. Número de métodos de 
autenticación 
configurados. 
 
4.1.  Porcentajes de 
disponibilidad y tiempo 
de inactividad de la red 
mes y año. 
4.2. Número de enlaces 
redundantes existentes. 
¿Las subredes existentes se 
aplica calidad de servicio? 
¿La transferencia de datos 
cumple la demanda de los 
servicios? 
 
¿Se encuentra segmentada la 
red? 
 
¿Él verá el porcentaje de 
escalamiento horizontal y 
vertical? 
 
¿Cada sub red contará con 
listas de control de acceso 
necesarias? 
 
¿Estarán configurados los 
métodos de autenticación en 
todos los equipos? 
 
¿El servicio de red se 
encuentra disponible? 
 
¿Se cuenta con número de 
enlaces establecidos? 
 
a. Ficha de Evaluación 
 
 
b. Observación 
 
 
c. Observación. 
 
 
d. Ficha de Evaluación 
 
 
 
e. Observación 
 
 
f. Observación 
 
 
 
g. Encuesta  
 
 
h. Observación  
   
 
Fuente: Elaboración Propia (2017). 
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3.5.  Métodos, Técnicas e instrumentos de recolección de datos. 
 
Se tendrá como propósito obtener los datos (información) de la OSI-HNERM, 
válidos y confiables, para el uso de las técnicas como: Test, Ficha de evaluación, 
encuesta y observación para validar las variables independiente y dependiente, que a 
continuación se detalla de la siguiente manera:   
  
3.5.1.  El Test 
 
Se usó esta técnica de Test porque hace referencia a las pruebas 
destinadas a evaluar las funciones relacionadas con la: 
 
a. Eficiencia Energética (OSI-HNERM) 
 
3.5.2.  Ficha de Evaluación 
 
Se usarán las fichas de evaluación para monitorear y evaluar las 
variables en estudio, con el objetivo de contribuir a los sistemas 
relacionadas con: 
 
a. Calidad del Servicio  (OSI-HNERM) 
b. Convergencia de Redes  (OSI-HNERM) 
c. Escabilidad de la Red  (OSI-HNERM) 
d. Seguridad en la Red  (OSI-HNERM) 
 
 3.5.3. Encuesta 
 
Se realizó mediante encuestas aplicadas a usuarios asistenciales 
y administrativos del HNERM, con preguntas fáciles y rápidas de 
contestar, a la vez cortas y concisas para así; hacer que los encuestados 
den sus respuestas sin la necesidad de buscar muchos argumentos estos 
se relacionaron con: 
 
a. Disponibilidad de la Red. (OSI-HNERM) 
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3.5.4. Observación  
Se usó la técnica de la Observación porque nos permite recoger 
información que consiste básicamente, en observar, acumular e 
interpretar las actuaciones, comportamientos y hechos de los servicios 
de la Red LAN del HNERM, tal y como las realizan habitualmente, 
relacionada con: 
 
b. Convergencia de Redes   (OSI-HNERM) 
c. Eficiencia Energética   (OSI-HNERM) 
d. Optimización Recursos Data Center  (OSI-HNERM) 
e. Calidad de Servicio   (OSI-HNERM). 
 
3.6.  Procedimiento recolección de datos. 
 
Se coordinó directamente con los jefes de cada área del HNERM para que 
brinden las facilidades en los tres turnos Mañana, Tarde y Noche ya que el hospital se 
trabaja 24x7x365.  
 
A continuación, explicaremos los procedimientos que hemos considerado en la 
intervención de los métodos y/o técnicas de investigación utilizadas como: las técnicas 
de Test, Ficha de evaluación, encuesta y observación. 
 
3.6.1. Procedimiento de la Técnica de Recolección de Datos 
 
a. Se utilizó el Dispositivo Autoanalizador OptiView - Fluke Networks 
para verificar el funcionamiento de Red LAN del HNERM.    
b. Se realizó los seguimientos diarios mostrando los reportes 
correspondientes del performance de Red LAN.  
c. Se realizó 10 preguntas al usuario sobre la Eficiencia Energética. 
d. Se realizó los reportes sobre la Eficiencia Energética. 
e. Se realizó reportes diarios sobre las caídas de la Red LAN. 
f. Se realizó los reportes de los Gabinetes que han reportado mayores 
inconvenientes con problemas de hardware. 
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3.6.2.  Procedimiento de la Ficha de evaluación: 
 
a. Se han registrado los datos correspondientes la Red LAN. 
 
b. Se ha registrado en las áreas asistenciales y administrativas los datos 
pertinentes sobre los números de contextos virtuales a implementar 
de la Convergencia de Redes. 
 
c. Se ha registrado en las áreas asistenciales y administrativas los datos 
pertinentes sobre los Porcentajes de la Escabilidad de la Red. 
 
d. Se ha registrado en la OSI-HNERM los datos pertinentes sobre las 
listas de control de Acceso ACL sobre la Seguridad en la Red. 
 
e. Se realizó las observaciones correspondientes para saber el Número 
de Redes virtuales existentes para la implementación de la Calidad 
del Servicio. 
 
  3.6.3. Procedimiento de la Encuesta: 
 
a. Se han realizado las encuestas a los usuarios asistenciales y 
administrativas sobre el performance de la Red.  
 
b. Se han realizado las encuestas a los usuarios asistenciales y 
administrativas sobre las posibles caídas en el día de la Red LAN en 
el HNERM-EsSALUD.  
 
c. Se han realizado las encuestas en la OSI-HNERM sobre el servicio 
de la Red si se encuentran los números de enlaces suficientes para 
coberturar todos los servicios. 
 
  3.6.4. Procedimiento de la Observación: 
 
a. Se han realizado las observaciones en las áreas correspondientes 
sobre la Convergencia de Redes. 
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b. Se ha registrado en la OSI-HNERM datos pertinentes sobre los 
números de contextos virtuales a implementar de la Convergencia de 
Redes. 
 
c. Se ha registrado en la OSI-HNERM los datos pertinentes sobre los 
números de Core virtuales interconectadas de la Convergencia de 
Redes. 
 
d. Se realizó las observaciones correspondientes sobre la Eficiencia 
Energética. 
 
e. Se realizó las observaciones correspondientes sobre el 
funcionamiento de conmutadores de la Red LAN. 
 
f. Se realizó las observaciones correspondientes sobre el número de 
equipos de servidores a virtualizar para la Optimización de Recursos 
en Data Center. 
 
g. Se realizó las observaciones correspondientes para saber el Tiempo 
de transferencia de datos para la Calidad del Servicio. 
 
 
3.7.  Análisis estadístico e interpretación de datos. 
 
En el presente trabajo de investigación se aplicará las siguientes fórmulas para 
poder obtener los resultados estadísticos requeridos: 
 
a. Media:  Es la suma de todos los valores dividido por su número, se 
calcula de la siguiente manera: 
 
        X =
∑X
n
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Tabla 6  
Tiempo de Inactividad del Core Principal del HNERM EsSALUD 
 
Fuente: Elaboración Propia SPSS (2017). 
Nota:   Se obtendrá los datos estadísticos sobre el tiempo de Inactividad del dispositivo conmutador del Core 
Principal de la Red LAN en el HNERM-EsSALUD aplicando la media. 
 
También se considerará las presentes formulas en caso que la población de estudio sea pequeña o muy 
numerosa lo detallamos de la siguiente manera: 
 
 
 
b. Media Aritmética: En aquellas situaciones en que la población de 
estudio es pequeña suele utilizarse la media poblacional mediante la 
expresión: 
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En cambio, si la población de estudio es muy numerosa se 
procede a obtener la media muestral definida matemáticamente por la 
expresión: 
 
 
 
 
 
3.8.   Criterios éticos. 
 
 
En el presente trabajo de investigación es de vital importancia y 
relevancia para el Tesista considerar los criterios éticos siguientes:  
 
a. Ambiente 
En el presente trabajo de Investigación a realizar no afectará el medio 
ambiente del HNERM-EsSALUD porque se tomarán en cuenta las medidas 
y normas correspondientes.   
 
b. Confidencialidad 
La Jefatura de la OSI-HNERM se asegurará de la protección de la identidad 
de la institución y de las personas que estamos participando como 
informantes en la presente investigación. 
 
c. Objetividad 
Cada información obtenida de la OSI-HNERM en el presente trabajo de 
investigación se basará en criterios técnicos e imparciales. 
 
d. Originalidad 
En el presente trabajo de investigación citaremos las fuentes bibliográficas 
de la información mostrada, a fin de demostrar la inexistencia de plagio 
intelectual. 
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e.  Veracidad 
Cabe mencionar que toda la información del presente trabajo de 
investigación mostrada y obtenida de la OSI-HNERM es verdadera, 
cuidando la confidencialidad de ésta. 
 
f. Derechos Laborales 
En el presente trabajo propuesto de solución, propiciara el respeto a los 
derechos laborales en la entidad de estudio. 
 
3.9.   Criterios de Rigor Científico 
 
En el presente trabajo de investigación es de vital importancia y 
relevancia para el Tesista considerar los criterios de rigor científico siguientes:  
 
a. Confiabilidad 
En el presente trabajo de investigación planteado, se realizan cálculos 
estadísticos para la determinación del nivel de consistencia interna de los 
instrumentos de recolección de datos de la OSI-HNERM. 
 
 
b. Validación 
En el presente trabajo de Investigación, se validarán los instrumentos de 
recolección de datos recogidos y propuesta de solución a través de juicio de 
expertos. 
 
c. Trabajo Metódico 
Se usarán los métodos estructurados y rigurosos para el desarrollo de la 
investigación: recolección de información bibliográfica, trabajo de campo, 
análisis de datos, proyecciones, etc.  
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CAPÍTULO IV: ANÁLISIS E INTERPRETACIÓN DE LOS RESULTADOS 
 
4.1.  Resultados en tablas y Gráficos  
 
Asimismo, se presentará las mediciones de los indicadores de la Variable 
Independiente en tablas y gráficos: 
 
a. Números de Contextos Virtuales a implementar.  
 
 
Figura 19. Números de Contextos Virtuales a implementar. Fuente: Cisco (2017). 
 
 
 
Figura 20. Device Virtualization. Fuente: Cisco (2017). 
Nota: Se muestra el número contextos virtuales a implementar son (08). 
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b. Número de Core Virtual Interconectadas. 
 
 
 
Figura 21. Conmutador Cisco Nexus 7000 Switch. Fuente: Cisco (2017). 
Nota: Se muestra el número de Core a Virtualizar son (02).  
 
c. Consumo de Energía en Equipos de Conmutación y Servidores.  
 
La medición de consumo de energía será al equipo conmutador de 
Nexus 7000 serán (02).   
 
1. La serie Cisco Nexus 7000 utiliza fuentes de alimentación que 
son eficientes hasta un 90 por ciento, por lo que se pierde menos 
energía como calor y se dispone de más energía para el sistema 
que con fuentes de alimentación típicas. 
 
2. Los módulos del ventilador en el chasis se ajustan para 
compensar las características térmicas cambiantes.  
 
3. A velocidades más bajas, utilizan menos energía. En el chasis 
de 9 ranuras, la bandeja del ventilador está diseñada para apagar 
completamente la alimentación de una fila de ventiladores 
cuando las ranuras correspondientes no se usan. 
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4. La consolidación de los conmutadores múltiples en la serie 
Cisco Nexus 7000 está habilitada por la combinación potente 
de alta densidad y rendimiento, compatibilidad con la 
virtualización de dispositivos y características completas de 
confiabilidad y disponibilidad.  
 
5. Esta consolidación aumenta la eficiencia de la energía al reducir 
la energía desperdiciada de múltiples sistemas parcialmente 
cargados e inflexibles. 
 
 
 
Figura 22. Products Specifications. Fuente: Cisco (2017). 
Nota:  Se muestra el consumo de energía será a los servidores estos son (32). 
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Figura 23. Soluciones Integrales para Centros de Datos. Fuente: Grupo Electrotécnica (2016).  
Nota: Si los equipos de TI consumen menos, se puede generar un efecto en cascada [1] de ahorro energético, 
a través de las primeras 2 trayectorias.  
Esto porque cuando se disminuye el consumo de los equipos de TI, estos y los de potencia generan menos 
calor, entonces los equipos de enfriamiento consumen menos energía, y así los equipos de potencia generan 
aún menos calor.  
 
Consumo de Energía:  
 
En la figura se muestra un ejemplo del efecto en cascada, y cómo si se 
reduce 1 watt de consumo en los equipos de TI, se puede obtener un ahorro 
total de 2,7 watts de consumo en el data center. 
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d. Consumo de Energía en Equipos de Aire Acondicionado.   
CyberAir 3 (20 a 82 kW): Sistema independiente de aire 
acondicionado de precisión para aplicaciones de altas prestaciones. 
 
Figura 24. Sistema independiente de aire acondicionado de precisión para aplicaciones de altas prestaciones. 
Fuente: Empresa Editel (2016). 
Nota: Se muestra el Consumo de Energía del Aire Acondicionado de Precisión es: (20 a 82 kW) y solo  
se aplica a (01).   
 
● El sistema de circuito cerrado de aire CyberAir 3 de STULZ controla las 
condiciones del centro de datos con máxima precisión y fiabilidad, así 
como un uso eficiente de la energía eléctrica. 
● Diseñado para el funcionamiento fiable continuo durante largos años, el 
CyberAir 3 de STLZ es extremadamente preciso, silencioso y 
excepcionalmente económico.  
● Mantiene su equipo IT disponible en todo momento. 
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e.  Número de Equipos servidores a Virtualizar.  
 
El Número de servidores a Virtualizar son (32). 
 
f. Número de Conmutadores a Virtualizar.  
Tabla 7 
Cuadro de Conmutadores a Virtualizar 
EQUIPO DE  
COMUNICACIONES 
CANTIDAD DESCRIPCIÓN  
 
 
SWITCH TIPO I 
 
 
 
2 Switch de Core Principal  
 
 
 
SWITCH TIPO II 
 
 
 
1 
 Switch de Distribución para el Centro de Datos con puertos en fibra 
 
 
SWITCH TIPO III 
 
 
 
 
1 Switch de Distribución para el Centro de Datos con puertos en cobre 
 
 
SWITCH TIPO IV 
 
 
 
 
 
70 
Switch de acceso de para servicios de voz, data, impresiones y  
Wireless corporativo 
 
 
SWITCH TIPO V 
 
 
 
 
 
 
36 
Switch de acceso para servicios de video vigilancia. Soporte de POE+ 
 
 
SWITCH TIPO VI 
 
 
 
 
 
13 
Switch de acceso para comunicación con equipos médicos  
 
 
SWITCH TIPO VII 
 
 
 
 
28 
Switch de acceso para comunicación con equipos médicos 
 
Nota: Se muestra los Números Conmutadores a Virtualizar son (135). 
 
Asimismo, se presentará las mediciones de los indicadores de la 
Variable Dependiente en tablas y gráficos. 
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1.1. Número de reportes de Análisis de calidad de servicios por Subredes. 
 
 
Figura 25. Servicios por Subredes. Fuente: Oficina de Soporte Informatico (2017) 
Nota: Se muestra los Números de reportes de las Subredes (voz, datos, video, Pacs, Wifi e impresión,  
estas son (06)). 
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1.2. Tiempo de transferencia de Datos. 
 
 
 
 
Figura 26. Trafico Protocolo IPV4 Fuente: Oficina de Soporte Informático (2017). 
 
 
 
 
Figura 20. Porcentaje % of Bandwidth Fuente: Oficina de Soporte Informático (2017). 
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Figura 28. IP-V4 Protocol Distribution Fuente: Oficina de Soporte Informático (2017). 
 
 
 
 
Figura 21. Tráfico por Mac all Protocols Fuente: Oficina de Soporte Informático (2017). 
  
93 
 
 
 
 
 
Figura 30. Porcentaje % Bandwidth Distribution by VLAN Fuente: Oficina de Soporte Informático (2017). 
 
 
 
 
Figura 31. Bandwidth Distribution by Vlan Statistics Fuente: Oficina de Soporte Informático (2017). 
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Figura 32. Porcentaje % Bandwidth Distribution by Vlan Statistics. Fuente: Oficina de Soporte  
Informático (2017). 
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Figura 33. VLAN Type TRT-PORT IP Interface. Fuente: Oficina De Soporte Informático (2017). 
 
Nota:  Se muestra la medición del Tiempo de transferencia de datos en 5 Sec. del Ancho de Banda,  
IPV4, Protocolos, Mac. 
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1.3. Número de redes virtuales Existentes  
1.4.  
  
 
Figura 34. Número de redes virtuales Existentes. Fuente: Oficina de Soporte Informático (2017). 
 
Nota: Se muestra los números de redes existentes estos son (02) Voz 450 con 1190 anexos y Datos VLAN1 
con 3000 dispositivos (Pc., impresoras, cámaras, equipos médicos, servidores y equipos de comunicaciones. 
 
Actualmente: por las dos VLANS hay 31 * 5 +5 por cada gabinete de Voz, Datos, Impresoras y Wifi Libre, 
en general servidores, cámaras, administración de Switch, equipos médicos, imágenes Pacs y marcadores 
biométricos.  
  
97 
 
 
2.1. Porcentaje de Escalamiento Horizontal y Vertical de la Red al Año. 
Tabla 8  
Cuadro Consolidado de Inactividad del Dispositivo Conmutador Core Principal  
 
 
 
Fuente: Elaboración Propia (2017). 
Nota:  En el presente cuadro se muestra la medición del consolidado de la bitácora de caídas del conmutador (CORE Principal), donde se detalla el tiempo de  
inactividad en número de días, horas, ancho de banda consumido, principales cargas en Mbps y pkts. y usuarios afectados. 
● El año 2016 presentó 16 caídas de red con un tiempo de inactividad de 12 horas con 48 minutos, el mismo que afectó a un en promedio 1,227 usuarios. 
● Para el año 2017 mes de junio se han presentado 2 caídas de red, las mismas que ocasionaron un tiempo de inactividad de 01 hora con 30 minutos afectando a un 
total de 1,801 usuarios. 
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3.1. Número de Listas de Acceso ACL, por Subredes. 
               
 
Figura 35. Número de Listas de Acceso ACL, por Subredes. Fuente: Oficina de Soporte Informático (2017). 
Nota:  Se muestra el número de Listas de Acceso ACL es (01) y las Subredes (voz, datos, video, Pacs, Wifi e impresión, Estas son (06)). 
 
3.2. Número de Métodos de Autenticación y configuración.  
Nota:  Se muestra los Números de métodos: TELNET, SSH, HTTP y RADIUS, Estas son (04)). 
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4.1. Porcentaje de Disponibilidad y Tiempo de la Inactividad de la Red por mes y Año.  
            
 
 
Figura 36. Consolidado de Inactividad Producidos por Unicast, Multicast y Broadcast del Core Principal de La Red LAN 2016 y 2017. Fuente: Elaboración Propia 
(2017). 
 
Nota:  En el presente cuadro consolidado se presenta la inactividad del conmutador (CORE Principal), por causas del multicast llegando en la referencia 8 hasta un 95.8%, 
así como también el Broadcast en la referencia 12 y 16 llegando hasta un 73.7% de los años 2016 y 2017. 
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Figura 37. Consolidado de Cargas del Core Principal de La Red LAN. Fuente: Elaboración Propia (2017). 
 
Nota:  En el presente cuadro consolidado se presenta el consumo del ancho de banda producidos por las cargas en BPS y los Packets del conmutador (CORE Principal), 
llegando el ancho de banda al 100% el día 16/08/2016, con una carga de 1Gbps y una Carga de 4609K de Packets del 2016 a comparación del año 2017 hasta el 28/06/2017 
solo se presenta un consumo de 70.2%, carga de 702,000 Mbps y 1886K de Packets, Referencia Cuadro 6 Valores del Ancho de Banda. 
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Figura 38. Consolidado del Ancho de Banda del Core Principal años 2016 y 2017. Fuente: Elaboración Propia (2017). 
 
Nota:  En el presente cuadro consolidado se presenta el consumo del Ancho de Banda del conmutador (CORE Principal), teniendo como referencia la  
fecha: 04/08/2016 con un 99.7% de consumo, el 16/082016 con un 100% de consumo y el 17/08/2016 con un 98.9% de los años 2016 y 2017 del HNERM-EsSALUD. 
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Figura 39. Consolidado del Ancho de Banda del Core Principal año 2016. Fuente: Elaboración Propia (2017). 
 
Nota:  En el presente cuadro consolidado se presenta el consumo del Ancho de Banda del conmutador (CORE Principal), teniendo como referencia la fecha: 16/08/2016 
con un consumo de 100% en el año 2016 del HNERM-EsSALUD. 
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Figura 40. Consolidado del Ancho de Banda del Core Principal año 2017. Fuente: Elaboración Propia (2017). 
Nota:  En el presente cuadro consolidado se presenta el consumo del Ancho de Banda del conmutador (CORE Principal), teniendo como referencia la fecha: 30/06/2017 
con un consumo de 70.2% en el año 2017 del HNERM-EsSALUD. 
  
104 
 
 
 
 
Figura 41. Consolidado Usuarios Afectados por el Consumo del Ancho de Banda del Core Principal año 2016 y 2017. Fuente: Elaboración Propia (2017). 
 
Nota:  En el presente cuadro consolidado se presenta los Usuarios afectados 1100, 1600 y 1300 por el consumo de Ancho de Banda al 100% en los años 2016 y 2017 del 
HNERM-EsSALUD. 
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4.2. Número de Enlaces Redundantes Existentes. 
  
 
 
Figura 42. Número de Enlaces Redundantes Existentes. Fuente: Oficina de Soporte Informático (2017). 
 
Nota:  Se muestra los Números de Enlaces Redundantes Existentes (01), Core (135), Switches y (32) 
Servidores. 
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4.2. Discusión de los Resultados 
 
Después de recolectar la información a través de las técnicas recolección de 
datos donde se han considerado la técnica de Test, la Ficha de Evaluación, la Encuesta 
y la Observación, se presentan los siguientes resultados: números de contextos virtuales 
a implementar son(08), número de Core Interconectados a virtualizar son (02)  Core 
Nexus 7000, consumo de energía de equipos de conmutación son (135) y servidores 
(32) se aplicó el efecto cascada obteniendo un ahorro de 2,7 watts, consumo de energía 
en equipos de aire acondicionado es (20 a 82 kW) y se aplicó a (02), números de equipos 
servidores a virtualizar son (32), números de conmutadores a virtualizar son (135), 
número de reportes de análisis de calidad de servicios por subredes son (06), tiempo de 
transferencia de datos se muestra por 5 segundos la trama de información, número de 
redes virtuales existentes son (02), porcentaje de escalamiento horizontal y vertical de 
la red al año se muestra del año 2016 y 2017 los porcentaje hasta un 100%, números de 
lista de acceso ACL es (01) por las (06) subredes existentes, Se muestra los números de 
redes existentes estos son (02) Voz-450 con 1190 anexos y Datos VLAN1 con 3000 
dispositivos (Pc., impresoras, cámaras, equipos médicos, servidores y equipos de 
comunicaciones. Actualmente: por las dos VLANS hay 31 * 5 +5 por cada gabinete de 
Voz, Datos, Impresoras y Wifi Libre, en general servidores, cámaras, administración 
de Switch, equipos médicos, imágenes Pacs y marcadores biométricos.  números de 
métodos de autenticación de configuración se muestran (04) TELNET, SSH, HTTP y 
RADIUS, porcentaje de disponibilidad y tiempo de inactividad de la red por mes y año 
se muestra un tiempo de 12 horas y 48 minutos año 2016 y 1 hora y 30 minutos año 
2017, consolidado se presenta los Usuarios afectados 1100, 1600 y 1300 por el consumo 
de Ancho de Banda al 100% en los años 2016 y 2017  y números de enlaces redundantes 
son (01) Core, (135) conmutadores y (32) servidores del HNERM-EsSALUD, entre las 
cuales los encuestados fueron todos los dispositivos de conmutación, servidores y el 
Core Principal del HNERM-EsSALUD  
 
Se muestra recojo de información consolidado de la bitácora de caídas del 
conmutador en número de días, horas, ancho de banda consumido, principales cargas 
en Mbps y pkts. y usuarios afectados, en el año 2016 y año 2017.  
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Figura 43. Generación de Inactividad Core Principal HNERM–16/05/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 5.  
 
 
 
Figura 44. Generación de Inactividad Core Principal HNERM–19/05/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático Optiview Fluke Networks-Ref. Tabla 
8 Caída 6. 
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Figura 45. Generación de Inactividad Core Principal HNERM–14/07/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 7. 
 
 
 
Figura 46. Generación de Inactividad Core Principal HNERM–04/08/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 8. 
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Figura 47. Generación de Inactividad Core Principal HNERM–16/08/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 9. 
 
 
  
 
Figura 48. Generación de Inactividad Core Principal HNERM–17/08/201 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 10. 
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Figura 49. Generación de Inactividad Core Principal HNERM–22/08/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 11. 
 
 
 
  
 
Figura 50. Generación de Inactividad Core Principal HNERM–01/09/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: Oficina de Soporte Informático OptiView Fluke Networks-Ref. Tabla 
8 Caída 13 y 14. 
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Figura 51. Consolidado de uso Hosts en Packets del Core Principal del HNERM-EsSALUD Año 2016 y 2017. 
Fuente: Oficina de Soporte Informático OptiView Fluke Networks. 
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Figura 52. Estadística de Protocolos en Packets del Core Principal del HNERM EsSALUD. Fuente: Oficina 
de Soporte Informático OptiView Fluke Networks. 
 
Nota:  Se observa la estadística del consumo por distribución de los dispositivos de conmutación por Packets; 
Gráficos del N°33 al N°42 de los dispositivos existentes en el HNERM-EsSALUD, se ha obtenido dichos 
datos usando la herramienta del OptiView Fluke Networks que está conectado en el Core Principal 
OMNISWITCH 9800 de Alcatel. 
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CAPÍTULO V: DESARROLLO DE LA PROPUESTA DE LA INVESTIGACIÓN. 
 
5.1.FASE I: PREPARACIÓN (LifeCycle Services) 
 
5.1.1.     Establecer los Requerimientos del Negocio en el HNERM–EsSALUD. 
 
Requerimientos: 
Que el hardware existente sea utilizado para la implementación. 
Tratar de aprovechar al máximo los recursos con los que ya cuenta la 
institución de manera que el hardware existente sea utilizado para la investigación y 
con las mejoras que se le apliquen nos dé un mejor desempeño tanto para la Red 
LAN del HNERM-EsSALUD como para los usuarios. 
Que la presencia de amenazas en la Red LAN esté controlada.  
Disminuir y controlar todo tipo de ataque o amenaza que surja en los 
dispositivos de conmutación, la red LAN y en las computadoras, ya que al tener un 
intruso en estas conlleva a un mal funcionamiento de la red LAN y de los servicios 
del HNERM-EsSALUD. 
Que la nueva implementación no genere costos de licencias de   software.  
Se utilizará los softwares con el que cuenta la institución, pero también se 
harán uso de herramientas de software libre (Open Free), así que de esa manera no 
habrá necesidad de costear licencias de software. 
Que el hardware existente de los dispositivos de conmutación responda de 
manera satisfactoria en el desarrollo de las actividades de los usuarios en el 
HNERM-EsSALUD.   
Los dispositivos de conmutación, equipos de red LAN y las computadoras 
que van a ser usados en la implementación cuentan con los recursos de hardware 
suficientes para el performance de la Red LAN y desarrollar los procesos cotidianos 
y las transacciones de los servicios asignados en el HNERM-EsSALUD. 
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Que existan políticas de seguridad informática para todos los usuarios 
conectados a la Red LAN del HNERM-EsSALUD.  
Establecer políticas de seguridad informática en los servidores para tener un 
mejor control en los registros y acceso a internet, que no puedan tener acceso a 
información confidencial, que sólo visualicen su información personal la cual se va 
a encontrar en la carpeta /HOME habilitada y dentro de esta habrá una carpeta con 
su nombre de inicio de sesión. Asimismo, cabe precisar que cada inicio de sesión de 
la PC de SONDA cuenta con un Dominio propio administrado por la Sede Central 
de EsSALUD como medida de protección a los datos. 
Que la Red LAN brinde disponibilidad y escalabilidad para el correcto 
funcionamiento de las estaciones de trabajo en el HNERM-EsSALUD.  
Si bien la Red LAN en el HNERM-EsSALUD actual podría no presentar un 
funcionamiento idóneo por problemas diversos, la Red LAN que se va a trabajar 
tiene que estar siempre disponible en todo momento porque contamos con un 
servicio de 24x7 y tres turnos Mañana, tarde y noche por 365 días al año. De manera 
que los servidores, los dispositivos de conmutación y los equipos de cómputo 
respondan de manera adecuada sin entrar en un caos con el tráfico de red y se pueda 
ofrecer una buena calidad de servicio. 
 Además, que sea una Red LAN Escalable es decir que si se le implementaran 
más terminales por ejemplo la Red LAN siga manteniéndose en buen estado. 
Que la implementación permita una respuesta inmediata ante cualquier evento.  
Los problemas en la Red LAN del HNERM-EsSALUD pueden surgir en 
cualquier momento para ello debemos estar preparados con planes de contingencias 
para resolver de manera inmediata un problema, la idea es tratar de1 que un problema 
no se materialice. 
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5.1.2.   Diseño de la estructura de la Red del HNERM–EsSALUD. 
 
 
Figura 53. Diseño Actual de Estructuración de la Red Informática del HNERM EsSALUD. Fuente: Oficina de Soporte Informático del HNERM EsSALUD (2016). 
 
  
116 
 
 
 
 
Figura 54. Diseño Propuesto de la Topología Estrella Jerárquica del HNERM EsSALUD. Fuente: Oficina De Soporte Informático (2017). 
 
Nota:   La Arquitectura De Red Jerárquica De Alto Nivel Que Se Está Proponiendo Brindará Alta Disponibilidad, Implementación De Seguridad A Través De Firewall,  
Redundancia Con Los Servidores Y Virtualización De Los Switchs Core Nexus. 
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5.1.3. Visión Tecnológica 
 
Conmutador Cisco Nexus 7000 Switches 
 
Descripción del producto Cisco Nexus: 
 
La tecnología Nexus 7000 consta del siguiente hardware: 
a. Supervisor Engines 
b. I/O modules 
c. Fuentes de poder 
d. Fabric modules 
e. Fan trays. 
 
En la parte de I/O modules tenemos los siguientes tipos de tarjetas: 
a.  Tarjetas M 
     Tarjetas M1, M2 
 
b.  Tarjetas F 
     Tarjetas F1, F2, F3 
En historia, las tarjetas M fueron inicialmente fabricadas para soportar y 
realizar operaciones de capa 2, capa 3 y capa 4 con capacidades para manejar una 
gran tabla de ruteo.  
Las diferencias entre M1 y M2, son el soporte de ancho de banda: 
M1-XL (2008): Tarjetas con puertos GigabitEthernet (GE) de 1Gbps y 
10Gbps y Throughput interno de 80Gbps/Slot 
 
M2-XL (2012): Tarjetas con puertos GE de 10Gbps/40Gbps/100Gbps y 
Throughput interno de 240Gbps/slot. 
En cuanto a las tarjetas F, en sus inicios las F1 (2010) solo realizaban 
operaciones de capa 2.  
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Para lograr una comunicación en capa 3 (ruteo), requerían de la tarjeta M.  
Posteriormente viene la F2 (2011) que mejoró un poco dado que realizaban 
funcionalidades limitadas de capa 3.  Sus características son de un alto performance 
en hardware con bajas latencias internas.  
Un punto importante a considerar es que no puedes hacer un mix de tarjetas 
F2 con tarjetas M1/M2 y F1, ya que las F2 requieren tener dedicado un solo VDC 
(Contexto de dispositivo Virtual).  
Todo lo demás puede ser mezclado (F1 con M1/M2) 
Finalmente, durante el desarrollo de mejores tecnologías en el Nexus, se 
fabricó la tarjeta F3 (2013), la cual acerca en mucho la brecha entre las tarjetas M y 
las F (las F3 pueden realizar más funcionalidades de Capa 3. 
F1.- Puertos GE de 10Gbps y throughput interno de 230Gbps/slot. 
F2/F2E.- Puertos GE de 10Gbps y throughput interno de 480Gbps/slot. 
F3.- Puertos GE de 10/40/100Gbps y throughput interno de 1.2Tbps/slot. 
Las tarjetas Fabric corresponden a acelerar el forwarding interno del chasis.  
Dependiendo el tipo de equipo (7004, 7010, 7700).  
El objetivo de estas tarjetas es proveer un alto performance en la 
conmutación de paquetes entre los puertos de entrada y salida de los módulos I/O.  
Existen 2 modelos: 
     FAB1.-Módulos Fabric con ancho de banda interno (throughput) de 46Gbps. 
 
FAB2.- Módulos Fabric con ancho de banda interno (throughput) de 110Gbps. 
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Esta sección del Nexus es adaptable a la necesidad del cliente.  
 
En otras palabras, puede crecer en throughput al ir incrementando la 
cantidad de tarjetas FAB. 
 
Para el Nexus 7010, se tienen 5 ranuras dedicadas para tarjetas FAB. 
lo cual quiere decir que puedes crecer hasta 230Gbps si tu arreglo es de FAB1, 
o hasta 550Gbps si es FAB2.  
Pueden coexistir ambas FAB en un chasis, sin embargo, FAB2 bajara 
su performance para adaptarse a las FAB1 por lo cual no es recomendable. 
Finalmente, están las tarjetas supervisoras. Corresponden al CPU 
central del equipo.  
Su finalidad es el plano de control y administración del sistema interno 
del chasis Se tienen diferentes modelos según la capacidad de performance: 
SUP1.- puedes crear hasta 4VDC en el mismo equipo 
SUP2.- procesador XEON, 2.13Ghz 2 Quad core, 64bit kernel, memoria hasta 
32GB DDR3. Puedes crear hasta 4 + 1 VDC (1 VDC exclusivo para 
management). 
SUP2E.- procesador XEON, 2.13Ghz Quad core, 64bit kernel, memoria hasta 
12GB DDR3.  
Puedes crear hasta 8+1 VDC (1 VDC exclusivo para management). 
Nota: para crecer en performance (Ej: pasar de F1 a F2 o F3, de M1 a 
M2, de SUP1 a SUP2/SUP2E, De FAB1 a FAB2) es necesario validar el sistema 
operativo nexus, las licencias correspondientes y la documentación que explique 
paso a paso dicha migración. 
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En cuanto a lista de funcionalidades según el tipo de tarjeta I/O, te 
comparto una imagen de cómo esta distribuidas.  Los interruptores de la serie 
7000 son la base de la solución   Cisco Unified Fabric.  
Diseñado para satisfacer Los centros de datos de misión crítica, estos 
conmutadores ofrecen una disponibilidad excepcional, Escalabilidad y el 
comprobado y completo sistema de características de conmutación de centro de 
datos del software Cisco NX-OS.  
Los Switches Cisco Nexus 7700 son la última extensión de los 
conmutadores modulares de la serie Cisco Nexus 7000.  
Con más de 83 terabits por segundo (Tbps) de capacidad de 
conmutación total, el Cisco Nexus 7700 Switches ofrece los puertos Ethernet de 
10, 40 y 100 puertos Gigabit de mayor capacidad en la industria, con hasta 768 
puertos nativos de 10 Gbps, 384 puertos de 40 Gbps o 192 puertos de 100 Gbps.  
Estándares de compatibilidad CISPR 22 Class A, BSMI CNS 13438 
Class A, CISPR 24, EN 61000-3-2, VCCI Class A ITE, EN 61000-3-3, 
EN55024, EN55022 Class A, EN50082-1, EN 61000-6-1, AS/NZS 60950-1, 
ICES-003 Class A, RoHS, FCC CFR47 Part. 15, EN300-386, UL 60950-1, IEC 
60950-1, EN 60950-1, CSA C22.2 No. 60950-1 MTBF (tiempo medio entre 
errores) 90994 sec. 
 
Esta alta capacidad del sistema está diseñada para cumplir con los 
requisitos de escalabilidad De los entornos de nube más grandes.   
 
Los conmutadores Cisco Nexus 7700 (Figura 1) tienen una 
consistencia operativa y de características con el Cisco Nexus existente 7000 
Interruptores serie, utilizando la arquitectura del sistema común, el mismo 
circuito integrado específico de la aplicación (ASIC).  
 
Y las mismas versiones de software probadas de Cisco NX-OS. 
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Descripción del fabricante sobre el producto 
 
 
Figura 55. Switches Nexus de Cisco serie 7000 Fuente: Cisco (2017).  
 
 
Cree una red de próxima generación 
Cree los cimientos de la red que necesita para su centro de datos 
de Unified Fabric de próxima generación y núcleo de campus de alto 
rendimiento.  
 
Los switches Nexus de Cisco serie 7000 ofrecen un completo conjunto 
de características NX-OS, con Ethernet de 10, 40 y 100 gigabits de alta densidad 
para el centro de datos y el núcleo de campus. 
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Datos Adicionales del Nexus de Cisco 7000 
 
Más de 17 terabits de capacidad 
 
El módulo de E/S de la serie F2 de segunda generación, los módulos 
Fabric 2 y el switch de formato pequeño Nexus de Cisco 7000 de 9 ranuras son 
las más recientes incorporaciones a los switches Nexus de Cisco serie 7000. 
 
Más información del Nexus Cisco 7000 
 
Una sola plataforma de extremo a extremo 
Para los centros de datos, Nexus de Cisco serie 7000 ofrece una solución 
de extremo a extremo en una sola plataforma para el núcleo de centro de datos, 
agregación, y conectividad de servidor de fin de hilera y parte superior del rack 
de alta densidad.  
Para implementaciones de núcleo de campus, proporciona una solución 
escalable, con gran flexibilidad y de alto rendimiento. 
La plataforma Nexus de Cisco serie 7000 se ejecuta en el software Cisco 
NX-OS. Se diseñó específicamente para las implementaciones más críticas en 
el centro de datos y el campus. 
 
Características y capacidades: 
La serie 7000 de Nexus de Cisco se diseñó con tres principios en mente: 
a. Infraestructura Escalable: las capacidades de virtualización, 
alimentación y enfriamiento eficientes, alta densidad y alto 
rendimiento permiten el crecimiento de la infraestructura del centro 
de datos. 
 
b. Continuidad Operativa: el diseño de Nexus de Cisco integra 
hardware, características del software NX-OS y gestión para permitir 
entornos con cero tiempos de inactividad. 
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c. Flexibilidad de Transporte: Usted puede adoptar de manera 
progresiva y económica las más recientes innovaciones y tecnologías 
de red, tales como: 
 
c.1. Virtualización de transporte superpuesto de Cisco (Overlay 
Transport Virtualization, OTV). 
 
c.2. Cisco FabricPath 
 
c.3. Fibre Channel over Ethernet (FCoE) 
 
c.4. Cisco Locator/ID Separation Protocol (LISP) 
 
c.5. Cisco IOS Multiprotocol Label Switching (MPLS) 
 
Innovaciones recientes 
 
 
Figura 56.  Módulo Fabric 2 Cisco Nexus 7000. Fuente: Cisco (2017).  
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Módulo Fabric 2 Cisco Nexus 7000 
 
El módulo Fabric 2 de segunda generación proporciona el doble del 
rendimiento que las generaciones anteriores. 
a. Disponible para los chasis 7009, 7010 y 7018 de Cisco Nexus 
b. Proporciona una capacidad de switching de 550 Gbps por ranura en 
todos los chasis Nexus de Cisco serie 7000 
c. Ofrece una capacidad de switching de hasta 17,6 Tbps en el Nexus de 
Cisco 7018 
 
 
Figura 57.  Módulo de E/S de 1/10 GE con 48 puertos Nexus de Cisco serie 7000 F2. Fuente: Cisco (2017).  
 
 
    Módulo de E/S de 1/10 GE con 48 puertos Nexus de Cisco serie 7000 F2 
 
La segunda generación del módulo F2 ofrece funcionalidad de capa 2 y 
3 de alto rendimiento para el centro de datos. 
a. Velocidad de línea en los 48 puertos con una capacidad de 
procesamiento de 720 Mpps y 480 Gbps. 
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b. Funcionalidad de reenvío completa de capa 2 y 3. 
c. Compatibilidad con Cisco FabricPath para redes de capa 2 
sumamente escalables y flexibles. 
d. Compatibilidad con Cisco Nexus 2000 para implementaciones de 
parte superior del rack (top-of-rack, ToR) con acceso de alta 
densidad. 
e. Compatibilidad con FCoE para convergencia de redes LAN y SAN 
sobre una sola red Ethernet. 
 
Cisco Nexus 7009 
 
El Cisco Nexus 7009 de formato pequeño es la más reciente 
incorporación a la emblemática serie 7000 de Cisco Nexus.  
Este switch de alto rendimiento con 9 ranuras está diseñado para reducir 
el coste total de oportunidad en entornos de espacio limitado tanto de empresas 
como de proveedores de servicios. 
a. Uso optimizado del espacio de rack para redes de núcleo de 
campus y centros de datos de espacio limitado (14RU) 
b. Uniformidad operativa mediante la misma versión de NX-OS en 
todos los switches Nexus de Cisco serie 7000 
c. Protección de la inversión gracias a su compatibilidad con todos 
los módulos de E/S Nexus de Cisco serie 7000, el módulo 
supervisor y las fuentes de alimentación. 
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Figura 58. Conmutador Cisco Nexus 7000. Fuente: Cisco (2017). 
Nota: Conmutador Cisco Nexus 7000 Switches Propuesto. 
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Tabla 9 
Product Specifications 
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Fuente: Cisco (2017). 
 
Software Requirements 
All Cisco Nexus 7000 Series chassis are supported by Cisco NX-OS Software. 
●   The 4-slot chassis requires Cisco NX-OS Software Release 6.1(2) or later. 
●   The 9-slot chassis requires Cisco NX-OS Software Release 5.2 or later. 
●   The 10-slot chassis requires Cisco NX-OS Software Release 4.0 or later. 
●   The 18-slot chassis requires Cisco NX-OS Software Release 4.1 or later. 
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5.1.4. Planificación de una estrategia tecnológica 
 
La estrategia tecnológica que planeamos, se basa obviamente mirando el 
principal problema identificado como: 
 
La falta de un sistema de administración y seguridad en la red LAN de la 
institución. La complejidad de la red es ya una dificultad para la detección y 
corrección de los múltiples y variados problemas que van apareciendo. En toda esta 
variedad, han ido en aumento las acciones poco respetuosas de la privacidad y de la 
propiedad de recursos y sistemas. 
 
Por otra parte, la falta de medidas de seguridad en la red es un problema que 
podría estar en crecimiento.  
 
Cada vez es mayor el número de atacantes y cada vez están más organizados, 
por lo que van adquiriendo día a día habilidades más especializadas que les permiten 
obtener mayores beneficios.  
 
Tampoco deben subestimarse las fallas de seguridad provenientes del interior 
mismo de la organización. 
 
Además de unos planes de Continuidad de las Operaciones y Recuperación de 
Desastres serán muy necesarios para no materializar riesgos que puedan surgir. 
 
5.1.4.1.  Monitoreo de la red 
 
Mejorar la continuidad en la operación de la red con mecanismos 
adecuados de control y monitoreo, de resolución de problemas y de 
suministro de recursos. 
 
Hacer uso eficiente de la red y utilizar mejor los recursos, como, por 
ejemplo, el ancho de banda. 
  
132 
 
 
Hacer la red más segura, protegiéndola contra el acceso no 
autorizado, haciendo imposible que personas ajenas puedan entender la 
información que circula en ella. Controlar cambios y actualizaciones en 
la red de modo que ocasionen las menos interrupciones posibles, en el 
servicio a los usuarios.  
 
El sistema de administración de red opera bajo los siguientes 
pasos básicos: 
 
a. Colección de información acerca del estado de la red y componentes 
del sistema. 
  
b. Transformación de la información para presentarla en formatos 
apropiados para el entendimiento del administrador. 
 
c. Transportación de la información del equipo monitoreado al centro 
de control. 
 
d. Almacenamiento de los datos coleccionados en el centro de control. 
e. Análisis de parámetros para obtener conclusiones que permitan 
deducir rápidamente lo que pasa en la red. 
 
f. Actuación para generar acciones rápidas y automáticas en respuesta a 
una falla mayor. 
 
5.1.5. Políticas generales de seguridad informática 
 
Una política de seguridad informática es una forma de comunicarse con 
los usuarios.  
 
Las PSI establecen el canal formal de actuación del personal, en relación 
con los recursos y servicios informáticos, importantes de la organización. 
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No se trata de una descripción técnica de mecanismos de seguridad, ni 
de una expresión legal que involucre sanciones a conductas de los empleados.  
 
Es más bien una descripción de los que deseamos proteger y el porqué 
de ello.  
 
Cada PSI es consciente y vigilante del personal por el uso y limitaciones 
de los recursos y servicios informáticos críticos de la compañía. 
 
5.1.5.1. Elementos de una política de seguridad informática 
 
Como mencionábamos en el apartado anterior, una PSI debe orientar las 
decisiones que se toman en relación con la seguridad.  
 
Por tanto, requiere de una disposición por parte de cada uno de los 
miembros de la empresa para lograr una visión conjunta de lo que se considera 
importante. 
 
Las PSI deben considerar entre otros, los siguientes elementos:  
 
a. Alcance de las políticas, incluyendo facilidades, sistemas y 
personal sobre la cual aplica.    Es una invitación de la 
organización a cada uno de sus miembros a reconocer la 
información como uno de sus principales activos, así como, un 
motor de intercambio y desarrollo en el ámbito de sus negocios. 
Invitación que debe concluir en una posición. 
 
b. Objetivos de la política y descripción clara de los elementos 
involucrados en su definición. 
 
c. Responsabilidades por cada uno de los servicios y recursos 
informáticos a todos los niveles de la organización. 
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d. Requerimientos mínimos para configuración de la seguridad de los 
sistemas que cobija el alcance de la política. 
 
e. Definición de violaciones y de las consecuencias del no 
cumplimiento de la política. 
 
f. Responsabilidades de los usuarios con respecto a la información a 
la que ella tiene acceso. 
 
Finalmente, las PSI como documentos dinámicos de la 
organización, deben seguir un proceso de actualización periódica 
sujeto a los cambios organizacionales relevantes: crecimiento de 
la planta de personal, cambio en la infraestructura computacional, 
alta rotación de personal, desarrollo de nuevos servicios, cambio 
o diversificación de negocios entre otros. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
135 
 
 
5.2.   FASE 2: PLANIFICACIÓN (LifeCycle Services) 
En la segunda fase del ciclo de vida de la red, una empresa, o en este 
caso la institución, empieza a evaluar su red para saber si la infraestructura de 
sistema existente, las localidades y el ambiente operativo pueden soportar el 
sistema propuesto. Aquí el equipo trata de asegurar la disponibilidad de los 
recursos adecuados para administrar el proyecto de despliegue de tecnología, 
desde la planeación hasta el diseño e implementación.  
El tema de la seguridad es un punto importante por la cantidad de 
información confidencial que se maneja en instituciones de este tipo por lo tanto 
se tiene que planear algo para la seguridad, entonces se procede a evaluar su 
sistema, redes e información contra intrusos, así como también evalúa la red 
para detectar la factibilidad de que redes externas y no confiables obtengan 
acceso a redes y sistemas internos de la institución.  
Se crea un plan de proyecto para ayudar a administrar las tareas, riesgos, 
problemas, responsabilidades, hitos críticos y recursos requeridos para 
implementar cambios en la red.  
El plan de proyecto se alinea con el campo de acción, el costo y los 
parámetros de recursos establecidos en los requerimientos de negocio originales. 
 
5.2.1. Evaluación de la red informática 
5.2.1.1. Topología de la red 
El término topología se refiere a la forma en que está diseñada la 
red, bien físicamente (rigiéndose de algunas características en su 
hardware) o bien lógicamente (basándose en las características internas 
de su software).   
La topología de red es la representación geométrica de la relación 
entre todos los enlaces y los dispositivos que los enlazan entre sí 
(habitualmente denominados nodos). 
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Para el día de hoy, existen al menos cinco posibles topologías de 
red básicas: malla, estrella, árbol, bus y anillo. 
 
A. Topología en Estrella Jerárquico 
La topología de la red debe ser tipo estrella jerárquica con 
redundancia que interconecte el Gabinete de Distribución Principal 
(GDP) ubicado en el Data Center hasta los Gabinetes de Distribución 
Secundarios (GDS), logrando velocidades iniciales a 1 Gbps y soporten 
transmisiones futuras de 10/40/100Gbps. 
 
 
 
 
Figura 59. Topología en Estrella Jerárquico. Fuente: Elaboración Propia (2017). 
 
Nota: La Arquitectura de Red Jerárquico de Alto Nivel que se está Proponiendo Brindara alta Disponibilidad, 
Implementación de Seguridad a Través de Firewall, Redundancia con los Servidores y Virtualización de los 
Switchs Core Nexus 7000. 
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B. Windows Server 2012  
Windows Server 2012 tiene una función de administración de 
direcciones IP (IPAM) para la búsqueda, monitoreo, auditoría y 
administración del espacio de direcciones IP usados en una red 
corporativa.  
IPAM provee monitoreo y gestión de servidores bajo DHCP 
(Dynamic Host Configuration Protocol) y DNS (Domain Name Service).  
IPAM incluye componentes para: 
Gestión, reporte y espacio de visualización de direcciones IP 
personalizadas: La pantalla de seguimiento de las direcciones IP es 
altamente  personalizable y detallada, y se encuentran disponibles 
los datos de utilización.  
Los espacios de direcciones IPv4 e IPv6 están organizados en 
bloques de direcciones IP, en rangos de direcciones IP, y en direcciones 
IP individualizadas.  
Las direcciones IP son asignadas en campos incorporados o en 
campos definidos por el usuario, que pueden ser usados para organizar 
el espacio de direcciones IP en grupos ordenados lógica y 
jerárquicamente. 
Auditoría de cambios en la configuración del servidor y 
 seguimiento del uso de direcciones IP: Los eventos operativos se 
muestran por el servidor de IPAM y administrados servidores DHCP.  
IPAM también permite el seguimiento de dirección IP mediante 
eventos de concesión DHCP y eventos de inicio de sesión de usuario, 
obtenidos desde Network Policy Server (NPS), controladores de 
dominio y de servidores DHCP.  
El seguimiento está disponible por dirección IP, ID de cliente, 
nombre de host o nombre de usuario. 
  
138 
 
 
Monitoreo y manejo de servicios DHCP y DNS: IPAM permite 
el control automatizado de la disponibilidad de servicio para servidores 
DHCP y DNS Microsoft a través de la red.  
Se muestra la "salud" de la zona DNS, y también está disponible 
una gestión detallada del alcance del servidor DCHP mediante la consola 
IPAM. 
 
C. MySQL (Open Source) 
MySQL es un sistema de gestión de base de datos relacional, 
multihilo y multiusuario con más de seis millones de instalaciones. 
MySQL AB —desde enero de 2008 una subsidiaria de Sun 
Microsystems y ésta a su vez de Oracle Corporation desde abril de 
2009— desarrolla MySQL como software libre en un esquema de 
licenciamiento dual.  
Por un lado, se ofrece bajo la GNU GPL para cualquier uso 
compatible con esta licencia, pero para aquellas empresas que quieran 
incorporarlo en productos privativos deben comprar a la empresa una 
licencia específica que les permita este uso.  Está desarrollado en su 
mayor parte en ANSI C. 
Al contrario de proyectos como Apache, donde el software es 
desarrollado por una comunidad pública y el copyright del código está 
en poder del autor individual, MySQL es patrocinado por una empresa 
privada, que posee el copyright de la mayor parte del código.  
Esto es lo que posibilita el esquema de licenciamiento 
anteriormente mencionado.  
Además de la venta de licencias privativas, la compañía ofrece 
soporte y servicios.  
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Para sus operaciones contratan trabajadores alrededor del mundo 
que colaboran vía Internet.  
MySQL AB fue fundado por David Axmark, Allan Larsson y 
Michael Widenius. 
 
 
Figura 60. Cuadro de Evolución de MySql. Fuente: Sistema de Gestión de Bases de Datos Relacionales 
MySql (1995).    
Nota: Se Presenta en este Gráfico de la Evolución por años las Versiones que han ido Desarrollándose el 
Software MySql.  
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D. OptiView (Analizador de Red) 
OptiView XG es una Tablet para el ingeniero de redes con hardware 
especializado y personalizado para el análisis automatizado de redes y 
aplicaciones durante la implementación y la solución de problemas de 
nuevas tecnologías.  
Se encuentra como en casa en el centro de datos gracias a su 
compatibilidad para 10GbE y servidores virtualizados; en la oficina del 
usuario, ya que admite análisis 802.11n y de aplicaciones; y con los 
switches y routers que haya en medio.  
Utilícelo para encontrar problemas desde su propia mesa o lléveselo, 
junto con los datos que haya recopilado, al lugar del problema para realizar 
un análisis de primera mano.  
Su sistema exclusivo de solución de problemas se basa en la 
supervisión y el análisis proactivo, el análisis de rutas con gráficos y el 
análisis basado en aplicaciones, lo que ofrece una guía experta que 
identifica automáticamente la causa de los problemas. 
 
 
 
Figura 61. Optiview Analizador de Red. Fuente: Oficina de Soporte Informático (2017). 
Nota: La Herramienta se usa Actualmente en la Oficina de Soporte Informático del HNERM EsSALUD. 
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E. Políticas de seguridad de redes 
Los objetivos de la política de seguridad de red son establecer 
políticas proteger las redes y sistemas de ordenador del uso inadecuado.  
Los mecanismos de Políticas de Seguridad de Red ayudarán en 
la identificación y la prevención del abuso de sistemas de ordenador y 
redes.  
Las Políticas de Seguridad de Red proporcionan un mecanismo 
para responder a quejas y preguntas sobre verdaderas redes y sistemas 
de ordenador. 
 Las Políticas de Seguridad de Red establecen mecanismos que 
protegerán y satisfarán responsabilidades legales a sus redes y 
conectividad de sistemas de ordenador al Internet mundial.  
Los mecanismos de Políticas de Seguridad de Red apoyarán los 
objetivos de existir políticas.  
La responsabilidad de la seguridad de los recursos de calcular 
descansa con los administradores de sistema que manejan aquellos 
recursos. 
 Estos riesgos que se enfrentan han llevado a que muchas 
desarrollen documentos y directrices que orientan en el uso adecuado 
de estas destrezas tecnológicas y recomendaciones para obtener el 
mayor provecho de estas ventajas, y evitar el uso indebido de las 
mismas, lo cual puede ocasionar serios problemas a los bienes, 
servicios y operaciones de la empresa. 
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F. Planes de contingencia 
Un Plan de contingencias es un instrumento de gestión para el 
buen gobierno de las Tecnologías de la Información y las 
Comunicaciones en el dominio del soporte y el desempeño. 
 Dicho plan contiene las medidas técnicas, humanas y 
organizativas necesarias para garantizar la continuidad del negocio y 
las operaciones de una compañía.  
Un plan de contingencias es un caso particular de plan de 
continuidad del negocio aplicado al departamento de informática o 
tecnologías.  
Otros departamentos pueden tener planes de continuidad que 
persiguen el mismo objetivo desde otro punto de vista.  
No obstante, dada la importancia de las tecnologías en las 
organizaciones modernas, el plan de contingencias es el más relevante. 
 
 
G.   Detalle de las Fases de la Planificación: 
 
  Fase I. Diagnóstico de la Red LAN (Cuarto de Equipos, Cuartos 
de Comunicaciones, Áreas de Trabajo y Equipos 
Intermedios). 
 
Cuarto de Equipos o Data Center (ER) 
 
Es un ambiente de propósito especial que provee espacios 
y mantiene condiciones ambientales apropiadas para grandes 
equipos de telecomunicaciones, son considerados 
generalmente para servir un edificio entero (o campus).  
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Para el diseño y su ubicación debe considerarse lo siguiente: 
 
a. Posibilidades de expansión, es recomendable prever el crecimiento 
en los equipos que irán ubicados en el ER, y prever la posibilidad de 
su conexión. 
 
b. Evitar ubicar el ER en lugar donde puede haber filtraciones de agua, 
ya sea por el techo o por las paredes. 
 
c. Facilidades de acceso para equipos de gran tamaño. 
 
Diagnóstico: 
 
El área destinada para el Data Center es 10 m², el cual no cumple 
con el estándar ANSI/TIA 942, ANSI/TIA-1179: Infraestructura de 
telecomunicaciones para instalaciones sanitarias, Norma Técnica de 
Salud Nº119-MINSA/DGIEM para Data Center así mismo no se cuenta 
con posibilidades de expansión, el mismo que no se ha previsto el 
crecimiento en los equipos que irán ubicados en el ER, y prever la 
posibilidad de su conexión, generando un hacinamiento. 
 
 
Situación de los Cuartos de Telecomunicaciones (TR) 
 
Los cuartos de Telecomunicaciones son espacios que actúan 
como punto de transmisión entre las “montantes” Verticales 
(Backbone), y las canalizaciones de distribución horizontal, Sirven 
como punto de terminación del cableado horizontal y Backbone en el 
hardware de conexión.  
 
Puede cumplir la función de Distribuidor Intermedio para 
diferentes partes del cableado. 
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Se debe tener en cuenta lo siguiente: 
 
a. El tamaño del edificio, el área útil del piso servido, los 
requerimientos de los usuarios, los servicios de 
telecomunicaciones a ser usados. 
 
b. Considerar la flexibilidad para futuros cambios 
 
c. Considerar requerimientos de iluminación, aire 
acondicionado, capacidad de carga de piso y 
requerimientos eléctricos 
 
 
Diagnóstico: 
 
a. Los cuartos de telecomunicaciones no cuentan con un 
ambiente exclusivo para el funcionamiento del mismo 
bajo los estándares establecidos.   
 
b. El 75 % de los gabinetes y rack tiene poca densidad para 
la cantidad de puntos y equipos intermedios instalados. 
 
c. No se realiza limpieza y mantenimiento preventivo. 
 
d. Unidad de Ventilación inoperativa.  
 
e. Chapas de seguridad en mal estado. 
 
f. No se cuenta un esquema de ubicación física de los 
mismos. 
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Situación de los Equipos Intermedios 
 
a. Los equipos intermedios (Switches) en un 90 % ya 
cumplieron su vida útil (10 Años). 
 
b. No se cuenta con un servicio que realice el 
mantenimiento preventivo de los equipos (dos veces por 
año). 
 
c. Existe diversidad de marcas lo que conlleva a no tener 
un estándar.  
 
d. Los Equipos no cuentan con un sistema que estabilice la 
energía lo que ocasiona, subidas de tensión y las bajas 
conocidas como picos, estos afectan a los dispositivos 
electrónicos causándole grandes daños o afectando su 
funcionamiento. 
 
e. El 20 % de Switches instalados en los cuartos de 
comunicaciones se han quemado. 
 
f. La administración de los equipos depende de la OCTIC 
– Sede Central. 
 
g. No se cuenta con equipos switches como respaldo ante 
cualquier contingencia. 
 
Sistema de Cableado Estructurado 
 
a. El 85 % del cableado estructurado Cat. 6 se encuentra 
certificado por el fabricante Simón de acuerdo a los 
estándares de la industria, representando el 15 % del 
cableado Cat. 5e y 6 no certificados. 
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b. El Cableado no se encuentra ordenado lo que genera un 
desorden en su estructura. (Video, Voz, Impresoras, 
Equipos Biomédicos, Datos). 
 
c. No se cuenta con la documentación del Cableado 
Estructurado (Puntos existentes por tipo de servicio y 
área de trabajo). 
 
 
Fluido Eléctrico 
 
a. El 75% de los cuartos de comunicaciones, cuando el 
fluido eléctrico se corta queda sin servicio, debido que 
el grupo electrógeno cobertura el 25%. 
 
b. No se cuenta con Sistema de pozo a tierra exclusivo para 
los equipos de comunicaciones. 
 
c. Comprende los componentes que se extienden desde el 
outlet hasta el equipo. 
 
d. La longitud máxima es de 5 metros. 
 
e. Cuando se requiere adaptadores (balunes, adaptadores 
modulares, etc.), ellos deben ser externos al outlet. 
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Tabla 10 
Cuadro de Equipos Intermedios de la OSI HNERM EsSALUD 
 
RELACIÓN DE EQUIPOS INTERMEDIOS 
N° MARCA MODELO VELOCIDAD CONFIGURACION VLAN CAPA N° PUERTOS CANTIDAD
1 3COM Super Stack 5500G -EL 10/100/1000 Administrables SI L2 24 6
3 3COM Baseline Switch 2824 10/100/1000 Administrables SI L2 24 3
4 A VAYA P334T 10/100/1000 Administrables L2 48 1
5 ALCATEL-LUCENT OmniSwitch 9800 10/100/1000 Administrables SI L3 48 1
6 ALCATEL-LUCENT OmniStack LS 6224P 10/100 Administrables SI L2 24 31
7 ALIED TELESIS AT- GS950 10/100/1000 Administrables SI L2 8 1
8 ALIED TELESIS AT 8000S/24POE 24 1
9 CISCO Router BEFSR81 8 1
10 CISCO Catalyst 3560 10/100/1000 Administrables SI L2 8 7
11 D - LINK DIR-400 ROUTER 24 1
12 D - LINK DES - 1024A 10/100 Puente NO L2 24 10
13 D - LINK DES - 1024D 10/100 Puente NO L2 24 39
14 D - LINK DGS - 3100 10/100/1000 Administrables SI L2 24 1
15 D - LINK DGS - 3024 10/100/1000 Administrables SI L2 24 5
16 D - LINK DGS - 3120 10/100/1000 Administrables SI L2/L3 24 1
17 D - LINK DGS - 1210 10/100/1000 Administrables SI L2 24 3
18 D - LINK DES - 1016D 10/100 Puente NO L2 16 2
19 D - LINK DES - 1060D 10/100 Puente NO L2 16 1
20 TRENDnet TEG - 516DG 10/100/1000 SI L2 16 1
116
 
 
Fuente: Oficina de Soporte Informático (2017). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
148 
 
 
Tabla 11 
Formato Actual de Diagnóstico de la Red LAN en el HNERM EsSALUD 
 
 
 
 Fuente: Oficina de Soporte Informático del HNERM EsSALUD (2017). 
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Fase II. Migración del Core OmniSwitch 9700 al 9800. 
 
Tabla 12 
Cuadro de servidores en el cuarto de Telecomunicaciones del HNERM EsSALUD. 
 
RELACIÓN DE UBICACIÓN DE CUARTOS DE TELECOMUNICACIONES 
N TIPO RU MODELO NOMBRE GABINETE ENLACE UBICACIÓN FISICA
1 PISO 45 CABLEADO Gabinete N Gabinete N PISO 3 - SERVICIO DE OCPyAP - OFICINA DE COORDINACIÓN DE PRESTACIONES Y ATENCION PRIMARIA.
2 PISO 44 SERVIDOR Gabinete B1 Gabinete B1 PISO 1 BLOCK B - MODULO CENTRAL
3 PISO 44 SERVIDOR Gabinete C Gabinete C PISO 1 - BLOCK A - FARMACIA 2
4 PISO 44 SERVIDOR Gabinete C1 Gabinete C1 PISO 1 - BLOCK C - SERVICIO DE TOMOGRAFIA COMUTARIZADA Y RESONANCIA MAGNETICA - AREA HELICOIDAD.
5 PISO 44 SERVIDOR Gabinete G1 Gabinete G1 PISO 1 - BLOCK G - SERVICIO DE PEDIATRIA MODULO DE CITAS
6 PISO 44 SERVIDOR Gabinete I1 Gabinete I1 PISO 1 - BLOCK "D" - SERVICIO DE CONSULTA EXTERNA
7 PISO 44 SERVIDOR Gabinete I2 Gabinete I2 PISO 1 - BLOCK "A" - SERVICIO DE CONSULTA EXTERNA
8 PISO 45 SERVIDOR Gabinete M Gabinete M PISO 3 - SERVICIO DE ADQUISICIONES - PLAYA MILLER 
9 PISO 44 SERVIDORES Gabinete B Gabinete B PISO 1 - BLOCK B - CENTRAL TELEFONICA
10 PISO 44 SERVIDOR Gabinete F Gabinete F DATA CENTER - OFICINA DE SOPORTE INFORMATICO
11 PARED 22 SERVIDOR Gabinete A3 Gabinete A3 PISO 3A - SERVICIO DE HOSPITALIZACIÓN 3 "A", CIRUGÍA GENERAL 3 "A"
12 PARED 22 SERVIDOR Gabinete C7 Gabinete C7 PISO 7C - SERVICIO DE HOSPITALIZACIÓN 7 "C", MEDICINA INTERNA V 7 "C", UCIN 7 "C".
13 PARED 22 SERVIDOR Gabinete C10 Gabinete C10 PISO 10C - SERVICIO DE HOSPITALIZACIÓN 10 "C", MEDICINA INTERNA III 10"C", UCIN 10 "C"
14
PARED 22 SERVIDOR Gabinete C13 Gabinete C13 PISO 13C - SERVICIO DE HOSPITALIZACIÓN 13 "C", NEUROCIRUGÍA  13 "C", UCIN 13 "C", CIRUGÍA VERTEBRAL Y NEURO PERIFÉRICA.
15 PARED 22 SERVIDOR Gabinete D Gabinete D PISO 1 - BLOCK D - SERVICIO DE HEMODIALISIS
16 PARED 18 SERVIDOR Gabinete Ñ Gabinete Ñ PISO 1 - SERVICIO DE EMERGENCIA - TOPICO DE CIRUGIA
17 PARED 22 SERVIDOR Gabinete L Gabinete L PISO 1 - BLOCK L - SERVICIO DE EMERGENCIA GINECOLÓGICA, OBSTETRICIA Y PEDIÁTRICA - ESTACIÓN CAMILLA
18 PARED 22 SERVIDORES Gabinete A Gabinete A PISO 1 - BLOCK A - JUNTO AL CINDICATO DE OBTETRICIAS
19 PARED 22 SERVIDORES Gabinete A1 Gabinete A1 PISO 1 - BLOCK A - SALA DE ENTREVISTA DE TRABAJO SOCIAL
20
PARED 22 SERVIDORES Gabinete A6 Gabinete A6
PISO 6A - SERVICIO DE HOSPITALIZACIÓN 6 "A", GASTRO ENTEROLOGIA 6 "A", UNIDAD DE HÍGADO, INTESTINO-COLON-RECTO, ESÓFAGO-
ESTOMAGO-DUODENO.
21 PARED 22 SERVIDORES Gabinete A9 Gabinete A9 PISO 9A - SERVICIO DE HOSPITALIZACIÓN 9 "A", TRAUMATOLOGÍA  9 "A".
22
PARED 20 SERVIDORES Gabinete A12 Gabinete A12 PISO 12A - SERVICIO DE HOSPITALIZACIÓN 12 "A", UROLOGÍA  12 "A", UROLOGÍA GENERAL 12 "A", UROLOGÍA ESPECIALIZADA.
23
PARED 22 SERVIDORES Gabinete B3 Gabinete B3 PISO 3B - SERVICIO DE HOSPITALIZACIÓN 3 "B", SALA DE OPERACIONES Y RECUPERACIÓN 3 "B", UNIDAD DE SOPORTE NUTRICIONAL.
24 PARED 22 SERVIDORES Gabinete B6 Gabinete B6 PISO 6B - SERVICIO DE HOSPITALIZACIÓN 6 "B", HEMORRAGIA DIGESTIVA 6 "B", SALA DE OPERACIONES 6 "B".
25 PARED 22 SERVIDORES Gabinete B9 Gabinete B9 PISO 9B - SERVICIO DE HOSPITALIZACIÓN 9 "B", CENTRO QUIRÚRGICO Y RECUPERACIÓN 9"B", ORTOPEDIA
26
PARED 22 SERVIDORES Gabinete B12 Gabinete B12 PISO 12B - SERVICIO DE HOSPITALIZACIÓN 12 "B", NEUMOLOGÍA 12 "B", SALA DE OPERACIONES Y RECUPERACIÓN DE NEUMOLOGÍA.
27 PARED 24 SERVIDORES Gabinete G3 Gabinete G3 PISO 3 - BLOCK G - SERVICIO DE PEDIATRIA - UNIDAD DE ONCOLOGIA PEDIATRICA
28 PARED 16 SERVIDORES Gabinete J Gabinete J SOTANO BLOK J - SERVICIO DE PUERTAS Y VENTANAS - VIDRIERIA  -B.U.C
29
PARED 24 SERVIDORES Gabinete K Gabinete K
PISO 1 - BLOCK K - SERVICIO DE SALUD MENTAL (FARMACODEPENDENCIA, CONSULTA EXTERNA, HOSPITAL DE DÍA, HOSPITALIZACIÓN 1 Y 2, 
EMERGENCIA)
30 PARED 16 SERVIDOR Gabinete C4 Gabinete C4 PISO 4C - SERVICIO DE HOSPITALIZACIÓN 4 "C", MEDICINA INTERNA II 4 "C", UCIN 4 "C".  
 
Fuente: Oficina de Soporte Informático del HNERM ESSALUD (2017). 
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Figura 62. Migración del CORE OmniSwitch 9700 al 9800 al 100%. Fuente: Oficina de Soporte 
Informático (2017). 
 
Migración del CORE OmniSwitch 9700 al 9800 al 100%. 
 
 
 
 
 
Fase III. Capacitación Al Personal Del Área De Comunicaciones De 
Esta Oficina En Configuración De Equipos Intermedios, Por 
Parte De La Sede Central. 
 
La Fase III se realizó en el mes de agosto del 2016. 
 
La Oficina Central de tecnologías de Información y 
Comunicaciones a solicitud de la Oficina de Soporte Informático 
realizo la capacitación al personal de comunicaciones en 
Configuración de equipos Switches Alcatel 6224P y CORE 9700, 
segmentación de VLAN. 
 
Logrando capacitar a seis (06) profesionales. 
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FASE IV 
 
Fase IV.    Identificación De Conexiones De Puntos De Voz, Data,  
Video, Equipos Biomédicos, Etc. 
 
En la Fase IV, se encuentra en un 100% de avance, la 
misma que consiste en identificar los puntos de Red por tipo de 
servicio (Video, Voz, Data, Impresoras, Equipos Biomédicos), 
cobertura por área de trabajo y generar la documentación 
respectiva. 
 
 
 
Fase V.  Limpieza y Mantenimiento de Gabinetes y Equipos 
Intermedios. 
  
En la Fase V, se encuentra en un 85% de avance, la misma 
que consiste en realizar la limpieza de los gabinetes, Limpieza de 
equipos intermedios y segmentación de VLAN. 
 
Se ejecutado el Piloto en el Gabinete “J” y Gabinete 
“K”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 63. Gabinete K Antes y Gabinete K Después Fuente: Oficina de Soporte Informático  
del HNERM EsSALUD (2017). 
GABINETE K 
ANTES 
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Fase VI. Redistribución de Equipos Intermedios 
 
En la Fase VI, se encuentra en un 50% de avance, la misma 
que consiste en realizar la limpieza de los equipos intermedios y 
redistribución. 
 
 
    
Fase VII. Migración de Direcciones IP, y Segmentación de VLAN 
 
La migración, surge con la necesidad del agotamiento de 
direcciones IP de los Rangos comprendidos en la sub red 
(172.22.40.0, 172.22.41.0, 172.22.42.0, 172.22.43.0, 172.22.44.0, 
172.22.46.0, 172.22.47.0, 172.22.48.0, 172.22.49.0).  
 
Actualmente tenemos problemas de conflicto de direcciones 
IP, tráfico de red que generan colisiones y por ende caídas de red, 
toda vez que no existe una segmentación de la misma. 
 
Teniendo en cuenta que el rendimiento de la red es un factor 
importante en la productividad de los servicios del Hospital, se ha 
decidido realizar la segmentación de la Red LAN con VLAN bajo 
el esquema de direccionamiento de red jerárquico. 
 
(Las direcciones IP se aplican a los segmentos de red o a 
las VLAN de manera ordenada, lo que permite que la red se tome 
en cuenta como conjunto), el mismo que garantizara la 
productividad de los usuarios, adaptabilidad y escalabilidad de la 
red. 
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TABLA 13 
Plan Direccionamiento Ip HNERM EsSALUD 
NUM Subnet Mask Subnet Size Host Range Broadcast Puerta enlace VLAN
SERVIDORES DATA CENTER 10.1.0.0 255.255.255.128 /25 126 10.1.0.2 to 10.1.0.126 10.1.0.255 10.1.0.1
NUM Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Admin_switches 10.1.1.0 255.255.255.0 /24 254 10.1.1.2 to 10.1.1.254 10.1.1.255 10.1.1.1 1
2 Camaras_vigilancia 10.1.2.0 255.255.255.0 /24 254 10.1.2.2 to 10.1.2.254 10.1.2.255 10.1.2.1 500
3 Imágenes_packs 10.1.3.0 255.255.255.0 /24 254 10.1.3.2 to 10.1.3.254 10.1.3.255 10.1.3.1 510
4 Equipos_medicos 10.1.4.0 255.255.255.0 /24 254 10.1.4.2 to 10.1.4.254 10.1.4.255 10.1.4.1 520
5 Marcadores_biometricos 10.1.5.0 255.255.255.192 /26 62 10.1.5.2 to 10.1.5.62 10.1.5.63 10.1.5.1 530
6 LIBRE 10.1.5.64 255.255.255.192 /26 62 10.1.5.66 to 10.1.5.126 10.1.5.127 10.1.5.65 540
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_A 10.1.6.0 255.255.254.0 /23 510 10.1.6.2  to  10.1.7.254 10.1.7.255 10.1.6.1 100
2 Voz_Gab_A 10.1.8.0 255.255.255.0 /24 254 10.1.8.2  to  10.1.8.254 10.1.8.255 10.1.8.1 101
3 Impresoras_Gab_A 10.1.9.0 255.255.255.192 /26 62 10.1.9.2  to  10.1.9.62 10.1.9.63 10.1.9.1 102
4 Wireless_Gab_A 10.1.9.64 255.255.255.192 /26 62 10.1.9.66  to  10.1.9.126 10.1.9.127 10.1.9.65 103
5 LIBRE 10.1.9.128 255.255.255.128 /25 126 10.1.9.130 to 10.1.9.254 10.1.9.255 10.1.9.129 104
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_C 10.1.10.0 255.255.254.0 /23 510 10.1.10.2  to  10.1.11.254 10.1.11.255 10.1.10.1 110
2 Voz_Gab_C 10.1.12.0 255.255.255.0 /24 254 10.1.12.2  to  10.1.12.254 10.1.12.255 10.1.12.1 111
3 Impresoras_Gab_C 10.1.13.0 255.255.255.192 /26 62 10.1.13.2  to  10.1.13.62 10.1.13.63 10.1.13.1 112
4 Wireless_Gab_C 10.1.13.64 255.255.255.192 /26 62 10.1.13.66  to  10.1.13.126 10.1.13.127 10.1.13.65 113
5 LIBRE 10.1.13.128 255.255.255.128 /25 126 10.1.13.130 TO 10.1.13.254 10.1.13.255 10.1.13.129 114
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_B3 10.1.14.0 255.255.254.0 /23 510 10.1.14.2  to  10.1.15.254 10.1.15.255 10.1.14.1 120
2 Voz_Gab_B3 10.1.16.0 255.255.255.0 /24 254 10.1.16.2  to  10.1.16.254 10.1.16.255 10.1.16.1 121
3 Impresoras_Gab_B3 10.1.17.0 255.255.255.192 /26 62 10.1.17.2  to  10.1.17.62 10.1.17.63 10.1.17.1 122
4 Wireless_Gab_B3 10.1.17.64 255.255.255.192 /26 62 10.1.17.66  to  10.1.17.126 10.1.17.127 10.1.17.65 123
5 LIBRE 10.1.17.128 255.255.255.128 /25 126 10.1.17.130 TO 10.1.17.254 10.1.17.255 10.1.17.129 124
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_A1 10.1.18.0 255.255.254.0 /23 510 10.1.18.2  to  10.1.19.254 10.1.19.255 10.1.18.1 130
2 Voz_Gab_A1 10.1.20.0 255.255.255.0 /24 254 10.1.20.2  to  10.1.20.254 10.1.20.255 10.1.20.1 131
3 Impresoras_Gab_A1 10.1.21.0 255.255.255.192 /26 62 10.1.21.2  to  10.1.21.62 10.1.21.63 10.1.21.1 132
4 Wireless_Gab_A1 10.1.21.64 255.255.255.192 /26 62 10.1.21.66  to  10.1.21.126 10.1.4.127 10.1.4.65 133
5 LIBRE 10.1.21.128 255.255.255.128 /25 126 10.1.21.130 to 10.1.21.254 10.1.21.255 10.1.21.129 134
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_C1 10.1.22.0 255.255.254.0 /23 510 10.1.22.2  to  10.1.23.254 10.1.23.255 10.1.22.1 140
2 Voz_Gab_C1 10.1.24.0 255.255.255.0 /24 254 10.1.24.2  to  10.1.24.254 10.1.24.255 10.1.24.1 141
3 Impresoras_Gab_C1 10.1.25.0 255.255.255.192 /26 62 10.1.25.2  to  10.1.25.62 10.1.25.63 10.1.25.1 142
4 Wireless_Gab_C1 10.1.25.64 255.255.255.192 /26 62 10.1.25.66  to  10.1.25.126 10.1.25.127 10.1.25.65 143
5 LIBRE 10.1.25.128 255.255.255.128 /25 126 10.1.25.130 to 10.1.25.254 10.1.25.255 10.1.25.129 144
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_I1 10.1.26.0 255.255.254.0 /23 510 10.1.26.2  to  10.1.27.254 10.1.27.255 10.1.26.1 150
2 Voz_Gab_I1 10.1.28.0 255.255.255.0 /24 254 10.1.28.2  to  10.1.28.254 10.1.28.255 10.1.28.1 151
3 Impresoras_Gab_I1 10.1.29.0 255.255.255.192 /26 62 10.1.29.2  to  10.1.29.62 10.1.29.63 10.1.29.1 152
4 Wireless_Gab_I1 10.1.29.64 255.255.255.192 /26 62 10.1.29.66  to  10.1.29.126 10.1.29.127 10.1.29.65 153
5 LIBRE 10.1.29.128 255.255.255.128 /25 126 10.1.29.130 to 10.1.29.254 10.1.29.255 10.1.29.129 154
NUM GABINETE A Subnet Mask / Subnet Size Host Range Broadcast Puerta enlace VLAN
1 Datos_Gab_I2 10.1.30.0 255.255.254.0 /23 510 10.1.30.2  to  10.1.31.254 10.1.31.255 10.1.30.1 160
2 Voz_Gab_I2 10.1.32.0 255.255.255.0 /24 254 10.1.32.2  to  10.1.32.254 10.1.32.255 10.1.32.1 161
3 Impresoras_Gab_I2 10.1.33.0 255.255.255.192 /26 62 10.1.33.2  to  10.1.33.62 10.1.33.63 10.1.33.1 162
VLAN GENERALES
GABINETE B3
PLAN DE DIRECCIONAMIENTO IP DEL HOSPITAL EDGARDO REBAGLIATI
DATA CENTER
GABINETE A
GABINETE C
GABINETE A1
GABINETE C1
PISO 1 - BLOCK A - SERVICIO DE CONSULTA EXTERNA
OFICINA DE SOPORTE INFORMATICO
PISO 1 - BLOCK A - JUNTO AL SINDICATO DE OBSTETRICES
PISO 1 - BLOCK A - FARMACIA 2
GABINETE I1
GABINETE I2
PISO 3B - SERVICIO DE HOSPITALIZACION
PISO 1 - BLOCK A - SALA DE ENTREVISTA DE TRABAJO SOCIAL
PISO 1 - BLOCK C - SERVICIO DE TOMOGRAFIA COMPUTARIZADA Y RESONANCIA MAGNETICA
PISO 1 - BLOCK D - SERVICIO DE CONSULTA EXTERNA
 
Fuente: Oficina de Soporte Informático del HNERM EsSALUD (2017). 
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Figura 64. Migración del Core OmniSwitch 9800 al Core Nexus 7000 al 100%. Fuente: Oficina de Soporte 
Informático (2017). 
 
 
Migración del CORE OmniSwitch 9800 al Core Nexus 7000 al 100% 
 
 
Switches Cisco Nexus de la serie 7000 
 
Cisco Nexus 7000 Series Switches crean la base de red para su 
próxima generación de centros de datos Unified Fabric y el núcleo del 
campus.  
 
Switches modulares, incluyendo la serie Cisco Nexus 7000 y 
7700, ofrecen un amplio conjunto de funciones Cisco NX-OS y 
herramientas de código abierto programables para despliegues de red 
definidos por software (SDN).  
 
Ofrecen Ethernet Gigabit 10, 40 y 100 de alta densidad con 
aplicaciones concientes y análisis de rendimiento. 
 
 
Fase VIII.  Migración Del Core OmniSwitch 9800  
al Nexus 7000. 
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Cisco Nexus 7000 18-Slot Switch 
 
a. Diseñado para una futura escalabilidad de capacidad de 
conmutación de más de 15 terabits por segundo. 
 
b. Modular, flexible, escalable sistema operativo basado en 
Linux. 
 
c. Eficiente diseño de uso de energía y ventilación. 
 
d. Virtualización para la utilización eficiente de los recursos. 
 
e. Actualizaciones sin interrupciones ni pérdidas para 
evitar tiempo de inactividad del servicio. 
 
f. Operaciones del sistema discretas para minimizar el efecto de 
las actualizaciones y otras tareas de mantenimiento. 
 
g. API integral y abierta de Extensible Markup Language 
(XML) para opciones de gestión flexibles. 
 
h. Soporte de nuevas tecnologías sin actualizaciones totales. 
 
i. Plano de control y plano de datos de reenvío virtualizados para 
un rendimiento optimizado. 
 
j. Soporte a los estándares Ethernet emergentes 40 Gbps y 100 
Gbps. 
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TABLA 14  
Presupuesto Consolidado del HNERM EsSALUD 
 
Fuente: Oficina de Soporte Informático-HNERM EsSALUD - 2017 
 
Nota: El Presente Cuadro muestra la Proyección de Costos para la Renovación de los Dispositivos de  
Conmutación del HNERM EsSALUD (2017). 
 
ESCRIPCIÓN DE LOS TDR’S DE LOS CONMUTADORES EN GENERAL 
 
 
  Switch Tipo I 
 
Cantidad de Equipos 
Dos (2) Unidades 
Características Generales 
 
a. El conmutador debe ser un chasis modular diseñado para soportar altas densidades 
de puertos gigabit Ethernet y 10-gigabit Ethernet. El equipo también soporta 
interfaces 40-gigabit Ethernet y 100-gigabit Ethernet. 
b. El conmutador debe contar con un plano de transporte de datos (tejido de 
conmutación) que podrá ser ampliado en demanda y en función de requerimientos 
de ancho de banda o redundancia. La ampliación de este tejido de conmutación se  
debe poder realizar durante la operación del equipo y sin interrumpir los flujos de 
datos existentes. 
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c. El equipo deberá poseer una arquitectura de transporte de tráfico distribuida en la 
que las tarjetas de línea tendrán la capacidad de tomar decisiones de conmutación 
a    nivel    local    con   base   en   la   información   proveída   por   un   plano   de  
control/supervisión.  Este plano de control deberá residir en un sistema redundante 
e independiente de tarjetas supervisoras que operarán de forma desacoplada del 
plano de transporte de datos mencionado en el punto anterior.   
d. Cada tarjeta de línea instalada en el chasis deberá tener conexiones múltiples a 
todos los diferentes módulos del tejido de conmutación existentes, de tal forma que, 
si algún de ellos fallara, deberá existir uno o más módulos de respaldo que provean 
redundancia interna de conexión en modalidad 1:1 o 2:1 como máximo. El sistema 
deberá dimensionarse con un mínimo de tres módulos de conmutación para así 
soportar la pérdida de un módulo de tejido sin perder en ningún momento la 
capacidad de conmutación característica de cada tarjeta de línea. 
e. El ancho de banda por ranura no debe ser inferior a 1 Tbps en full dúplex. 
f. El equipo debe tener al menos 8 ranuras para tarjetas de línea. 
g. La capacidad de conmutación total del equipo no debe ser inferior a 16 Tbps.  
h. Cada tarjeta de línea debe soportar al menos 1 millón de rutas en IPv4/IPv6. 
i. Cada puerto de 10 Gbps debe tener un buffer de ingreso no menor a 30 MB. 
j. Cada puerto de 40 Gbps debe tener un buffer de ingreso no menor a 100 MB. 
k. El equipo deberá contar con tarjetas supervisoras redundantes entre sí, las cuales 
deberán poder balancear las cargas a través de los módulos del tejido de 
conmutación. Si un módulo fallase, deberán balancear el tráfico en los restantes. 
l. Todas las tarjetas de línea, módulos de tejido de conmutación, tarjetas de control, 
fuentes de poder y ventiladores deberá poder ser retirados y reinsertados en el 
chasis durante la operación del mismo sin interrumpir el flujo de tráfico no-
relacionado a través del mismo. 
m. Las fuentes de poder del equipo deben proveer redundancia N+1 y balanceo de 
cargas de tal forma que permitan alimentación energética completa proveniente de 
cualquiera de dos acometidas diferentes. El conmutador deberá poder operar al 
100% de su capacidad en un escenario en el cual falle una fuente de poder física y 
también si una acometida eléctrica completa es interrumpida.  
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n. Todos los ventiladores de enfriamiento del sistema deben ser físicamente 
redundantes y deben poder ser reemplazados mientras el equipo se encuentre en 
operación.  
Si una bandeja de ventiladores fallase durante el funcionamiento del equipo, la 
bandeja de respaldo tendrá la capacidad de mantener el flujo de aire a través del 
mismo, y así mantener la temperatura a niveles nominales.  
o. La arquitectura del equipo debe soportar el estándar de fibra canal sobre Ethernet 
(FCoE) en todos sus puertos. 
p. Ambos conmutadores deben poder formar una instancia lógica de agregación de 
enlaces compartida de tal forma que otros equipos externos participando de esa 
instancia vean a ambos switches como un único conmutador lógico. 
q. El equipo debe incluir soporte de los protocolos de enrutamiento OSPF, BGP y IS-
IS para IPv4 e IPv6. 
r. El conmutador debe soportar MPLS y LISP. 
s. Soporte de VXLAN (Virtual eXtensible Local Area Network) para la creación de 
topologías aisladas de tipo “overlay” de Capa 2 sobre Capa 3. 
t. Habilidad para crear fabrics basados en la tecnología de VXLAN mediante un plano 
de control propio del conmutador que evite el comportamiento nativo de 
“flooding/learning” de VXLAN. Es válido emplear algún tipo de protocolo de 
enrutamiento para este propósito. 
u. El conmutador debe contar con un mecanismo que permita a múltiples puertos de 
entrada tener acceso equitativo al ancho de banda de un único puerto de salida. Este 
mecanismo deberá val 
v. orar y arbitrar la utilización de las colas de entrada/salida de los puertos e impedir 
que el tráfico de ingreso sea bloqueado por saturación en puertos de salida. Se 
deberán poder definir prioridades a tipos específicos de tráfico para, así, asegurar 
un nivel de servicio sin pérdidas a los tipos de tráfico que lo requieran. Esta 
funcionalidad será indispensable para el uso de servicios de fibra canal sobre 
Ethernet. 
w. Todos los puertos del conmutador deben soportar el estándar de seguridad 802.1AE 
(AES-256) a velocidad de línea (sin bloqueo).   
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x. Siguiendo el estándar 802.3ad, el conmutador debe tener capacidad de agrupación 
de hasta 10 puertos en un solo interface lógica para lograr una conexión de N por 
la velocidad máxima de la tecnología de los puertos agrupados. 
La tecnología de los mismos podrá ser ethernet, fase-ethernet, gigabit-ethernet y 
10/40/100 gigabit-ethernet. Esta agrupación de puertos debe poder ocurrir entre 
puertos de la misma tecnología pero que puedan estar en diferentes tarjetas de línea 
sobre el mismo chasis para lograr así conectividad de alta disponibilidad.  
y. Debe incluir soporte eficiente de tráfico de multimedios con base en multicast en 
la intranet por medio de Protocol Independent Multicast (en modos Sparse, Dense 
y Source Specific), Internet Group Management Protocol (IGMP). Debe soportar 
IGMP Snooping v1, v2 y v3. 
z. El conmutador debe soportar una estructura independiente de spanning-tree por 
vlan. 
aa. El conmutador debe tener soporte de 802.1s (MSTP) y 802.1w (RSTP) 
bb. El equipo debe soportar funcionalidades de IPv6. Estas funcionalidades deben 
incluir como mínimo: manejo de rutas en IPv6, OSPF, ping, telnet y tunneling de 
ipv4 a ipv6 y viceversa.  
cc. El conmutador debe soportar 802.1x. En particular interesa la autenticación de 
acceso a puertos y la asignación dinámica de vlans y políticas de calidad de servicio. 
dd. El equipo debe soportar “port mirroring” entre puertos (origen y destino) de la 
misma tarjeta, entre puertos de diferentes tarjetas y además entre puertos de 
diferentes chasis del mismo modelo del conmutador ofertado. Esto para facilitar el 
monitoreo de la red. 
ee. Con la finalidad de monitorear adecuadamente el uso del ancho de banda dentro de 
la institución el equipo debe estar en capacidad de identificar los usuarios que 
generan más tráfico hacia la red. 
ff. El equipo debe contar con la funcionalidad de hacer un rastreo en capa 2 (a través 
de la dirección MAC) y en capa 3 (a través de la dirección IP) de una estación en 
particular.  
gg. El equipo debe tener soporte de calidad de servicio (QoS) a través del uso de 
información de capas 2/3/4 tales como los bits de precedencia, frames 802.1p y 
puertos de capa 4.  
  
160 
 
 
Debe soportar colas múltiples con umbrales configurables y mecanismos de mapeo 
de bits ToS (Tipo de Servicio) contra bits de CoS (Clase de Servicio) para asegurar 
que los paquetes mantengan la calidad de servicio a la hora  
de traspasar las fronteras de capa 02 a capa 03 y viceversa, deberán contener las 
siguientes funcionalidades: 
a. Marcación de paquetes según 802.1p. 
b. Limitación de ancho de banda por puerto. 
c. Limitación de ancho de banda por puerto y prioridad. 
d. Marcación de paquetes según IP TOS. 
e. Clasificación a partir de 802.1p. 
f. Clasificación a partir de IP TOS. 
g. Limitación de ancho de banda por Vlan. 
h. Limitación de ancho de banda por lista de acceso. 
i. Weighted Round Robin 
 
hh. Desde el punto de vista de seguridad en capa 2, el conmutador debe estar en 
capacidad de realizar las siguientes funciones: 
a. Limitar la cantidad de direcciones MAC que un puerto puede tolerar.  
b. Definir direcciones MAC específicas que un puerto va a conmutar. En caso 
de que una estación con una MAC diferente a las permitidas trate de acceder 
al puerto, el mismo debe poder bloquear la dirección específica o bloquearse 
completamente. 
c. Para proteger la red de ataques de Denial of Service contra los servidores 
de DHCP, el conmutador deberá estar en capacidad de limitar la tasa de 
paquetes del tráfico de DHCP hacia estos servidores. 
d. Para evitar que estaciones o servidores no autorizados personifiquen al 
servidor de DHCP, el conmutador deberá estar en capacidad de permitir 
únicamente el tráfico de solicitud de DHCP proveniente de puertos de 
acceso específicos. De la misma forma, es tráfico de respuesta de DHCP 
también se podrá limitar a puertos particulares. 
e. Para evitar ataques de ARP spoofing, el conmutador debe tener algún 
mecanismo  para  permitir  o  denegar asociaciones IP-MAC en su tabla de  
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ARP.  Las asociaciones válidas se podrán introducir de forma manual en la 
configuración del conmutador o ser aprendidas dinámicamente a través de 
DHCP. 
f. El conmutador deberá contar con algún mecanismo para aislar el tráfico de 
broadcast y multicast entre puertos de la misma vlan. 
g. El conmutador deberá contar con algún mecanismo para asociar direcciones 
IP con puertos específicos de tal forma que un usuario no pueda cambiar su 
dirección con la intención de obtener otros derechos de acceso. Las 
asociaciones válidas se podrán introducir de forma manual en la 
configuración del conmutador o ser aprendidas de forma dinámica a través 
de DHCP. 
h. El conmutador deberá poder restringir el tráfico de uno o varios tipos de 
aplicaciones entre PCs o servidores que se encuentren dentro de una misma 
vlan y en la misma subnet sin que esto implique cambiarlos de vlan o 
cambiar su dirección IP. 
i. Cada equipo debe incorporar inicialmente 02 interfaces 10 gigabit Ethernet 
sobre fibra. Se requiere que estos interfaces deben poder operar a velocidad 
de línea máxima sin bloqueo. Adicionalmente, se requiere que se provean 
los 24 transductores de dichos interfaces. Los transductores deben ser de la 
misma marca del fabricante del chasis.  
j. El equipo debe contar con un sistema de monitoreo y administración fuera 
de línea del tipo “lights-out” dentro del mismo chasis. El mismo debe poder 
operar de forma independiente del sistema operativo principal y del 
procesador del conmutador. Este sistema deberá tener sus propios interfaces 
de red dedicados de tipo Ethernet 10/100 o 10/100/1000 (al menos dos).  
Estos puertos no deberán tener la opción de ser utilizados como puertos de 
conmutación de datos convencionales.  
k. El equipo debe poder dar un informe completo en tiempo real sobre las 
sesiones establecidas a través de él. Este informe permitirá dimensionar a 
futuro el crecimiento de la red y debe incluir como mínimo los siguientes 
parámetros: direcciones ip (origen y destino), puertos tcp/udp (origen y 
destino),   puerto   físico  de  ingreso,  puerto  físico  de  egreso,  conteo  de  
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paquetes, conteo de bytes, estado del byte ToS, máscaras de la subnet 
(origen y destino) y sistemas autónomos (origen y destino). Esta 
información deberá poder ser enviada a algún servidor o equipo externo 
para ser contabilizada. 
l. El conmutador deberá incluir una plataforma de administración centralizada 
basada en una interface gráfico tipo GUI (Graphical User Interface). Esta 
herramienta deberá permitir el aprovisionamiento, administración y 
monitoreo de procesos Local Area Network (LAN) como Storage Area 
Network (SAN). Adicionalmente, la plataforma de administración deberá 
estar en capacidad de realizar las siguientes funciones: 
a. Realizar una validación de la configuración propuestas antes que la 
misma sea aplicada al sistema. Esta validación deberá realizarse contra 
un conjunto de reglas y atributos establecidos por el administrador. 
b. Realizar una representación gráfica del mapa topológico de la red 
c. Realizar la gestión de fallos del sistema. 
d. Realizar el monitoreo del performance del equipo, mostrando como 
mínimo la información de la utilización de puertos, reporte del consumo 
de ancho de banda, reporte del conteo de errores, estadísticas de tráfico 
y reporte de violaciones de seguridad. 
e. Realizar la administración de la plataforma basada en roles de usuarios. 
f. Para propósitos de inventario, el sistema deberá tener información como 
el detalle de cada dispositivo. 
g. Información de la topología de red y la configuración de la misma. Estas 
funcionalidades deberán brindar la flexibilidad de tener acceso a la 
información de los recursos físicos (chassis, supervisoras, tarjetas de 
puertos, ventiladores, fuentes de poder) o lógicos (direcciones IP, MAC, 
IDs de VLAN, listas de control de acceso, port channels) de la red.  
h. Con la finalidad de evitar la operación deficiente del equipo o hasta una 
pérdida en el servicio por una configuración mal hecha, el sistema de 
administración deberá validar los cambios de configuración manuales 
antes de su puesta en operación en producción.  
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Este mecanismo deberá contemplar reglas para validación como por 
ejemplo la superposición de direcciones IP. 
i. Los mapas topológicos visuales que muestre esta herramienta deberán 
contener información como la configuración de los puertos, el chassis y 
el estado de los dispositivos físicos, así como las VLANs activas y los 
puertos bloqueados debido al protocolo STP (802.1d). 
j. Se deberá de permitir la configuración visual de tareas avanzadas como 
la creación de contextos virtuales en un switch de Core o la creación de 
portchannels (agregación de puertos) virtuales entre 2 chasises físicos. 
k. Con la finalidad de tener un control adecuado de los cambios de 
configuración en los switches, la herramienta de administración deberá 
mantener las últimas 50 versiones de cambios de configuración y 
realizar comparaciones entre versiones para entender exactamente los 
cambios realizados y su impacto. Los cambios de configuración también 
se deberán poder realizar de manera programada en algún tiempo 
determinado. En caso que se desee, el sistema deberá permitir regresar a 
una configuración pasada de manera granular en donde se decidan qué 
elementos de configuración pertenecen y cuáles no. 
l. Las actualizaciones de software se deberán poder hacer desde esta 
herramienta y deberá permitir la actualización del equipo, es decir, 
cambiar su software en operación de una versión a otra, sin afectar 
ningún tipo de servicio durante la actualización (cero paquetes perdidos 
o afectados). Ante un evento de actualización del sistema, la herramienta 
de administración deberá verificar el espacio disponible en disco para 
bajar la imagen, así como la compatibilidad de la configuración en 
operación con la nueva imagen. Las imágenes se deberán poder 
descargar utilizando servidores externos con servicios de TFTP, FTP o 
SFTP. 
m. El sistema deberá permitir la recolección de eventos de red y 
desplegarlos en una ventana de eventos. Cada evento deberá ser 
correlacionado a una funcionalidad de red. Las alarmas deberán ser 
mostradas con código de color dependiendo su criticidad.  
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Basado en esta información, la herramienta de administración deberá 
desplegar una calificación de la salud en general de la red. 
n. La herramienta de administración deberá permitir el control de acceso a 
los cambios de configuración basado en los roles de usuario. De esta 
manera se podrá controlar de manera granular el conjunto de tareas o 
cambios que un usuario puede o no realizar basado en su perfil de 
usuario. El acceso a la configuración del equipo puede ser vía Secure 
Shell SSHv2 o con SSL. 
o. La herramienta de administración deberá contar con una Interface de 
Programación de Aplicaciones (API, por sus siglas en inglés) basada en 
servicios web estándares de industria utilizando Simple Object Access 
Protocol (SOAP) y Extensible Markup Language (XML). De esta forma 
se pueden integrar tareas de monitoreo, administración y configuración 
del entorno de infraestructura de red del Datacenter a aplicaciones de 
terceros. 
 
Administración y configuración de las siguientes funcionalidades de red: 
Switcheo Ethernet: 
a. Puertos y agregación de puertos (port channel) 
b. VLANs y VLANs Privadas (PVLAN) 
c. Rapid Spanning Tree Protocol (RSTP) y Multi-Instance Spanning Tree 
Protocol (MISTP) 
 
Seguridad de red: 
a. Listas de control de acceso (ACL), basadas en MAC, IP y VLAN IEEE 
802.1X 
b. Autenticación, autorización, and registro de actividades (AAA) 
c. Capacidad de asegurar que los usuarios utilicen únicamente las direcciones 
previamente asignadas por el servidor DHCP autorizado (DHCP snooping). 
d. Capacidad de revisar que los paquetes ARP vienen de direcciones IP válidas  
Prevenir el tráfico IP de direcciones IP con direcciones MAC que no 
correspondan a la tabla de DHCP Snooping  
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e. Mecánismos para evitar que el tráfico en una red LAN sea afectado por una 
tormenta de tráfico broadcast, multicast o Unicast en una interface física. 
f. Limitar el número de direcciones MAC que se pueden conectar a un puerto, 
permitir la conexión a un puerto físico únicamente a un dispositivo basado 
en su dirección MAC. 
 
• General 
a.  Generación de contextos virtuales para un switch físico en particular 
b. Creación de un puerto lógico a partir de diferentes puertos físicos en 2 
chassises distintos. 
c. Utilización de recursos de hardware con las estadísticas de la tabla de TCAM 
d. Configuración de puerto conmutado para análisis de tráfico (SPAN) 
e. Administración de imágenes del sistema operativo con actualización de 
software en servicio (In Service Software Upgrade – ISSU) 
f. Control de cambios de Configuraciones. 
 
 Switch Tipo II 
 
Cantidad de Equipos 
Una (1) Unidad 
Características Generales 
a. Es requisito que el centro de datos incluya, dentro de su arquitectura, la capacidad 
de agregar alta densidad de servidores en equipos de acceso de propósito específico 
con capacidad de interfaces Ethernet a 1/10/25 Gbps.  
b. El conmutador de acceso para los servidores del centro de datos deberá soportar 
velocidades de línea de 1/10/25 Gigabit Ethernet sin bloqueo en todos sus puertos 
independientemente del tamaño de paquete y los servicios habilitados. 
c. Debe disponer de 48 interfaces SFP+ de 1/10/25 Gbps (las 3 velocidades deben ser 
soportadas) de las cuales 24 deben estar habilitadas con sus respectivos transceiver 
SFP+ 10GBaseSR.  
d. Debe incluir un mínimo de 06 puertos QSFP+ de 40/100 Gbps (distintos a los 48 
puertos SFP+ mencionados anteriormente y sin cambio de hardware).   
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e. Deberá manejar un rendimiento de hasta 3 tbps (nonblocking) con latencia no 
mayor a 2 microsegundos. 
f. Debe disponer de capacidad de Throughput mínimo de 2 Bpps.   
g. Ambos conmutadores deben poder formar una instancia lógica de agregación de 
enlaces compartida de tal forma que otros equipos externos participando de esa 
instancia vean a ambos switches como un único conmutador lógico. 
h. El conmutador debe soportar una cantidad mínima de 128 000 rutas IPv4. 
i. Se deben soportar hasta 8,000 rutas de multicast. 
j. Se deben soportar hasta 2,000 grupos de IGMP snooping. 
k. Se deben soportar hasta 8 puertos conformando un enlace lógico de agregación 
(channel).  El conmutador debe permitir hasta 32 enlaces lógicos de agregación de 
puertos (channels). 
l. Se debe soportar hasta 2 sesiones de “port mirroring” o “span”. Se debe soportar 
un mínimo de 500 instancias de RPVST+. 
m. Deberá contar con mecanismo de inteligencia programable sobre la aplicación (api) 
que permita a los operadores administrar el switches a través de llamadas tipo rpcs, 
javascript o xml sobre una infraestructura http/https 
n. Deberá contar con mecanismo de acceso tipo linux shell el cual habilite la 
configuración del mismo a través de scripts tipo linux. 
o. Deberá contar con mecanismos de actualización e instalación de parches en línea. 
p. Soporte de VXLAN (Virtual eXtensible Local Area Network) para la creación de 
redes aisladas de Capa 2 sobre Capa 3 e implementación de topologías multitenant. 
q. Se debe soportar VXLAN routing y VXLAN bridging de forma nativa a velocidad 
de línea. 
r. Habilidad para crear fabrics basados en la tecnología de VXLAN. Se debe incluir 
el licenciamiento y software necesarios para proveer una interfaz gráfica intuitiva 
que permita administrar y monitorear el Fabric de VXLAN. El software debe 
permitir administrar el Fabric formado por todos los conmutadores del centro de 
datos como una única entidad, evitando así la necesidad de ejercer 
controles/comandos switch por switch. De la misma forma, la herramienta debe 
permitir  visualizar  la  topología  de  forma gráfica y completar flujos de tareas sin  
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requerirse de conocimiento de los protocolos de redes que se ejecutan en la red 
“underlay”. Deberá soportar rutas estáticas y dinámicas. 
s. Soporte instalado de IGMPv1, IGMPv2, IGMPv3 en IPv4, enrutamiento estático 
IPv4 e IPv6, RIPv2, VRRPv2, VRRPv3, OSPFv2, OPSFv3, BGP, ISIS, GRE.   
t. Soporte de 802.1p, CoS y DiffServ (DSCP). 
u. Clasificación de tráfico basada en direcciones MAC de origen y destino (Capa 2), 
direcciones IP de origen y destino (Capa 3) y puertos TCP/UDP (Capa 4). 
v. Soporte de ACL’s por puerto, basados en información de Capas 2, 3 y 4. 
w. El equipo debe contar con la última versión liberada del sistema operativo con que 
cuente el fabricante. 
x. El sistema operativo del conmutador debe ser de diseño modular.  
y. El sistema operativo debe contar con mecanismos de servicio continuo con el 
objetivo de evitar interrupción del servicio ante operaciones de mantenimiento y 
actualización de software. 
z. El sistema operativo del conmutador debe contar con mecanismos de sobrevivencia 
que permita correr los procesos críticos en espacios de memoria reservados 
independientes de cualquier otro proceso o incluso del kernel. 
aa. El sistema operativo debe incluir como parte de él mismo, un analizador de 
paquetes para la función de monitoreo y la corrección del tráfico en el plano de 
control. 
bb. Soportar un mínimo de 04 (cuatro) niveles de administración por consola, telnet y 
SSH. De no contar con el mínimo de niveles requerido, el equipo deberá contar con 
soporte habilitado TACACS y/o TACACS+ o protocolo similar. Además, el 
proveedor implementará una solución de administración centralizada que incluya 
el servidor o software que sean necesarios para cumplir cabalmente con el 
requerimiento. Administración por Interface de línea de comandos, SNMPv3 vía 
Software e interface Web con SSL. Soporte de métodos para exportar datos sobre 
flujos de tráfico a los sistemas de gestión, tales como SFLOW, NETFLOW, IPFIX 
o NETSTREAM (Como mínimo uno de ellos). 
cc. Soporte de múltiples niveles de privilegios de acceso por consola para los 
administradores ya sea   localmente o remotamente por Telnet, SSH. Soporte de los  
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protocolos SNMPv1, SNMPv2c, SNMPv3, FTP, TFTP, SCP y/o SFTP, HTTP, 
HTTPS. Debe manejar autenticación, autorización y registro de actividades 
dd. El equipo debe tener soporte de calidad de servicio (QoS) a través del uso de 
información de capas 2/3/4 tales como los bits de precedencia, frames 802.1p y 
puertos de capa 4. Debe soportar colas múltiples con umbrales configurables y 
mecanismos de mapeo de bits DSCP contra bits de CoS para asegurar que los 
paquetes mantengan la calidad de servicio a la hora de traspasar las fronteras de 
capa 2 a capa 3 y viceversa.   
ee. Se debe poder definir direcciones MAC específicas que un puerto va a conmutar. 
En caso de que una estación con una MAC diferente a las permitidas trate de 
acceder al puerto, el mismo debe poder bloquear la dirección específica o 
bloquearse completamente. 
ff. Para evitar que estaciones o servidores no autorizados personifiquen al servidor de 
DHCP, el conmutador deberá estar en capacidad de permitir únicamente el tráfico 
de solicitud de DHCP proveniente de puertos de acceso específicos. De la misma  
forma, es tráfico de respuesta de DHCP también se podrá limitar a puertos 
particulares. 
gg. Para evitar ataques de ARP spoofing, el conmutador debe tener algún mecanismo 
para permitir o denegar asociaciones IP-MAC en su tabla de ARP.  Las  
hh. asociaciones válidas se podrán introducir de forma manual en la configuración del 
conmutador o ser aprendidas dinámicamente a través de DHCP. 
ii. El conmutador deberá contar con algún mecanismo para aislar el tráfico de 
broadcast y multicast entre puertos de la misma vlan. 
jj. El conmutador deberá contar con algún mecanismo para asociar direcciones IP con 
puertos específicos de tal forma que un usuario no pueda cambiar su dirección con 
la intención de obtener otros derechos de acceso. Las asociaciones válidas se 
podrán introducir de forma manual en la configuración del conmutador o ser 
aprendidas de forma dinámica a través de DHCP. 
kk. El conmutador deberá poder restringir el tráfico de uno o varios tipos de 
aplicaciones entre PCs o servidores que se encuentren dentro de una misma vlan y 
en la misma subnet sin que esto implique cambiarlos de vlan o cambiar su dirección 
IP. 
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     El conmutador deberá soportar los siguientes estándares: 
1. IEEE 802.1w  
2. IEEE 802.1s 
3. IEEE 802.1x 
4. IEEE 802.1ab 
5. IEEE 802.1d 
6. IEEE 802.1p qos/cos 
7. IEEE 802.1q 
8. IEEE 802.1w 
9. IEEE 802.1s 
10. IEEE 802.1ad 
11. IEEE 802.3x 
12. IEEE 802.3ab 1000base-t 
13. IEEE 802.3z 
14. IEEE 802.3ae 10 gigabit ethernet 
15. IEEE 802.3ba 40 gigabit ethernet 
 
El conmutador deberá soportar los siguientes RFCs: 
1.       RFC 2460 ipv6 
2.       RFC 2461 neighbor discovery (mld) para ipv6 
3.       RFC 2462 autoconfiguración de dirección ipv6 
4.       RFC 2463 icmpv6 
 
   Switch Tipo III 
 
Cantidad de Equipos 
Una (1) Unidad 
 Características Generales 
 
a. Es requisito que el centro de datos incluya, dentro de su arquitectura, la capacidad 
de agregar alta densidad de servidores en equipos de acceso de propósito específico 
con capacidad de interfaces Ethernet a 1/10 Gbps. 
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b. El conmutador de acceso para los servidores del centro de datos deberá soportar 
velocidades de línea de 1/10 Gigabit Ethernet sin bloqueo en todos sus puertos 
independientemente del tamaño de paquete y los servicios habilitados. 
c. Debe disponer de 48 interfaces de 1/10 GE en cobre. 
d. Debe incluir un mínimo de 06 puertos QSFP+ de 40/100 Gbps (distintos a los 48 
puertos SFP+ mencionados anteriormente y sin cambio de hardware).   
e. Deberá manejar un rendimiento de hasta 2 tbps (nonblocking) con latencia no 
mayor a 2 microsegundos. 
f. Debe disponer de capacidad de Throughput mínimo de 1.5 Bpps.   
g. El conmutador debe tener buffer compartido de sistema no menor a 16 MB Ambos 
conmutadores deben poder formar una instancia lógica de agregación de enlaces 
compartida de tal forma que otros equipos externos participando de esa instancia 
vean a ambos switches como un único conmutador lógico. 
h. El conmutador debe soportar una cantidad mínima de 128 000 rutas IPv4. 
i. El equipo debe tener una capacidad mínima de 130,000 registros de direcciones 
MAC. Se deben soportar hasta 8,000 rutas de multicast. 
j. Se deben soportar hasta 2,000 grupos de IGMP snooping. 
k. Se deben soportar hasta 8 puertos conformando un enlace lógico de agregación 
(channel).   
l. El conmutador debe permitir hasta 32 enlaces lógicos de agregación de puertos 
(channels). 
m. Se debe soportar hasta 2 sesiones de “port mirroring” o “spanSe debe soportar un 
mínimo de 500 instancias de RPVST+. 
n. Deberá contar con mecanismo de inteligencia programable sobre la aplicación (api) 
que permita a los operadores administrar el switches a través de llamadas tipo rpcs, 
javascript o xml sobre una infraestructura http/https 
o. Deberá contar con mecanismos de acceso tipo linux shell el cual habilite la 
configuración del mismo a través de scripts tipo linux. 
p. Deberá contar con mecanismos de actualización e instalación de parches en línea. 
q. Soporte de VXLAN (Virtual eXtensible Local Area Network) para la creación de 
redes aisladas de Capa 2 sobre Capa 3 e implementación de topologías multitenant. 
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r. Se debe soportar VXLAN routing y VXLAN bridging de forma nativa a velocidad 
de línea. 
s. Habilidad para crear fabrics basados en la tecnología de VXLAN. Se debe incluir 
el licenciamiento y software necesarios para proveer una interfaz gráfica intuitiva 
que permita administrar y monitorear el Fabric de VXLAN.  
t. El software debe permitir administrar el Fabric formado por todos los 
conmutadores del centro de datos como una única entidad, evitando así la necesidad 
de ejercer controles/comandos switch por switch. De la misma forma, la 
herramienta debe permitir visualizar la topología de forma gráfica y completar 
flujos de tareas sin requerirse de conocimiento de los protocolos de redes que se 
ejecutan en la red “underlay”. Deberá soportar rutas estáticas y dinámicas. 
u. Soporte instalado de IGMPv1, IGMPv2, IGMPv3 en IPv4, enrutamiento estático 
IPv4 e IPv6, RIPv2, VRRPv2, VRRPv3, OSPFv2, OPSFv3, BGP, ISIS, GRE.   
v. Soporte de 802.1p, CoS y DiffServ (DSCP). 
w. Clasificación de tráfico basada en direcciones MAC de origen y destino (Capa 2), 
direcciones IP de origen y destino (Capa 3) y puertos TCP/UDP (Capa 4). 
x. Soporte de ACL’s por puerto, basados en información de Capas 2, 3 y 4. 
y. El equipo debe contar con la última versión liberada del sistema operativo con que 
cuente el fabricante. 
z. El sistema operativo del conmutador debe ser de diseño modular.  
aa. El sistema operativo debe contar con mecanismos de servicio continuo con el 
objetivo de evitar interrupción del servicio ante operaciones de mantenimiento y 
actualización de software. 
bb. El sistema operativo del conmutador debe contar con mecanismos de sobrevivencia 
que permita correr los procesos críticos en espacios de memoria reservados 
independientes de cualquier otro proceso o incluso del kernel. 
cc. El sistema operativo debe incluir como parte de él mismo, un analizador de 
paquetes para la función de monitoreo y la corrección del tráfico en el plano de 
control. 
dd. Soportar un mínimo de 04 (cuatro) niveles de administración por consola, telnet y 
SSH. De no contar con el mínimo de niveles requerido, el equipo deberá contar con 
soporte habilitado TACACS y/o TACACS+ o protocolo similar.  
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Además, el proveedor implementará una solución de administración centralizada 
que incluya el servidor o software que sean necesarios para cumplir cabalmente con 
el requerimiento. 
ee. Administración por Interface de línea de comandos, SNMPv3 vía Software e 
interface Web con SSL. Soporte de métodos para exportar datos sobre flujos de 
tráfico a los sistemas de gestión, tales como SFLOW, NETFLOW, IPFIX o 
NETSTREAM (Como mínimo uno de ellos). 
ff. Soporte de múltiples niveles de privilegios de acceso por consola para los 
administradores ya sea   localmente o remotamente por Telnet, SSH. Soporte de los 
protocolos SNMPv1, SNMPv2c, SNMPv3, FTP, TFTP, SCP y/o SFTP, HTTP, 
HTTPS. Debe manejar autenticación, autorización y registro de actividades. 
gg. El equipo debe tener soporte de calidad de servicio (QoS) a través del uso de 
información de capas 2/3/4 tales como los bits de precedencia, frames 802.1p y 
puertos de capa 4. Debe soportar colas múltiples con umbrales configurables y 
mecanismos de mapeo de bits DSCP contra bits de CoS para asegurar que los  
paquetes mantengan la calidad de servicio a la hora de traspasar las fronteras de 
capa 2 a capa 3 y viceversa.   
hh. Se debe poder definir direcciones MAC específicas que un puerto va a conmutar. 
En caso de que una estación con una MAC diferente a las permitidas trate de 
acceder al puerto, el mismo debe poder bloquear la dirección específica o 
bloquearse completamente. 
ii. Para evitar que estaciones o servidores no autorizados personifiquen al servidor de 
DHCP, el conmutador deberá estar en capacidad de permitir únicamente el tráfico 
de solicitud de DHCP proveniente de puertos de acceso específicos. De la misma 
forma, es tráfico de respuesta de DHCP también se podrá limitar a puertos 
particulares. 
jj. Para evitar ataques de ARP spoofing, el conmutador debe tener algún mecanismo 
para permitir o denegar asociaciones IP-MAC en su tabla de ARP.  Las 
asociaciones válidas se podrán introducir de forma manual en la configuración del 
conmutador o ser aprendidas dinámicamente a través de DHCP. 
kk. El conmutador deberá contar con algún mecanismo para aislar el tráfico de 
broadcast y multicast entre puertos de la misma vlan. 
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ll. El conmutador deberá contar con algún mecanismo para asociar direcciones IP con 
puertos específicos de tal forma que un usuario no pueda cambiar su dirección con 
la intención de obtener otros derechos de acceso. Las asociaciones válidas se 
podrán introducir de forma manual en la configuración del conmutador o ser 
aprendidas de forma dinámica a través de DHCP. 
mm. El conmutador deberá poder restringir el tráfico de uno o varios tipos de 
aplicaciones entre PCs o servidores que se encuentren dentro de una misma vlan y 
en la misma subnet sin que esto implique cambiarlos de vlan o cambiar su dirección 
IP. 
 
El conmutador deberá soportar los siguientes estándares: 
1. IEEE 802.1w  
2. IEEE 802.1s 
3. IEEE 802.1x 
4. IEEE 802.1ab 
5. IEEE 802.1d 
6. IEEE 802.1p qos/cos 
7. IEEE 802.1q 
8. IEEE 802.1w 
9. IEEE 802.1s 
10. IEEE 802.1ad 
11. IEEE 802.3x 
12. IEEE 802.3ab 1000base-t 
13. IEEE 802.3z 
14. IEEE 802.3ae 10 gigabit ethernet 
15. IEEE 802.3ba 40 gigabit ethernet 
 
El conmutador deberá soportar los siguientes RFCs: 
1.       RFC 2460 ipv6 
2.       RFC 2461 neighbor discovery (mld) para ipv6 
3.       RFC 2462 autoconfiguración de dirección ipv6 
4.       RFC 2463 icmpv6 
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  Switch Tipo IV 
 
Cantidad De Equipos 
Setenta (70) Unidades 
 
Hardware 
a. Switch capa 2 y capa 3 
b. Debe contar con al menos 48 puertos de acceso 10/100/1000 PoE/PoE+ (IEEE 
802.3at) en cobre RJ45 con autonegociación 
c. Puertos uplink: Debe contar con al menos 2 puertos 10 Gigabit Ethernet tipo SFP. 
Estos puertos de uplink no deben bloquear puertos de acceso, maximizando así la 
cantidad de puertos totales por switch. 
d. Debe tener una capacidad total para entregar energía a los dispositivos conectados 
a sus puertos de al menos 740W, lo que permita cubrir cada uno de los 48 puertos 
con al menos 15W. Por lo menos la mitad de los mismos debe de poder entregar 
POE+. 
e. Leds indicadores de operación por puerto. 
f. Capacidad mínima de conmutación local de transmisión de 108Gbps 
g. Capacidad mínima de reenvío de 130 Mpps. 
h. Capacidad para operar con al menos 8000 direcciones MAC. 
i. El switch debe tener la capacidad de poder formar un stack de al menos 8 switches 
con un puerto de stack dedicado, dando como resultado del stack un plano de datos 
unificado, una sola configuración y una sola IP de gestión para todo el grupo de 
switches. Si se ofrece un módulo independiente, este debe de ser de tipo hotswap. 
La comunicación entre los switches dentro del stack debe ser de al menos 80Gbps 
full dúplex y no debe usar ningún puerto fijo mencionado en puntos anteriores. 
j. Fuente de poder hotswap con alimentación de 100 a 240VAC, 9 a 4A, 50 o 60Hz. 
Debe incluir fuente de poder redundante interna hotswap. 
k. Montable en rack de 19” 
 
Software 
a. Soporte para 250 VLAN como mínimo 
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b. Soporte de Spanning Tree IEEE 802.1d, así como las mejoras tales como 
convergencia rápida (RST 802.1w) y múltiples instancias (MST 802.1s). 
c. Capacidad de operación de puertos en half y full dúplex 
d. Soporte de NTP 
e. Soporte de DHCP para IPv4 e IPv6. 
f. Soporte de protocolos de transferencia de archivos TFTP, FTP, RCP, SCP.  
g. Procesos de debug para análisis en caso de fallas. 
h. Agregación de puertos, LACP, IEEE 802.3ad, de modo que se pueda usar cualquier 
puerto del mismo tipo y velocidad. 
i. Soporte embebido de mecanismos de detección de fallas en cables de cobre y 
conectores de fibra óptica. 
j. Soporte de Multicast IGMPv1, v2 y v3 Snooping.  
k. Soportar al menos 1000 grupos IGMP en IPv4 
l. Soporte de IGMP snooping para IPv4 e IPv6 MLD v1 y v2 
m. Software actualizable. Incluir la última versión disponible. 
n. Enrutamiento dinámico: RIP, OSPF, PBR. 
Mecanismos De Gestión 
a. Puerto de Consola para gestión local con puerto RJ 45. 
b. Puerto Ethernet 10/100 dedicado para administración fuera de banda. 
c. Soporte de Telnet, HTTP y SSH para gestión remota. 
d. Registro de eventos vía Syslog 
e. Soporte de “port mirroring” por puerto y por VLAN. 
f. Soporte de SNMP v1, SNMP v2c, SNMP v3. 
g. Debe permitir Administración vía Web. 
h. Soporte del estándar IEEE 802.1AB (LLDP: Link Layer Discovery Protocol) para 
intercambio de información de dispositivos en redes multivendor. 
i. El equipo debe de poder soportar Netflow, sFlow o similares para el análisis de 
tráfico. 
Mecanismo De Seguridad 
a. El switch debe tener la capacidad de limitar la cantidad de direcciones MAC 
aprendidas en un puerto para evitar ataques MAC address flooding que llenen la 
tabla de direcciones MAC del switch. 
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b. Soporte de mecanismos para evitar ataques tipo DoS y MITM, basados en STP y 
DHCP, así como “VLAN Hopping”, “DHCP Rogue Server”. 
c. Filtros aplicables por puerto. 
d. Filtros basados en direcciones MAC de origen y destino, direcciones IP de origen 
y destino y puertos TCP/UDP.  
e. Soporte de autenticación 802.1x con asignación dinámica de VLAN. 
f. Control de acceso centralizado por RADIUS, ya sea para los administradores del 
switch como para los usuarios de la red que se autentican vía 802.1x. 
g. Soporte de flexibilidad en la autenticación mediante 802.1x, que permita usar un 
perfil para invitados, autenticación por MAC y autenticación 1x de manera 
dinámica. 
h. Soporte de movilidad de MAC en esquemas 802.1x que permita la conexión a un 
puerto y en caso el usuario se mueva a otro dentro de la red, pueda pasar por el 
proceso de autenticación sin inconvenientes. 
 
Mecanismo de Calidad de Servicio 
a. Soporte de Calidad de Servicio QoS. 
b. Manejo de prioridad a nivel de colas, cuatro colas de salida por puerto basado en 
hardware. 
c. IEEE 802.1p Clase de Servicio, CoS y DSCP 
d. Marcado y clasificación de paquetes basado en dirección IP origen y destino, MAC 
origen y destino y número de puertos TCP y UDP. 
e. Configuración automática de QoS 
 
Mecanismo de Protocolos Estándar 
a. IEEE 802.1Q VLAN 
b. IEEE 802.3ah (100BASE-X single/multimode fiber only) 
c. IEEE 802.3x full duplex on 10BASE-T, 100BASE-TX, and 1000BASE-T ports 
d. IEEE 802.3 10BASE-T 
e. IEEE 802.3u 100BASE-TX 
f. IEEE 802.3ab 1000BASE-T 
g. IEEE 802.3z 1000BASE-X 
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  Switch Tipo V 
 
Cantidad de Equipos 
Treinta y Seis (36) Unidades 
Características Generales 
a. Debe contar con al menos 24 puertos de acceso 10/100/1000 PoE/PoE+ (IEEE 
802.3at) en cobre RJ45 con autonegociación 
b. Puertos uplink: Debe de contar con al menos 02 puertos SFP+ para el soporte de 
10G. Estos puertos de uplink no deben bloquear puertos de acceso, maximizando 
así la cantidad de puertos totales por switch. 
c. Fuente de poder con alimentación de 100 a 240VAC, 9 a 4A, 50 o 60Hz  
d. Soporte de redundancia en fuentes internas de poder para maximizar la 
disponibilidad. Estas fuentes deben de ser reemplazables en caliente. 
e. Debe tener una capacidad total para entregar energía a POE a 15.4W y POE+ a 
30W a todos los puertos de manera simultánea. 
f. Leds indicadores de operación por puerto. 
g. Capacidad mínima de conmutación local de transmisión de 80 Gbps. 
h. Capacidad mínima de reenvío de 65 Mpps. 
i. Capacidad para operar con al menos 32k direcciones MAC. 
j. Montable en rack de 19” 
k. El switch debe tener la capacidad de poder formar un stack de al dando como 
resultado del stack un plano de datos unificado, una sola configuración y una sola 
IP de gestión para todo el grupo de switches. Características mínimas esperadas del 
stack: 
1. Comunicación entre los switches dentro del stack debe ser de al menos 
150Gbps. 
2. Capacidad de poder agregar o retirar miembros al stack sin impactar los 
servicios. 
l. El sistema operativo de la solución debe de ser modular. 
m. Soporte para 1000 VLAN como mínimo 
n. Soporte de Spanning Tree IEEE 802.1d, así como las mejoras tales como 
convergencia rápida (RST 802.1w) y múltiples instancias (MST 802.1s). 
o. Capacidad de operación de puertos en half y full dúplex 
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p. Soporte de NTP 
q. Soporte de DHCP para IPv4 e IPv6. 
r. Soporte de protocolos de transferencia de archivos TFTP, FTP, SCP. 
s. Agregación de puertos, LACP, IEEE 802.3ad, de modo que se pueda usar cualquier 
puerto del mismo tipo y velocidad. 
t. Soporte embebido de mecanismos de detección de fallas en cables de cobre y 
conectores de fibra óptica. 
u. Soporte de Multicast IGMPv1, v2 y v3 Snooping.  
v. Soportar al menos 1000 grupos IGMP en IPv4 
w. Soporte de IGMP snooping para IPv4 e IPv6 MLD v1 y v2 
x. Software actualizable. Incluir la última versión disponible. 
y. Soporte de enrutamiento dinámico y estático, como mínimo: 
1. RIP 
2. OSPF 
z. Soporte de tecnologías de Gateway para usuario como VRRP o similares. 
aa. Soporte de Multicast: PIM-SM y PIM-DM como mínimo. 
bb. Soporte de PBR o similares. 
cc. Puerto de Consola para gestión local con puerto RJ 45. 
dd. Puerto Ethernet 10/100 dedicado para administración fuera de banda. 
ee. Soporte de Telnet, HTTP y SSH para gestión remota 
ff. Registro de eventos vía Syslog 
gg. Soporte de SNMP v1, SNMP v2c, SNMP v3. 
hh. Debe permitir Administración vía Web. 
ii. Soporte del estándar IEEE 802.1AB (LLDP: Link Layer Discovery Protocol) para 
intercambio de información de dispositivos en redes multivendor. 
jj. Soportar múltiples niveles de privilegios de acceso (mínimo 4) por puerto de 
consola o Telnet para administración. Indicar la cantidad de niveles soportados.  
kk. Procesos de debug para análisis en caso de fallas. 
ll. El switch debe tener la capacidad de limitar la cantidad de direcciones MAC 
aprendidas en un puerto para evitar ataques MAC address flooding que llenen la 
tabla de direcciones MAC del switch. 
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mm. Soporte de mecanismos para evitar ataques tipo DoS y MITM, basados en STP y 
DHCP, así como “VLAN Hopping”, “DHCP Rogue Server”. 
nn. Filtros aplicables por puerto. 
oo. Filtros basados en direcciones MAC de origen y destino, direcciones IP de origen 
y destino y puertos TCP/UDP.  
pp. Soporte de autenticación 802.1x con asignación dinámica de VLAN y asignación 
dinámica de listas de control de acceso (ACL). 
qq. Control de acceso centralizado por RADIUS, ya sea para los administradores del 
switch como para los usuarios de la red que se autentican vía 802.1x. 
rr. Autenticación, Autorización y Accounting para administradores de red usando 
TACACS+. 
ss. Soporte de flexibilidad en la autenticación mediante 802.1x, que permita usar un 
perfil para invitados, autenticación por MAC y autenticación 1x de manera 
dinámica, asegurando que un dispositivo/usuario que se conecte tenga algún 
método disponible de autenticación. 
tt. Soporte de 802.1x, autenticación por MAC (MAB) y Web Authentication de 
manera dinámica para usuarios que se conectan detrás del teléfono. 
uu. Soporte de Calidad de Servicio QoS. 
vv. Manejo de prioridad a nivel de colas, ocho colas de salida por puerto basado en 
hardware, debe de incluir al menos una cola de prioridad. 
ww. IEEE 802.1p Clase de Servicio, CoS y DSCP 
xx. Marcado y clasificación de paquetes basado en dirección IP origen y destino, MAC 
origen y destino y número de puertos TCP y UDP. 
yy. Configuración automática de QoS 
zz. Soporte de “port mirroring” por puerto y por VLAN. 
aaa. Soporte de múltiples sesiones de “port mirroring” así como "port mirroring" 
remoto. 
 
 Switch Tipo VI 
Cantidad de Equipos 
Trece (13) Unidades 
Características Generales 
 
  
180 
 
 
a. Debe contar con al menos 24 puertos de acceso 10/100/1000 en cobre RJ45 con 
autonegociación. 
b. Puertos uplink: Debe de contar con al menos 02 puertos SFP+ para el soporte de 
10G. Estos puertos de uplink no deben bloquear puertos de acceso, maximizando 
así la cantidad de puertos totales por switch. 
c. Fuente de poder con alimentación de 100 a 240VAC, 9 a 4A, 50 o 60Hz  
d. Soporte de redundancia en fuentes internas de poder para maximizar la 
disponibilidad. Estas fuentes deben de ser reemplazables en caliente. 
e. Leds indicadores de operación por puerto. 
f. Capacidad mínima de conmutación local de transmisión de 80 Gbps. 
g. Capacidad mínima de reenvío de 65 Mpps. 
h. Capacidad para operar con al menos 32k direcciones MAC. 
i. Montable en rack de 19” 
j. El switch debe tener la capacidad de poder formar un stack de al dando como 
resultado del stack un plano de datos unificado, una sola configuración y una sola 
IP de gestión para todo el grupo de switches. Características mínimas esperadas del 
stack: 
1. Comunicación entre los switches dentro del stack debe ser de al menos 
150Gbps. 
2. Capacidad de poder agregar o retirar miembros al stack sin impactar los 
servicios. 
k. El sistema operativo de la solución debe de ser modular. 
l. Soporte para 1000 VLAN como mínimo 
m. Soporte de Spanning Tree IEEE 802.1d, así como las mejoras tales como 
convergencia rápida (RST 802.1w) y múltiples instancias (MST 802.1s). 
n. Capacidad de operación de puertos en half y full dúplex 
o. Soporte de NTP 
p. Soporte de DHCP para IPv4 e IPv6. 
q. Soporte de protocolos de transferencia de archivos TFTP, FTP, SCP. 
r. Agregación de puertos, LACP, IEEE 802.3ad, de modo que se pueda usar cualquier 
puerto del mismo tipo y velocidad. 
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s. Soporte embebido de mecanismos de detección de fallas en cables de cobre y 
conectores de fibra óptica. 
t. Soporte de Multicast IGMPv1, v2 y v3 Snooping.  
u. Soportar al menos 1000 grupos IGMP en IPv4 
v. Soporte de IGMP snooping para IPv4 e IPv6 MLD v1 y v2 
w. Software actualizable. Incluir la última versión disponible. 
x. Soporte de enrutamiento dinámico y estático, como mínimo: 
1. RIP 
2. OSPF 
y. Soporte de tecnologías de Gateway para usuario como VRRP o similares. 
z. Soporte de Multicast: PIM-SM y PIM-DM como mínimo. 
aa. Soporte de PBR o similares. 
bb. Puerto de Consola para gestión local con puerto RJ 45. 
cc. Puerto Ethernet 10/100 dedicado para administración fuera de banda. 
dd. Soporte de Telnet, HTTP y SSH para gestión remota 
ee. Registro de eventos vía Syslog 
ff. Soporte de SNMP v1, SNMP v2c, SNMP v3. 
gg. Debe permitir Administración vía Web. 
hh. Soporte del estándar IEEE 802.1AB (LLDP: Link Layer Discovery Protocol) para 
intercambio de información de dispositivos en redes multivendor. 
ii. Soportar múltiples niveles de privilegios de acceso (mínimo 4) por puerto de 
consola o Telnet para administración. Indicar la cantidad de niveles soportados.  
jj. Procesos de debug para análisis en caso de fallas. 
kk. El switch debe tener la capacidad de limitar la cantidad de direcciones MAC 
aprendidas en un puerto para evitar ataques MAC address flooding que llenen la 
tabla de direcciones MAC del switch. 
ll. Soporte de mecanismos para evitar ataques tipo DoS y MITM, basados en STP y 
DHCP, así como “VLAN Hopping”, “DHCP Rogue Server”. 
mm. Filtros aplicables por puerto. 
nn. Filtros basados en direcciones MAC de origen y destino, direcciones IP de origen 
y destino y puertos TCP/UDP.  
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oo. Soporte de autenticación 802.1x con asignación dinámica de VLAN y asignación 
dinámica de listas de control de acceso (ACL). 
pp. Control de acceso centralizado por RADIUS, ya sea para los administradores del 
switch como para los usuarios de la red que se autentican vía 802.1x. 
qq. Autenticación, Autorización y Accounting para administradores de red usando 
TACACS+. 
rr. Soporte de flexibilidad en la autenticación mediante 802.1x, que permita usar un 
perfil para invitados, autenticación por MAC y autenticación 1x de manera 
dinámica, asegurando que un dispositivo/usuario que se conecte tenga algún 
método disponible de autenticación. 
ss. Soporte de 802.1x, autenticación por MAC (MAB) y Web Authentication de 
manera dinámica para usuarios que se conectan detrás del teléfono. 
tt. Soporte de Calidad de Servicio QoS. 
uu. Manejo de prioridad a nivel de colas, ocho colas de salida por puerto basado en 
hardware, debe de incluir al menos una cola de prioridad. 
vv. IEEE 802.1p Clase de Servicio, CoS y DSCP 
ww. Marcado y clasificación de paquetes basado en dirección IP origen y destino, MAC 
origen y destino y número de puertos TCP y UDP. 
xx. Configuración automática de QoS 
yy. Soporte de “port mirroring” por puerto y por VLAN. 
zz. Soporte de múltiples sesiones de “port mirroring” así como "port mirroring" 
remoto. 
 
 Switch Tipo VII 
Cantidad de Equipos 
Veintiocho (28) Unidades 
Características Generales 
a. Debe contar con al menos 48 puertos de acceso 10/100/1000 en cobre RJ45 con 
autonegociación. 
b. Puertos uplink: Debe de contar con al menos 02 puertos SFP+ para el soporte de 
10G. Estos puertos de uplink no deben bloquear puertos de acceso, maximizando 
así la cantidad de puertos totales por switch. 
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c. Fuente de poder con alimentación de 100 a 240VAC, 9 a 4A, 50 o 60Hz  
d. Soporte de redundancia en fuentes internas de poder para maximizar la 
disponibilidad. Estas fuentes deben de ser reemplazables en caliente. 
e. Leds indicadores de operación por puerto. 
f. Capacidad mínima de conmutación local de transmisión de 170 Gbps. 
g. Capacidad mínima de reenvío de 100 Mpps. 
h. Capacidad para operar con al menos 32k direcciones MAC. 
i. Montable en rack de 19” 
j. El switch debe tener la capacidad de poder formar un stack de al, dando como 
resultado del stack un plano de datos unificado, una sola configuración y una sola 
IP de gestión para todo el grupo de switches. Características mínimas esperadas del 
stack: 
1. Comunicación entre los switches dentro del stack debe ser de al menos 
150Gbps. 
2. Capacidad de poder agregar o retirar miembros al stack sin impactar los 
servicios. 
k. El sistema operativo de la solución debe de ser modular. 
l. Soporte para 1000 VLAN como mínimo 
m. Soporte de Spanning Tree IEEE 802.1d, así como las mejoras tales como 
convergencia rápida (RST 802.1w) y múltiples instancias (MST 802.1s). 
n. Capacidad de operación de puertos en half y full dúplex 
o. Soporte de NTP 
p. Soporte de DHCP para IPv4 e IPv6. 
q. Soporte de protocolos de transferencia de archivos TFTP, FTP, SCP. 
r. Agregación de puertos, LACP, IEEE 802.3ad, de modo que se pueda usar cualquier 
puerto del mismo tipo y velocidad. 
s. Soporte embebido de mecanismos de detección de fallas en cables de cobre y 
conectores de fibra óptica. 
t. Soporte de Multicast IGMPv1, v2 y v3 Snooping.  
u. Soportar al menos 1000 grupos IGMP en IPv4 
v. Soporte de IGMP snooping para IPv4 e IPv6 MLD v1 y v2 
w. Software actualizable. Incluir la última versión disponible.3 
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x. Soporte de enrutamiento dinámico y estático, como mínimo: 
1. RIP 
2. OSPF 
y. Soporte de tecnologías de Gateway para usuario como VRRP o similares. 
z. Soporte de Multicast: PIM-SM y PIM-DM como mínimo. 
aa. Soporte de PBR o similares. 
bb. Puerto de Consola para gestión local con puerto RJ 45. 
cc. Puerto Ethernet 10/100 dedicado para administración fuera de banda. 
dd. Soporte de Telnet, HTTP y SSH para gestión remota 
ee. Registro de eventos vía Syslog 
ff. Soporte de SNMP v1, SNMP v2c, SNMP v3. 
gg. Debe permitir Administración vía Web. 
hh. Soporte del estándar IEEE 802.1AB (LLDP: Link Layer Discovery Protocol) para 
intercambio de información de dispositivos en redes multivendor. 
ii. Soportar múltiples niveles de privilegios de acceso (mínimo 4) por puerto de 
consola o Telnet para administración. Indicar la cantidad de niveles soportados.  
jj. Procesos de debug para análisis en caso de fallas. 
kk. El switch debe tener la capacidad de limitar la cantidad de direcciones MAC 
aprendidas en un puerto para evitar ataques MAC address flooding que llenen la 
tabla de direcciones MAC del switch. 
ll. Soporte de mecanismos para evitar ataques tipo DoS y MITM, basados en STP y 
DHCP, así como “VLAN Hopping”, “DHCP Rogue Server”. 
mm. Filtros aplicables por puerto. 
nn. Filtros basados en direcciones MAC de origen y destino, direcciones IP de origen 
y destino y puertos TCP/UDP.  
oo. Soporte de autenticación 802.1x con asignación dinámica de VLAN y asignación 
dinámica de listas de control de acceso (ACL). 
pp. Control de acceso centralizado por RADIUS, ya sea para los administradores del 
switch como para los usuarios de la red que se autentican vía 802.1x. 
qq. Autenticación, Autorización y Accounting para administradores de red usando 
TACACS+. 
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rr. Soporte de flexibilidad en la autenticación mediante 802.1x, que permita usar un 
perfil para invitados, autenticación por MAC y autenticación 1x de manera 
dinámica, asegurando que un dispositivo/usuario que se conecte tenga algún 
método disponible de autenticación. 
ss. Soporte de 802.1x, autenticación por MAC (MAB) y Web Authentication de 
manera dinámica para usuarios que se conectan detrás del teléfono. 
tt. Soporte de Calidad de Servicio QoS. 
uu. Manejo de prioridad a nivel de colas, ocho colas de salida por puerto basado en 
hardware, debe de incluir al menos una cola de prioridad. 
vv. IEEE 802.1p Clase de Servicio, CoS y DSCP 
ww. Marcado y clasificación de paquetes basado en dirección IP origen y destino, MAC 
origen y destino y número de puertos TCP y UDP. 
xx. Configuración automática de QoS 
yy. Soporte de “port mirroring” por puerto y por VLAN. 
zz. Soporte de múltiples sesiones de “port mirroring” así como "port mirroring" 
remoto. 
 
 
 Controlador de Redes Inalámbricas  
 
Cantidad De Equipos 
Una (1) Unidad 
Características Generales 
 
a. Formato tipo appliance para la controlar todos los puntos de acceso a la red 
inalámbrica.  
b. El hardware ofertado deberá tener la capacidad de controlar hasta 1500 Access 
Points y una capacidad instalada inicial de controlar 350 AP´s como mínimo. El  
crecimiento debe de ser licenciado sin necesidad de armar cluster de 2 o más 
controladores. 
c. Debe contar 2 puertos 10G SFP+ de tipo multimodo. 
d. Capacidad de fuente de poder redundante.  
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e. Las interfases a colocar deben de poder establecer una agregación de enlace hacia 
el switch conectado. Esto permitirá tener un canal de mayores prestaciones hacia 
los usuarios. 
f. Debe manejar los estándares 802.11 a/b/g/n/ac. 
g. La solución de controlador debe de manejar túneles entre controlador y punto de 
acceso.  
h. Debe de operar conjuntamente con el resto de los equipos de la solución 
inalámbrica para soportar las aplicaciones de datos, voz y video. 
i. Debe ser capaz de controlar y administrar los puntos de acceso inalámbrico de 
forma centralizada incluyendo las funciones de actualización de configuraciones y 
software. 
j. Para un esquema de múltiples controladores en la red (distribuido), cada uno de 
ellos debe de poder trabajar de manera independiente sin la necesidad de que exista 
una coherencia obligatoria entre ellos para funcionar. Cada uno de los controladores 
deberá de mantener las funcionalidades de gestión y monitoreo. 
k. Deberá de contar con software que le permita adaptarse y administrar en tiempo 
real el entorno de RF. Entre estas funciones deberá de encontrarse: 
a. Asignación dinámica de canales para optimizar la cobertura y desempeño. 
b. Balanceo de carga de usuarios entre múltiples puntos de acceso 
inalámbricos. 
c. Detección y corrección de huecos en la cobertura inalámbrica. 
d. Control dinámico de potencia de acuerdo a las condiciones de la red. 
e. En caso de falla de un punto de acceso inalámbrico, el controlador deberá 
de ser capaz de ajustar la potencia en los puntos de acceso adyacentes para 
cubrir el área que fue afectada. 
f. Detección y capacidad de evitar interferencia 802.11 mediante la 
recalibración de la red. 
l. Deberá de proveer múltiples capas de seguridad, incluyendo: 
a. Protección, detección y ubicación de intrusos a nivel inalámbrico mediante 
firmas predefinidas o la definición de nuevas. Al menos se deben de 
soportar las siguientes: 
1. Broadcast de authentication frame 
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2. Null probe response 
3. Management frame flood 
4. Wellenreiter 
5. EAPOL flood 
6. NetStumbler 
b. Detección y clasificación de puntos de acceso inalámbricos no legítimos 
(rogue) de manera automática, con opción a llevar acciones de contención 
como las siguiente: 
1. Contención en el aire. Los puntos de acceso de la solución permiten 
contener al rogue incrementando su señal para que el cliente se 
asocie a la red adecuada. 
c. Debe de soportar mecanismos de protección de los mensajes de 
administración entre cliente-punto de acceso y punto de acceso-controlador. 
Por lo menos debe de asegurar la encripción de los mensajes de 
administración desde los clientes. 
d. Seguridad en capa 2 mediante el manejo de filtrado por MAC, WEP, WEP 
dinámico, TKIP, WPA, 802.11i (WPA2), 802.1X (PEAP, EAP-TLS, EAP-
TTLS) y L2TP. 
e. Capacidad de poder manejar autenticaciones basadas en web que pueda 
servir para la autenticación de usuarios invitados. 
f. Bloqueo de tráfico entre clientes asociados a un mismo SSID. 
g. Soporte de AAA mediante un servidor de RADIUS/TACACS+ para 
manejar las políticas de usuarios y derechos de gestión del equipo. 
h. Deberá de soportar autenticación de usuarios en base a un servidor de 
RADIUS, base de datos local, base de datos LDAP, directorio activo de 
Microsoft, entre otros. 
i. La solución debe de permitir que mediante el uso de un mismo SSID, se 
pueda diferenciar a los usuarios que se conectan y agregar políticas de 
acuerdo al rol tales como: 
1. Listas de control de acceso. 
2. Calidad de servicio 
3. VLANs 
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m. Deberá de ofrecer servicios de roaming entre puntos de acceso inalámbrico, sin 
importar que estos se encuentren en diferente subred y sin hacer cambios en la 
infraestructura de LAN, preservando las características del acceso en términos de 
QoS y Seguridad y logrando que el delay sea imperceptible por las aplicaciones 
de misión crítica como es el caso de la voz. 
n. Deberá soportar las siguientes funcionalidades de calidad de servicio: 
a. Soporte de Wi-Fi Multimedia 
b. Manejo de 802.1p 
c. Soporte de DSCP 
d. Soporte de 802.11e 
e. Soporte de asignación de ancho de banda por perfil de usuario de acuerdo a 
su rol en la red y en el directorio activo  
o. Debe de soportar las siguientes funcionalidades en relación a los puntos de acceso 
inalámbrico que maneja: 
a. Autenticación de puntos de acceso inalámbrico mediante el uso de 
certificados. 
b. Soporte de hasta 16 SSIDs por punto de acceso inalámbrico cada uno de 
ellos con diversas políticas de seguridad y calidad de servicio. 
c. Soporte de puntos de acceso que puedan trabajar de manera autónoma en 
una sede remota ante algún corte en el enlace WAN. Este cambio a 
autónomo de los APs no debe de cambiar la experiencia del usuario en lo 
siguiente: 
1. Capacidad de poder hacer switching del tráfico localmente. 
2. Capacidad de poder mantener la autenticación manteniendo los 
esquemas AAA (802.1x) usados para nuevos usuarios que se conecten 
durante el corte. 
d. Soporte de puntos de acceso que puedan generar un túnel encriptado desde 
una ubicación externa a la red por Internet para la extensión de la red 
inalámbrica. 
e. Operación de puntos de acceso inalámbricos en modo que permita dar 
acceso a usuarios además de realizar funciones de monitoreo de forma 
simultánea.  
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f. Operación de puntos de acceso inalámbricos en modo de monitoreo que 
permita aumentar la densidad sin degradar el desempeño. 
g. Operación de puntos de acceso inalámbricos en modo de sniffer que permita 
capturar los paquetes en la red y enviarlos a un analizador de protocolos. 
h. Operación de puntos de acceso inalámbricos en modo de malla que permita 
obtener conectividad a los recursos de LAN vía inalámbrica a través de otro 
punto de acceso inalámbrico. 
p. Soporte de IGMP para la optimización del tráfico multicast. 
q. Debe tener la capacidad de funcionar como DHCP Proxy o DHCP Relay. 
r. Soporte de IPv4 e IPv6. 
s. Para la administración como mínimo debe de soportar el acceso vía HTTP,  
HTTPS, Telnet, SSH, SNMP v2c, 3. 
t. Debe manejar los estándares 802.11 d/e/h/r/u 
 
 
  Puntos de Acceso 
 
Cantidad de Equipos 
Trescientos Cincuenta (350) Unidades 
Características Generales 
a. Los Access Point (AP) que forman parte de la solución inalámbrica, deben contar 
con la opción de conmutación de datos de forma distribuida, es decir sin pasar por 
el controlador inalámbrico, esto de requerirse en algún momento formar una red 
inalámbrica con parte o totalidad de los Access Point (AP). 
b. Capacidad habilitada para trabajar en las bandas de frecuencia de 2.4GHz y 5GHz 
en simultáneo. 
c. Capacidad habilitada para el soporte de los estándares IEEE 802.11a, IEEE 802.1b, 
IEEE 802.1g, IEEE 802.11n y IEEE 802.11ac. 
d. Capacidad habilitada del estándar IEEE 802.11e - Calidad de Servicio (QoS) a 
aplicaciones de datos, voz y video en redes inalámbricas como parte del sistema 
AP-Controlador. 
e. Soporte habilitado como mínimo del estándar IEEE 802.3af. 
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f. Soporte habilitado como mínimo dos puertos 10/100/1000Base-T Ethernet para la 
conexión con la red cableada. 
g. Soporte habilitado de estándares IEEE 802.1q (Trunk) 
h. Soporte habilitado de IPv4 e IPv6. 
i. Soporte habilitado para la creación de múltiples Service Set Identifier (SSID). 
j. Capacidad habilitada para el soporte de un mínimo de 240 usuarios o dispositivos 
asociados por Access Point (AP). 
k. Soporte habilitado para creación de vlan y asignación de las mismas a SSID 
creados. Cada identificador de servicio deberá permitir definir una política de 
calidad de servicio como parte del sistema AP-Controlador. 
l. Soporte habilitado para asignar roles y/o perfiles autenticación específicos a SSID 
creados como parte del sistema AP-Controlador. 
m. Soporte habilitado para capacidad de roaming. 
n. Soporte habilitado de administración adaptiva de radio frecuencia. Lo comentado, 
en beneficio de optimizar el performance de la red inalámbrica. 
o. Soporte habilitado de análisis de espectro embebido para ambas bandas de 
frecuencias en simultáneo: 2.4GHz y 5GHz.  
p. Soporte habilitado para brindar servicio y monitoreo en simultáneo a los usuarios 
inalámbricos 
 
Seguridad 
q. Soporte habilitado de estándar IEEE 802.1x para la autenticación de usuarios 
inalámbricos vía un servidor de autenticación externo Radius, LDAP u otro como 
parte del sistema AP-Controlador. 
r. Soporte habilitado que permita diferentes niveles o características de seguridad, 
como mínimo tales como: WEP, 802.1x, EAP-TLS, EAP-PEAP, WPA2, TKIP, 
AES para cada SSID. 
s. Soporte habilitado para la creación de listas y políticas de acceso.  
t. Soporte habilitado para la detección y clasificación de puntos de acceso 
inalámbricos no autorizados (Rogue AP).  
u. Soporte habilitado de estándares de seguridad vigentes. 
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v. Soporte habilitado y embebido para la Detección y Protección contra Intrusos 
(IPS/IDS). Asimismo, Características habilitadas contra ataques relacionados con 
redes inalámbricas. 
 
  Plataforma de Gestión de Red 
Cantidad De Equipos 
Una (1) Unidad 
Software de gestión de la red que permite poder mantener el ciclo de vida de 
configuración, mantenimiento, despliegue y diseño de la red inalámbrica y 
cableada. 
a. Software de gestión vía http/https. 
b. Debe de poder gestionar como mínimo 1000 dispositivos de red. 
c. La solución de administración de red debe cubrir aspectos de gestión de red como 
monitoreo, inventario, reportes, configuración y alarmas. 
d. La solución de gestión a nivel de tecnologías inalámbricas debe de lograr lo 
siguiente: 
1. Soporte de tecnologías 802.11 a/b/g/n/ac. 
2. La solución debe de contar con plantillas predefinidas para la configuración 
de controladores y puntos de acceso. 
3. Tracking de dispositivos en demanda, y capacidad de hacer tracking en 
tiempo real utilizando dispositivos especializados de localización. 
4. Monitoreo de seguridad y verificación de la salud de la red para poder 
determinar si la red tiene las políticas de seguridad óptimas a nivel de 
configuración. 
5. El sistema deberá contar con una herramienta de visualización gráfica que 
permita visualizar más fácilmente la información, así como también permita 
agregar los mapas de piso de la institución o mapas de exteriores para poder 
visualizar la cobertura RF, como eventos de seguridad o localización de 
dispositivos. 
6. El sistema deberá poder operar en modo de alta disponibilidad (redundante) 
7. El sistema deberá poder hacer aprovisionamiento masivo por medio de la 
importación de archivos tipo CSV 
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8. El sistema propuesto deberá tener la facilidad para actualizar las versiones 
de software de los AP controlados, desde la consola central. 
9. El sistema propuesto deberá contar con una herramienta embebida para 
realizar diagnóstico de fallas, reportes estadísticos y debugging logs. 
10. El sistema propuesto deberá contar con una herramienta de monitoreo de 
radiofrecuencia, rendimiento, estadísticas de radiofrecuencia, verificación 
de interferencia no Wi-fi y análisis de espectro en la red inalámbrica. 
11. Capacidad de asociar alarmas con APs específicos 
12. Capacidad de generación de reportes en formato de valores separados por 
coma (CSV) y PDF 
13. Capacidad de generación de reportes automáticos o basados en tiempo. 
14. Capacidad de envió de mensajes de correo electrónico ante el evento de 
generación de un reporte 
15. Capacidad de monitoreo de servicios de voz sobre Wireless (VoWLAN), 
así como herramientas de troubleshooting para este efecto 
16. Capacidad de detección de APs no autorizados en 802.11 a/b/g/n/ac con 
elementos especializados en la red. 
17. La solución debe de permitir poder hacer backups automáticos de la 
configuración del sistema. 
e. La solución a nivel de gestión de redes cableadas debe lograr lo 
siguiente: 
1. La solución de administración de red debe tener la capacidad de 
establecer límites de utilización de recursos tipo CPU, memoria, etc. de 
manera que cuando se pase este umbral envíe alertas vía correo 
electrónico. 
2. La solución de administración de red debe tener la capacidad de 
reconocer la versión de software de los switches y routers de su misma 
marca y verificar si está disponible una versión superior en la web del 
fabricante. Además de poder mostrar gráficos físicos del equipo a 
gestionar. 
3. La solución de administración de red debe proveer un inventario 
detallado de los equipos administrados, dicho inventario debe al menos  
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dar información de número de serie, imagen de sistema operativo y 
capacidad de memoria. 
4. La solución de administración de red debe tener la capacidad de ser un 
servidor syslog. 
5. La solución de administración de red debe poder cambiar la 
configuración tanto de un equipo solo como de un grupo de equipos a la 
vez. 
6. Debe de poder contar con plantillas predefinidas de configuración para 
facilitar el despliegue de configuraciones y personalizar las mismas para 
adaptarlas a la red. 
7. La solución debe de poder hacer backup de las configuraciones, 
pudiendo comparar diferentes versiones de configuraciones y remarcar 
los cambios que existieron. 
 
f. Respecto al análisis de tráfico: 
1. Soporte de Netflow, SFLOW o similares, protocolos de análisis de 
tiempo de respuesta de aplicaciones, análisis de tráfico de voz y video. 
2. Debe de poder permitir interpretar en gráficos información de flujos de 
tráfico en la red, enviado por los equipos ofertados, para poder tener 
estadísticas de ancho de banda consumido por usuario, por aplicación, 
por sitio, etc. 
3. La información del análisis de tráfico debe de ser normalizada, pudiendo 
tener la información completa estadística de un usuario, aplicación o 
sitio y poder hacer “drill down” de ser necesario. 
4. Todos los dispositivos deben de estar cubiertos a nivel de licenciamiento 
para esta funcionalidad. 
 
g. Sobre los reportes y dashboards: 
1. Se debe de contar con dashboards que consoliden la información a nivel 
de estadísticas de la red cableada e inalámbrica.  
2. Los dashboard deben de ser configurables y se puede personalizar la 
ventana de vista de dashboard. 
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3. Se debe de poder configurar reportes en demanda y bajo un calendario 
predefinido, incluyendo la posibilidad de hacer reportes históricos de la 
información. 
4. Se deben de tener reportes ya predefinidos para poder ser personalizados 
en el tiempo. Como mínimo reportes del siguiente tipo: seguridad, estado 
de los clientes, estado de los dispositivos, estado del rendimiento de la 
red, etc. 
5. La solución de administración de red debe permitir personalizar la 
página web por parte de los administradores. Esto quiere decir que si un 
administrador ve que la herramienta le muestra información que no le es 
relevante pueda retirar esa información y así mismo agregar información 
que si le es relevante. 
h. Sobre la gestión de la herramienta y dispositivos: 
1. El sistema deberá soportar la administración de privilegios basado en 
grupos 
2. El sistema propuesto deberá soportar gestión jerárquica de acuerdo a 
los roles del administrador. 
3. El sistema propuesto deberá soportar servicios de AAA vía RADIUS y 
TACACS 
4. La solución de gestión debe de poder tener acceso a casos de soporte 
creados por el administrador ante la falla de algún equipo dentro de la 
red, además de poder consultas alertas con comunidades de soporte. 
 
Soporte de descubrimiento vía SNMP, tablas de enrutamiento, 
tablas ARP, etc para automatizar este proceso. 
 
 
  Plataforma de Control De Acceso 
Cantidad de Equipos 
Una (1) Unidad 
 Características Generales 
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a. El Control de Acceso a la red, debe de estar compuesto por una solución que 
permita controlar puntos importantes: 
1. Acceso a la red de los usuarios corporativos. 
b. La solución de control de acceso a la red debe de contemplar la siguiente 
cantidad de usuarios XXX para el acceso a la gestión de la infraestructura 
c. La solución de control de acceso debe de soportar XXX dispositivos de red. 
d. La solución debe de estar basada en appliance o en su defecto para un sistema 
virtualizado. El postor deberá indicar la mejor opción de acuerdo a los 
requerimientos actuales de la red. 
e. El sistema debe controlar el acceso de todos los usuarios de la red LAN, WLAN 
y WAN y VPN de la red. 
f. La solución debe basarse en un esquema AAA (autenticación, autorización y 
accounting). 
 
 Control del acceso de la red de los usuarios corporativos: 
Sobre la autenticación: 
a. Para el control del acceso del usuario, la plataforma debe de soportar 
Radius e integrarse a los puntos de acceso a la red como switches, 
concentradores VPN y access-points. 
b. La solución deberá permitir que los usuarios puedan acceder a las vlans 
respectivas dependiendo del rol del mismo en el directorio activo, con 
el uso del protocolo 802.1X.  
c. Los clientes que soliciten acceso a la red podrán ser autorizados o 
denegados basados en: 
1. Atributos de red: MAC 
2. Atributos de usuario: usuario, clave, certificados, one-time 
passwords. 
d. El usuario debe validarse contra un dominio existente utilizando sus 
credenciales. En caso la red maneje esquemas de multidominio, la 
solución de control de acceso deberá asegurar que ello sea transparente 
para el usuario. 
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e. En función del usuario y del estado general de cumplimiento de normas 
de seguridad y auditoría se deben asegurarse el cumplimiento de los 
siguientes casos: 
1. Si el dispositivo a ingresar a la red posee un suplicante 802.1x y 
pertenece al dominio, permitir luego de la autenticación ingresar 
a la red. 
2. Si el dispositivo a ingresar a la red no pertenece al dominio, 
redireccionar su tráfico a un portal web para ingresar a un 
dominio restrictivo por un período de tiempo. 
3. Si el dispositivo no tiene un suplicante embebido como el caso 
de impresoras, UPS, teléfonos, etc debe de permitir ingresar a la 
red autenticándolo mediante su MAC. 
 
f. La solución debe de permitir la movilidad del usuario conectado a un 
teléfono, es decir que al desconectar a la máquina del teléfono exista la 
posibilidad de actualizar la MAC en el sistema y que el puerto vuelva al 
estado de no autorizado y permita que ese dispositivo se pueda conectar 
a otro puerto de la red de manera transparente y que esa MAC no sea 
personificada por otro dispositivo para acceder a la red. 
g. La solución debe soportar los siguientes métodos de autenticación como 
mínimo: 
1. PAP 
2. CHAP 
3. MSCHAPv1 
4. EAP-MSCHAPv2 
5. EAP-MD5 
6. LEAP 
7. PEAP 
8. EAP-FAST 
9. EAP-TLS 
10. Machine Authentication 
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h. La solución debe de poder integrarse como mínimo con los siguientes 
repositorios de identidad: 
1. Windows Active Directory 
2. LDAP 
3. RSA SecurID 
4. Servidores Radius 
 
Sobre la autorización: 
i. La solución debe dependiendo del perfil del usuario autenticado, poder 
asignarle políticas de manera granular de acuerdo a las siguientes 
condiciones combinadas o independientes: 
1. Acceso a la red basado en tiempos: Determinación de intervalos 
de tiempo en donde está permitido el usuario en la red. 
2. Acceso de red basado en el tipo de acceso: Ante determinados 
medios de acceso como WLAN, VPN, LAN, etc si está 
autorizado darle acceso a la red. 
3. Atributos extraídos del directorio activo. 
j. De acuerdo a las condiciones descritas, poder aplicar algún tipo de 
política al usuario. Como mínimo las siguientes: 
1. Asignación dinámica de vlans 
2. Asignación dinámica de listas de control de acceso. 
3. Redirección hacia una URL. 
 
Integración de Servicios de Control de Acceso 
a. De encontrarse equipos que no debieran pasar el proceso de control de 
acceso (teléfonos IP, impresoras, UPS), que exista un filtrado de sus 
direcciones MAC de manera centralizada en la solución. Este filtrado 
puede darse de dos maneras: 
1. Simple: Capacidad manual de agregar direcciones MAC a filtrar 
de manera centralizada en la solución sin necesidad de hacer el 
filtrado en la infraestructura de routers o switches. 
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2. Avanzada: La solución debe de poder identificar a profundidad 
el tipo de dispositivo que se conecta a la red, con la finalidad de 
poder hacer control de acceso del mismo. La identificación debe 
de poder llegar a clasificar dispositivos tipo Android, Apple, 
impresoras, etc. 
b. La solución debe de soportar la inclusión de un sistema de 
aprovisionamiento de cuentas de invitados propio de la solución y 
soportada y distribuida por el mismo fabricante. Este aprovisionamiento 
permitirá tener sponsors locales que generen las cuentas bajo parámetros 
globales de control de tiempo y establecimientos de contraseñas 
dinámicas.  
c. Esta solución debe de permitir también hacer esquemas de reportes de 
la actividad del invitado. Se debe asegurar la solución para situaciones 
tipo hot-spot.  
d. El sistema debe de poder integrarse con plataformas de Mobile Device 
Management (MDM) para soportar análisis de posturas de dispositivos 
móviles. De la misma manera la solución debe de proveer como mínimo 
un portal de registro de dispositivos móviles, en donde se pueda 
autenticar la identidad del dispositivo, y acceder a este portal para 
manejarlo, logrando como mínimo “dar de baja al equipo” y “dar de alta 
al equipo”. 
e. La solución debe de contar con un esquema distribuido y centralizado. 
f. La solución debe de ser del mismo fabricante que la infraestructura de 
red a nivel inalámbrica y cableada. 
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5.3. FASE 3: DISEÑO 
 
5.3.1. Políticas de seguridad informática 
 
Para añadirle un nivel de seguridad a la red, se diseñó unas políticas de 
seguridad que nos van a permitir restringir la usabilidad de la red y sus recursos de 
una manera jerárquica.   
 
Esto con el fin de que todos los tipos de usuario no accedan de la misma 
manera al uso de los recursos de la red puesto que esto provocaría un caos en el 
fluido de información de nuestra red informática. 
 
Entonces se definieron políticas de seguridad documentadas con respecto al 
uso que se le debe dar a la red informática local y sus recursos, tal como lo 
observamos en la propuesta líneas abajo. 
 
 
 
Figura 65. Diseño de Arquitectura Propuesta Seguridad a Través de Firewalls. Fuente: Elaboración Propia 
(2017). 
 
Nota:  Diseño de la Arquitectura Propuesta de Seguridad a Través de Firewall en el HNERM EsSALUD 
(2017). 
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PROPUESTA DE REQUERIMIENTO CARACTERÍSTICAS TÉCNICAS 
 
Firewall de Nueva Generación – NGFW 
Adquisición de una solución de protección de redes con características de Next 
Generation Firewall (NGFW) para la seguridad de la información perimetral que incluye 
filtro de paquetes, control de aplicaciones, administración de ancho de banda (QoS), 
VPN IPSec y SSL, IPS, prevención contra amenazas de virus, Spyware/Anti-Bot y 
malware “Zero Day”, bien como controles de transmisión de datos y acceso a internet 
componiendo una plataforma de seguridad integrada y robusta.  
Por plataforma de seguridad se entiende hardware y software integrados de tipo 
appliance. 
 
Generales 
a. La solución debe consistir de un appliance de seguridad de red con 
funcionalidades de Next Generation Firewall (NGFW), y consola de 
administración y monitoreo. 
b. Por funcionalidades de NGFW se entiende: reconocimiento de aplicaciones, 
prevención de amenazas, identificación de usuarios y control granular de 
permisos. 
c. La plataforma debe soportar análisis de contenido de aplicaciones tanto en 
capa 3 como en capa 7. 
d. El software deberá ser ofrecido en su versión más estable y/o más avanzada. 
e. La marca de los equipos presentados en la solución debe contar con 
representantes y especialistas dentro del país para todos los modelos de 
equipos propuestos en la solución. 
f. Los equipos deben ser nuevos, sellados y sin uso. 
g. En ningún caso se podrá presentar soluciones con equipos que estén en etapa 
de obsolescencia o que hayan anunciado su “End-of-life”, o dejen de ser 
fabricadas, comercializadas y/o soportadas durante los 5 años siguientes a la 
instalación de los equipos a ser propuestos. Esto deberá ser respaldado con 
una carta del fabricante.  
h. La solución debe ser capaz de operar en modalidad layer 3(routing), 
modalidad in-line (bridge) y L2 (Port mirroring). 
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Detalle General del Equipamiento 
a. Los equipos deben ser nuevos, sellados y sin uso. 
b. Los firewalls ofertados deben realizar inspección profunda en todos los 
niveles de la capa OSI (Open System InterConnection) incluido tráfico 
cifrado. 
c. La inspección de tráfico deberá soportar protocolos y aplicaciones “bien 
conocidas” como Telnet, FTP, SMTP, http, DNS, ICMP, DHCP, ARP, RPC, 
SNMP (v3), Lotus Notes, Exchange etc. El proveedor debe especificar la 
lista de protocolos y aplicaciones dentro de esta categoría. 
d. Los firewalls deben soportar al menos 10 instancias de firewall lógicas 
(Virtualización). Se deben incluir las licencias necesarias para el correcto 
funcionamiento de esta funcionalidad. 
e. El equipo debe permitir la creación de políticas de tipo Firewall con 
capacidad de seleccionar campos como direcciones y redes, identificador de 
usuarios y aplicaciones. 
f. La solución debe ser capaz de crear políticas basadas en aplicaciones y 
determinar el comportamiento de estas. 
g. Las reglas de firewall deben analizar las conexiones que atraviesan en el 
equipo, entre interfaces, grupos de interfaces (o Zonas) y VLANs 
h. Las reglas del firewall deben tomar en cuenta dirección IP origen (que puede 
ser un grupo de direcciones IP), dirección IP destino (que puede ser un grupo 
de direcciones IP) y servicio (o grupo de servicios) de la comunicación que 
se está analizando 
i. Las reglas de firewall deben poder tener limitantes y/o vigencia en base a 
tiempo. 
j. En modo transparente, el equipo no requerirá de hacer modificaciones en la 
red en cuanto a ruteo o direccionamiento IP. 
k. Los firewalls ofertados deben implementar Alta Disponibilidad en modo 
Activo-Activo y/o modo Activo-Pasivo 
l. Los firewalls deben permitir filtro de tráfico VoIP, implementando filtraje 
de protocolos SIP, H.323, MGCP y otros que el proveedor indique. 
m. Los firewalls deben filtrar tráfico IP del tipo IPv4 e IPv6. Estas reglas deben  
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ser configurables tanto por CLI (Command Line Interface, Interface de línea 
de comando) como por GUI (Graphical User Interface, Interface Gráfica de 
Usuario). 
n. Los firewalls deben filtrar protocolos P2P (e.g., Kazaa, Gnutella, BitTorrent 
e IRC), independiente de los puertos TCP utilizados para su comunicación.  
o. Los firewalls deben filtrar protocolos de comunicación instantánea como  
p. Yahoo, Messenger, Skype, Gtalk. El proveedor debe especificar cómo filtra 
y permite este tipo de protocolos. 
q. Los firewalls deben implementar protecciones contra ataques XSS y/o SQL 
Injection. 
r. Los firewalls deben detectar y filtrar ataques DoS 
 
 Protocolos de red y conectividad 
a. La solución soporta ruteo estático, incluyendo pesos y/o distancias y/o 
prioridades de rutas estáticas.  
b. La solución soporta políticas de ruteo (policy based routing).  
c. El soporte a políticas de ruteo permite que, ante la presencia de dos enlaces, 
se pueda decidir por que enlace egresa tráfico determinado. 
d. La solución debe soportar ECMP con peso. En este modo el tráfico será 
distribuido entre múltiples rutas, pero no en forma equitativa, sino en base a 
los pesos y preferencias definidas por el administrador. 
e. Debe permitir el controlar el acceso a archivos compartidos de Microsoft 
usando CIFS, y que el administrador decida que carpetas se pueden acceder 
y cuáles no. 
f. Debe contar con hardware basado en tecnología Hyper threading con el fin 
de duplicar de forma efectiva el número de núcleos de procesamiento 
disponibles. 
g. Los siguientes esquemas de autenticación deben ser soportados por los 
módulos de firewall y VPN: tokens (por ejemplo, SecureID), TACACS, 
RADIUS, certificados digitales y dispositivos biométricos. 
h. La solución debe permitir integración con analizadores de tráfico mediante 
el protocolo NetFlow. 
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i. Los firewalls ofertados deben implementar protocolos de enrutamiento RIP, 
OSPF (v2 y v3) y BGP. 
j. Los firewalls deben trabajar con protocolos multicast y servidor multicast, 
implementando protocolos IGMP, PIM-SM, PIM-SSM y otros que el 
proveedor indique. 
k. Los firewalls deben soportar VLAN tagging y creación de zonas de 
seguridad en base a VLANs. 
l. Los firewalls deben soportar NAT/PAT dinámico y estático, siendo capaces 
de manejar aplicaciones basadas en H.323 y SIP. 
m. Los firewalls deben permitir manejo de ancho de banda de protocolos TCP 
y VoIP, permitiendo la definición de niveles mínimos y máximos. 
n. Los firewalls deben implementar QoS: ancho de banda garantizado, ancho 
de banda máximo, utilización de ancho de banda por prioridad, garantía de 
QoS y límites de QoS. 
o. La aplicación de QoS debe ser por protocolo y/o política de filtrado aplicada 
sobre el tráfico. 
p. Funcionalidad de DHCP:  
1. Servidor DHCP  
2. Reenvío (Relay) de solicitudes DHCP 
 
Hardware e Interfaces 
a. El dispositivo debe ser un equipo de propósito específico. Por seguridad y 
facilidad de administración, no se aceptan equipos de propósito genérico 
(PCs o servers) sobre los cuales pueda instalarse y/o ejecutar un sistema 
operativo regular como Microsoft Windows, FreeBSD, SUN solaris, Apple 
OS-X o GNU/Linux. 
b. Debe ser capaz de albergar hasta 42 interfaces 10/100/1000Mbps RJ-45 
c. Debe tener capacidad para soportar interfaces de 10G SFP y 40Gb SFP 
d. El equipo NGFW debe ser provisto de un mínimo de 04 interfaces de fibra 
óptica a 10GB (SFP)  
e. El equipo NGFW debe ser provisto de un mínimo de 08 interfaces de fibra 
óptica a 1GB (SFP)  
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f. El equipo NGFW debe ser provisto con al menos 2 interfaces de fibra óptica 
a 40GB (QSFP+) 
g. El equipo NGFW debe contar con 1 o 2 interfaces dedicadas para alta 
disponibilidad como mínimo. 
h. El equipo NGFW debe contar con 1 (una) interfaz de red 10/100/100 
dedicada para la administración como mínimo 
i. El equipo NGFW debe contar con 1 (una) interfaz de tipo consola o similar 
como mínimo 
j. Soporte de 2TB como mínimo para almacenamiento de logs. Con posibilidad 
de disco redundante de al menos 1Tb 
k. Con la finalidad de incrementar el performance, los appliance (out of the 
box), para las plataformas multinúcleo, deben soportar la multi replicación 
del kernel del firewall y permitir que corran en otros núcleos. 
l. El equipo NGFW debe contar con redundancia de discos, fuentes de poder 
y ventiladores 
 
Alta Disponibilidad 
m. La solución de seguridad debe permitir la configuración de clústers en modo 
de operación en alta disponibilidad (HA), tanto para IPv4 como para IPv6. 
n. La solución debe ser capaz de operar en modalidad Alta Disponibilidad 
Activo-Pasivo y Activo-Activo 
o. La solución de seguridad debe ser capaz de definir al menos dos interfaces 
para sincronización. 
p. La funcionalidad de failover de los firewalls debe mantener el estado de las 
sesiones en forma transparente en caso de falla. 
q. La sincronización entre el clúster de alta disponibilidad debe incluir al 
menos: 
1. Todas las sesiones. 
2. Certificados para desencriptar. 
3. Todos los cambios de configuración. 
4. Todas las tablas de enrutamiento 
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r. La solución de seguridad debe ser capaz de operar sin utilizar Multicast para 
el modo alta disponibilidad. 
s. La solución permite definir interfaces de gestión independientes para cada 
miembro en un clúster. 
 
  Performance 
a. Throughput mínimo de 27 Gbps con la funcionalidad de control de 
aplicaciones habilitada e IPS. 
b. Throughput mínimo de 18 Gbps con las siguientes funcionalidades 
habilitadas simultáneamente para todas las firmas que la plataforma de 
seguridad posea debidamente activadas y actuando: control de aplicaciones, 
Filtrado de URL, IPS, Antivirus y AntiSpyware/Anti-Bot/Antibot.  
c. Soporte a como mínimo 12,000,000 sesiones simultáneas por appliance. 
d. Soporte a como mínimo 160,000 nuevas sesiones por segundo por appliance. 
 
Geolocalización 
a. Soportar la creación de políticas por Geolocalización, permitiendo que el 
tráfico de determinado País/Países sean bloqueados. 
b. Debe posibilitar la visualización de los países de origen y destino en los logs 
de acceso. 
c. Debe posibilitar la creación de regiones geográficas desde la interfaz gráfica 
y crear políticas utilizando las mismas.  
 
Control de Aplicaciones 
a. Reconocer por lo menos 2000 aplicaciones diferentes, incluyendo, mas no 
limitado: el tráfico relacionado a peer-to-peer, redes sociales, acceso remoto, 
update de software, protocolos de red, VoIP, áudio, vídeo, proxy, mensajería 
instantánea, compartición de archivos, e-mail. 
b. Reconocer por lo menos las siguientes aplicaciones: bittorrent, gnutella, 
skype, facebook, linked-in, Twitter, citrix, logmein, teamviewer, ms-rdp, 
vnc, gmail, youtube, http-proxy, http-tunnel, facebook chat, gmail chat, 
whatsapp,  4shared,  dropbox,  Google  drive,  skydrive, db2, mysql, oracle,  
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active directory, kerberos, ldap, radius, iTunes, Dhcp, ftp, dns, wins, msrpc,  
ntp, snmp, rpc over http, gotomeeting, webex, evernote, Google-docs, etc; 
c. Debe inspeccionar el payload del paquete de datos con el objetivo de detectar 
a través de expresiones regulares firmas de aplicaciones conocidas por los 
fabricantes independiente del puerto y protocolo. El chequeo de firmas 
también debe determinar si una aplicación está utilizando su puerto default 
o no, incluyendo, mas no limitando a RDP en el puerto 80 en vez del 389. 
d. Debe aplicar análisis heurístico a fin de detectar aplicaciones a través de 
análisis comportamental del tráfico observado, incluyendo, mas no limitado 
a Encrypted Bittorrent y aplicaciones VOIP que utilizan criptografía 
proprietária; 
e. Identificar el uso de tácticas evasivas, o sea, debe tener la capacidad de 
visualizar y controlar las aplicaciones y los ataques que utilizan tácticas 
evasivas vía comunicaciones criptografiadas, tales como Skype y ataques 
mediante el puerto 443. 
f. Para tráfico encriptado (SSL y SSH), debe desencriptar paquetes con el fin 
de posibilitar la lectura del payload para chequeo de firmas de aplicaciones 
conocidas por el fabricante; 
g. Debe realizar decodificación de protocolos con el objetivo de detectar 
aplicaciones encapsuladas dentro del protocolo y validar si el tráfico 
corresponde con la especificación del protocolo, incluyendo, mas no 
limitado a Yahoo Instant Messenger usando HTTP. La decodificación de 
protocolo también debe identificar funcionalidades específicas dentro de una 
aplicación, incluyendo, mas no limitado a la compartición de archivos dentro 
de Webex. También debe detectar el archivo y otros contenidos que deben 
ser inspeccionados de acuerdo a las Reglas de seguridad implementadas; 
h. Debe Actualizar la base de firmas de aplicaciones automáticamente. 
i. Los dispositivos de seguridad de red deben poseer la capacidad de identificar 
al usuario de red con integración al Microsoft Active Directory, sin la 
necesidad de instalación de agente en el Domain Controlled, ni en las 
estaciones de los usuarios;  
j. Debe alertar al usuario cuando una aplicación fuera bloqueada. 
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k. Debe ser posible la creación de grupos estáticos de aplicaciones y grupos 
dinámicos de aplicaciones basados en características de las aplicaciones 
como: 
1. Tecnología utilizada en las aplicaciones (Client-Server, Browser 
Based, Network Protocol, etc). 
2. Nivel de riesgo de las aplicaciones. 
3. Categoría y subcategoría de aplicaciones. 
4. Aplicaciones que usen técnicas evasivas, utilizadas por malwares, 
como transferencia de archivos y/o uso excesivo de ancho de banda, 
etc. 
 
Prevención de Amenazas 
a. Para seguridad del ambiente contra ataques, los dispositivos de seguridad 
deben poseer módulo de IPS, Antivirus y Antispyware/Anti-Bot 
integrados en el propio appliance de Firewall. 
b. Debe incluir firmas de prevención de intrusos (IPS) y bloqueo de archivos 
maliciosos (Antivirus y Antispyware/Anti-Bot). 
c. Las funcionalidades de IPS, Antivirus y Antispyware/Anti-Bot deben 
operar en carácter permanente, pudiendo ser utilizadas por tiempo 
indeterminado, incluso si no existe el derecho de recibir actualizaciones 
o que no haya contrato de garantía de software con el fabricante. 
d. El IPS integrado no debe configurarse en FailOpen por defecto. 
e. El IPS integrado debe poder escanear toda la sesión y no solo un 
porcentaje de la misma por defecto. 
f. Se deben poder añadir excepciones al IPS desde el LOG, para excluir por 
ejemplo direcciones IP de una firma de IPS. 
g. La solución debe incluir un mecanismo de búsqueda rápida y amigable 
en los Logs que permita mejorar la visibilidad de los eventos de seguridad 
de la red. 
h. La solución debe poder incluir Sandboxing y prevención de APTs, la 
misma que debe permitir la Prevención y el bloqueo de amenazas de día 
0 en tiempo real. 
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i. Debe sincronizar las firmas de IPS, Antivirus, Anti-Spyware/Anti-Bot 
cuando esté implementado en alta disponibilidad Activo/Activo e 
Activo/pasivo. 
j. Las firmas deben poder ser activadas o desactivadas, o incluso habilitadas 
apenas en modo de monitoreo. 
k. Excepciones por IP de origen o de destino deben ser posibles en las 
Reglas, de forma general y firma a firma. 
l. Debe soportar granularidad en las políticas de IPS Antivirus y 
Antispyware/Anti-Bot, permitiendo la creación de diferentes políticas por 
zona de seguridad, dirección de origen, dirección de destino, servicio y la 
combinación de todos esos ítems. 
m. Debe permitir el bloqueo de vulnerabilidades. 
n. Debe permitir el bloqueo de exploits conocidos. 
o. Debe incluir seguridad contra ataques de negación de servicios. 
p. Deberá poseer los siguientes mecanismos de inspección de IPS: 
1. Análisis de patrones de estado de conexiones; 
2. Análisis de decodificación de protocolo;  
3. Análisis para detección de anomalías de protocolo; 
4. Análisis heurístico;  
5. IP Desfragmentación; 
6. Reensamblado de paquetes de TCP; 
7. Bloqueo de paquetes malformados. 
q. Ser inmune y capaz de impedir ataques básicos como: Synflood, 
ICMPflood, UDPfloof, etc. 
r. Detectar y bloquear el origen de portscans. 
s. Identificar y prevenir ataques de phishing al limitar los sitios a los que los 
usuarios pueden enviar credenciales 
t. Bloquear ataques efectuados por worms conocidos, permitiendo al 
administrador adicionar nuevos patrones. 
u. Soportar los siguientes mecanismos de inspección contra amenazas de 
red: análisis de patrones de estado de conexiones, análisis de 
decodificación  de  protocolo,  análisis  para  detección  de  anomalías de  
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protocolo, análisis heurístico, IP Desfragmentación, reensamblado de 
paquetes de TCP y bloqueo de paquetes malformados. 
v. Posea firmas específicas para la mitigación de ataques DoS. 
w. Posea firmas para bloqueo de ataques de buffer overflow. 
x. Deberá posibilitar la creación de firmas customizadas por la interfaz 
gráfica del producto. 
y. Permitir el bloqueo de virus y Spyware/Bot en, por lo menos, los 
siguientes protocolos: HTTP, FTP, SMB, SMTP e POP3. 
z. Soportar bloqueo de archivos por tipo. 
aa. Identificar y bloquear comunicaciones como botnets. 
bb. Bloquear comunicaciones de command y control 
cc. Debe soportar varias técnicas de prevención, incluyendo Drop y tcp-rst 
(Cliente, Servidor y ambos). 
dd. Debe soportar referencia cruzada como CVE. 
ee. Registrar en la consola de monitoreo las siguientes informaciones sobre 
amenazas identificadas. 
ff. Debe soportar la captura de paquetes (PCAP), por firma de IPS y 
AntiSpyware/Anti-Bot. 
gg. Debe permitir que en la captura de paquetes por firmas de IPS y 
AntiSpyware/Anti-Bot sea definido el número de paquetes a ser 
capturados. Esta captura debe permitir seleccionar, como mínimo, 50 
paquetes. 
hh. Debe poseer la función resolución de direcciones vía DNS, para que 
conexiones como destino a dominios maliciosos sean resueltas por el 
Firewall como direcciones (IPv4 e IPv6), previamente definidos. 
ii. Permitir el bloqueo de virus, por al menos, los siguientes protocolos: 
HTTP, FTP, SMB, SMTP e POP3. 
jj. Los eventos deben identificar el país de donde partió la amenaza. 
kk. Debe incluir seguridad contra virus en contenido HTML y javascript, 
software espía (Spyware/Anti-Bot) y worms. 
ll. Seguridad contra descargas involuntarias usando HTTP de archivos  
ejecutables.  
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Maliciosos. 
a. Rastreo de virus en PDFs. 
b. Debe permitir la inspección en archivos comprimidos que utilizan o 
algoritmo deflate (zip, gzip, etc.). 
c. Debe ser posible la configuración de diferentes políticas de control de 
amenazas y ataques basados en políticas del firewall considerando 
Usuarios, Grupos de usuarios, origen, destino, zonas de seguridad, etc., o 
sea, cada política de firewall podrá tener una configuración diferente de 
IPS, siendo esas políticas por Usuarios, Grupos de usuario, origen, 
destino, zonas de seguridad. 
 
Prevención de amenazas desconocidas 
a. Poseer la capacidad de análisis de amenazas no conocidas. 
b. Debido a los Malware hoy en día hay que ser muy dinámicos y un antivirus 
común no es capaz de detectar los mismos a la misma velocidad que sus 
variaciones son creadas, la solución ofertada debe poseer funcionalidades 
para análisis de Malwares no conocidos incluidas en la propia herramienta. 
c. El dispositivo de seguridad debe ser capaz de enviar archivos transferidos de 
forma automática para análisis en la nube donde el archivo será ejecutado y 
simulado en un ambiente controlado o sandboxing. 
d. Seleccionar a través de la política de Firewall que tipos de archivos sufrirán 
este análisis. 
e. Soportar el análisis de archivos maliciosos en ambiente controlado como 
mínimo, sistema operacional Windows XP y Windows 7 
f. Debe soportar el monitoreo de archivos transferidos por internet (HTTP, 
FTP, HTTP, SMTP) como también archivos transferidos internamente en los 
servidores de archivos usando SMB. 
g. El sistema de análisis debe proveer informaciones sobre las acciones del 
Malware en la máquina infectada, informaciones sobre cuáles aplicaciones 
son utilizadas para causar/propagar la infección, detectar aplicaciones no 
confiables utilizadas por el Malware, generar firmas de Antivirus y 
Antispyware/Anti-Bot   automáticamente,   definir   URLs    no   confiables  
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utilizadas por el nuevo Malware y proveer informaciones sobre el usuario 
infectado (su dirección ip y su login de red). 
h. El sistema automático de análisis debe emitir relación para identificar cuáles 
soluciones de antivirus existentes en el mercado poseen firmas para bloquear 
el malware. 
i. Debe permitir exportar el resultado de los análisis de malware de día Zero 
en PDF y CSV a partir de la propia interfaz de administración. 
j. Debe permitir la descarga de los malware identificados a partir de la propia 
interfaz de administración. 
k. Debe permitir visualizar los resultados de los análisis de malware de día zero 
en los diferentes sistemas operacionales soportados. 
l. Debe permitir informar al fabricante cuando haya una sospecha de falso-
positivo y falso-negativo en el análisis de malware de día Zero a partir de la 
propia interfaz de administración. 
m. La solución debe ser capaz de observar procesos que busquen inyectar 
código malicioso y explotar vulnerabilidades por medio de heap spray 
n. La solución debe detectar programas de auto-arranque, mutexes y 
actividades sospechosas en los servicios de Windows 
o. La solución debe analizar todo el tráfico producido por el archivo a analizar, 
debe detector la creación de backdoors, descargas posteriores de malware y 
conexiones a dominios de baja reputación 
p. La solución de sandboxing debe detectar técnicas usadas para evadir 
herramientas de sandboxing como detección de Hypervisor, inacción de 
código a procesos permitidos y deshabilitación de funcionalidades de 
seguridad del host 
q. La solución debe enviar amenazas evasivas a un ambiente de hardware real, 
deshabilitando totalmente la habilidad de la amenaza de evadir sandboxing 
en máquinas virtuales 
r. La solución de sandboxing debe ser capaz de detectar e interrumpir la 
comunicación de Command y control saliente a través de firmas específicas 
de DNS y Command & control. 
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Filtro URL 
a. La plataforma de seguridad debe poseer las siguientes funcionalidades de 
filtro de URL. 
b. Permite especificar la política por tiempo, horario o determinado período 
(día, mes, año, día de la semana y hora). 
c. Debe ser posible crear políticas por usuario, grupo de usuario, ips, redes y 
zonas de seguridad. 
d. Deberá incluir la capacidad de creación de políticas basadas en la visibilidad 
y control de quién está utilizando cual URLs a través de la integración con 
servicios de directorio, autentificación vía LDAP, Active Directory, E-
Directory y base de datos local. 
e. Debe permitir poder publicar los logs de URL con la información de los 
usuarios conforme a lo descrito en la integración con servicios de directorio. 
f. Debe soportar la capacidad de crear políticas basadas en control por URL y 
categoría URL. 
g. Debe bloquear el acceso a sitios de búsqueda (Google, Bing y Yahoo) en el 
caso de que la opción de Safe Search está deshabilitada. Debe en ese caso 
exhibir una página de bloqueo dando instrucciones al usuario de cómo 
habilitar dicha función. 
h. Debe soportar una caché local de URL en el appliance, evitando el delay de 
comunicación/validación de las URLs. 
i. Debe poseer al menos 60 categorías de URLs. 
j. Debe soportar la creación de categorías URL custom. 
k. Debe soportar la exclusión de URLs del bloqueo por categoría. 
l. Debe permitir la customización de la página de bloqueo. 
m. Debe permitir o bloquear y continuar (habilitando que el usuario accese a un 
sitio potencialmente bloqueado informándole del bloqueo y habilitando el 
botón de “continuar” para permitirle seguir a ese site). 
n. Debe soportar la inclusión de los logs del producto de las informaciones de 
las actividades de los usuarios. 
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Identificación de usuarios 
a. Debe incluir a capacidad de creación de políticas basadas en la visibilidad y 
control de quién está utilizando cuales aplicaciones a través de la integración 
como servicios de directorio, autentificación vía ldap, Active Directory, base 
de datos local.  
b. Debe poseer integración con Microsoft Active Directory para identificación 
de usuarios y grupos permitiendo la granularidad de control/políticas 
basadas en usuarios y grupos de usuarios. 
c. Debe poseer integración con Radius para identificación de usuarios y grupos 
permitiendo la granularidad de control/políticas basadas en usuarios y 
grupos de usuarios. 
d. Debe posea integración con Ldap para identificación de usuarios y grupos  
permitiendo la granularidad de control/políticas basadas en Usuarios y 
Grupos de usuarios. 
e. Debe permitir el control, sin instalación de cliente de software, en 
equipamientos que soliciten salida a internet para que antes de iniciar la 
navegación, se muestre un portal de autenticación residente en el firewall 
(Captive Portal). 
 
QoS 
f. Como la finalidad de controlar aplicaciones y tráfico cuyo consumo pueda 
ser excesivo, (como YouTube, ustream, etc.) y tener un alto consumo de 
ancho de banda, se requiere que la solución, a la ves de poder permitir o 
negar ese tipo de aplicaciones, debe tener la capacidad de controlarlas por 
políticas de máximo de ancho de banda cuando fuesen solicitadas por 
diferentes usuarios o aplicaciones, tanto de audio como de vídeo streaming.  
 
g. Soportar la creación de políticas de QoS por: 
1. Dirección de origen 
2. Dirección de destino 
3. Por usuario y grupo de LDAP/AD. 
4. Por puerto; 
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h. El QoS debe permitir la definición de clases por: 
1. Ancho de Banda garantizado 
2. Ancho de Banda Máximo 
3. Cola de prioridad. 
i. Soportar priorización Real Time de protocolos de voz (VOIP) como H.323, 
SIP, SCCP, MGCP y aplicaciones como Skype. 
j. Disponer de estadísticas Real Time para clases de QoS. 
k. Deberá permitir el monitoreo del uso que las aplicaciones hacen por bytes, 
sesiones y por usuario.  
 
VPN 
a. Soportar VPN Site-to-Site y Cliente-To-Site. 
b. Soportar IPSec VPN y licenciar (en el caso que se requiera una licencia) 
hasta el máximo de usuarios que permita el dispositivo. 
c. Soportar SSL VPN y licenciar (en el caso que se requiera una licencia) hasta 
el máximo de usuarios que permita el dispositivo. 
d. VPNs IPSec debe soportar: 
1. 3DES; 
2. Autenticación MD5 e SHA-1;  
3. Diffie-Hellman Group 1, Group 2, Group 5 e Group 14;  
4. Algoritmo Internet Key Exchange (IKE); 
5. AES 128, 192 e 256 (Advanced Encryption Standard) 
6. Autenticación vía certificado IKE PKI. 
e. Debe poseer interoperabilidad con los siguientes fabricantes: 
7. Cisco; 
8. Checkpoint; 
9. Juniper; 
10. Palo Alto Networks; 
11. Fortinet; 
12. Sonic Wall; 
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f. Las VPN SSL deben permitir que el usuario realice la conexión por medio 
de cliente instalado en el sistema operacional del equipamiento o por medio 
de interfaz WEB; 
g. Las funcionalidades de VPN SSL deben ser atendidas con o sin el uso de 
agente: 
1. La asignación de dirección IP en los clientes remotos de VPN; 
2. La asignación de DNS en los clientes remotos de VPN; 
3. Debe haber la opción de ocultar el agente de VPN instalado en el cliente 
remoto, tornando el mismo invisible para el usuario; 
h. El portal de VPN debe enviar al cliente remoto la lista de gateways VPN 
activos para el establecimiento de la conexión, los cuales deben poder ser 
administrados centralizadamente 
i. Debe haber una opción en el cliente remoto de escoger manualmente el 
Gateway de VPN y de forma automática a través de la mejor respuesta entre 
los gateways disponibles con base al más rápido. 
j. Debe poseer la capacidad de identificar el origen de conexión de VPN si es 
interna o externa. 
 
Administración Centralizada                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         
a. En caso de requerir un apliance dedicado para la gestión, se requiere de 2 
equipos. Manteniendo de preferencia funcionalidad de gestor y otro 
reporteador, respectivamente. 
b. La administración de la solución debe posibilitar un conjunto de estadísticas 
de todo el tráfico que pasa por los equipos de la plataforma de seguridad. 
c. Debe controlar todos los dispositivos de la plataforma de seguridad en una 
única consola, con administración de roles, privilegios y funciones 
d. Debe permitir la creación de objetos y políticas compartidas 
e. Debe consolidar logs y reportes de todos los dispositivos administrados 
f. La solución debe contar con herramientas gráficas para visualizar fácilmente 
las sesiones en el equipo, que permitan adicionarse por el administrador en 
la página  inicial  de  la  solución (dashboard),  incluyendo por lo menos por  
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defecto Top de sesiones por origen, Top de sesiones por destino, y Top de 
sesiones por aplicación. 
g. La solución debe contar con una interface gráfica de usuario (GUI) la cual 
se podrá elegir al menos entre los idiomas inglés y español. 
h. La solución debe poseer una Interface basada en línea de comando (CLI) 
para administración de la solución. 
i. La solución de seguridad debe poseer comunicación cifrada y autenticada 
con usuario y contraseña, tanto como para la interface gráfica de usuario 
como la consola de administración de línea de comandos (SSH o telnet). 
j. La solución de seguridad debe permitir al administrador del sistema 
autenticarse vía usuario/contraseña o vía certificados digitales. 
k. La solución cuenta con la capacidad de asignar un perfil de administración 
que permita delimitar las funciones del equipo que pueden gerenciar y 
afectar. (RBAC) 
l. La solución debe permitir a los administradores conectarse desde ciertas 
direcciones IP cuando se utilice SSH, Telnet, http o https. 
m. La solución de seguridad cuenta con soporte de SNMP versión 3 
n. La solución de seguridad permite integrar al menos 3 servidores syslog. 
o. Monitoreo de comportamiento del appliance mediante SNMP, el dispositivo 
deberá ser capaz de enviar traps de SNMP cuando ocurra un evento relevante 
para la correcta operación de la red.  
p. La solución de seguridad debe permitir que el administrador de la plataforma 
pueda definir qué funcionalidades están disponibles o deshabilitadas para ser 
mostradas en la interfaz gráfica.  
q. El software de administración debe proveer un medio de ver, filtrar y 
gestionar las trazas de tráfico registradas (logs).   
r. Los registros (logs) del firewall deben contener información de la regla que 
está gatillando el mismo. Estos registros (logs) no deben ser modificables. 
s. El sistema de gestión debe proveer estadísticas en tiempo real del estatus de 
la  “salud”  de  los  módulos  del  firewall  en  el  dashboard  de  monitoreo, 
considerando parámetros como utilización de CPU y número total de 
sesiones concurrentes. 
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SOLUCIÓN DE PREVENCIÓN DE INTRUSOS – IPS (Embebida)  
a. Se requiere una solución de prevención de intrusiones de red (IDS/IPS), capaz de 
proteger a la organización contra amenazas tales como Exploits, Amenazas 
Avanzadas Persistentes, Malware avanzado, Botnets, Ataques de Denegación de 
Servicio Distribuido y Ataques de reconocimiento entre otros. 
b. Deberá estar compuesta por sensores desplegados en la red y un sistema de gestión 
centralizada. 
c. Los sensores deberán ser de funcionalidad dedicada, es decir, no deberán correr en 
hardware compartido tales como dispositivos multifuncionales (UTM) o 
Firewalls. 
d. Los sensores deberán estar basados en un sistema operativo pre-endurecido 
específico para seguridad. Por seguridad y facilidad de administración y operación, 
no se aceptarán soluciones sobre sistemas operativos genéricos tales como 
GNU/Linux, FreeBSD, SUN Solaris, HP-UX de HP, AIX de IBM o Microsoft 
Windows 
e. Poseer licenciamiento ilimitado de usuarios y host en su modalidad de IPS. 
f. Deberá Incluir todos los accesorios y cables necesarios para la total instalación y 
puesta en operación. 
g. Los sensores deberán implementarse en la red en forma transparente, en capa 2 del 
modelo OSI.  No requerirá cambios de topología de red ni modificaciones al 
esquema de ruteo. 
h. La solución deberá tener la alternativa de desplegar tanto sensores físicos 
(hardware) como sensores en modalidad appliance virtual y ser gestionados desde 
el mismo sistema de gestión centralizada. 
 
Especificaciones Generales 
a. Los sensores serán desplegados en 1 centro de datos protegiendo 4 segmentos de 
red. 
b. Cada puerto del sensor deberá poder implementarse en las siguientes modalidades: 
 
1. Puerto SPAN a través de Port Mirroring en un Switch 
2. Mediante un TAP 
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3. En línea, cerrando la red en caso de falla (fail-close) 
4. En línea, abriendo la red en caso de falla (fail-open) 
c. Deberá contar con un puerto de gestión dedicado para la comunicación con la 
consola de Administración. 
d. Deberá contar con un puerto de respuesta dedicado en caso de implementarlo en 
modo SPAN (IDS). 
e. Deberá contar con la posibilidad de monitorear sin bloquear, aun estando en línea, 
e indicar en qué casos hubiera bloqueado (bloqueo simulado).  Esta función deberá 
poder ser activada para el equipo entero o para interfaces individuales para 
aprender del tráfico y realizar actividades de tunning. 
f. Deberá permitir la definición de reglas de control de acceso (ACLs) para establecer 
el tráfico permitido o denegado con los siguientes componentes: 
g. Dirección de host o red IPv4 
h. Protocolo y/o puerto TCP/UDP 
i. Los sensores no deberán contar con Interface de Gestión Local.  Todo cambio 
deberá realizarse a través de la Consola de Gestión Centralizada.  El sensor solo 
permitirá conexión SSH para troubleshooting y tareas de setup inicial. 
j. Deberá ser capaz de inspeccionar tráfico SSL sin necesidad de hardware adicional. 
Informar cómo afecta la performance la activación de esta funcionalidad 
k. El sensor deberá mantener una copia de la clave privada del servidor Web en 
memoria volátil de manera que no pueda ser comprometida siendo alojada en un 
medio de almacenamiento. 
l. Deberá permitir definir puertos SSL no estándar, es decir, diferentes a TCP 443. 
m. Permitirá capturar paquetes de sesión completa que permitan servir de evidencia 
ante el análisis de un incidente. 
n. Deberá ser posible configurar las siguientes opciones de captura: 
1. Registrar el paquete entero cuando un ataque es descubierto 
2. Registrar solo los primeros n bytes del paquete 
3. Registrar solo el flujo entre origen y destino del ataque detectado 
4. Registrar todos los nuevos flujos originados en el atacante independientemente 
del destino y todos los flujos iniciados en la máquina víctima del ataque. 
5. Capturar paquetes por un período de tiempo configurable 
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Arquitectura 
a. Los sensores deberán estar disponibles en modalidad appliance (hardware) y en 
modalidad appliance virtual.  Informar en este último caso, cuáles son las 
plataformas de virtualización soportadas. 
b. Se requiere proteger 4 segmentos de red de 1Gbps en Cobre, con opción de 1 
segmentos de red de 10Gbps en Fibra. 
c. Se requieren 2 appliances, estos appliances deben tener un throughput de 4 Gbps 
y de 10Gbps, respectivamente. 
d. Los segmentos conectados in-line requerirán mecanismos de bypass (fail-open) a 
fin de que un fallo en los equipos no impacte en el normal funcionamiento de la 
red.  Los mismos pueden ser integrados en el mismo equipo o externos 
proporcionados por el mismo fabricante. 
e. El equipamiento deberá contar con discos de estado sólido (SSD). 
f. Deberá contar con fuentes redundantes 
g. Los sensores deberán ser implementados en Alta Disponibilidad en modalidad 
Activo-Activo y Activo-Pasivo con stateful failover 
h. Los sensores deberán contar con puertos seriales y para propósito de inicialización 
o troubleshooting. 
i. Toda comunicación entre los sensores y la consola de gestión deberá ser 
autenticada y encriptada.  Indicar qué mecanismos se utilizan. 
 
Performance de equipo 1: 
a. La solución deberá soportar un throughput de 4 Gbps medido sobre tráfico real 
b. El sensor deberá generar alertas en el caso que se observe alta latencia. 
c. Bajo condiciones de carga alta de tráfico en la red, el sensor deberá tener 
mecanismos dinámicos y automáticos para priorizar el análisis de cierto tráfico, 
salvando recursos para proteger segmentos importantes.  Indicar cómo se logra 
este punto. 
d. Deberá albergar como mínimo 4 interfaces de cobre y 2 interfaces de 10Gbps 
 
Performance de equipo 2: 
a. La solución deberá soportar un throughput de 10 Gbps medido sobre tráfico real 
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b. Deberá soportar al menos 1,200,000 conexiones concurrentes 
c. El sensor deberá generar alertas en el caso que se observe alta latencia. 
d. Bajo condiciones de carga alta de tráfico en la red, el sensor deberá tener 
mecanismos dinámicos y automáticos para priorizar el análisis de cierto tráfico, 
salvando recursos para proteger segmentos importantes.  Indicar cómo se logra 
este punto. 
e. Deberá albergar como mínimo 4 interfaces de cobre y 4 interfaces de 10Gbps 
 
Efectividad 
a. La solución deberá contar con un motor de detección basado en firmas y un 
servicio de suscripción que permita descargar nuevas firmas frecuentemente 
b. Las firmas deberán tener un formato propietario y no estar expuesto al público en 
general de manera de que un atacante no tenga acceso a la lógica y tenga la 
capacidad de generar variantes de ataques que permita evadir dicha firma.  No 
deberá utilizar SNORT o lenguajes similares como método primario de detección 
basado en firmas. 
c. Deberá incorporar una herramienta que permita importar firmas SNORT como 
método alternativo de detección. 
d. Deberá ser posible crear firmas personalizadas con el mismo lenguaje propietario 
del motor principal.   
e. Deberá proteger aplicaciones Web inspeccionando HTTP y HTTPS a través de 
análisis heurístico que identifique inyecciones de SQL (SQL injections).  No 
deberá utilizar string-matching para esto, sino que deberá analizar la sentencia 
SQL, verificar que sea válida y legítima y, reconocer palabras claves maliciosas 
que alteren la estructura de una query (ej. UNIÓN). 
f. Deberá ser capaz de forzar a los clientes a utilizar TCP en lugar de UDP para los 
request de DNS con el objetivo de proteger los servidores DNS de ataques de DoS  
spoof. 
g. Deberá soportar la limitación de ancho de banda de un tipo de tráfico a través de 
políticas de rate limiting con el objetivo de limitar los efectos de un ataque de DoS 
(Denial of Service). Estas políticas podrán ser aplicadas por interface y por 
subinterface,  por   protocolo  y  puerto,  por  aplicación,  por  usuario  de  dominio,  
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ubicación geográfica y direcciones IP. 
h. Deberá ser capaz de limitar el ancho de banda de las conexiones provenientes de 
hosts externos basado en la reputación y geo-localización de dichos hosts.  Es 
decir, para hosts con reputación negativa, limitar el ancho de banda a un número 
de conexiones por segundo y generar alerta si el umbral se supera, evitando de esa 
manera ataques de DoS. 
i. Deberá soportar el uso de SYN Cookies para asegurar que el three-way handhsake 
se realice antes de dejar pasar la conexión al servidor de destino y de esa manera 
bloquear ataques de SYN flood. 
j. Deberá contar con un mecanismo de aprendizaje de tráfico para desarrollar 
estadísticas tales como tasas de tráfico de largo plazo y de corto plazo y cantidad 
de direcciones IP.  Con esta información, detectar desviaciones que busquen 
generar impacto mediante ataques de DoS. 
k. Deberá ser capaz de parsear información contenida en el campo XFF (X-
Forwarder-For) de manera de obtener la dirección IP real del cliente cuanto la 
conexión proviene de un servidor proxy.  Deberá utilizar esa información en las 
vistas de alertas, dashboards, reportes, así como también en las políticas de firewall 
y de cuarentena para no bloquear una dirección IP de un proxy denegando el 
servicio a toda la red. 
l. Deberá permitir definir la tasa de requests de URL por segundo por dirección IP a 
un website o a todos los websites para prevenir ataques de DoS.   
m. El sensor tendrá la capacidad de detectar el browser web del cliente para mitigar 
ataques de DoS originados por bots. 
n. Deberá colectar datos de capa de aplicación para los protocolos más importantes 
como HTTP, FTP y SMTP para análisis forense.  Ej.  En el caso de SMTP deberá 
capturar la dirección del emisor, la dirección del receptor, nombre de attachment.  
Informar cómo afecta la performance la activación de esta funcionalidad. 
o. Deberá ser capaz de detectar ataques de reconocimiento tales como host sweeps, 
probes, escaneos de puertos, fuerza bruta de passwords e indexado de web servers. 
p. Deberá detectar ataques de ARP spoofing. 
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Integración 
a. Deberá ser capaz de obtener detalles acerca de las estaciones de trabajo y 
servidores propios de la red desde algún sistema que posea esta información.  Los 
datos deberán incluir Hostname, Nombre DNS, Nombre Netbios, Sistema 
Operativo, Service Packs instalados, Dirección IP, MAC Address, así como 
también el software de seguridad instalado en el endpoint.  Indicar con qué sistema 
puede integrarse para obtener esta información. 
b. Será posible identificar los usuarios de dominio conectados en una dirección IP 
origen o destino en un evento, a través de la integración con Active Directory.  
Deberá soportar múltiples dominios y no requerir instalación de agentes en los 
Domain Controllers. 
c. Deberá ser capaz de realizar un análisis de impacto automático evaluando si un 
ataque logrará ser exitoso en un host vulnerable.  Indicar que componentes 
adicionales se requieren para realizar dicha función. 
d. Deberá identificar las aplicaciones que corren dentro de los protocolos de manera 
de aplicar políticas específicas.  Ej.  Bloquear Facebook y permitir el resto del 
tráfico HTTP/HTTPS 
e. El fabricante actualizará periódicamente la lista de aplicaciones identificables y 
las categorizará de manera de aplicar políticas por tipo de aplicación 
f. Será capaz de controlar determinadas funcionalidades de la aplicación tales como 
bloquear la transferencia de archivos a través de Mensajería Instantánea sin 
bloquear la aplicación completamente. 
g. El sistema de gestión deberá proveer una API permitiendo que aplicaciones 
externas accedan a las funcionalidades de la solución.  Indicar a través de que 
protocolo es posible acceder. 
h. La solución deberá ser capaz de colectar información acerca de un endpoint y 
descifrar su sistema operativo y tipo de dispositivo a través de DHCP DISCOVER, 
DCHP REQUESTS, el campo de HTTP User Agent, y de los paquetes SYN y 
SYN + ACK de TCP.  Indicar si otros componentes externos a la solución pueden 
colectar y enviar a la solución dicha información 
i. Indicar si la solución puede obtener eventos de sensores de IPS basados en agentes 
(HIPS) instalados en estaciones de trabajo y servidores. 
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j. La    solución    deberá    integrarse   con   la   solución   de   SIEM   del   Proveedor   
y entregar datos de eventos y de registro de paquetes capturados para análisis 
forense. 
k. Deberá soportar al menos el uso de SNMP, Syslog y querys de SQL para obtener 
los datos y reportarlos al SIEM. 
l. Debe tener la capacidad de integrarse a un sistema de reputación local para tener 
un intercambio de inteligencia de amenazas extendido 
m. Deberá permitir ejecutar respuestas en el sensor disparadas directamente desde el 
SIEM.  Indicar si este mecanismo es nativo o requiere del desarrollo de scripts. 
n. El sensor será capaz de exportar Netflow para análisis de tráfico en Capa 7. haya 
un sistema de análisis de flujos el cual debe hacerse fuera de los equipos, pero del 
mismo fabricante sin costo adicional a través de una máquina virtual. Así mismo 
este análisis debe recopilar la información de procesos ejecutados en las estaciones 
finales mediante un agente para identificar anomalías (proceso vs tráfico de red)  
o. Deberá contar con firmas que, si bien no constituyan un ataque, reporten un 
comportamiento que va en contra de las políticas de seguridad.  Ej.  Detección de 
tráfico de Mensajería Instantánea, tráfico de gestión SSH, Telnet, RDP en 
segmentos que no deberían tenerlo, tráfico P2P, streaming de video o música  
 
Gestión 
a. La consola de gestión deberá ser provista con todos sus componentes instalados 
en un appliance de propósito específico o en versión virtual. Para el cual el 
proveedor deberá incluir el hardware necesario.  
b. El proveedor de la solución será responsable de proveer todas las actualizaciones 
necesarias y del soporte de todos los componentes de la misma incluyendo Sistema 
Operativo, Base de Datos y la aplicación en sí. 
c. Deberá contar con una base de datos incluida en el producto.  No requerirá la 
instalación o utilización de una base de datos externa. 
d. En caso de falla deberá incluir herramientas de respaldo que permitan recuperar la 
configuración ya establecida sin importar si el sistema de gestión centralizado se 
reubicara en un appliance de propósito específico, en un ambiente virtual o en una 
plataforma comercial certificada por el fabricante 
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e. El acceso a la consola deberá ser vía Web a través de un navegador de uso general.  
No deberá   requerir   la   instalación   de   ningún   componente   en   la   máquina   
de los administradores (cliente) 
f. Deberá soportar el acceso a través de dispositivos móviles 
g. Deberá contar con soporte de autenticación con los siguientes métodos: 
6. Base de usuarios local 
7. Radius 
8. LDAP (Active Directory) 
9. TACACS+ con control granular de comandos por CLI 
h. Deberá contar con múltiples perfiles de acceso que permita a los usuarios limitar 
sus acciones sobre la solución mediante privilegios entre ellos: 
10. Administrador 
11. Operador 
12. Generador de Reportes 
13. Analista o Experto 
i. Deberá contar con diferentes dominios de gestión, permitiendo que un 
administrador de un dominio no tenga visibilidad sobre los dominios restantes, tal 
como ocurre en sistemas multi-tenant. 
j. Deberá soportar el envío de alertas de eventos y de sistema a través de SNMP 
versión 1, 2c y 3. 
k. Deberá enviar alertas de eventos y de sistema a un Servidor de Syslog 
l. Deberá enviar alertas a través de email o pager 
m. Deberá contar con un algoritmo que calcule un factor de riesgo e indique cuales 
son los hosts que han tenido más actividad maliciosa.  Deberá mostrar los datos 
tales como dirección IP, nombre DNS, Sistema Operativo, detalle de usuario y los 
indicadores de comportamiento.   
n. Deberá informar acerca de la importancia de una alerta utilizando información 
basada en el resultado del ataque, nivel de exposición a vulnerabilidades asociadas  
al ataque y sistema operativo, versión, nivel de parches de la host víctima.  Esto 
permitirá priorizar los eventos y generar incidentes para su pronta mitigación. 
o. Deberá contar con un dashboard que permita tener un panorama general de la 
situación actual de eventos detectados. 
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p. La consola de gestión deberá proporcionar un sistema de gestión de incidentes que 
permita      asignar      a      diferentes     operadores     y     analistas     actividades     
de análisis y remediación. 
q. Deberá soportar el rollback a versiones anteriores de políticas. 
r. Deberá reportar su propio estado de salud y la de todos sus componentes 
informando fallos, estado de actualización y otra información de sistema. Además, 
deberá monitorear el estado de salud de los dispositivos que administra. 
s. Cada acción que ejecuten los usuarios del sistema de gestión deberá quedar 
reportada en un registro de auditoría y deberá contener al menos la siguiente 
información: Usuario, acción realizada, resultado de la acción, día y hora.   
 
Reporting 
a. Contará con reportes pre-definidos para su rápida utilización. 
b. Deberá permitir exportar reportes en formato PDF. 
c. Deberá permitir crear reportes customizados seleccionando el tipo de datos y   la 
forma de visualizarlos mediante tablas, gráfico de tortas, gráficos de barras y los 
campos que quieren visualizarse. 
d. Contará con la capacidad de programar la ejecución automática de los reportes y 
el envío a través de correo electrónico 
e. Deberá permitir generar reportes de auditoría con todas las actividades ejecutadas 
sobre la consola y los sensores. 
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Figura 66. Seguridad Informática Actual en una PC. Usuario (OP20RS) de la OSI HNERM EsSALUD. Fuente: Oficina de Soporte Informático (2018). 
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Figura 67. Seguridad a Nivel de Capa 2 en la Red Local del HNERM EsSALUD. Fuente: Oficina de Soporte Informático HNERM EsSALUD (2018). 
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Figura 68. Acceso por PUTTY a través de S.O. Linux y Acceso por WinSCP de la PC. Usuario (OP20RS). Fuente: Oficina de Soporte Informático HNERM  
EsSALUD (2018). 
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Figura 69. Seguridad a través de FIREWALL de la PC. Usuario (OP20RS). Fuente: Oficina de Soporte Informático HNERM EsSALUD (2018). 
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Figura 70. Las Propiedades de Protocolo TCP/IP de la PC. Usuario (OP20RS). Fuente: Oficina de Soporte Informático HNERM EsSALUD (2018). 
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Figura 71. Seguridad por FIREWALL y protección de la RED de la PC. Usuario (OP20RS). Fuente: Oficina de Soporte Informático HNERM EsSALUD (2018). 
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Figura 72. Seguridad de Protección contra Virus y Amenazas, Software Instalado Sophos Anti-Virus en la PC. Usuario (OP20RS). Fuente: Oficina de Soporte 
Informático HNERM EsSALUD (2018). 
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Figura 73. Rendimiento y estado de la PC. Usuario (OP20RS). Fuente: Oficina de Soporte Informático HNERM EsSALUD (2018). 
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5.3.2. Organigrama de la Oficina de Soporte Informático del HNERM EsSALUD. 
 
 
Figura 74. Organigrama Actual de la OSI HNERM EsSALUD. Fuente: Oficina de Soporte  
Informático (2017). 
 
 
 
 
Figura 75. Organigrama Propuesto de la OSI HNERM EsSALUD. Fuente: Oficina de Soporte  
Informático (2018). 
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5.3.3. Análisis FODA de la Oficina de Soporte Informático del HNERM-
ESSALUD. 
 
Tabla 15 
Análisis Interno de FODA HNERM EsSALUD  
 
 
 
Fuente: Oficina de Soporte Informático (2017). 
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Fuente: Oficina de Soporte Informático (2017). 
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Tabla 16 
Análisis Externo de FODA HNERM EsSALUD  
 
 
 
 
Fuente: Oficina de Soporte Informático (2017). 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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5.3.4. Planes de contingencia 
En cualquier proceso por razones obvias sabemos que en algún momento del 
tiempo de vida de ellas podría ocurrir cualquier evento inesperado que le podría 
causar problemas leves como graves que terminen alterando su funcionalidad y 
eficiencia, y para nuestro proyecto se han documentado una serie de pautas o 
recomendaciones a seguir en caso de que estas ocurran, esto con la finalidad de 
poder tener procedimientos establecidos que nos permitan tener una manera 
organizada de respuesta rápida en caso de que ocurran problemas en la red de área 
local, estas  que las podrán ver líneas abajo: 
 
I. Procesos de la Planificación 
 
Evaluación 
 
Análisis de los alcances que tendría en caso de ocurrir una incidencia, 
detallando las áreas afectadas. 
 
Revisión 
 
En esta etapa se toma en cuenta los planes que se llevarán a cabo 
previa evaluación.  
 
No olvidemos que todo proceso se deberá documentar en cuanto haya 
sido atendido. 
 
Ejecución 
 
Acciones tomadas durante la ocurrencia de incidencias. Se estima 
tiempos de respuesta cortos para lograr la atención oportuna de las 
incidencias. 
  
Estimación de riesgos en los diferentes aspectos a nivel software y 
hardware. 
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II. Análisis, Prevención y Mitigación de Riesgos 
 
A continuación, destacamos los principales riesgos que debemos tener 
en cuenta ante cualquier incidente. 
Tabla 17 
Análisis Prevención y Mitigación de Riesgos 
 
TIPO DE RIESGO 
NIVEL DE 
RIESGO 
 
PREVENCION Y MITIGACION 
 
 
ENTREGABLE / PARAMETROS 
DE INFORMACION 
 
Perdida de datos Bajo 
Realizar copias de respaldo de los aplicativos 
informáticos. 
A través de un Informe que da a 
conocer la cantidad de copias de 
respaldo realizadas. 
Difusión no 
autorizada de datos. 
Bajo 
Sancionar a nivel de reglamento según al área 
que corresponda. 
Preventivo a través de 
memorándum. 
Acceso no 
autorizado de datos 
Medio 
Realizar el cambio de claves de acceso como 
mínimo cada 30 días. Política de seguridad 
para acceso a personal competente. 
Inhabilitación de los accesos en coordinación 
de las áreas usuarias, en caso de cese, 
vacaciones, permisos o descansos médicos. 
Se realiza previa solicitud por 
correo al jefe de informática. Ver 
anexo 1. 
Malware Medio 
Antivirus institucional actualizado y 
actualizaciones de repositorio según 
corresponda, en coordinación con seguridad 
informática de GCTIC. 
Informe del área encargada 
GCTIC de Sede central 
Fraude Bajo 
Manejos de un super - usuario y usuarios para 
el ingreso a: Servidores de aplicaciones a nivel 
de usuario, operador y administrador. 
 
Permiso asignado a personal 
autorizado. 
Hurto de equipos Medio 
Cámaras de seguridad, Seguridad Privada, 
Alarmas, Copias de respaldo, Restricciones de 
acceso, Identificación plena de los equipos 
informáticos según inventario. 
A través de un informe que da a 
conocer la ubicación de los 
equipos informáticos, así mismo 
cada equipo presenta código 
patrimonial para su identificación 
y traslado dentro del hospital, 
mediante formatos de traslado de 
equipos. Ver anexo 2. 
Daños en el equipo Medio 
Mantenimiento preventivo y correctivo de los 
equipos. 
Cuadro resumen de 
mantenimiento de equipos. Ver 
anexo 3. 
Fuego Medio 
Sistema de alarma contra incendios 
(Extintores, aspersores automáticos, 
detectores de humo). 
 
 
Informes del área encargada de 
defensa civil. 
Humedad Bajo 
Mantener un sistema de temperatura adecuada 
de acuerdo a los estándares de la industria, con 
los elementos que implican: aire 
acondicionado, filtros de aire, alarma local. 
Informes del área encargada de 
mantenimiento del HNERM. 
Terremoto Bajo 
Cumplir con las normas antisísmicas. Cumplir 
con la norma ANSI/TIA-942, ANSI / TIA-
1179: Infraestructura de telecomunicaciones 
para instalaciones sanitarias, Norma Técnica 
de Salud Nº119-MINSA/DGIEM para Data 
Center, la cual considera equipamiento con 
redundancia en todos los sistemas instalados e 
infraestructura. Copias de respaldo. 
Informe preventivo según la 
norma ANSI/TIA-942 para Data 
Center. Ver anexo 4. 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
 
  
241 
 
 
III. Proyección de Indicadores 
 
Se evaluarán según los entregables, siguiendo los siguientes 
lineamientos internacionales de preparación ante los desastres para una 
respuesta eficaz, citado por organismos internacionales. 
 
Claridad 
 
Ausencia de ambigüedad sobre lo que se está midiendo para 
neutralizar toda probabilidad de que se cuestione la interpretación de los 
resultados. 
 
Eficacia en función de los costos 
 
Los resultados justifican su inversión en tiempo y dinero. Los 
resultados deben basarse en procesos y actividades asequibles. 
 
Fiabilidad 
 
Los datos son de una calidad suficientemente fiable y constituyen 
una buena base para una adopción de decisiones segura. 
 
Viabilidad 
 
Los datos se pueden obtener de forma oportuna  
 
Especificidad 
 
El indicador debe medir únicamente la unidad o el proceso 
previsto. 
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IV. Niveles de Atención 
 
Tabla 18 
Cuadro de Niveles de Atención por tipo de Riesgo 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
 
 
 
 
 
 
 
TIPO DE RIESGO 
NIVEL 
DE 
RIESGO 
 
ENTREGABLE / 
PARAMETROS 
DE 
INFORMACION 
 
INDICADORES 
 
Perdida de datos Bajo 
 
Informe 
 
 
Cantidad de copias por 
mes. 
 
Difusión no 
autorizada de datos. 
Bajo 
 
Memorándum 
 
Firma de recepción de 
conformidad por área. 
 
Acceso no autorizado 
de datos 
Medio 
 
Solicitud 
 
Porcentaje (%) 
solicitudes 
trimestralmente. 
 
Malware Medio 
 
Informe 
 
 
GCTIC de Sede central 
 
Fraude Bajo 
 
Permisos  
 
Porcentaje (%) de 
permisos. 
 
Hurto de equipos Medio 
 
Informe 
 
 
Cantidad de equipos con 
patrimonio. 
 
Daños en el equipo Medio 
 
Cuadro 
resumen 
 
Cantidad de equipos con 
mantenimiento 
preventivo. 
 
Fuego Medio 
 
 
Informe 
 
 
 
Defensa civil 
Humedad Bajo 
 
Informe 
 
 
Porcentaje (%) de 
humedad. 
 
Terremoto Bajo 
 
Informe 
preventivo 
 
 
Porcentaje de 
cumplimiento de la 
norma ANSI/TIA-942 
anualmente. 
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V. Niveles de Atención 
 
Debemos definir el nivel de atención tanto de los aplicativos 
informáticos como el hardware y el performance de la Red LAN, para saber cuál 
es la prioridad según su funcionamiento.   
Tabla 19 
Niveles de Atención de los Aplicativos Informáticos 
 
NIVEL NIVEL DE ATENCION DESCRIPCION 
1 Alta 
 
Aplicativos informáticos y equipos que 
requieran alta disponibilidad de atención a los 
usuarios externos y manejen grandes volúmenes 
de información, equipos electrónicos y 
conmutadores (switches) de los cuales dependa 
directamente el funcionamiento de los 
aplicativos y el hardware que los contiene.  
 
2 Normal 
 
Aplicativos informáticos y equipos no 
relacionados con la atención a los usuarios y 
manejen bajo volumen de información. 
Ejemplo: Impresoras, Aplicativos que no 
requirieran conectividad y que cuenten con 
mayor plazo para la consulta y disponibilidad de 
información. 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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VI. Hardware Activo 
 
Para la aplicación de la planificación necesitamos tener conocimiento de 
los equipos instalados en el HNERM–EsSALUD, a nivel prioritario tenemos los 
sistemas de comunicaciones conmutadores (switches), servidores, 
institucionales (equipos de cómputo).  
 
Tabla 20 
Servidores de la Oficina de Soporte Informático del HNERM EsSALUD 
 
NOMBRE DEL SERVIDOR 
NOMBRE 
ESPECIFICADO 
SISTEMA OPERATIVO 
Servidor de Gestión Hospitalaria - Producción  WM - Rebagliati Linux Red Hat 
Servidor de Gestión Hospitalaria – Histórico WM - Rebagliati Linux Red Hat 
Servidor de Gestión Hospitalaria - Producción Respaldo WM - Rebagliati Linux Red Hat 
Servidor de cámaras I  Ws-40409 Windows Xp 
Servidor de cámaras II  Ws-40410 Windows Xp 
Servidor de beckton dickinson citometria de flujo Serverlab Windows 
Server 2008 r2 
standard 
Servidor de diagnostica peruana radians aga Dpsac-pc Windows Seven 
Servidor de roche datalab  Servidor Windows Server 2003 standard 
Servidor de roche banco de órganos Srvbanco Windows Server 2003 standard 
Servidor de PAC’s de imágenes  PAC’s Rebagliati Linux Red hat 5.3 
Servidor de PAC’s de imágenes - Respaldo PAC’s Rebagliati Linux Red hat 5.3 
Servidor de PAC’s de imágenes – Producción nueva 
emergencia  
PAC’s Rebagliati Linux Red hat 5.3 
Servidor de UMERC  UMERC Windows Centos 6.0 
Servidor de gastroenterología  Gastro Windows Xp 
Servidor repositorio de antivirus Sophos  SR-VII-Rebagliati Linux Red hat 5.3 
Servidor repositorio de antivirus Sophos - Respaldo SR-VII-Rebagliati Linux Red hat 5.3 
Servidor de cevit Rar-ogit Linux Red hat 5.3 
Servidor de correo electrónico  Hreb Linux Suselinux 
Servidor de correo electrónico - Respaldo Hreb Linux Suselinux 
Servidor de infinity roche  Srvinfinityreba Windows 
Server 2008 r2 
standard 
Servidor Enterprise representaciones medicas Enterprise Windows 
Server 2008 r2 
standard 
Servidor de aplicaciones web 2       Localhost Linux Red hat 5.3 
Servidor de mamografías  Serv-rebagliati Linux Red hat 5.3 
Servidor de histórico de farmacia  Rar-farmacia Linux Red hat 5.3 
Servidor de histórico de farmacia - Respaldo Rar-farmacia Linux Red hat 5.3 
Servidor de finanzas Finanzas Linux Suselinux 
Servidor Rebanet Rebanet Linux   
Servidor de control biométrico RRHH Pc_servarchivos Windows Server 2000 
Servidor de archivo RRHH Pc_servremu Windows Xp 
Servidor web linux RRHH Servremu2  Linux Ubuntu 
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Servidor web windows RRHH Web Windows Ocho 
Servidor de cubos de información - ogid Cubos Linux   
Servidor servicedesk Servicedesk Linux Centos 6.0 
Servidor pc_archivos - OGID Archivos Linux   
Servidor de transformación - OGID Transformación  Linux   
Servidor de datos estadísticos - OGID Estadística Linux   
Servidor de aplicaciones - OGID Aplicaciones Linux   
Servidor de tamizaje neonatal Srv-server Windows 
Server 2008 r2 
standard 
Servidor rochembiocare - lab core Rochembiocare Windows 
Server 2008 r2 
standard 
Servidor UAL - delphy Edelphynreba Windows 
Server 2012 r2 
standard 
Servidor interfaces - UAL Interfasereba Windows 
Server 2008 r2 
standard 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017).
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Tabla 21 
Dispositivos conmutadores en General del HNERM-EsSALUD 
 
Equipos Intermedios Switches de la Red de Telecomunicaciones del Hospital Nacional Edgardo Rebagliati Martins 
N° MARCA TIPO MODELO VELOCIDAD CONFIGURACION VLAN CAPA SFP GE ETH 
CANT
IDAD 
1 ALCATEL-LUCENT CORE PRINCIPAL OmniSwitch 9800 10/100/1000  MODULAR Administrables SI L2/L3 24 168 - 1 
2 CISCO CORE CAMARAS Catalyst 3750 10/100/1000  FIJO Administrables SI L2/L3 12 - - 7 
3 D - LINK CORE BACKUP DXS - 3326GSR 10/100/1000 FIJO Administrables SI L2/L3 24 4 - 1 
4 CISCO - Router BEFSR81 - FIJO - - - - - 8 1 
5 D - LINK - DIR-400 ROUTER - FIJO - - - - - 24 1 
6 ALCATEL-LUCENT BORDE DATOS OmniStack LS 6224P 10/100 FIJO Administrables SI L2 4 2 24 31 
7 ALIED TELESIS BORDE DATOS AT 8000S/24POE 10/100 FIJO Administrables SI L2 2 2 24 1 
8 CISCO BORDE CAMARAS Catalyst 3560 Series POE 10/100 FIJO Administrables SI L2 1 1 8 7 
9 3COM DISTRIBUCION Super Stack 5500G -EL 10/100 FIJO Administrables SI L2 2 2 24 6 
10 3COM DISTRIBUCION Baseline Switch 2824 10/100 FIJO Administrables SI L2 2 2 24 3 
11 A VAYA DISTRIBUCION P334T 10/100 FIJO Administrables SI L2 2 2 48 1 
12 ALIED TELESIS DISTRIBUCION AT- GS950 10/100/1000  FIJO Administrables SI L2 2 2 8 1 
13 D - LINK DISTRIBUCION DGS - 3100 10/100/1000  FIJO Administrables SI L2 4 24 - 1 
14 D - LINK DISTRIBUCION DGS - 3024 10/100/1000  FIJO Administrables SI L2 4 24 - 5 
15 D - LINK DISTRIBUCION DGS - 3120 10/100/1000  FIJO Administrables SI L2/L3 4 24 - 1 
16 D - LINK DISTRIBUCION DGS - 1510 10/100/1000  FIJO Administrables SI L2/L3 4 24 - 22 
17 D - LINK DISTRIBUCION DGS - 1210 10/100/1000  FIJO Administrables SI L2 4 24 - 3 
18 D - LINK DISTRIBUCION DES - 1024A 10/100 FIJO Stand-alone NO -  -  - 24 60 
19 D - LINK DISTRIBUCION DES - 1024D 10/100 FIJO Stand-alone NO -  -  - 24 79 
20 D - LINK DISTRIBUCION DES - 1016D 10/100 FIJO Stand-alone NO -  - - 16 2 
21 D - LINK DISTRIBUCION DES - 1060D 10/100 FIJO Stand-alone NO -  - - 16 1 
22 TRENDnet DISTRIBUCION TEG - 516DG 10/100 FIJO Stand-alone NO  - -  - 16 1 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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Tabla 22 
Dispositivos conmutadores Administrables Switches D-LINK 
 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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a. Riesgos estructurales 
 
1.  Sismos, incendios y fugas de líquidos. 
2. Falta de refrigeración. 
3. Falta de suministro eléctrico. 
4. Falla o errores en los aplicativos donde físicamente se encuentren 
instalados.  
5. Pérdida de información. 
6. Tardía respuesta de la empresa que realiza su mantenimiento. 
7. Contratación o ejecución de soluciones inadecuadas o incompatibles con 
los recursos disponibles.  
 
b. Soluciones en Contingencia 
Garantizar el mantenimiento preventivo-correctivo 7x24. 
En el momento de la emergencia, los usuarios deberán seguir una serie 
de pasos para la respuesta en el menor tiempo posible. 
 
1. Se cuenta con la tercerización de servicios tales como: mantenimiento 
preventivo-correctivo de central telefónica, redes y comunicaciones; 
mantenimiento preventivo-correctivo de servidores; mantenimiento 
preventivo-correctivo de equipamiento informático.  
 
2. Informar a la mesa de ayuda los problemas detectados en Hardware y 
Software. El reporte puede ser telefónicamente o personalmente. 
 
3. El personal encargado recibe la solicitud del servicio (Hardware ó 
Software). Evalúa y atiende el servicio reportado.  
 
4. El personal encargado verifica falla y/o requerimiento el área y elabora 
diagnóstico. 
 
5. Al finalizar la atención el personal encargado documentará los 
procedimientos seguidos para la resolución del incidente. 
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VII. Software Activo 
 
Para la aplicación del plan de contingencia necesitamos tener conocimiento 
de los aplicativos informáticos que maneja el HNERM– EsSALUD, tanto en el área 
asistencial como en el área administrativa. 
 
Tabla 23 
Cuadro de Aplicativos Informáticos Actuales de la OSI HNERM EsSALUD 
 
 
NOMBRE DEL APLICATIVO DESCRIPCION 
SGH 
 
Es el aplicativo más importante que Maneja el HNERM, su importancia 
radica en el uso que se realiza a nivel de todas las áreas del hospital. 
PACS DE IMAGENES Aplicativo que sirve para visualizar las imágenes radiológicas. 
UMERC 
 
Aplicativo que permite gestionar el proceso de diagnóstico y 
tratamiento de los pacientes de nefrología. 
VISOR WEB DE 
LABORATORIO 
 
Se Implementó la primera fase del aplicativo en el que se muestra los 
resultados de laboratorio en línea. 
 
CITOLOGIA 
 
Aplicativo que permite visualizar los resultados de PAP a nivel de Red. 
 
SIGE 
 
Esta aplicación alberga un panel de administración donde alberga los 
distintos sistemas a alojar, donde los accesos de usuarios son manejados 
por un Panel de Control donde se realizan los permisos respectivos 
alineados al perfil del usuario. 
 
MODULO DE 
ADMINISTRACION RPM 
 
Se desarrolló con la finalidad de obtener un mayor control sobre los 
equipos telefónicos RPM.  
 
SERVICE DESK Mesa de ayuda para registrar incidencias. 
CODTELFCELIM 
Aplicativo que permite autogenerar aleatoriamente códigos de 
autorización de llamadas externas locales, nacionales y telefonía móvil. 
 
SISTEMA DE 
VIDEOVIGILANCIA 
 
Aplicativo para la seguridad a través de video en las diferentes áreas del 
HNERM. 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
 
 
Riesgos a nivel de software 
 
a. Falla o errores en los aplicativos donde se encuentren instalados.  
b. Pérdida de información 
c. Posible falla de equipos electrónicos  
d. Hardware con deficiencia anteriormente detectada.  
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Soluciones en contingencia 
 
a. Levantar los aplicativos desde los servidores virtualizados. 
b. Levantar los aplicativos con las copias de respaldo si fuera el caso 
c. Hacer de conocimiento al usuario los inconvenientes presentados para evitar el mal 
uso de los aplicativos mientras se encuentren restableciéndose. 
d. En el momento de la emergencia, los usuarios deberán seguir el protocolo para la 
respuesta en el menor tiempo posible. 
e. Reportar la falla en el aplicativo 
f. Esperar las indicaciones mientras se inician las acciones pertinentes para el 
restablecimiento del proceso. 
 
VIII. Conclusiones  
  
a. En el presente Proyecto de Planificación de Sistemas de Información están 
descritos los procedimientos a seguir, de manera tal que se puedan cumplir 
estrictamente para la resolución de los incidentes en el menor tiempo 
posible. 
 
b. Lograr la continuidad de los diferentes servicios, los aplicativos 
informativos, el performance de la Red LAN y el hardware (parque 
informático) ante cualquier incidente. 
 
c. Informar a los usuarios los pasos a seguir en caso de ocurrir una incidencia 
en el uso de los aplicativos y/o hardware, de forma que sean reportados 
oportunamente. 
 
d. Concientizar a las áreas encargadas acerca de la seguridad de la información, 
tener en cuenta que el seguimiento del presente proyecto de Planificación de 
Sistemas de Información no solo implica a la Oficina de Soporte 
Informático, sino que debe comprometer a toda la institución, resaltando su 
importancia.  
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Anexo 1 
 
 
Tabla 24 
Cuadro del total de Usuarios en el HNERM EsSALUD 
 
 
MODULO 
 CODIGO  Nº USUARIOS  
ADMISION AD 1019 
CONSULTA EXTERNA CE 702 
FARMACIA FA 346 
HOSPITALIZACION HO 999 
EMERGENCIA EM 830 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
 
 
 
 
Solicitud de Accesos 
 
Todo acceso de usuarios se pide por correo electrónico dirigido al jefe de 
informática, el cual autoriza la creación, modificación y anulación de los mismos. 
 
A continuación, se detalla un ejemplo de los usuarios creados y se adjunta los 
correos donde se solicita dichos permisos. 
 
Tabla 25 
Cuadro de Solicitantes vía correo en el HNERM EsSALUD 
 
 
AREA SOLICITANTE 
 
USUARIO 
 
FECHA 
 
Unidad de administración de 
personal – Rebagliati 
 
Sandra Paola Mostacero Ventura 
  
 
26/10/2016 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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Documentos de Sustento:
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017) 
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Solicitud de requerimiento de cambio de dispositivos conmutadores. 
 
Todas las observaciones y quejas se originan por las caidas frecuentes de la Red 
LAN que afectan la continuidad de 125 servicios de alta complejidad por la 
inoperatividad de los Aplicativos Institucionales, motivo por el cual no se pueden 
generar las recetas, citas, resultados, interconsultas, hojas sucintas e informes tanto en 
la hospitalización con más de 1500 camas, en las áreas de apoyo al diagnóstico como 
Laboratorio, Rx, Ecografía, Mamografía, Sonografía, Tomografía, Resonancia 
Magnética, PC/TCAN, en los 95 consultorios externos, las 05 Emergencias y las áreas 
administrativas del HNERM-EsSALUD; esto ocasiona el  malestar de miles de 
pacientes que vienen a atenderse, siendo las prestaciones de salud la razón principal de 
nuestro negocio que brindamos a nuestros asegurados. 
 
Estos requerimientos se solicitan y se gestionan a través de los correos 
electrónicos para acortar tiempo y disminuir la burocracia administrativa, esto va 
dirigido al jefe de la Oficina de Soporte informático el cual coordina directamente con 
el personal operativo del area de comunicaciones encargado de resolver de manera 
inmediata el funcionamiento de la Red LAN en HNERM-EsSALUD. A continuación, 
se detalla un ejemplo del requerimiento de adquisición de los dispositivos de 
conmutación y de las quejas sobre la problemática de la caidas de la Red LAN en el 
HNERM-EsSALUD. 
 
Tabla 26 
Cuadro de Usuarios Solicitantes en el HNERM EsSALUD 
 
 
AREA SOLICITANTE 
 
USUARIO 
 
FECHA 
 
Oficina de Admisión y Registro 
Médicos – Rebagliati 
Dr. Grillo Cicirello Félix E.  
 
02/10/2018 
 
 
Oficina de Soporte Informático– 
Rebagliati 
 
Ing. Cesar Altamirano Castillo 
 
20/07/2017 
 
 
Oficina de Administración– Rebagliati 
 
Ing. José Aquino Cavero  
 
 
28/03/2016 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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Documentos de Sustento: 
 
De: Grillo Cicirello < >  
Enviado el: sábado, 2 de junio de 2018 18:37 
Para: 'Duniam Duniam Ángelo' < > 
CC: edwin.estrada@essalud.gob.pe; 'Aldo Vasquez' <aldo.vasquez@essalud.gob.pe>; 
oscar.becerra@essalud.gob.pe; raul.cerna@essalud.gob.pe; yeni.seclen@essalud.gob.pe; 
jmatos@essalud.gob.pe; richard.anchante@essalud.gob.pe; juan.prieto@essalud.gob.pe;  
Asunto: INFORME SOBRE SERVICIOS AFECTADOS SIN CONEXIÓN DE RED LAN - 
HNERM 
 
Ingeniero 
Ángelo D'Uniam D'Uniam 
Jefe de la Oficina de Soporte Informático  
Red Asistencial Rebagliati – EsSALUD 
HNERM 
Presente. - 
 
 
ASUNTO  :     INFORME      SOBRE      SERVICIOS     AFECTADOS     SIN  
CONEXIÓN    DE    RED      LAN   –    HNERM     OCASIONA    
MALESTAR   A   LOS MILES   DE   ASEGURADOS. 
                                     
Por medio de la presente me dirijo a Ud. para saludarlo muy cordialmente, y hacer de su 
conocimiento que no habido sistema de los aplicativos desde muy temprano afectando los 
diferentes servicios para la atención de los pacientes programados, esto se originó por las 
caidas de las conexiones de los Gabinetes de Red LAN, - Gab. J, Gab K, Gab Ñ, siendo 
afectados en su totalidad las siguientes áreas: 
 
AREAS AFECTADAS 
Gabinete J 
 
➢ Taller de Pinturas 
➢ Taller de Carpintería 
➢ Taller de Mecánica 
➢ Taller de Persianas y Puertas 
➢ Taller de Vidriería 
➢ Unidad de Transportes – Ambulancias  
➢ Área de Comunicaciones – Informática 
➢ Área de Soporte Técnico – Informática 
➢ Área de Mesa de Ayuda – Informática 
➢ Caseta de seguridad y vigilancia – bajada rampa  
Gabinete K 
➢ Emergencia de Salud Mental 
➢ Consultorios Externos de Salud Mental 
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➢ Hospitalización I de Salud Mental 
➢ Hospitalización II de Salud Mental 
➢ Programas de Salud Mental 
➢ Farmacia de Salud Mental 
➢ Hospital de Día Salud Mental 
➢ Jefaturas Departamento Salud Mental 
➢ Áreas Administrativas Salud Mental 
➢ Caseta de Vigilancia Salud Mental 
 
Gabinete Ñ 
 
➢ Unidad de Terapia del dolor – antigua Emergencia Adultos 
➢ unidad de atención rápida – antigua Emergencia Adultos 
➢ Sala de Espera – Emergencia Adultos 
➢ Ambiente de Toma de Muestras - entrada de Velatorio 
➢ Ambiente de Relaciones Publicas - Emergencia Adultos 
➢ caseta de Vigilancia Toma de Muestras – Antigua Emergencia 
 
Es necesario la adquisición de nuevos equipos tecnológicos para la continuidad 
de los servicios y aplicativos institucionales. 
 
Es cuanto informo a usted para los fines según correspondan. 
 
Saludos cordiales 
 
Dr. Grillo Cicirello Félix Eduardo 
Oficina de Admisión y Registro Médicos 
Hospital Nacional Edgardo Rebagliati Martins - EsSALUD 
Teléfono: 265-4901, - Anexo: 3284  
  Av. Rebagliati N°490, Jesús María - Lima 
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De: Altamirano Castillo Cesar Antonio [mailto:antonio.altamirano@essalud.gob.pe]  
Enviado el: martes, 29 de noviembre de 2017 2:35 p. m. 
Para: raul.sanchez@essalud.gob.pe 
Asunto: RV: RE: Evaluación del Servidor de Producción del SGH - Hosp. REBAGLIATI 
Coordinaciones sobre problemática del servidor de producción. 
Saludos Cordiales 
Atentamente. 
Ing. Cesar Antonio Altamirano Castillo 
─────────────────────────── 
Ingeniero de Sistemas e Informática-CIP:134368 
Jefe de la Oficina de Soporte Informático 
HNERM - RAR 
Anexo: 2654901 - 3868 
RPM: #041746 
 
De: Altamirano Castillo Cesar Antonio  
Enviado el: miércoles, 20 de julio de 2017 10:10 p.m. 
Para: Diaz Velarde Luis Gary <gary.diaz@essalud.gob.pe> 
CC: Valencia Huanca Yury Edwin <yury.valencia@essalud.gob.pe>; Aquino Cavero José 
<jose.aquino@essalud.gob.pe>; Arias Schreiber Barba Malu <malu.arias@essalud.gob.pe>; 
Pérez Pichis Luis <luis.perezp@essalud.gob.pe> 
Asunto: Fwd: RE: Evaluación del Servidor de Producción del SGH - Hosp. REBAGLIATI 
Ing. Luis Gary Diaz Velarde 
Atención. _ 
De mi mayor consideración: 
Estimado Ing. Diaz, previo un cordial saludo y agradecimiento por el apoyo que brinda y en 
razón a las incidencias presentadas en el servidor de producción que tiene instalado el Sistema 
de gestión hospitalaria, sobre el cual se registran todas las Atenciones asistenciales en el 
Hospital Rebagliati y La Nueva Emergencia , también considerando las recomendaciones del 
Ing. Wilfredo  Guzmán es que solicito como tema muy URGENTE la instalación del Sistema 
de Gestión hospitalaria sobre el nuevo servidor Adquirido el mismo que ya se encuentra 
ubicado en el DATACENTER del hospital Rebagliati. 
Se sugiere se dé inicio a la instalación, configuración y migración de la data a partir de mañana, 
con el apoyo del Ing. Wilfredo Guzmán e Ing. Martin Toscano. 
Cabe precisar que el servidor actual aun presenta problemas, el mismo que esta inestable en la 
gestión de sus recursos, lo que ocasiona lentitud sobre las transacciones, como consulta y 
grabación, tomando en ocasiones como 10 minutos solo para grabar una receta, solo por citar 
un ejemplo. 
Me despido agradeciendo la atención a lo solicitado. 
Atentamente 
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Ing. Cesar Altamirano Castillo 
Jefe de la Oficina de Soporte Informática. 
---------- Mensaje reenviado ---------- 
De: Jorge Luis Matos Centeno <jmatos@essalud.gob.pe> 
Fecha: 20/7/2017 20:01 
Asunto: RE: Evaluación del Servidor de Producción del SGH - Hosp. REBAGLIATI 
Para: Altamirano Castillo Cesar Antonio <antonio.altamirano@essalud.gob.pe> 
Cc: Guzmán Pacherres Wilfredo <wguzman@essalud.gob.pe>,Richard Anchante Torres 
<richard.anchante@essalud.gob.pe>  
Ing. Cesar Altamirano, es necesario indicar que la carga del Servidor de producción se 
mantuvo elevada entre 46% y 52%. En este momento con una cantidad mínima de usuarios 
de 110 se mantiene en 17.33%, además que ya no están en línea los usuarios de Consulta 
externa.  
Como se muestra en la imagen adjunta. 
 
 Atentamente, 
 Jorge Luis Matos Centeno 
Oficina Tecnologías de Información y Comunicaciones 
Hospital Nacional Edgardo Rebagliati Martins 
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De: Guzmán Pacherres Wilfredo [mailto:wguzman@essalud.gob.pe]  
Enviado el: miércoles, 20 de julio de 2017 19:26 
Para: Diaz Velarde Luis Gary <gary.diaz@essalud.gob.pe> 
CC: Altamirano Castillo Cesar Antonio <antonio.altamirano@essalud.gob.pe>; Mesa de 
Ayuda EsSALUD <mesadeayuda@essalud.gob.pe>; Jorge Matos 
<jmatos@essalud.gob.pe> 
Asunto: Evaluación del Servidor de Producción del SGH - Hosp. REBAGLIATI 
Buenas tardes Gary, te remito la evaluación realizada al Servidor de Producción del SGH del 
Hospital Rebagliati. 
A las 11:00 am. que me apersone a evaluar el equipo, este se encontraba en el siguiente estado: 
 •         Servidor IBM System X3650 – Año 2007 
•         RAM 12 GB. 
•         3 Discos de 143 GB. c/u. 
•         Procesador Intel Xeon Quad Core de 2.66 GHZ. 
1.      Con un promedio de consumo de recursos de 195% con 380 usuarios conectados. 
2.      Estaba activado el MYSQL y POSTGRES 
3.      Algunos procesos del CRON del usuario ROOT, estaban ejecutándose a intervalos muy 
pequeño de tiempo.  
Para ubicar el origen de los problemas indicados anteriormente, se realizaron las siguientes 
acciones. 
1.     Se verifico que el arreglo de discos (RAID 5) del Servidor, este sin INTEGRO y sincronizado. 
2.     Se verifico que ningún de los discos tengas problemas FISICOS. 
3.     Se verifico que la tarjeta controladora de arreglo de discos NO presente problemas al iniciar el 
Servidor. 
4.     Se verifico que la BATERIA de la Controladora de Arreglo de Discos, NO este con problemas o 
descargada. 
5.     Se cambiaron los discos del Servidor de Producción, al Servidor Histórico del SGH, este equipo 
tiene solo 8 GB. de RAM, el de producción tiene 12 GB.  
Las acciones realizadas lograron que el consumo de recursos del Servido disminuya un poco, pero 
mantenía la LENTITUD a la hora de GRABAR o IMPRIMIR una cita por el SGH. 
Al momento de enviar este correo, el consumo de recursos del Servidor esta como se muestra en la 
siguiente pantalla, lo cual es ALTO, para la cantidad de usuarios que se tiene conectados en estos 
momentos, esto también NO ASEGURA que el servidor vuelva a presentar los mismos problemas de 
Hoy por la mañana.  
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La siguiente pantalla muestra, el porcentaje (%) de operaciones I/O que tiene el Servidor por atender, las 
cuales son ALTAS. 
 
Esta pantalla muestra que la partición sda6 (/local) del servidor, tiene la mayor carga de operaciones de 
Lectura y Escritura. 
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Esta otra pantalla, vuelve a mostrar el porcentaje de operaciones I/O (cpu – wait) que están 
pendientes de atender en el Servidor. 
 
 
Por lo antes indicado se recomienda lo siguiente: 
1.       Configurar un servidor físico con mejores características técnicas que el actual servidor  
de     producción del SGH, para que reemplace el actual. 
2.       Otra alternativa, es configurar en el Servidor DELL R 730 que le fue asignado al Hospital 
Rebagliati, una máquina Virtual para el SGH, para que reemplace al actual servidor de producción.  
 Atentamente. 
 Wilfredo Guzmán 
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Fuente: Documentos de Sustento de la Oficina de Soporte Informático HNERM EsSALUD (2017). 
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Tabla 27 
Bitácora de las Caidas de los servicios de la Red LAN del HNERM EsSALUD años del 2016 al 2018 
 
 
Fecha/Hora/inicio Motivo  Observación 
02/02/2016 - 08:35:00 a.m. 
Corte de fluido eléctrico intermitente originando que 
unas de las tablas dbf se malogren 
02/02/2016 - 13:15 p.m. 
 
El UPS esta inoperativo por lo que 
origino que el servidor y todos los 
switches cayeran y esto daño y se 
corrumpieron las tablas principales de 
los diferentes sistemas del hospital 
NERM. 
9/02/2016 11:00 a.m. 
 
Intermitencia de sistema por consumo de memoria del 
servidor por los reportes y cierre de programación 
estadística  
9/02/2016 12:00 m.n. 
 
Cada vez que corren los diferentes 
aplicativos de Estadisticas que consultan 
diferentes tablas importantes pone lento la 
Red debido a que consume memoria del 
servidor y se sugiere cambiar por otro con 
mayores recursos. 
  
15/02/2016 - 10:57:00 a.m. 
 
 
Inestabilidad del aplicativo SGH 
15/02/2016 - 11:15:00 a.m. 
 
Software hecho en Foxprox Lan, no es 
compatible con versiones de Windows 
actuales se tiene que hacer instalaciones de 
interfases para que reconozcan dicha 
plataforma. 
16/03/2016 - 8:30 a.m. 
 
Inestabilidad de la Red LAN por problemas del Core 
Principal se quemó una tarjeta de 24 puertos. 
16/03/2016 - 13:30 p.m. 
 
correo ASUNTO: Continua la 
inoperatividad del SGH y los servicios. 
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17/03/2016 - 8:30 a.m. 
 
Inestabilidad de Red por caidas de Switch de Borde del 
Gabinete I de consultorios externos 
17/03/2016 – 13:45 p.m. 
 
continua instabilidad de la Red Lan y 
Sistema 
18/03/2016 02:00 a.m. 
 
Inestabilidad de la red 18/03/2016 02:00 a.m. Intermitencias con DNS 
16/05/2016 - 11:10 a.m. 
 
Inestabilidad de red por loop en el area de farmacia. 16/05/2016 - 12:45 p.m. 
Spanning Tree, Trafico de Broadcast 
CELIM – 09:00 a.m. SE ACTIVA 1/06/2016 10:00 a.m. Restablecimiento de la Red LAN 
19/07/2016 - 4:00 p.m. 
 
Inestabilidad del Servidor falla pila de cache 22/07/2016 - 01:00 a.m. 
 
(Se instaló Servidor Virtualizado) 
05/12/2016 - 10:05 a.m. 
 
 
Se Cayo uno de los DNS principales de Links de 
Consultas. 
05/03/2017 - 11:30 a.m. Problemas con acreditación HOST 
descansos médicos, citas SIGI, Referencias 
(se activa flag de acreditación) 
06/03/2017 - 10:40 a.m. 
 
Top elevado 36.40 (el corte de fluido eléctrico del día 
sábado 4 1:08 p.m. el fluido estaba intermitente UPS no 
soportaban el cambio de automático porque esta con 
fallas) 
06/03/2017 - 14:40 p.m 
Se colgó servidor por primera vez discos no 
realizaban lectura se desconoce el motivo. 
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17/04/2017 - 7:18 a.m. 
 
 
Top elevado a 45.40, de los 2200 usuarios 01 se quedó 
pegado haciendo varios reportes pesados.  
17/04/2017 – 10:00 a.m. 
Se colgó servidor discos no realizaban 
lectura se desconoce el motivo, se reseteo 
Servidor. 
30/06/2017 - 10:07 a.m. 
 
 
Se Detectó Regleta Quemada 30/06/2017 - 11:15 a.m. 
Se quemo 1 de las regletas en Data 
Center, se produjo corte del 
sistema. 
08/09/2017 - 4:00 a.m. 
 
Para evitar implicancias; se realizaron 
actualizaciones durante las semanas fechas 15, 16, 26 
se generaron pantallazos de error para enviárselos a 
Jaime Agreda lo cual envío actualizaciones de 
programas en diferentes módulos. 
30/09/2017 - 08:00 a.m. Se aplicó super parche SGH 
20/03/2018 - 8:00 a.m. 
 
 
Trafico de broadcast (bucle físico) 20/03/2018 - 11:00 a.m. Se encontró en Sala 1 de Tomografía un 
pachcort (entrada y salida) conectado en el 
mismo switch D-link de 8 puertos 
23/03/2018 - 6:30 p.m. 
 
 
 
Corte de fluido eléctrico interno en el hospital 23/03/2018 - 10:45 p.m. 
 
El UPS esta inoperativo por lo que origino 
que el servidor y todos los switches cayeran 
y esto dejo inoperativo los diferentes 
servicios de Emergencias importantes del 
hospital NERM. 
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06/04/2018 - 7:50 a.m. 
 
Corte de fluido eléctrico (aparente corto 
circuito en uno de los gabinetes eléctricos) 06/04/2018 - 9:50 a.m. 
Se quemó 2da regleta en Data 
Center, se produjo corte del 
sistema. 
14/05/2018 - 10.00 a.m. 
 
 
Se modifica en Fm_Alman (Farmacia 11 se Elimina) 
Esta Suspendido desde hace tiempo 14/05/2018 - 11.50 a.m. 
 
Problemas con Citas a Futuro que o Se 
pueden Anular por tener Recetas en la 
Tabla Fm_R1100.Dbf 
25/05/2018 - 08.00 a.m. 
 
Gabinete "C" desconectado de la fuente de 220 v. 
Gabinete B del 13 desconectado de la fuente 220v 
además de detectarse 3 ips que estaban inundando la red 
provocando multicast 
25/05/2018 - 15.22 p.m. 
Problemas con la conexión a telnet 
puerto 23 bloqueado 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2018) 
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Anexo 2 
Formatos de movilización de equipos informáticos 
 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016). 
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Anexo 3 
Tabla 28 
Mantenimiento preventivo equipos de cómputo Red Rebagliati 2016-2017 
 
N° UBICACIÓN 
 
EQUIPOS DE 
COMPUTO 
IMPRESORAS 
LASER 
IMPRESORAS 
MATRICIALES 
ESTIMACION X SEMANAS 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
1 
HOSPITAL NACIONAL EDGARDO 
REBAGLIATI MARTINS 
1426 492 166 
                   
2 HOSPITAL III SUAREZ ANGAMOS 139 68 22 
                   
3 HOSPITAL II CAÑETE 68 21 18 
                   
4 HOSPITAL I CARLOS ALCANTARA 100 39 26 
                   
5 HOSPITAL I ULDARICO ROCCA 90 19 16 
                   
6 CLINICA CENTRAL DE PREVENCION 47 17 7 
                   
7 POLICLINICO RODRIGUEZ LAZO 74 31 24 
                   
8 POLICLINICO PABLO BERMUDEZ 104 49 17 
                   
9 POLICLINICO CHINCHA 53 15 10 
                   
10 POLICLINICO PROCERES 59 21 17 
                   
11 POLICLINICO SANTA CRUZ 25 24 3 
                   
12 C. M. MALA 18 5 8 
                   
13 CAP III SAN JUAN 47 34 2                    
14 CAP III SAN ISISDRO 22 10 0                    
15 CAP III SURQUILLO 25 10 0                    
16 CAP III LURIN 20 4 0                    
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016-2017). 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016-2017). 
 
  
 
Tabla 29  
 Inventario Impresoras Láser de la Red Rebagliati de los años 2016 y 2017 
 
N° UBICACIÓN 
Lexmark 
E342n 
Lexmark 
E460n 
Lexmark 
X644e 
Lexmark 
MX511DE 
Lexmark 
T644 
HP 
2015dn 
HP 
2055dn 
HP 
3005dn 
HP 400 
PRO 
HP 3505 
CP 
HP 
1215 
CP 
HP 
2025 
CP 
HP 
4350dn 
TOTAL 
1 HOSPITAL REBAGLIATI 15 2 24 5 4 224 105 75 19 1 2 2 14 492 
2 HOSPITAL ULDARICO ROCA 0 0 1 0 0 13 0 3 2 0 0 0 0 19 
3 POLICLINICO PROCERES 5 0 1 0 0 13 0 2 0 0 0 0 0 21 
4 POLICLINICO BERMUDEZ 2 1 2 0 0 35 6 2 1 0 0 0 0 49 
5 POLICLINICO MALA 1 0 1 1 0 2 0 0 0 0 0 0 0 5 
6 CLINICA – LARCO 2 0 1 1 0 11 0 2 0 0 0 0 0 17 
7 HOSPITAL SUAREZ-ANGAMOS 2 0 1 0 0 58 1 4 2 0 0 0 0 68 
8 HOSPÌTAL RODRIGUEZ LAZO 1 1 1 0 0 20 2 4 2 0 0 0 0 31 
9 POLICLINICO CHINCHA 2 0 1 0 0 10 0 2 0 0 0 0 0 15 
10 HOSPITAL CAÑETE 0 0 1 0 0 17 1 1 1 0 0 0 0 21 
11 HOSPITAL ALCANTARA  4 0 1 0 0 26 3 5 0 0 0 0 0 39 
12 UBAP SANTA CRUZ 0 0 0 0 0 19 0 4 1 0 0 0 0 24 
13 UBAP SURQUILLO 0 0 0 0 0 0 10 0 0 0 0 0 0 10 
14 UBAP LURIN 0 0 0 0 0 1 1 0 2 0 0 0 0 4 
15 UBAP SAN ISIDRO 0 0 0 0 0 0 10 0 0 0 0 0 0 10 
16 UBAP SAN JUAN MIRAFLORES 0 0 0 0 0 8 26 0 0 0 0 0 0 34 
 TOTAL 34 4 35 7 4 457 165 104 30 1 2 2 14 859 
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Tabla 30 
Inventario Impresoras Matriciales Red Rebagliati de los años 2016 y 2017 
         
N° UBICACIÓN Epson FX-890 Epson LX-300 Epson Fx-1170 Epson Fx-2190 Epson LX-350 Epson TMU-220A TOTAL 
1 HOSPITAL REBAGLIATI 106 10 5 17 15 13 166 
2 HOSPITAL ULDARICO ROCA 12 0 2 2 0 0 16 
3 POLICLINICO PROCERES 15 0 0 2 0 0 17 
4 POLICLINICO BERMUDEZ 10 0 5 2 0 0 17 
5 POLICLINICO MALA 5 1 0 2 0 0 8 
6 CLINICA – LARCO 3 0 0 2 0 2 7 
7 HOSPITAL SUAREZ-ANGAMOS 19 0 0 3 0 0 22 
8 HOSPITAL RODRIGUEZ LAZO 11 6 0 2 3 2 24 
9 POLICLINICO CHINCHA 6 2 0 2 0 0 10 
10 HOSPITAL CAÑETE 12 0 0 2 4 0 18 
11 HOSPITAL ALCANTARA  21 1 0 2 0 2 26 
12 UBAP SANTA CRUZ 0 2 1 0 0 0 3 
13 UBAP SURQUILLO 0 0 0 0 0 0 0 
14 UBAP LURIN 0 0 0 0 0 0 0 
15 UBAP SAN ISIDRO 0 0 0 0 0 0 0 
16 UBAP SAN JUAN MIRAFLORES 0 0 0 0 0 2 2 
 TOTAL 220 22 13 38 22 21 336 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016-2017). 
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Figura 74. Diagnóstico de Gabinetes y Equipos Intermedios de la Red Rebagliati. Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016-2017). 
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Anexo 4 
Tabla 31 
Resumen simplificado mantenimiento preventivo para data center ANSI /TIA–942 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
 
 
 
 
 
 
 
REQUERIMIENTOS GENERALES 
LOCALIZACIÓN DISEÑO DE ARQUITECTURA DISEÑO ELECTRICO 
Evitar cercanía 
fuentes EMI. 
Evitar ventanas 
exteriores. 
Accesibilidad para 
grandes equipos. 
 
• Dimensión física (proyección de 
crecimiento). 
• Considerar tableros eléctricos y 
UPS. 
• Altura de techo: mínimo 8.5 pies 
(2.59 m). 
• La iluminación no debe de ser 
provista del mismo panel de 
equipos. 
• La puerta debe ser por lo menos de 
3 pies x 7 pies (0.90 m x 2.10 m). 
• La carga del piso debe ser: 
- Mínimo carga distribuida:150 
lbf/ft2 (224 kg/m2) 
- Recomendado: 250 lbf/ft2 (373 
kg/m2) 
Energía: 
 
• Definir cantidades 
apropiadas de tomas 
eléctricas y tableros. 
 
• Puesta a tierra y cableado. 
 
• Cumplimiento de 
especificaciones de 
ANSI-J-STD-607-A. 
ACCESO CONDICIONES AMBIENTALES OTRAS CONSIDERACIONES 
Limitado a personal 
autorizado. 
 
• Cuarto protegido de contaminantes 
• Operación continua 24/7/365 
• Requerimiento de Temp/Humedad 
- 20 °c – 25 °c 
- 40% - 55% de humedad 
relativa 
• Medición de los equipos en 
operación 
• Mantener presión positiva 
• Adecuada ventilación de baterías 
• Vibración. Puede generar 
acoplamiento al cableado o 
equipos. 
Protección de fuego: 
 
• Detección temprana 
 
Extinción 
 
Infiltración de agua: 
 
• Reducir donde exista 
riesgo 
 
Drenaje en el piso. 
 
No tubos o drenajes sobre piso. 
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Anexo 5 
 
Tabla 32 
Equipos Intermedios Swithes de la Red de Telecomunicaciones del Hospital Nacional Edgardo Rebagliati Martins 
 
N° MARCA TIPO MODELO VELOCIDAD CONFIGURACION VLAN CAPA SFP GE ETH 
CANTI
DAD 
1 ALCATEL-LUCENT CORE PRINCIPAL OmniSwitch 9800 10/100/1000  MODULAR Administrables SI L2/L3 24 168 - 1 
2 CISCO CORE CAMARAS Catalyst 3750 10/100/1000  FIJO Administrables SI L2/L3 12 - - 7 
3 D - LINK CORE BACKUP DXS - 3326GSR 10/100/1000 FIJO Administrables SI L2/L3 24 4 - 1 
4 CISCO - Router BEFSR81 - FIJO - - - - - 8 1 
5 D - LINK - DIR-400 ROUTER - FIJO - - - - - 24 1 
6 ALCATEL-LUCENT BORDE DATOS OmniStack LS 6224P 10/100 FIJO Administrables SI L2 4 2 24 31 
7 ALIED TELESIS BORDE DATOS AT 8000S/24POE 10/100 FIJO Administrables SI L2 2 2 24 1 
8 CISCO BORDE CAMARAS Catalyst 3560 Series POE 10/100 FIJO Administrables SI L2 1 1 8 7 
9 3COM DISTRIBUCION Super Stack 5500G -EL 10/100 FIJO Administrables SI L2 2 2 24 6 
10 3COM DISTRIBUCION Baseline Switch 2824 10/100 FIJO Administrables SI L2 2 2 24 3 
11 A VAYA DISTRIBUCION P334T 10/100 FIJO Administrables SI L2 2 2 48 1 
12 ALIED TELESIS DISTRIBUCION AT- GS950 10/100/1000  FIJO Administrables SI L2 2 2 8 1 
13 D - LINK DISTRIBUCION DGS - 3100 10/100/1000  FIJO Administrables SI L2 4 24 - 1 
14 D - LINK DISTRIBUCION DGS - 3024 10/100/1000  FIJO Administrables SI L2 4 24 - 5 
15 D - LINK DISTRIBUCION DGS - 3120 10/100/1000  FIJO Administrables SI L2/L3 4 24 - 1 
16 D - LINK DISTRIBUCION DGS - 1510 10/100/1000  FIJO Administrables SI L2/L3 4 24 - 22 
17 D - LINK DISTRIBUCION DGS - 1210 10/100/1000  FIJO Administrables SI L2 4 24 - 3 
18 D - LINK DISTRIBUCION DES - 1024A 10/100 FIJO Stand-alone NO -  -  - 24 60 
19 D - LINK DISTRIBUCION DES - 1024D 10/100 FIJO Stand-alone NO -  -  - 24 79 
20 D - LINK DISTRIBUCION DES - 1016D 10/100 FIJO Stand-alone NO -  - - 16 2 
21 D - LINK DISTRIBUCION DES - 1060D 10/100 FIJO Stand-alone NO -  - - 16 1 
22 TRENDnet DISTRIBUCION TEG - 516DG 10/100 FIJO Stand-alone NO  - -  - 16 1 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2017). 
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5.3.5. Desarrollo de la Propuesta de Virtualización de los Dispositivos de 
Conmutación en el HNERM-EsSALUD. 
 
La solución propuesta de la Virtualización estará conformada por un 
conjunto de componentes de infraestructura de red cableada e inalámbrica con una 
capa de gestión de red y control de acceso centralizado de última generación para 
cubrir las necesidades y demandas en conectividad de hoy en día dentro de la 
institución del HNERM-EsSALUD. En el siguiente diagrama (Gráfico N°53) se 
muestra el diseño de la Virtualización de dispositivos de conmutación propuesta en 
el HNERM-EsSALUD. Este diseño sigue un diseño modular que permite agrupar 
los dispositivos de conmutación de red según funcionalidades de tal manera que 
puedan cubrir las necesidades de la institución. Este diseño modular permitirá 
mejorar significativamente el desempeño de la Red LAN, a través de la convergencia 
de redes, calidad de servicio, seguridad, escalabilidad y alta disponibilidad, y sea 
fácil de gestionar y permita detectar fallas en menos tiempo. 
 
 
 
 
Figura 75. Diseño Diagrama de Red Alto Nivel HNERM EsSALUD. Fuente: Cisco (2013). 
 
Nota: El Diseño de Alto Nivel que se está Proponiendo Brindará alta Disponibilidad, Implementación de 
Seguridad a Través de Firewall, Redundancia con los Servidores y Virtualización de los Switchs Core Nexus 
7000 en el HNERM EsSALUD. 
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5.3.5.1. Conectividad de Red para el Bloque de Campus 
 
El Bloque de Campus es el encargado de albergar la conectividad de los 
usuarios y terminales de usuario que accederán de manera directa o indirecta a 
los recursos del centro de datos para explotar la data y hacer análisis de la 
información. 
 
Capa de acceso a la red 
 
Esta capa lo conforman todos los dispositivos de conmutación de red que 
permiten dar acceso a usuarios mediante un medio cableado o inalámbrico a 
recursos internos (Internet, extranet o centro de datos). También se encuentran 
todos los terminales que interactúan con el usuario final, dispositivos IP que 
requieran conectividad, alimentación de energía por la red (video cámaras, 
impresoras, etc.) y componentes médicos.  
 
A nivel de red, esta capa proporciona la demarcación inteligente entre la 
infraestructura de red y los dispositivos de computación. Proporciona una capa 
de seguridad, calidad de servicio (QoS) y la política de límite de confianza y es 
un elemento clave para permitir múltiples servicios. Como base del diseño, se 
ha propuesto definir tres grupos de redes de acuerdo a los servicios que se 
brindará a los endpoints conectados: 
 
a. Red de Usuarios Administrativos: 
 
Dentro de esta red se permitirá la conexión hacia endpoints como 
computadoras, teléfonos, impresoras y puntos de acceso dirigido 
específicamente para la conexión a la red de los usuarios administrativos 
y empleados del HNERM-EsSALUD. Para esta red se implementarán 
los dispositivos de conmutación Switches con funcionalidades de 
entrega de energía por puertos PoE/PoE+ para la conexión hacia los 
teléfonos y puntos de acceso inalámbricos. 
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b. Red de Videovigilancia: 
 
Esta red estará dedicada exclusivamente para la conexión con el 
sistema y las cámaras de video vigilancia para poder aplicar 
características de calidad de servicios específicos para el tipo de dato que 
será transportado por esta red.  
 
Esta red estará compuesta por dispositivos de conmutación de alto 
rendimiento a nivel de acceso con funcionalidades de entrega de energía 
por puertos PoE/PoE+ para las cámaras de videovigilancia que lo 
requieran. 
 
 
 
c. Red de Equipos Médicos: 
 
 
Está red estará dedicada exclusivamente para la conexión con los 
equipos médicos y la red del hospital. Ofreciendo una vía exclusiva para 
el tráfico de información de imágenes médicas, entre otros dentro de la 
red.  
 
Se instalarán dispositivos de conmutación (Switches de alto 
rendimiento a nivel de acceso para garantizar un envío seguro y óptimo 
de la información a través de la Red). 
 
Adicionalmente los dispositivos de conmutación Switches que 
estarán dentro del nivel de acceso del diseño tendrán una conexión hacia 
los dispositivos de conmutación Switches principales con enlaces de 
10Gbps en redundancia utilizando protocolos de agregación de puertos 
para optimizar el ancho de banda en esta conexión. Por otro lado, se 
tendrá la opción de agrupar los dispositivos de conmutación Switches 
para tener una gestión centralizada y fuentes redundantes para garantizar 
la disponibilidad de los servicios y conexión a la red. 
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Figura 76. Bloque Campus. Fuente: Cisco (2013). 
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Capa de Core Colapsado 
 
La capa de Core Colapsado permitirá agrupar funcionalidades de la capa 
de distribución y capa de Core dentro de un solo dispositivo de conmutación o 
dos si se maneja un diseño en alta disponibilidad. Esta capa se encargará de 
proporcionar acceso a los servicios y recursos de red de los usuarios y los 
dispositivos distribuidos en una única ubicación geográfica. Su diseño de 
arquitectura promueve el no-bloqueo, la convergencia rápida y ultra-alta, y una 
alta disponibilidad además de la aplicación funcionalidades de calidad de 
servicio, virtualización de la red y agregación de dispositivos de conmutación 
de capa 2. 
 
Dentro de esta solución se tiene contemplado los dispositivos de 
conmutación Switches de Core de alto rendimiento y densidad de puertos para 
poder trabajar a velocidades de 10Gbps y 40 Gbps en el presente y 100Gbps en 
un futuro crecimiento de la red.  
 
Además de poseer mecanismos de alta disponibilidad a nivel de 
hardware, supervisoras, fabrics, fuentes de energía y enlaces para la conexión 
hacia los demás componentes de la red. 
 
Estos dispositivos de conmutación Switches serán capaces de poder 
virtualizar no solo funcionalidades de capa 2 (VLAN’s) y capa 3 (VRF’s) sino 
también crear contextos de dispositivos virtuales. Esto permitirá crear 
dispositivos de conmutación Switches lógicos únicos bajo el framework del 
dispositivo de conmutación switch físico original que serán configurados y 
gestionados como si fueran dispositivos de conmutación Switches físicos 
independientes.  
 
Los procesos del sistema operativo y los recursos de hardware serán 
repartidos y agrupados para formar una entidad de dispositivo de conmutación 
switch virtual como se muestra en la (Gráfico N°48). 
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Figura 77. Diseño de Arquitectura del Conmutador Fuente: Cisco (2013). 
 
Bajo este concepto de virtualización de dispositivos de conmutación, la 
solución ofrecerá dos Switches de Core con las características descritas y que 
además ofrezca la funcionalidad de poder crear cuatro Switches lógicos 
dedicados para la comunicación hacia las redes de usuarios administrativos, 
redes de video vigilancia, redes de equipos médicos, la red del centro de datos 
y un switch lógico adicional para la comunicación entre ellos.  
 
Cada uno de estos Switches lógicos independientes estarán configurados 
de manera personalizada para poder atender las demandas y necesidades 
específicas de cada tipo de red definidas dentro de la institución de salud. 
 
Adicionalmente, estos dispositivos de conmutación Switches 
ofrecerán una conexión entre sí de 40 Gbps para garantizar alta velocidades de 
transmisión entre los dos dispositivos.  
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La conexión hacia los Switches de acceso y la controladora de redes 
inalámbricas serán a velocidades de 10Gbps, mientras que la conexión hacia el 
centro de datos será a velocidades de 40Gbps.  
 
Ambas conexiones estarán basadas en un esquema de alta 
disponibilidad con enlaces redundantes que permitan eliminar el bloqueo de 
puertos mediante el protocolo STP, uso del ancho de banda de todos los enlaces 
de subida disponibles y acelerar la convergencia en caso de la caída del enlace 
o dispositivo Figura 56. 
 
 
Figura 78. Enlaces Redundantes. Fuente: Cisco (2013). 
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5.3.5.2.  Conectividad de Red inalámbrica para el Bloque de Campus 
 
El acceso inalámbrico está disponible para los clínicos, médicos, 
contratistas y los pacientes/visitantes a través de arquitecturas inalámbricas 
altamente seguras y escalables.  
 
Entre los componentes que conforman este renglón de la red se 
encuentran los puntos de acceso inalámbrico que serán utilizados para conectar 
los dispositivos inalámbricos autorizados.  
 
Estos proveerán el servicio de radio frecuencia para cubrir las zonas 
designadas a proveer este acceso.  
 
Además, se incluye el controlador de estos puntos de acceso 
inalámbrico, quien se encargará de distribuir la configuración apropiada a los 
puntos de acceso inalámbrico, monitoreo básico del espectro inalámbrico, y 
otras funciones de gestión. 
 
Se considera que el Hospital, requiere implementar una red de datos 
inalámbrica, para dar acceso (a ciertos servicios de red), tanto a sus propios 
usuarios, como para visitantes; lo cual se ha de lograr con la instalación de 
puntos de acceso inalámbrico.  
 
Por dicho motivo se ha considerado la Instalación de Access Points 
compatibles con los estándares 802.11a, 802.11b, 802.11g, 802.11n y 802.11 ac. 
Dichos Access Point, también trabajarán con el estándar 802.3af. (GRÁFICO 
N°57). 
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Figura 79. Conectividad de Red Inalámbrica Para el Bloque ee Campus. Fuente: Cisco (2013). 
 
Es necesario indicar que la red inalámbrica debe incluir un controlador 
inalámbrico que incluya las redes 802.11 a/b/g/n/ac, sumado a la capacidad de firewall 
en el aire, con capacidad de armar mapas de calor de los puntos de acceso, capacidad 
de monitoreo y gestión de la red inalámbrica, capacidad de reaccionar ante caídas de 
algún Access Point en forma automática; segmentación y control del tráfico en función 
de la identidad de usuarios, de forma que se pueda definir y controlar por ejemplo 
cuánto ancho de banda se le brinda a un médico versus a un visitante. 
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5.3.5.3.     Conectividad de Red Cableada para el Bloque Data Center 
 
En la actualidad, la arquitectura del centro de datos debe dar soporte a una 
fuerza laboral sumamente móvil, a la proliferación de dispositivos de 
conmutación y a modelos de negocio basados en datos.  
 
Al mismo tiempo, debe poder incorporar sin inconvenientes aplicaciones 
y servicios en la nube.  
 
Es por ello, que se necesitan implementar componentes de red 
especializados para un centro de datos que garantice un alto rendimiento que se 
vea reflejado en la comunicación eficiente y rápida entre los dispositivos de 
conmutación de acceso y las aplicaciones alojadas dentro de los servidores de 
la institución del HNERM-EsSALUD. 
 
Dentro de este bloque, se contemplan dos dispositivos de conmutación 
Switches especializados para el centro de datos que podrán trabajar a 
velocidades de 1Gbps y 10Gbps para la conexión con los servidores actuales y 
a velocidades de 40Gbps en la conexión hacia los Switches de Core.  
 
Además, se trabajará bajo un esquema de alta disponibilidad con enlaces 
redundantes hacia los dispositivos conmutadores Switches principales tal como 
se aprecia en la GRÁFICO N°58. 
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Figura 80. Bloque Data Center Fuente: Cisco (2013). 
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Acceso Seguro y Automático a dispositivos y usuarios 
 
Dispositivos biomédicos, dispositivos informáticos y dispositivos móviles se 
identifican de forma dinámica y se aprovisionan de forma automática para el segmento 
de red apropiado. A los dispositivos no autorizados se les niega el acceso y son 
reportados a un sistema de gestión central. 
 
El acceso para los dispositivos móviles (dispositivos iPad, iPhone, Android) está 
soportado para uso de los médicos, clínicos, visitantes y pacientes a través de un motor 
de política centralizada que hace cumplir las políticas de seguridad. A los usuarios se 
le brinda acceso a la información clínica y de recursos basado en sus funciones 
específicas. Este motor inteligente de control de acceso a la red puede ser una 
plataforma instalada dentro de un servidor dedicado o virtualizado en un servidor en 
operación con otras aplicaciones. 
 
Plataforma de monitoreo y gestión de Red 
 
La solución tendrá una plataforma que permita tener el control y visibilidad de 
la red de forma centralizado tanto para el acceso inalámbrico como para el cableado. 
Esta plataforma ofrecerá herramientas de configuración de red a través de plantillas 
predefinidas, despliegue de configuraciones en base a horarios específicos, monitoreo 
de los dispositivos de red y usuarios finales en el tiempo a través de gráficos 
estadísticos, visibilidad del tráfico de aplicaciones dentro de la red del hospital y la 
generación de diversos reportes para obtener información detallada del comportamiento 
de la red.  
 
Con estas características la plataforma ofrecerá la simplificación de la gestión 
de la red. Esta plataforma inteligente puede ser una instalada dentro de un servidor 
dedicado o virtualizado en un servidor en operación con otras aplicaciones. Son 
conocidas muchas aplicaciones de Emuladores que sirven para virtualizar los 
dispositivos de Conmutación para administrar las redes LAN. 
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Para el presente proyecto decidimos desarrollar una propuesta de virtualización 
de los dispositivos de conmutación en este caso decidimos Emular el Switch Nexus 
7000 de Cisco y usar el software Emulador GNS3.  
 
Asimismo, cabe resaltar que los conmutadores Cisco ® Nexus 7000 introducen 
el soporte para la plataforma de software Cisco NX-OS, una nueva clase de sistema 
operativo diseñada para centros de datos.  
 
Basado en la plataforma SAN-OS de Cisco MDS 9000, Cisco NX-OS introduce 
compatibilidad con contextos de dispositivos virtuales (VDCs), lo que permitirá 
virtualizar los conmutadores a nivel de dispositivo en el HNERM-EsSALUD. Todo el 
proceso y la metodología de desarrollo para la aplicación la podremos verlos líneas 
abajo: 
 
Cada VDC configurado se presenta como un dispositivo único para los usuarios 
conectados dentro del marco de ese conmutador físico. El VDC se ejecuta como una 
entidad lógica independiente dentro del conmutador, manteniendo su propio conjunto 
único de procesos de software en ejecución, teniendo su propia configuración y siendo 
gestionado por un administrador independiente. 
 
 
 
Figura 81. Arquitectura VDC Propuesto HNERM EsSALUD. Fuente: Cisco Nexus 7000 Series Virtual 
Device Context Configuration Guide (2014)  
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Cisco Nexus 7000 Series hereda una serie de tecnologías de virtualización 
presentes en el software Cisco IOS.  
Desde una perspectiva de nivel 2, las LAN virtuales (VLAN) virtualizan los 
dominios de puente en el chasis de Nexus 7000. El soporte de virtualización para la 
capa 3 se admite mediante el concepto de instancias de reenvío de rutas virtuales (VRF). 
Un VRF se puede utilizar para virtualizar las tablas de encaminamiento y reenvío de 
Capa 3.  
 
El aspecto de virtualización de la plataforma de software Cisco NX-OS se ha 
ampliado para dar soporte a la noción de contextos de dispositivos virtuales (VDCs). 
Un VDC se puede utilizar para virtualizar el propio dispositivo, presentando el switch 
físico como múltiples dispositivos lógicos. Dentro de ese VDC puede contener su 
propio conjunto único e independiente de VLANs y VRFs.  
 
Cada VDC puede asignarle puertos físicos, permitiendo así que el plano de datos 
de hardware sea virtualizado también. Dentro de cada VDC, un dominio de gestión 
independiente puede gestionar el VDC propiamente dicho, permitiendo así que el 
propio plano de gestión también sea virtualizado. Asimismo, se pueden asignar por 
puerto. Las interfaces lógicas tales como SVI que están asociadas con la misma interfaz 
física no se pueden asignar a diferentes VDC en la implementación actual.  
 
Por lo tanto, no es posible virtualizar una interfaz física y asociar las interfaces 
lógicas resultantes a diferentes VDC.  
 
Sin embargo, es posible virtualizar una interfaz física y asociar las interfaces 
lógicas resultantes con diferentes VRF o VLAN.  Por lo tanto, se puede asignar a las 
VDCs interfaces físicas, mientras que las VLAN y las VRF pueden asignar interfaces 
lógicas y físicas.  
 
Un ejemplo de esto se puede ver en la Figura N°07. Los puertos 1 a 8 pertenecen 
a VDC 5 mientras que los puertos 41 a 48 pertenecen a VDC 10.  Dentro de cada VDC, 
los puertos son además virtualizados pertenecientes a una VLAN o VRF. 
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Figura 82. VDC. Fuente: Cisco (2014). 
 
Después de asignar un puerto a un VDC por el administrador raíz a nivel VDC 
predeterminado, depende del VDC-admin administrar (configurar y utilizar) el puerto 
previamente asignado.  
 
Ejecutar otros comandos relacionados, como un comando show interface, por 
ejemplo, permitirá al usuario ver sólo aquellas interfaces que han sido asignadas al 
VDC. 
 
Cada VDC mantiene su propio archivo de configuración, reflejando la 
configuración real de los puertos bajo el control del VDC.  
 
Además, la configuración local contendrá cualquier elemento de configuración 
específico de VDC, como una función de usuario VDC y el ámbito de mandato asignado 
a ese usuario.  
 
Tener un archivo de configuración separado por VDC también proporciona un 
nivel de seguridad que protege este VDC de los cambios de configuración de operación 
que se pueden realizar en otro VDC. 
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Las VLAN son otro recurso importante que se ha extendido en Cisco NX-OS. 
Hasta 16.384 VLANs, definidas a través de VDCs múltiples, son compatibles en un 
Cisco Nexus 7000 Series Switch.  
 
Cada VDC admite un máximo de 4096 VLAN según el estándar IEEE 802.1q.  
 
La nueva compatibilidad con VLAN ampliada permitirá asignar una VLAN 
entrante a una VLAN por VDC. Nos referiremos a esta VLAN por VDC como un 
dominio de puente para mayor claridad.  
 
De esta manera, un administrador de VDC puede crear VLANs numeradas en 
cualquier parte del rango de ID de VLAN 802.1q y el VDC asignará esa VLAN recién 
creada a uno de los dominios de puente 16.384 predeterminados disponibles en el 
conmutador.  
 
Esto permitirá a los VDC del mismo conmutador físico reutilizar ID de VLAN 
en sus configuraciones, mientras que en el nivel de OS la VLAN es de hecho un dominio 
de puente único dentro del contexto del switch físico.  
 
Por ejemplo, VDC A y VDC B podrían crear VLAN 100, que a su vez podrían 
ser asignadas a los dominios de puente 250 y 251, respectivamente.  
 
Cada administrador utilizará los comandos show que hacen referencia a la 
VLAN 100 para supervisar y gestionar dicha VLAN.  
 
Como puede verse en la Gráfico N° 61, un fallo en un proceso que se ejecuta en 
VDC 1 no afecta a ninguno de los procesos en ejecución en los otros VDC.  
 
Otros procesos equivalentes seguirán funcionando desinhibidos por cualquier 
problema asociado con el proceso de ejecución defectuoso. 
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Figura 83. Aislamiento de Fallas VDC. Fuente: Cisco (2014). 
 
El aislamiento de fallos se mejora con la capacidad de proporcionar comandos 
de depuración por VDC. El registro por VDC de mensajes a través de syslog es también 
otra característica importante de las capacidades de aislamiento de fallas VDC.  
Cuando se combinan, estas dos características proporcionan una poderosa 
herramienta para los administradores en los problemas de localización, de esta manera 
los servicios continuarían y no generarían caídas ni tráficos de información de la Red 
LAN, gracias a este aislamiento de fallas. 
 
Figura 84. Device Virtualization VDC’S. Fuente: Cisco (2013). 
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Configuración inicial del VDC 
La configuración para VDC comienza con la creación de un VDC. 
Pueden existir hasta cuatro VDC en el sistema al mismo tiempo.   
Dado que siempre hay un VDC activo por defecto (VDC 1), esto 
significa que se pueden crear hasta tres VDC adicionales desde la CLI.   
La creación de un VDC se realiza desde el modo de configuración 
utilizando el comando vdc <nombre de vdc>, como se muestra aquí: Creando 
los nombres de los VDC del HNERM-EsSALUD: 
ESSALUD-N7K9-COREB# conf 
ESSALUD-N7K9-COREB (config) # vdc Datos 
ESSALUD-N7K9-COREB (config-vdc) # show vdc 
Vdc_id vdc_name mac state 
Reba_Sgh_Datos 
1 active ESSALUD-N7K9-COREB 00: 18: ba: d8: 4c: 3d 
2 active Datos 00: 18: ba: d8: 4c: 3e 
ESSALUD-N7K9-COREB (config-vdc) # show vdc detail 
Vdc id: 1 
Vdc name: change 
Status vdc: active 
Vdc mac address: 00: 18: ba: d8: 4c: 3d 
Vdc policy ha: RESET 
Vdc id: 2 
Vdc name: Datos 
Status vdc: active 
Vdc mac address: 00: 18: ba: d8: 4c: 3e 
Policy vdc ha: BRINGDOWN 
 
ESSALUD-N7K9-COREB # conf 
ESSALUD-N7K9-COREB (config) # vdc Imagenes 
ESSALUD-N7K9-COREB (config-vdc) # show vdc 
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Vdc_id vdc_name mac state 
Reba_Sgh_Imagenes 
1 active ESSALUD-N7K9-COREB 00: 13: ca: e8: 2c: 2d 
2 active Imagenes 00: 17: aa: d7: 3c: 1e 
ESSALUD-N7K9-COREB (config-vdc) # show vdc detail 
Vdc id: 1 
Vdc name: change 
Status vdc: active 
Vdc mac address: 00: 13: ca: e8: 2c: 2d 
Vdc policy ha: RESET 
Vdc id: 2 
Vdc name: Imagenes 
Status vdc: active 
Vdc mac address: 00: 17: aa: d7: 3c: 1e 
Policy vdc ha: BRINGDOWN 
 
ESSALUD-N7K9-COREB # conf 
ESSALUD-N7K9-COREB (config) # vdc Impresoras 
ESSALUD-N7K9-COREB (config-vdc) # show vdc 
Vdc_id vdc_name mac state 
Reba_Sgh_Impresoras 
1 active ESSALUD-N7K9-COREB 00: 13: ab: a7: 3b: 2b 
2 active Impresoras 00: 12: ca: a8: 1c: 2a 
ESSALUD-N7K9-COREB (config-vdc) # show vdc detail 
Vdc id: 1 
Vdc name: change 
Status vdc: active 
Vdc mac address: 00: 13: ab: a7: 3b: 2b 
Vdc policy ha: RESET 
Vdc id: 2 
Vdc name: Impresoras 
Status vdc: active 
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Vdc mac address: 00: 12: ca: a8: 1c: 2a 
Policy vdc ha: BRINGDOWN 
 
ESSALUD-N7K9-COREB # conf 
ESSALUD-N7K9-COREB (config) # vdc Voz 
ESSALUD-N7K9-COREB (config-vdc) # show vdc 
Vdc_id vdc_name mac state 
Reba_Sgh_Voz 
1 active ESSALUD-N7K9-COREB 00: 11: cb: e7: 5c: 4d 
2 active Voz 00: 12: ca: a8: 1c: 2a 
ESSALUD-N7K9-COREB (config-vdc) # show vdc detail 
Vdc id: 1 
Vdc name: change 
Status vdc: active 
Vdc mac address: 00: 11: cb: e7: 5c: 4d 
Vdc policy ha: RESET 
Vdc id: 2 
Vdc name: Impresoras 
Status vdc: active 
Vdc mac address: 00: 12: ca: a8: 1c: 2a 
Policy vdc ha: BRINGDOWN 
 
Cuando se ha creado el VDC, el sistema lo coloca en el modo de 
configuración VDC, donde pueden asignarse otras opciones de configuración al 
VDC.  
 
Un conjunto predeterminado de instrucciones de configuración se asigna 
al VDC cuando se crea como se puede ver en la siguiente salida: 
 
ESSALUD-N7K9-COREB # show run | Start vcc 
<Snip> 
Datos id vdc 2 
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Default template 
Hap bringdown 
Resource limit vlan minimum 16 maximum 4094 
Limit-resource span-ssn min 0 max 2 
Resource limit vrf minimum 16 maximum 8192 
Limit-port-channel resource minimum 0 maximum 256 
Limit-resource glbp_group min 0 max 4096 
<Snip> 
 
ESSALUD-N7K9-COREB # show run | Start vcc 
<Snip> 
Imagenes id vdc 2 
Default template 
Hap bringdown 
Resource limit vlan minimum 16 maximum 4094 
Limit-resource span-ssn min 0 max 2 
Resource limit vrf minimum 16 maximum 8192 
Limit-port-channel resource minimum 0 maximum 256 
Limit-resource glbp_group min 0 max 4096 
<Snip> 
 
ESSALUD-N7K9-COREB # show run | Start vcc 
<Snip> 
Impresoras id vdc 2 
Default template 
Hap bringdown 
Resource limit vlan minimum 16 maximum 4094 
Limit-resource span-ssn min 0 max 2 
Resource limit vrf minimum 16 maximum 8192 
Limit-port-channel resource minimum 0 maximum 256 
Limit-resource glbp_group min 0 max 4096 
<Snip> 
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ESSALUD-N7K9-COREB # show run | Start vcc 
<Snip> 
Voz id vdc 2 
Default template 
Hap bringdown 
Resource limit vlan minimum 16 maximum 4094 
Limit-resource span-ssn min 0 max 2 
Resource limit vrf minimum 16 maximum 8192 
Limit-port-channel resource minimum 0 maximum 256 
Limit-resource glbp_group min 0 max 4096 
<Snip> 
 
Estas instrucciones de configuración proporcionan una definición sobre 
el consumo de recursos en el que el VDC puede trabajar.  
Estos recursos incluyen VLAN, VRF, SPAN, PortChannels e ID de 
grupo GLBP. Sin embargo, las asignaciones de límite de recursos se pueden 
cambiar a través de la línea de comandos. Un ejemplo de cómo se cambia un 
límite de recursos se muestra aquí: 
 
ESSALUD-N7K9-COREB (config) # vdc Datos  
ESSALUD-N7K9-COREB (config-vdc) # limit-resource vlan minimum 32 
maximum 4094 
ESSALUD-N7K9-COREB (config-vdc) # show run | Start vcc 
<Snip> 
Vdc Datos ID 2 
Preset template 
Bringdown hap 
Resource limit VLAN minimum 32 maximum 4094 
Span of SSN sets minimum resource limit 0 Maximum value of 2 
Resource limit VRF minimum 16 maximum 8192 
Limit-resource of the minimum channel port 0 maximum 256 
Resource limit glbp_group minimum 0 maximum 4096 
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<Snip> 
ESSALUD-N7K9-COREB (config) # vdc Imagenes  
ESSALUD-N7K9-COREB (config-vdc) # limit-resource vlan minimum 32 
maximum 4094 
ESSALUD-N7K9-COREB (config-vdc) # show run | Start vcc 
<Snip> 
Vdc Imagenes ID 2 
Preset template 
Bringdown hap 
Resource limit VLAN minimum 32 maximum 4094 
Span of SSN sets minimum resource limit 0 Maximum value of 2 
Resource limit VRF minimum 16 maximum 8192 
Limit-resource of the minimum channel port 0 maximum 256 
Resource limit glbp_group minimum 0 maximum 4096 
<Snip> 
 
ESSALUD-N7K9-COREB (config) # vdc Impresoras 
ESSALUD-N7K9-COREB (config-vdc) # limit-resource vlan minimum 32 
maximum 4094 
ESSALUD-N7K9-COREB (config-vdc) # show run | Start vcc 
<Snip> 
Vdc Impresoras ID 2 
Preset template 
Bringdown hap 
Resource limit VLAN minimum 32 maximum 4094 
Span of SSN sets minimum resource limit 0 Maximum value of 2 
Resource limit VRF minimum 16 maximum 8192 
Limit-resource of the minimum channel port 0 maximum 256 
Resource limit glbp_group minimum 0 maximum 4096 
<Snip> 
 
ESSALUD-N7K9-COREB (config) # vdc Voz  
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ESSALUD-N7K9-COREB (config-vdc) # limit-resource vlan minimum 32 
maximum 4094 
ESSALUD-N7K9-COREB (config-vdc) # show run | Start vcc 
<Snip> 
Vdc Voz ID 2 
Preset template 
Bringdown hap 
Resource limit VLAN minimum 32 maximum 4094 
Span of SSN sets minimum resource limit 0 Maximum value of 2 
Resource limit VRF minimum 16 maximum 8192 
Limit-resource of the minimum channel port 0 maximum 256 
Resource limit glbp_group minimum 0 maximum 4096 
<Snip> 
 
Este ejemplo muestra cómo se cambia el número mínimo de VLAN para 
la producción VDC de 16 a 32. El uso de plantillas de recursos proporciona un 
método alternativo para asignar recursos a una VCC. La configuración de una 
plantilla de recursos se realiza en el modo de configuración como se muestra en 
el siguiente ejemplo. 
 
ESSALUD-N7K9-COREB (config)#VDC resource template n7000switch 
ESSALUD-N7K9-COREB (config-VDC-template) # resource limit VLAN 
minimum 32 maximum 256 
ESSALUD-N7K9-COREB (config-VDC-template) # resource limit VRF 
minimum  32 maximum 64 
ESSALUD-N7K9-COREB (config-VDC-template) # exit 
 
Una vez creada la plantilla de recursos que puede ser asignada a la VDC 
como se muestra en el siguiente ejemplo. 
 
ESSALUD-N7K9-COREB (config) # VDC 2 Template n7000switch 
ESSALUD-N7K9-COREB (config-VDC) # show VDC resource template 
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Template: n7000switch 
essalud.gob.pe 
 
Min Max Features 
---------- ----- ----- 
VRF 32 64 
VLAN 32 256 
:: template by default 
Essalud.gob.pe 
Min Max Features 
Glbp_group 0 4096 
Port channel 0 256 
Datos-SSN 0 2 
VLAN 16 4094 
VRF 16 8192 
ESSALUD-N7K9-COREB (config-VDC) # 
 
Una vez creado el VDC, el administrador se coloca en el modo de 
configuración VDC.  
 
La siguiente tarea es asignar los puertos físicos a este VDC. Puertos de 
las tarjetas de línea física no se pueden compartir entre diferentes CDA.  
 
Por defecto, todos los puertos físicos pertenecen al VDC por defecto. 
Cuando se crea un VCC, los puertos pueden ser colocados bajo el control de 
este VDC usando la opción CLI siguiente: 
 
ESSALUD-N7K9-COREB (config) # VDC member show 
Vdc_id: 1 vdc_name: switch interfaces: 
Ethernet3 / 1 Ethernet3 / 2 Ethernet3 / 3 
Ethernet3 / 4 Ethernet3 / 5 Ethernet3 / 6 
Ethernet3 / 7 Ethernet3 / 8 Ethernet3 / 9 
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Ethernet3 / 10 Ethernet3 / 11 Ethernet3 / 12 
Ethernet3 / 13 Ethernet3 / 14 Ethernet3 / 15 
Ethernet3 / 16 Ethernet3 / 17 Ethernet3 / 1 
Ethernet3 / 19 Ethernet3 / 20 Ethernet3 / 21 
Ethernet3 / 22 Ethernet3 / 23 Ethernet3 / 24 
Ethernet3 / 25 Ethernet3 / 26 Ethernet3 / 27 
Ethernet3 / 28 ethernet3 / 29 ethernet3 / 30 
Ethernet3 / 31 Ethernet3 / 32 Ethernet3 / 33 
Ethernet3 / 34 Ethernet3 / 35 Ethernet3 / 36 
Ethernet3 / 37 Ethernet3 / 38 Ethernet3 / 39 
Ethernet3 / 40 Ethernet3 / 41 Ethernet3 / 42 
Ethernet3 / 43 Ethernet3 / 44 Ethernet3 / 45 
Ethernet3 / 46 ethernet3 / 47 ethernet3 / 48 
Vdc_id: 2 vdc_name: datos interfaces: 
ESSALUD-N7K9-COREB (config) # VDC output 
ESSALUD-N7K9-COREB (config-VDC) # assign Ethernet interface 3/48 
ESSALUD-N7K9-COREB (config-VDC) # VDC member show 
Vdc_id: 1 vdc_name: switch interfaces: 
Ethernet3 / 1 Ethernet3 / 2 Ethernet3 / 3 
Ethernet3 / 4 Ethernet3 / 5 Ethernet3 / 6 
Ethernet3 / 7 Ethernet3 / 8 Ethernet3 / 9 
Ethernet3 / 10 Ethernet3 / 11 Ethernet3 / 12 
Ethernet3 / 13 Ethernet3 / 14 Ethernet3 / 15 
Ethernet 3/16 Ethernet3 / 17 Ethernet3 / 18 
Ethernet3 / 19 Ethernet3 / 20 Ethernet3 / 21 
Ethernet3 / 22 Ethernet3 / 23 Ethernet3 / 24 
Ethernet3 / 25 Ethernet3 / 26 Ethernet3 / 27 
Ethernet3 / 28 ethernet3 / 29 ethernet3 / 30 
Ethernet 3/31 Ethernet3 / 32 Ethernet3 / 33 
Ethernet3 / 34 Ethernet3 / 35 Ethernet3 / 36 
Ethernet3 / 37 Ethernet3 / 38 Ethernet3 / 39 
Ethernet3 / 40 Ethernet3 / 41 Ethernet3 / 42 
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Ethernet3 / 43 Ethernet3 / 44 Ethernet3 / 45 
Ethernet3 / 46 ethernet3 / 47 
Vdc_id: 2 vdc_name: datos interfaces: 
Ethernet3 / 48 
 
El ejemplo anterior muestra cómo un puerto físico (Ethernet 3/48) se 
mueve bajo el control de la producción VDC.  
 
Además, configuración de este y otros puertos que están asignados a esta 
VDC ahora debe ser completado dentro de la producción VDC. 
  
En el Gráfico N°61 muestra la configuración de la separación tradicional 
de firewall con VLANs.  
 
El Gráfico N°56 muestra la configuración de despliegue para los VDC 
con un cortafuego.  
 
En el ejemplo VDC, se han creado dos VDC y, en total, tres VDC están 
en uso.  
 
El VDC predeterminado, que existe en el sistema desde el arranque 
inicial, se utiliza para crear dos VDC adicionales.  
 
Una vez creados los dos VDC adicionales, el VDC predeterminado actúa 
como VDC administrativo para todos los demás VDC.  
 
Debido a los poderes administrativos generales asociados con el VDC 
administrativo, el VDC administrativo debe reservarse estrictamente para la 
administración de VDC en ambientes de alta seguridad.  
 
Los dos VDC adicionales creados se utilizan para las áreas de seguridad 
"limpias" y "sucias" (es decir, dentro y fuera) de la infraestructura de firewall. 
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Figura 85. Traditional Firewall Separation with VDC’S. Fuente: Cisco (2014). 
 
 
 
Figura 86. Enhanced Firewall Separation with VDC’S. Fuente: Cisco (2014). 
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Figura 87. Typical Physical Topology. Fuente: Cisco (2014). 
 
 
 
Figura 88. Horizontal Consolidation With VDC’S. Fuente: Cisco (2014). 
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Figura 89. Both Typical and Vertical with VDC’S. Fuente: Cisco (2014). 
 
Finalmente, después de ver los comandos de los VDC. Podemos configurarlo 
en el Software Emulador GNS3, podremos observar cómo se virtualizan los Nexus 7000 
de Cisco propuestos para el HNERM-EsSALUD. 
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5.4. FASE 4: IMPLEMENTACIÓN (LifeCycle Services) 
En esta fase se realizarán la implementación y puesta en práctica de los 
entregables. 
 
5.4.1. Recepción e inspección 
Recepción e Inspección se refiere a la verificación de la conformidad 
del trabajo de acuerdo al pedido definido en la fase de diseño validado.  
Esta etapa se realiza de acuerdo con la Fase de Diseño, un compilado 
de documentos que estipula la forma en que debe inspeccionarse el trabajo. 
 
Figura 90. Arquitectura de los VDC’S de los Switches Nexus 7000. Fuente: Cisco (2016). 
 
 
 
  
318 
 
 
5.4.2. Prueba 
La prueba consiste en la verificación de conformidad de los entregables 
con respecto a las especificaciones que se definieron. 
 
 
Figura 91: Virtualizando los Conmutadores Nexus 7000 en el Emulador GNS3. Fuente: Elaboración Propia  
(2018). 
 
Una vez tenemos casi todo construido procedemos a empezar a 
verificar si lo que implementamos funciona, para posteriormente hacerle los 
ajustes necesarios. 
Entonces pusimos en práctica nuestros entregables que son los 
documentos que permiten estandarizar actividades de la Red LAN del HNERM-
EsSALUD. 
Estos han sido desarrollados en la Etapa de Diseño y una herramienta 
usada para tal fin el Fluke Network con el fin de monitorear el tráfico de la Red 
LAN. 
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Figura 92. Generación de Inactividad Core Principal HNERM 16/08/2016 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: OptiView Fluke Networks Ref. Tabla 8 Caída 9, Resultado de Tráfico 
del Ancho de Banda al 100% Antes (2016). 
 
 
Figura 93. Generación de Inactividad Core Principal HNERM 01/12/2017 Unicast, Multicast, Broadcast, 
Ancho de Banda, Bps y Packets. Fuente: OptiView Fluke Networks Ref. Tabla 8, Resultado de Tráfico del 
Ancho de Banda al 48.7% Después (2017). 
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5.4.3. Documentos Elaborados 
En el caso de los documentos que son Políticas de seguridad y Planes de 
contingencia en un principio por la inexperiencia hubo varios errores que nos comunicó 
el administrador de Red del HNERM-EsSALUD, posteriormente con las correcciones 
hechas y quizá con algunas faltantes se logró los documentos acordes y coherentes 
(Etapa de Diseño) que han sido y serán de mucha ayuda para la administración de Red 
LAN del HNERM-EsSALUD.  
Son estos documentos tan importantes con los que no contaba la Red informática 
del HNERM-EsSALUD. 
5.4.4. Aplicación  
Y para el caso de la puesta en marcha y pruebas de la virtualización, como era 
de esperarse se ha tenido que liar con muchos errores, propios de una primera fase de 
pruebas, se tuvo que revisar las configuraciones y los requerimientos, la virtualización 
no ha sido sencilla desarrollarla ya que requirió de mucha investigación dado que hay 
poca experiencia en nuestro medio para trabajar con este tipo de Conmutadores Nexus 
7000 de Cisco, sin embargo se pudo desarrollar usando los Virtual Devices Context.  
 
 
 
 
 
 
 
Figura 94. Emulador GNS3. Fuente: https://gns3.com/ (2018). 
Al final se logró lo que queríamos Emular dicho conmutador el cual nos muestre 
la información precisa y puntual del performance de la Red LAN en todos los servicios 
del HNERM-EsSALUD.  
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Ejecutaremos las configuraciones requeridas para la virtualización de los 
dispositivos de conmutación Nexus 7000 propuestos al HNERM-EsSALUD, utilizando 
el Emulador GNS3.  
 
Minimum Requirements 
OS Windows 7 (64 bit) and later, Mavericks (10.9) and later, Any Linux Distro - 
Debian/Ubuntu are provided and supported 
Processor 2 or more Logical cores - AMD-V / RVI Series or Intel VT-X / EPT - 
virtualization extensions present and enabled in the BIOS. More resources allows 
for larger simulation 
Memory 4 GB RAM 
 
Storage 1 GB available space (Windows Installation is < 200MB 
 
Additional 
Notes 
More storage  
 
 
is needed for OS and Device Images. 
Recommended Requirements 
OS Windows 7 (64 bit) and later, Mavericks (10.9) and later, Any Linux Distro - 
Debian/Ubuntu are provided and supported 
 
Processor 4 or more Logical cores - AMD-V / RVI Series or Intel VT-X / EPT - 
virtualization extensions present and enabled in the BIOS. More resources allows 
for larger simulation 
Memory 8 GB RAM 
Storage SSD - 35 GB available space 
Additional 
Notes 
Additional RAM up to 16 gigs and i7 or equivalent for optimal usage. Virtualizing 
devices is processor and memory intensive. More is better but properly configured 
device trumps RAM and Processing power. 
 
Figura 95. Requerimientos Mínimos para uso del Emulador GNS3. Fuente: https://gns3.com/ (2018). 
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Figura 96. Instalación del Emulador GNS3. Fuente: https://gns3.com/ (2018). 
 
 
Figura 97. Instalación del Emulador GNS3. Fuente: https://gns3.com/ (2018). 
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Figura 98. Instalación del Emulador GNS3. Fuente: https://gns3.com/ (2018). 
 
 
 
Figura 99. Ingresando al Entorno del Emulador GNS3. Fuente: https://gns3.com/ (2018). 
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5.5. FASE 5: OPERACIÓN (LifeCycle) 
En la fase de Operación de la red LAN en el HNERM-EsSALUD, nos 
ayuda a mejorar la disponibilidad de la red, a reducir los riesgos de seguridad 
y a disminuir el tiempo de caída de los diferentes sistemas que corren 
aplicaciones de misión crítica, así como tambien: 
a. Solución rápida de problemas a través de nuestros Planes de 
contingencia. 
b. Acceso autorizado a herramientas e información y recursos de la red, 
esto se estableció con las Políticas de Seguridad (Fase III Diseño). 
c. Reemplazo rápido de hardware según sea requerido, mediante un 
monitoreo con nuestra aplicación se puede determinar de manera más 
rápida de donde venían los problemas. 
d. Actualizaciones periódicas del software Emulador GNS3, lo que 
permite que la red se adapte más fácilmente a las necesidades 
cambiantes, y que está indicado en nuestros planes de contingencia. 
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Cronograma de Actividades 
 
Tabla 33 
Cuadro de Cronograma de las Fases, Actividades, Avance y Fechas  
 
FASE ACTIVIDADES AVANCE FECHA 
I 
 
Diagnóstico de la Red LAN (cuarto de equipos, 
cuartos de comunicaciones, áreas de trabajo y 
equipos intermedios). 
 
100% 
     
 
       
      01/01/2016 
 
II 
 
Migración del CORE OmniSwitch 9700 al 9800. 
100% 
 
     22/07/2016 
III 
 
Capacitación al personal del Área de 
Comunicaciones de esta Oficina en 
configuración de equipos intermedios, por parte 
de la Sede Central. 
100% 
 
 
01/08/2016 
IV 
 
Identificación de conexiones de puntos de Voz, 
Data, Video, Equipos Biomédicos, etc. 
100% 
 
10/11/2016 
 
V 
Limpieza y Mantenimiento de gabinetes y 
equipos intermedios. 
85% 
 
04/02/2017 
VI Redistribución de equipos intermedios. 50% 
 
20/03/2017 
VII 
Migración de Direcciones IP, y segmentación de 
VLAN 
90% 
 
13/04/2017 
VIII 
 
Migración del CORE OmniSwitch 9800 al 
conmutador Core Nexus 7000 
 
100% 
 
 
30/06/2017 
 
Fuente: Elaboración Propia Año (2017). 
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Figura 100. Chassis del Switch Nexus 7000. Fuente: Cisco (2016). 
 
 
Se realizaron 2 tipos de operaciones o 2 etapas que se mencionan a continuación: 
a. Monitoreo Proactivo y administración de la red para maximizar su 
desempeño, capacidad, disponibilidad, confiabilidad y seguridad. 
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Figura 101. Reporte del Performance de la Red LAN del HNERM EsSALUD anterior al 2016.  
Fuente: Elaboración propia (2017). 
 
 
 
Figura 102. Gráfico del Performance de la Red LAN del HNERM EsSALUD anterior al 2016.  
Fuente: Elaboración propia (2017). 
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Figura 103. Reporte del Performance de la Red LAN del HNERM EsSALUD después al 2017.  
Fuente: Elaboración propia (2017). 
 
 
Figura 104. Gráfico del Performance de la Red LAN del HNERM EsSALUD anterior al 2016.  
Fuente: Elaboración propia (2017). 
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b. Recursos Humanos: 
Personal necesario: 2 personas encargados de la 
implementación, en este caso fueron los autores del proyecto quienes 
implementaron el sistema. 
El área de Sistemas cuenta con 28 trabajadores distribuidos en 
sus diferentes unicidades de trabajo, tal como se indica a continuación: 
 
Tabla 34  
Personal de la Oficina de Soporte Informático del HNERM EsSALUD 
 
REGIMEN 
LABORAL  
 
CARGO  
 
CANTIDAD  
 
728  
 
JEFATURA  
 
01 
 
728  
 
COORDINADOR 
 
03 
 
276  
 
CENTRAL TELEFONICA, MESA DE AYUDA 
 
04 
 
728  
 
SECRETARIA, OPERADORES DE RED 
 
10 
 
  1057   
 
OPERADORES DE LOS CAS 
 
01 
 
728  
 
ADMINISTRADOR DE CORREOS E INTERNET 
 
01 
 
CAS  
 
PROFESIONALES DE DESARROLLO 
 
01 
 
SERVICE  
 
ADMINISTRADOR DE SIAD, RPM, TONER 
 
07 
TOTAL  
               
28 
 
Fuente: Oficina de Soporte Informático HNERM-EsSALUD (2018) 
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b.1. Roles Del Personal 
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343 
 
 
 
 
 
  
344 
 
 
 
 
  
345 
 
 
 
 
 
Fuente: Oficina de Gestión y Desarrollo / Oficina de Planificación Operativa RAR (2014).  
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5.6. FASE 6: OPTIMIZACIÓN (LifeCycle) 
 
En la fase de optimización se comprueban que los 
requerimientos se han cumplido para seguir mejorando la funcionalidad 
y operatividad de la red.  
Requerimientos Cumplidos: 
a. Los modelos son capaces de adaptarse a un crecimiento posterior. 
b. El hardware existente se reutilizo en la implementación de la red LAN 
del HNERM-ESSALUD. 
c. La presencia de malware en la Red LAN del HNERM-EsSALUD está 
controlado. 
d. La implementación no generó costos de licencias de software; tanto 
del lado del servidor como del cliente. 
e. Que el hardware existente responda de manera satisfactoria en el 
desarrollo de las actividades del personal.  
f. Se establecieron políticas de seguridad para el correcto uso de la Red 
Informática y sus recursos. 
g. La red brinda disponibilidad y escalabilidad para el correcto 
funcionamiento de las estaciones de trabajo (ordenadores). 
h. Se elaboró un documento en el que indicamos los pasos o las pautas 
que debemos seguir para cuando suceda algún evento inesperado este 
documento es el Plan de contingencia, que no dirá cómo actuar ante 
un problema (Fase II Planificación). 
Durante la Fase de Implementación del proyecto ya se 
empezaban a notar ciertos errores que requerían de una corrección 
para ir de a pocos mejorando y optimizando el sistema. 
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Ya se había mencionado antes, en el caso de los documentos 
se estuvieron corrigiendo desde la Fase de Implementación, en esta 
Fase de Optimización se hace algo parecido, a diferencia que aquí en 
esta Fase todo se ejecuta en conjunto y lo que nos queda es ir 
optimizando algunas falencias que pueda tener la virtualización de los 
equipos de conmutación. 
En este caso el proyecto ha culminado y lo único que queda es 
dejarlo funcionando los VDC del Switch Nexus 7000 de Cisco. 
Lugares y ubicaciones de los equipos y de los usuarios, 
materiales y personal participantes, los que se encuentran ubicados en 
las áreas del HNERM-EsSALUD. 
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Figura 105. Mapa Ubicación Actual del Data Center y Gabinetes del HNERM EsSALUD año 2016.  
Fuente: Oficina de Soporte Informático HNERM EsSALUD (2016). 
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Figura 106. Mapa Ubicación Propuesto del Data Center y Gabinetes del HNERM EsSALUD año 2017. Fuente: Elaboración Propia (2017). 
 
Nota: El Diseño de Red Jerárquico que ee está Proponiendo Brindará Alta Disponibilidad, Implementación de Seguridad a Través de Firewall, Redundancia con los Servidores y  
Virtualización de los Switchs Core Nexus 7000. 
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Figura 107. Plano de Ubicación Actual de la 1era. Planta del HNERM EsSALUD. Fuente: Servicios Generales Planoteca HNERM EsSALUD (2017).  
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Figura 108. Topología Estrella Jerárquica Propuesta para los Dispositivos de Conmutación del  
HNERM EsSALUD. Fuente: Elaboración Propia (2017). 
  
 
 
Figura 109. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
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Figura 110. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
 
 
Figura 111. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
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Figura 112. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
 
 
Figura 113. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
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Figura 114. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
 
 
Figura 115. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
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Figura 116. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
 
 
Figura 117. Comandos de la Virtualización de los VDC’S. Fuente: Elaboración Propia (2017). 
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Figura 118. Demostración de la Virtualización de los Conmutadores Nexus 7000 de Cisco.  Fuente: Elaboración Propia (2017). 
  
357 
 
 
 
 
Figura 119. Reporte en S.O. Linux de las VLAN’S Vel VDC1 del Core Nexus 7000 HNERM EsSALUD. Fuente: OSI HNERM EsSALUD (2017).
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Tabla 35 
Consolidado del Ancho de Banda y Trafico del Performance de la Red LAN del HNERM EsSALUD Años 2016 y 2017 
 
 
Fuente: Elaboración Propia (2017). 
Nota:  En el presente cuadro se muestra la medición del consolidado de la bitácora de caídas del conmutador (CORE Principal), donde se detalla el tiempo de  
inactividad en número de días, horas, ancho de banda consumido, principales cargas en Mbps y pkts. y usuarios afectados. 
● El año 2016 presentó 16 caídas de red con un tiempo de inactividad de 12 horas con 48 minutos, el mismo que afectó a un en promedio 1,227 usuarios. 
● Para el año 2017 mes de junio se han presentado 2 caídas de red, las mismas que ocasionaron un tiempo de inactividad de 01 hora con 30 minutos afectando a un 
total de 1,801 usuarios. 
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Figura 120. Reporte de Trafico por MAC de todos los Protocolos. Fuente: OSI HNERM EsSALUD (2017).
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Figura 121. Cuadro Estadistico del Reporte de Trafico por MAC de todos los Protocolos. Fuente: OSI HNERM EsSALUD (2017).
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Figura 122. Cuadro Estadistico del Reporte de Trafico por VLAN’S. Fuente: OSI HNERM EsSALUD (2017).
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Figura 123.  Funcionamiento de los Sistemas y Aplicativos en los Diferentes Servicios del HNERM EsSALUD. Fuente: OSI HNERM EsSALUD (2017).
(Sistemas Actuales) 
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Figura 124.  Funcionamiento de los Sistemas y Aplicativos en los Diferentes Servicios del HNERM EsSALUD. Fuente: OSI HNERM EsSALUD (2017).
  
364 
 
 
 
 
 
Figura 125. Razones porque usar Tecnología Cisco Switch Nexus 7000. Fuente: Cisco (2016). 
 
 
 
 
Figura 126. Razones porque usar Tecnología Cisco Switch Nexus 7000. Fuente: Cisco (2016). 
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Figura 127. Razones porque usar Tecnología Cisco Switch Nexus 7000. Fuente: Cisco (2016). 
 
 
 
Figura 128. Razones porque usar Tecnología Cisco Switch Nexus 7000. Fuente: Cisco (2016). 
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Figura 129. Cisco Líder en Tecnología. Fuente: Gartner (2013). 
 
 
 
Figura 130. Cisco Líder en Integrar Infraestructura. Fuente: Cisco (2016). 
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CAPÍTULO VI: CONCLUSIONES Y RECOMENDACIONES 
 
 
3.1. Conclusiones 
 
En base a los objetivos propuestos en la presente investigación se describen las 
siguientes conclusiones generales: 
 
a. Se desarrolló la propuesta de diseño de arquitectura de Red de Alto Nivel haciendo uso 
de Virtualización de Dispositivos de Conmutación de la Red LAN en el HNERM-
EsSALUD. 
 
b. Se desarrolló el plan de segmentación la Red LAN a través de la implementación de 
Redes de Área Local Virtual (Virtual Local Area Network) por tipo de servicio (Voz, 
Datos, Video, Impresión, Imágenes Pac’s, WIFI). 
 
c. Se desarrolló la propuesta de los niveles de Seguridad de la red LAN a través de reglas, 
regulaciones y políticas por puerto, Vlans y protocolos a fin de mitigar las 
vulnerabilidades a posibles ataques en la Red. 
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3.2. Recomendaciones 
 
Detallamos las siguientes recomendaciones generales: 
 
a. Se puede aplicar este desarrollo de propuesta de virtualización de los dispositivos de 
conmutación porque permitirá mejorar el performance de los servicios de la Red LAN 
del HNERM-EsSALUD, diseñando una arquitectura de Red de Alto Nivel, 
segmentación de la Red LAN por VLAN y niveles de seguridad de la Red LAN a través 
de reglas, regulaciones y políticas por puerto, Vlans y protocolos a fin de mitigar las 
vulnerabilidades a posibles ataques en la Red, asimismo se justifica 
metodológicamente, cómo se aborda la investigación la misma que servirán como 
referencia para otras Organizaciones e instituciones como: las EPS, APP y Clínicas 
Privadas Contratadas que tienen convenios Prestacionales con el HNERM-EsSALUD.  
 
b. Se recomienda al Ministerio de Salud MINSA aplicar la Metodología Lifecycle 
Services Cisco ya que el enfoque de Lifecycle Services de Cisco define el conjunto 
mínimo de actividades necesarias, por tecnología y por nivel de complejidad de la red, 
para ayudar a los clientes a instalar y operar exitosamente tecnologías de Cisco, y 
optimizar su desempeño a través del ciclo de vida de la red como también la adquisición 
de los Switches Cisco Nexus 7000 que son la última extensión de los conmutadores 
modulares de la serie Cisco Nexus 7000, esto será a Nivel Local y Regional. 
 
c. Se recomienda a las Clínicas Privadas de Nivel II que la presente propuesta es una buena 
alternativa de solución que les permitirá mejorar significativamente el desempeño de 
los servicios de la Red LAN y sus sistemas institucionales, mejorando la atención de 
sus servicios, logrando satisfacer a sus Usuarios  asistenciales, administrativos y a su 
población asegurada, optimizando sus costos y recursos humanos, donde la criticidad 
de los servicios es absoluta, por último contribuye a la humanización de los servicios 
de salud, a la consolidación de una organización sólida, con una buena gestión que 
logrará fidelizar al paciente que se convertirá en un cliente frecuente.  
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ANEXO 1:  CONMUTADORES 
Fotos del 1 al 22 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
  
374 
 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
 
 
 
  
381 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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ANEXO 2: GABINETES 
Fotos del 1 al 36 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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ANEXO 3: TELEFONIA 
       Fotos del 1 al 12 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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                                      Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
 
FOTO 8. DATA CENTER ENLACE CON CENTRAL TELEFONICA 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
 
FOTO 10 -CENTRAL TELEFONICA 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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ANEXO 4:  CAMARA VIDEO VIGILANCIA 
Fotos del 1 al 9 
 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
 
  
444 
 
 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
 
FOTO 04 – CENTRAL Y CAMARAS UBICADAS EN AREAS DE SALUD 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
FOTO 09 – CENTRAL Y CAMARAS UBICADAS EN AREAS DE SALUD 
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ANEXO 5:  BACKBONE – CANALIZACIÓN DE ACOMETIDA – HNERM  
Fotos del 1 al 8 
 
Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2017) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2018) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2018) 
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Fuente: Oficina de Soporte Informático HNERM EsSALUD  (2018) 
