Abstract: In this paper we present an object representation based on the semantics and functionality of interactive digital items ± virtual objects ± within a Virtual Environment (VE). We consider every object participating in a VE application not only as a 3D shape, but as a dynamic entity with multiple visual representations and functionalities. This allows for dynamically scaling and adapting the object's geometry and functions to dierent scenarios. Some test applications are described to demonstrate the bene®ts of the semantics-based representation of interactive virtual environments, including autonomous characters and collaborative environments.
INTRODUCTION
Virtual Environments (VE) are used in a broad range of contexts, ranging from sophisticated Virtual Reality (VR) simulations to video games, and all sorts of interactive applications. However, the implementation of this kind of application is highly expensive in terms of time and human resources. Moreover, the problems related to the implementation, limit the creation of novel applications and make it dicult to improve the existing ones. Oliveira et al. (2003) describe some of the main problems faced when developing interactive virtual environments: the non-extensibility, limited interoperability, poor scalability, monolithic architecture, etc.
Research in this area usually focuses on de®ning development frameworks with reusable and pluggable components, e.g. Alexandre (2003) proposes a framework to build dynamically extensible networked environments and puts especial emphasis on reusable components. Similar research includes the Java Adaptive Dynamic Environment (JADE) (Oliveira et al., 2003) and the NPSNET-V framework (Kapolka et al., 2002) . Both of them specify the notion of a plug-in architecture (Douglass, 2002) made of dynamically loadable modules organised into a hierarchy of module containers.
Despite the multiple designs and implementations of VE frameworks and systems, the creation of reusable, scalable and adaptive content and interfaces, is still an open issue. Research focuses on design patterns for reusable software components, but important questions such as the adaptability/scalability of the content itself and the way to interact with have received less attention.
The contents of an interactive VE should be dynamic, but in reality the possibilities are limited due to the diculties to update the digital assets ± usually 3D models ± at a reasonable rate. For instance, adding new characters/objects or reusing them in dierent contexts, sometimes even in dierent platforms is very expensive and sometimes unfeasible ± e.g. taking a 3D character appearing in a ®lm and using it in a video game running on a mobile phone requires redesigning everything, from the 3D model to the application.
When it comes to interaction, the possibilities are reduced to the mechanisms and combinations foreseen by the designers and developers. For example, using a data glove instead of a keyboard, or controlling objects through a 3D virtual manipulator instead of a 2D GUI, usually requires rewriting components of the VR system and sometimes modifying the 3D objects.
Our research aims at de®ning a semantic model of virtual environments that helps in the adaptation, and re-purposing of both 3D models and their interaction mechanisms. We describe a semantic representation that captures the functions, characteristics and relationships between virtual objects. The model we propose is designed to turn the objects in a virtual environment into autonomous and reusable entities that we call digital items.
The rest of the paper is organised as follows: the next section presents an overview of the semantic modelling approach commonly used in information systems, and explains how we apply it to the area of virtual environments. Section 3 details the semantics-based model we have de®ned to represent the virtual entities populating a virtual environment and the tools used to display and communicate ± interface ± with them. In Section 4 we present a brief overview of three test applications where we have applied the semantic modelling we are presenting: collaborative character posing and animation, reactive animation of virtual characters and conduction of virtual musicians. These examples demonstrate the versatility of our model and show how it can be used in a variety of contexts, including AI-driven virtual characters, and collaborative Virtual Environments. The paper concludes with a summary of results and further work.
SEMANTIC MODELLING
The problem we are targeting is the lack of¯exibility of virtual objects when it comes to reusing them in applications or contexts dierent from the one they were designed for. This refers mainly to the need for adaptive entities ± from the geometric and interface point of view.
Implementing virtual objects that can modify their shape ± mainly the level of details of the geometry ± while keeping their functionalities, requires having knowledge about how the virtual objects in the scene are related to each other and their functions and roles. Virtual objects can be represented not only as animatable 3D shapes but also as entities with pre-de®ned functions that interact with each other in dierent ways. Semantic models allow for representing such information.
According to Rishe (1992) , a semantic representation oers a simple, natural, implementation-independent, exible and non-redundant speci®cation of information. The word semantic means that this convention closely captures the meaning of the user's information and provides a concise, high-level description of that information. A semantic model shall represent in a human and machine-readable format the relationship between the objects in the virtual environment and the user.
The concept of semantic modelling was originated in the ®eld of databases and information systems in general. The large amount of data contained in multimedia information systems requires a semantic support for ecient navigation and retrieval. Concepts like`semantic nets' (Chudziak and Piotrowski, 1995) have been proposed to represent the knowledge contained in a collection of heterogeneous data. Since those early works, semantic descriptors have been used as the building blocks of a hypermedia knowledge base.
A more recent example of using semantics to create an ecient knowledge database can be found in Chen and Czerwinski (1998) . The authors propose an integrated approach to the development of spatial hypertext. They use several theories and techniques concerning semantic structures, and transform them into a semantic space rendered in virtual reality. Browsing and querying become natural, inherent and compatible activities within the same semantic space. The design principle is based on the theory of cognitive maps. Techniques such as latent semantic indexing, Path®nder network scaling and virtual reality modelling are also used.
The concept of semantic web, coined by Berners-Lee et al. (2001), de®ned an extension of the current web in which information is given well-de®ned meaning, better enabling computers and people to work in cooperation. Since then, new research has been targeted at de®ning better models to represent information and concepts: knowledge. For instance, OntoShare (Davies et al., 2003) is an ontology-based system for sharing information among users in a virtual community of practice. The authors use Semantic Web technology and apply it to knowledge management tools. Communities are able to automatically share information. The ontologies can change over time, based on the concepts represented and the information that users choose to associate with particular concepts.
The link from knowledge-based systems to Virtual Environment applications has been gradually established through the use of virtual reality to visualise the relationship between concepts and other pieces of information. This can be exempli®ed by the work of Chen and Czerwinski (1998) , where the authors represent semantic information in a VR environment. At the same time, the`pure' VE modelling has started to incorporate semantics as a means of improving the user interaction and representation of the virtual worlds. In a latter publication, Chen et al. (1999) present a knowledge-based media space modelling approach to build customisable shared virtual environments. They focus on how a semantically enriched spatial model mediates interactive behaviour of users in a domain-speci®c context. Enriched spatial models contribute to make the environment more attractive to visit, and interact with. This work shows that a semantic-based representation can be useful to help the user understand and interact with a virtual world.
VEs are custom applications that cannot be easily adapted to dierent contexts. Information describing the environments is not readable by dierent clients ± viewers and interfaces. Sharing the content or using it in a dierent scenario is impossible in most of the cases.
A semantic virtual environment shall provide a uni®ed representation of the information describing a VE and allow for uniform and scalable access to heterogeneous environments (Otto, 2003) .
Recently, the semantic of 3D objects has been explored in the ®eld of architecture and cultural heritage. The main idea is to emphasise the importance of the object's functions and its relationship with other objects. The geometric representation is a result of the functions and role of the object in the VE. Kang and Kwon (2002) have used semantic information concerning the relationship between objects composing a scene ± ancient buildings in this case ± to provide additional geometric representations of a given object. The`semantic level rendering' provides the user with an alternative image of the virtual object, conveying meaningful information that would be impossible to represent otherwise. Grussenmeyer et al. (1999) consider the semantic structure combined with the geometry as the root of the 3D model. The space concerned by the modelling is decomposed into dierent`semantic concepts' that include a semantic structure. The semantic structure is the foundation of knowledge and composition rules which can be used to assist in the semi-automatic geometric reconstruction of dierent objects ± historic buildings in this case.
We have presented a brief state of the art on semantic modelling and its applications on knowledge-based systems and virtual environments. We conclude that the potential of using semantic information has not been fully exploited. The need for incorporating additional information to the objects in a virtual world has been clearly identi®ed. Semantics can be used at any step of a 3D model's life cycle: starting with the modelling/ design phase and going up to the exploitation of the content-navigation, and retrieval. Nevertheless, in order to truly unify and extend the use of semantics for virtual environments, a general model to represent any virtual scene is required. In the next section we describe the general model we are proposing to represent interactive virtual environments. It is important to keep in mind that our main objective is the reutilisation of the content in a variety of contexts, and the interaction¯exibility ± being able to use dierent interfaces without re-implementing the application.
SEMANTIC MODEL OF A VIRTUAL ENVIRONMENT
For de®ning our general semantic model of a virtual environment we have taken into account the works on shape semantics cited on the previous section as well as a basic notion coming from the domain of CAD systems.
The distinction between the geometry and its functionality is a concept common in the context of feature-based CAD and also in the area of character animation. For instance, when a digital artist creates an animation sequence, he/she often uses a simpli®ed version of the character being animated ± usually a skeleton or a generic articulated shape ± and after, the functionality (animation) is applied to one or more shapes (characters) with the same semantics (similar hierarchical structure or skeleton). The object's shape becomes one of the various properties describing a virtual entity and depends on the available interfaces ± both for visualisation and communication ± and on the user preferences. For example, a virtual character can be automatically visualised as a realistic high resolution 3D shape or as a simpli®ed low-polygon skeleton, according to the computing power of the viewer (e.g. a graphics workstation or a PDA). In any case, the character's functionality (animation) is the same. This is possible only if the character is de®ned neither as a deformable 3D mesh nor as a simpli®ed skeleton, but as a virtual entity with a particular semantics (hierarchical structure describing the character's pose and animation).
One of the main assumptions of our model is that geometry is not the central attribute of a virtual object, but a function of its role in the environment and the context where it is being used. Our model builds on top of the MPEG initiatives to describe digital items and render them adaptive: MPEG-7, MPEG-21.
MPEG-7, formally named`Multimedia Content Description Interface', is a standard for describing the multimedia content data that support some degree of interpretation of the information's meaning, which can be passed onto, or accessed by, a device or a computer code (MartõÂ nez, 2003) . In general, what MPEG-7 tries to standardise is the way to annotate ± describe ± the digital content. MPEG-7 descriptors will be used by our model to specify the general information of each object in the VE. But describing the content is only the ®rst step towards implementing a truly semantic model; the notion of content adaptation must be introduced as a consequence of the knowledge ± semantics ± contained in the content's description.
MPEG-21's approach is to de®ne a framework to support transactions that are interoperable and highly automated, speci®cally taking into account digital rights management (DRM) requirements and targeting multimedia access and delivery using heterogeneous networks and terminals (Bormans et al., 2003) . We believe one of the keys to heterogeneous delivery is the content adaptability, which can only be achieved by considering the way a multimedia item is built ± knowing their components, functions and capabilities.
Our objective was to de®ne a complete representation based on the semantics and functionality of the digital items ± objects ± contained within a Virtual Environment (VE). One of the innovative aspects of this representation is the`digital item approach' which is also the fundamental unit for content distribution and transaction within the MPEG-2 framework (Qian et al., 2002) . We consider each and every object participating in a VE application not only as a 3D geometry, but as a set of properties with geometry just one of them. A digital item is a logic entity which can be used in dierent contexts, it is able to describe itself and declare its functionalities, it can evolve over time, and its author(s) can incorporate or eliminate attributes/functions to make it more suitable to a particular application. This representation will allow for incorporating novel interaction mechanisms within VE applications. The digital items will inform about their skills and functionalities and will accept the user's input coming from dierent interaction devices in a transparent way. This will enable the possibility of developing more intelligent and adaptive interfaces to VEs. The digital items will play both the role of the content and the interface to the virtual environment, e.g. autonomous items with functionalities designed to perform particular tasks following the user's orders. Moreover, as we show in the test applications' section, the semantic model allows digital items to communicate between themselves and interact or react in consequence (autonomous behaviour).
We have de®ned a semantic model of virtual environments having in mind that the main attribute of a virtual entity ± objects or characters ± is its 3D shape. Virtual Environments are geometry-based applications. However, depending on the context, the shape of the entity can change. Moreover, there are contexts in which multiple shapes representing the same virtual entity must be manipulated and synchronised. For instance, when displaying a virtual character in a large projection screen, we require information for rendering a high resolution (hi-res) 3D shape. Nevertheless, the hi-res shape could be controlled by the user interactions performed through a dierent representation, either a simpli®ed shape or an abstract manipulator ± a menu, a slider or any other GUI control. Using independent representations for each case is costly in terms of data synchronisation. Our semantic model encapsulates the set of geometric and/or abstract representations belonging to each virtual entity and associates descriptors to inform the rendering and interface systems about how to handle each object. Figure 1 shows a general class diagram of the semantic model for the VE and the tools that can be used to control and interact with it.
The Scene is the main container of the VE model; it has references to the digital items contained in the VE. Basically, the scene is the data repository used by the digital items and other software tools such as viewers or interaction devices.
A Semantic Descriptor provides human and machine readable information about a particular digital item (we also call them virtual entities). They are the entry points for the scene controller to choose the correct geometry and interface to present. The semantic descriptor is the placeholder for any information describing how the digital item is to be used and how it is related to other items in the scene.
The Geometric Descriptor of a digital item speci®es the type of Shape associated with the entity: a deformable mesh, an articulated body (joints and segments), etc. For instance, hierarchical structures for skeleton-based animation, e.g. H-Anim, can be de®ned by the geometric descriptors. Moreover, alternative skeletons with dierent levels of detail on the number of joints and/or the complexity of the segments ± 3D shapes associated with each joint ± can be speci®ed as well.
Figure 1 Semantic representation of an interactive virtual environment
Handling alternative geometric representations for each virtual entity in the environment is not enough to provide a complete representation of a virtual world. Our model also re¯ects the relationship between the entities. The semantic descriptors characterise each object/character in the scene and constitute a scene graph that can be used both for rendering and for extracting the underlying information about its contents. Digital items can contain other items or be related to each other in dierent ways, e.g. entities that move together, or that trigger events on other entities; the model is general enough to express a variety of relations.
A Digital Item can be controlled in a variety of ways: interactive controls (requiring user input), autonomous animation controllers (implementation of algorithms to synthesise some kind of behaviour and/or animation), etc. A Controller speci®es the interaction possibilities: prede®ned object behaviours that react to human intervention, and the way to provide access ± interfaces ± to them. For instance, an interactive control can describe the animation to open and close a door, and expose the parameters controlling this behaviour. This information can be used to implement a variety of interfaces to access the same parameter: 3D manipulators or 2D GUI controls. Usually, digital items in a VE are animated either in an autonomous or in an event-triggered way.
The virtual entities contained in a scene can be controlled and displayed in several ways. Dierent viewers and interfaces can be used depending on the devices available and the information associated with each virtual object/character. For example, a single virtual character can be rendered as a hi-res 3D model in an OpenGL-based viewer or a simpli®ed version can be displayed on a PDA screen ± provided that the character's descriptor contains alternative representations associated with it. The character can be controlled through a 3D manipulator or a 2D GUI control. All the previous cited information can be stored in the corresponding semantic descriptor.
The semantic model we have de®ned provides us with an ensemble of design patterns to represent the information required for controlling and interacting within a virtual environment. The next section describes some test applications we have developed applying this modelling approach.
TEST APPLICATIONS
In this section we describe three test applications that have been developed using the semantic model of VE presented in this paper. The applications we describe have been presented in detail in other publications. The implementation of most of them has been modi®ed to make them ®t the design patterns we are proposing now.
The ®rst example,`the mobile animator' (Gutierrez et al., 2004a) , shows how our model let us specify and handle multiple geometric representations for a digital item. The application was implemented as a collaborative virtual environment where one or more users can interact with the virtual entities in the scene. The multiple geometric representations are used to provide an animation interface based on a handheld device (low-polygon representation) and a realistic view of the virtual scene projected on a large screen (high resolution representation). The semantic model allows for synchronising the scene information: we specify a single digital item to be represented with dierent shapes in dierent devices.
The second example is a virtual character able to react to thermic stimuli by performing re¯ex movements (Gutierrez et al., 2004b) . This shows how we apply the design patterns based on the semantic model to a simulation system where virtual characters are controlled through AI algorithms and display autonomous reactive behaviour. The AI is implemented on the controllers of digital items which communicate with the main entity (virtual character) to produce a reactive behaviour: re¯ex movements as reaction to thermic stimuli. Multiple digital items are implemented and related to each other to provide the virtual character with virtual sensors, muscles (eectors) and neurons (analysers). In this case not all the digital items have a geometric representation, but can aect the animation of the visual entities (the virtual character).
Finally, the third example, a`virtual orchestra' (Schertenleib et al., 2004) , can be considered as a mix of the previous ones in the sense that it combines user input through alternative representations of the scene, and autonomous (semi-autonomous to be more precise) characters whose behaviour is conducted (modulated) by the user. In this application, the characters are virtual musicians that can be conducted by a human user through a magnetically tracked handheld interface.
Animating virtual characters in a shared virtual environment
We use a semi-immersive Virtual Environment: The 3D world is projected onto a large screen; one or more participants can watch and interact with the simulation at the same time ± collaborative work. Interaction with the VE is done through a handheld device ± PDA. This interface let us demonstrate the advantages of having alternative representations for the same virtual entity: a high-resolution model for the large projection screen and a simpli®ed view to be used in the PDA. This kind of application is particularly useful at design time, when developers, designers and target users can try the simulation together and make changes to the environment in real time.
Our application can be considered as a`virtual puppetry' system: objects and characters in the scene are controlled by several users ± puppeteers ± while other people watch the animated scene.
The virtual characters we are modelling are created using the standard representation de®ned by the MPEG-4 FBA speci®cation (ISO/IEC, 1999a,b). MPEG-4 FBA already provides a certain level of semantic modelling, since it distinguishes between the geometric description of the character and its animation. MPEG-4 FBA characters are animated by means of a hierarchical structure or skeleton. A given animation sequence can be applied to characters with dierent shapes but with the same functionality-skeleton. The skeleton has been standardised by the H-Anim group and adopted by MPEG (Web3D Consortium, 2004) .
A full H-Anim skeleton contains close to 80 joints with their corresponding segments (associated geometry). The MPEG-4 characters are easily represented as a hierarchy of geometric descriptors associated with the virtual entity-character. Each geometric descriptor contains the 3D shape(s) corresponding to each segment. Figure 2 shows a schematic view of the main components of the system as they ®t into the semantic model presented in Section 3 (see Figure 1) .
The controller associated with the character (interactive control) implements an algorithm to modify several parameters on the character as a function of the user input (through the stylus on the handheld device). User modi®able parameters are described in the semantic descriptor (not shown in the ®gure) and include the rotation angles of each geometric descriptor (joints) as well as the global translation and rotation of the main descriptor (equivalent to the root joint of the skeleton). Thus the system implementation can provide interfaces to modify the character's posture (joint angles) and its position/orientation in the virtual world.
It is useful to provide alternative geometric representations for the same character, just as the modelling tools do: a simpli®ed representation for specifying the animation, and a high-resolution 3D geometry for realistic rendering. This is achieved by associating two dierent shapes to each geometric descriptor: a high-resolution shape for high-quality rendering and a simple one for direct interaction. The simpli®ed representation is useful for providing a control interface independent of the main simulation. The semantic descriptor contains the information de®ne which representation to use, depending on the user terminal.
The VE application we developed is based on an MPEG-4 animation engine programmed in Java and using OpenGL hardware acceleration (Gutierrez et al., 2002) and is described in detail on (Gutierrez et al., 2004a) .
Through the handheld device (PDA), the user can modify the posture of the character (joint orientations), the orientation of the character in the handheld display, and its position/orientation in the Virtual Environment, see Figure 2 . If the VE contains more than one virtual character, the interface presents a list of names to pick up the character to modify.
The system runs as a java applet with TCP sockets for communication with the network layer on a PC workstation. The network communications and Figure 2 Semantic model of an animation system for shared virtual environments management of the semantic model of the VE is implemented as a java application running on the same PC. The handheld interface is programmed in C++; the 3D graphics rendering is done by the 24 library (3D Arts Ltd, 2004).
Autonomous virtual characters
This work is presented in detail in Gutierrez et al. (2004b) . The main idea is the design of a distributed control architecture based on autonomous entities (digital items) that intercommunicate with each other in a self-similar hierarchy (fractal architecture). We proposed a control system inspired in the human nervous system and applied it to generate autonomous behaviour on virtual humans. Figure 3 shows the main components of the system as they ®t into our semantic model. The image on the right of Figure 3 presents the system components in a more`graphical' way.
The main idea behind the`virtual nervous system' is the de®nition of a minimum control entity constituted by three main sub entities or components, implemented now as digital items: sensors, analysers and eectors. The sensors are virtual entities capable of gathering information from the exterior world of the virtual human, such as temperature, contact with other objects, external forces, etc. They store the acquired information in the form of a stimulus vector, containing information on the intensity, direction and orientation of the received stimulus (see Figure 3) .
The Analysers are entities which concentrate information coming from one or many sensors or analysers. An analyser's main function is to calculate the cumulative eect of the sensors attached to it. The reaction vector calculated by the analyser is used by the eectors to generate the adequate reaction as a function of the intensity, direction and orientation of the stimulus received.
The Eectors are black boxes capable of aecting one or more degrees of freedom of the virtual human joints to which they are attached. Currently, they are implemented as inverse kinematics' controllers that calculate the position of the joints as a function of the reaction vector calculated by the analyser attached to them.
The virtual nervous system is implemented as an independent component which can be attached to any virtual character with a compatible semantics (h-anim hierarchy). The semantic descriptor informs the VE system that this particular character uses an ArmEector. The ArmEector in this case is a basic control unit used to perform re¯ex movements as reaction to thermical stimuli. Other digital items are de®ned as thermic sources in their corresponding semantic descriptors.
The system is implemented as a java applet based on the same MPEG-4 animation engine (Gutierrez et al., 2002) used for the previous example. 
Conducting a virtual orchestra
This example builds upon the notions introduced on the previous demos: independent digital items that can be used by a main entity as user interfaces or sources of information, and alternative representations of the digital items. Figure 4 presents some of the main system components as they ®t into the semantic model.
The objective of this application was to provide an interface to modulate (conduct) the performance of an ensemble of virtual musicians. The Autonomous animation algorithm implemented as a controller on each virtual musician is based on the research work of Esmerado (2001) . The interactive system shown in the pictures in Figure 4 was developed by Schertenleib et al. (2004) .
In this case, digital items are used as interfaces; one of them (handheld interface) displays alternative representations of the main scene: schematic view of the musicians in the scene, the current music score and the state of the performance's parameters (dynamics, tempo). The digital item implementing a handheld interface interacts with the main items (virtual musicians) and allows the exchange of information between the user and the entities in the scene. A second input device (interface) is implemented as a digital item that has no geometric descriptor; it is a logical device or controller for a magnetic tracker (Ascension's Flock Of Birds (Ascension Technology Corporation, 2004) ). The controller of the FOB item (not shown in ®gure) implements a gesture analysis algorithm that translates the user's gestures into discrete values of dynamics and tempo. This information is communicated to the virtual musicians through their interactive controls. The process ends when the acquired information reaches the autonomous animation controller which is responsible for animating the characters. The Music Score and Virtual Flute digital items have a double function speci®ed in their respective semantic descriptors (not shown in ®gure). On the one hand, these items have a geometric descriptor de®ning the way they are visualised in the virtual environment (see the virtual¯autist in Figure 4 ). On the other hand they contain information about the score to play (basically a midi ®le) and the way to play the instrument (this information is used as part of the input parameters of the autonomous animation controller).
SUMMARY
We have presented a general model to represent digital items used to populate and control interactive Virtual Environments. Our model is based on the semantics of the virtual entities and not on their geometry, as is the case in most of the VE applications. The semantic model we have proposed provides a way to specify alternative geometric representations for each entity and a range of Figure 4 Semantic model of a virtual musician functionalities. The entities are called digital items and can be not only virtual objects to be rendered as part of the scene, but also independent user interfaces and controls for animation or interaction.
The virtual entities de®ned with this modelling approach can be reused in a variety of visualisation contexts ± from realistic rendering to highly simpli®ed representations ± and contain the information required to implement dierent types of interfaces to control them, from 3D manipulators to`classical' 2D GUIs.
Our semantic model provides a uni®ed way to handle the information describing a complex virtual environment. We have tested the usefulness of our model by applying it as an ensemble of design patterns. Three applications have been implemented (or re-implemented) using such a model. This semantic model allows for the implementation of a variety of interaction channels, e.g. handheld interfaces or motion tracking; provides a way to implement animation/interaction controls as components of a digital item or as independent entities. Once the information has been organised and uni®ed, the choice of interfaces and visualisation techniques is more a development decision than a design problem.
Further work includes the preparation of a formal speci®cation of the semantic model to be submitted to the corresponding standardisation bodies. New applications are currently under development in order better to validate the model and incorporate new functionalities. We are also developing authoring tools that will allow for adding semantic annotations to the content. Such tools are intended to ease the production of new digital items and the adaptation of previously existing content. 
