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Abstract




Adviser: Prof. Leon Cohen
This thesis consists of research regarding pulse and noise propagation in dispersive media.
The research consists of three parts. In Part I we develop an approach for the propagation of
non-stationary noise in waveguides, and in particular, we focus on the two-plate waveguide,
which is a standard model for the ocean. The fundamental aim is to obtain the propagation
of the space-time autocorrelation function. In our formulation, the noise is described by a
Wigner spectrum, from which the autocorrelation function can be obtained. We discuss how
to obtain the Wigner spectrum of a noise field from the Wigner spectrum of the noise that
created it. We show that the Wigner spectrum of the field can be expressed in terms of the
Wigner spectrum of the driving noise function and the Wigner distribution of the Green’s
function. We calculate the Green’s function and its Wigner distribution for the two-plate
waveguide. A number of special cases are considered, and we show how our result reduces
to a known special case.
In Part II, we study the evolution of non-stationary noise in dispersive media in terms of
modes and show how modes evolve and how they are effected by sources. Each mode satisfies
v
a Schrödinger-type equation where the “Hamiltonian” may not be Hermitian. The Hamil-
tonian operator corresponds to the dispersion relation where the wavenumber is replaced by
the wavenumber operator. A complex dispersion relation corresponds to a non-Hermitian
operator and indicates that we have attenuation. The case of arbitrary initial conditions is
developed. The results expand on a previous approximation in terms of the Wigner distri-
bution of a single mode. This solution requires one to obtain the initial modal functions
from the given initial wave, and the cross-Wigner approximation between different modal
functions. The approximation is obtained for general linear wave equations by transforming
the equations to phase space, and then solving in the new domain. A number of examples
are given.
In Part III we consider the motion of a “particle” in a medium of variable index of
refraction whose motion is governed by Snell’s law. A stratified medium is considered. We
give a derivation of the Newtonian forces that govern the motion and show that a position-
dependent variable mass is necessary. Explicit expressions are given for the velocity and
acceleration components of the particle. These are derived directly from Snell’s law. It is
further shown that momentum is conserved along the interface, and that Snell’s law follows
from this conservation law. We apply the equations of motion and find the conditions for a
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Propagation of Non-Stationary Noise
in a Two-Plate Waveguide
Chapter 1
Introduction: Noise
Suppose that we know the statistics of noise that is generated in a specific region and at
specific times. What would be the statistics of the effect of this noise in a different region
and/or at a future time? We develop a general method to deal with propagation of non-
stationary noise in a waveguide that contains noise sources. For example, the noise generated
by a moving ship is non-stationary, since the noise statistics at each point in space and time
change as the ship moves. In particular we will explicitly obtain the propagation of noise
in a two-plate waveguide, which is a standard model for the ocean. The way we describe
non-stationary noise is by way of the Wigner spectrum which we briefly review.
For a deterministic time function, f(t), the Wigner distribution is given by1 [1, 2]




f ∗(t− τ/2)f(t+ τ/2)e−iτωdτ (1.1)
Upon ensemble-averaging, (1.1) becomes




〈 f ∗(t− τ/2)f(t+ τ/2) 〉 e−iτωdτ (1.2)
1All integrals are evaluated from −∞ to∞, unless otherwise noted. Also, multiple integrals are indicated
by the number of differentials.
2
3
W (t, ω) is called the ‘Wigner spectrum’ [3, 4, 5, 6]. In the Wigner spectrum, the term
〈 f ∗(t− τ/2)f(t+ τ/2) 〉 is the non-stationary autocorrelation function and can be obtained
by way of
〈 f ∗(t− τ/2)f(t+ τ/2) 〉 =
∫
W (t, ω)eiτωdω (1.3)
One can also define the position-wavenumber Wigner distribution. For a space function
f(x), analogously to Eq. (1.1)




f ∗(x− θ/2)f(x+ θ/2)e−iθkdθ (1.4)
The Wigner spectrum for this case is then




〈f ∗(x− θ/2)f(x+ θ/2)〉 e−iθkdθ (1.5)
where now 〈f ∗(x− θ/2)f(x+ θ/2)〉 is the spatial autocorrelation function.
In this thesis we will study the more general case of combined space-time autocorrelation
functions. If we consider noise that is a function of both space and time, u(x, t), then we
use the four-dimensional Wigner distribution




u∗(x− θ/2, t− τ/2)u(x+ θ/2, t+ τ/2)e−iτωe−iθkdτdθ (1.6)
and the four-dimensional Wigner spectrum is obtained by ensemble averaging




〈u∗(x− θ/2, t− τ/2)u(x+ θ/2, t+ τ/2)〉 e−iτωe−iθkdτdθ (1.7)
where now 〈u∗(x− θ/2, t− τ/2)u(x+ θ/2, t+ τ/2)〉 is the space-time autocorrelation func-
tion.
4
1.1 The Autocorrelation Function from the Wigner Spec-
trum
In Chap. 5 we show that the Wigner distribution of the response could be obtained from
the Wigner distribution of the source via the Wigner distribution of the Green’s function.
Taking the ensemble average of both sides, we obtain an expression for the Wigner spectrum
of the response in terms of the Wigner spectrum of the source.




′,−k′, t′,−ω′)WG(r,k; x′,k′; t, ω; t′, ω′)dr′dt′dk′dω′ (1.8)
We now show how the autocorrelation function could be obtained from the Wigner spec-
trum. Since the Wigner spectrum of the source response is defined as








then a double inverse-Fourier-transform yields the ensemble average
〈




W uf (r,k, t, ω)e
iθ·keiτωdkdω (1.10)
which is the non-stationary autocorrelation function of the response.
In the general case above,
〈






















u(r, t) = f(r, t) (2.1)
where u(r, t) is the wave and f( r, t) is a source function and c(z) is the speed which depends
only on depth.
2. The solution is
u( r, t) = uH(r, t) + uf (r, t) (2.2)







uH(r, t) = 0 (2.3)







uf (r, t) = f(r, t) (2.4)
5
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3. We consider the case where
uH(r, t) = 0 (2.5)
4. The response to the source, uf (r, t), can be expressed in terms of a Green’s function
uf (r, t) =
∫
G( r, r ′; t, t′)f( r ′, t′)dr′dt′ (2.6)







G( r, r ′; t, t) = δ( r− r ′)δ(t− t′) (2.7)
5. We calculate the Wigner distribution in space and time




u∗f (r−τ k/2 ; t−τ/2)uf (r+τ k/2 ; t+τ/2)e−iτωe−iτk·kdτdτ k (2.8)
and we ensemble average to obtain the Wigner spectrum
〈










This is called the Wigner spectrum, which is also denoted by
〈
Wuf ( r,k, t, ω)
〉
= W uf ( r,k, t, ω) (2.10)
7
From the Wigner spectrum one can obtain the autocorrelation function
〈








6. To calculate Wuf ( r,k, t, ω) we show that




′,−k′, t′,−ω′)WG(r,k, ; r′,k′; t, ω; t′, ω′)dr′dt′dk′dω′ (2.12)
where Wf (r
′,−k′, t′,−ω′) is the Wigner distribution of the source term and WG is the Wigner
distribution of the Green’s function.
WG(r,k; r
′,k′; t, ω; t′, ω′) =
∫
G∗(r− θ/2, r′ − θ′/2; t− τ/2, t′ − τ ′/2)
×G(r + θ/2, r′ + θ′/2; t+ τ/2, t′ + τ ′/2)e−iθ·ke−iθ′·k′e−iτωe−iτ ′ω′dθdτdθ′dτ ′
(2.13)
7. Since the Green’s function is deterministic, ensemble averaging gives
〈




〈Wf (r′,−k′, t′,−ω′)〉WG(r,k; r′,k′; t, ω; t′, ω′)dr′dt′dk′dω′
(2.14)
8. Our basic aim is to calculate WG for the two-plate waveguide, which in turn will allow us
to calculate
〈
Wuf (r,k, t, ω)
〉
9. The two-plate waveguides we consider are the pressure-release top and bottom waveguide,
8
which is defined by the boundary conditions [7]
u(x, y, z = 0, t) = 0 (pressure-release surface) (2.15)
u(x, y, z = L, t) = 0 (pressure-release bottom) (2.16)
and the pressure-release top and hard bottom two-plate waveguide. which is defined by the
following boundary conditions
u(x, y, z = 0, t) = 0 (pressure-release surface) (2.17)
∂
∂z
u(x, y, z = L, t) = 0 (hard bottom) (2.18)
where L is the depth of the waveguide.
Chapter 3
Two-Plate Waveguide
A two-plate waveguide is an infinite three-dimensional region bounded above and below by
a pair of parallel planes which have certain properties. To be called a waveguide, each of the
planes should enforce some boundary condition, that is, there are properties that any wave
must satisfy at the two planes. Each plane is called a plate, and hence the name ‘two-plate
waveguide’. Two-plate waveguides are often used to model the ocean, where the top plate
stands for the ocean surface, and the bottom plate represents the ocean bottom. Usually the
z-direction is taken to be the depth direction, and here the two plates are perpendicular to the
z-direction. Let z point downward, in the direction of increasing depth. Common boundary
conditions are the pressure-release boundary condition, which forces the magnitude of any
wave to be zero (at a plate), and the hard boundary condition, which forces any wave’s
derivative in the direction normal to the plate (at the plate) to be zero. The simplest model
for the ocean is the pressure-release top and hard bottom two-plate waveguide [7]. They are
defined by the following boundary conditions; for a wave u(x, y, z, t)
u(x, y, z = 0, t) = 0 (pressure-release surface) (3.1)
∂
∂z
u(x, y, z = L, t) = 0 (hard bottom) (3.2)
9
10
Figure 3.1: Two-plate waveguide with boundary conditions
where L is the depth of the ocean bottom.
3.1 Noise Propagation
Suppose that we know the statistics of noise that is generated in a specific region and at
specific times. What would be the statistics of the effect of this noise in a different region
and/or at a future time? In this thesis we aim to develop a general method that can address
such questions for both stationary and non-stationary noise situations.







u( r, t) = f( r, t) (3.3)
where u(r, t) is the wave and f(r, t) is the source term. The solution is
u( r, t) = uH( r, t) + uf ( r, t) (3.4)







uH( r, t) = 0 (3.5)
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uf ( r, t) = f( r, t) (3.6)
We will take the homogeneous term to be zero
uH( r, t) = 0 (3.7)
The response to the source, uf (r, t), can be expressed in terms of a Green’s function
uf (r, t) =
∫
G( r, r′; t, t′)f( r′, t′)dr′dt′ (3.8)







G( r, r′; t, t) = δ( r− r′)δ(t− t′) (3.9)
Given an autocorrelation function for the noise source, we develop a method for finding
the Wigner spectrum of the response, W uf ,




〈 f ∗(r− θ/2, t− τ/2)f(r + θ/2, t+ τ/2) 〉 e−iθke−iτωdθdτ (3.10)
We show in Chap. 5 that the Wigner spectrum of the source response is




′,−k′; t, ω, t′;−ω′)W f (r′,k′, t′, ω′)dr′dt′dk′dω′ (3.11)
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where WG is the Wigner distribution of the Green’s function
WG(r,k; r





G∗(r− θ/2, r′ − θ′/2; t− τ/2, t′ − τ ′/2)
×G(r + θ/2, r′ + θ′/2; t+ τ/2, t′ + τ ′/2)e−iθ·ke−iθ′·k′e−iτωe−iτ ′ω′dθdθ′dτdτ
(3.12)
In Chap. 4 we derive the Green’s function for the waveguide, and in Chap. 7 we derive




In this chapter we review the standard Green’s function for the waveguides discussed in
Chap. 3. However some aspects of our derivation are new. We first consider the general
case where the speed is a function of z
c = c(z) (4.1)
and then specialize to the case where
c = constant (4.2)
and to the two types of boundary conditions previously mentioned, namely, for a wave
u(x, y, z, t)
u(x, y, 0, t) = 0 u(x, y, L, t) = 0 (pressure-release top and bottom) (4.3)
u(x, y, 0, t) = 0
∂
∂z
u(x, y, L, t) = 0 (pressure-release top, hard bottom) (4.4)
13
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In the variable speed case, the Green’s function will be expressed in terms of general
functions, as to allow the speed to be an arbitrary function. In the constant speed case,
these will be sine functions.







u(x, y, z, t) = f(x, y, z, t) (4.5)
Since the speed c(z) in Eq. (4.5) is only z-dependent, there is a distinct difference between
the z coordinate and the x, y coordinates in the differential equation governing the wave,










uf (ρ, z, t) = f(ρ, z, t) (4.6)
where we use ρ = (x, y) = (r, θ) to designate a two-dimensional position within a horizontal
plane, and use z as the coordinate designating depth.
Assume that we have a Green’s function G for the solution of Eq. (4.6), then
uf (ρ, z, t) =
∫











G(ρ,ρ′; z, z′; t, t′) = δ(2)(ρ− ρ′)δ(z − z′)δ(t− t′) (4.8)
Eq. (4.6) is usually solved in the frequency domain by using a Green’s function H in the
frequency domain.
Going to frequency space, we need to find the source as well as the wave equation in the
new space. To accomplish this, we start by writing the Fourier transforms of the wave and
15
source




û(ρ, z, ω)eiωtdω (4.9)




f̂(ρ, z, ω)eiωtdω (4.10)
with inverses




u(ρ, z, t)e−iωtdt (4.11)




f(ρ, z, t)e−iωtdt (4.12)
To find the appropriate differential equation in the frequency domain, we use Eqs. (4.6),





















û(ρ, z, ω)eiωtdω (4.13)
















û(ρ, z, ω)− f̂(ρ, z, ω)
]









û(ρ, z, ω) = f̂(ρ, z, ω) (4.16)
We now define the Green’s function in the frequency domain H




H(ρ,ρ′; z, z′;ω, t′)eiωtdω (4.17)
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From Eq. (4.8) we see that the Green’s function H must satisfy












H(ρ,ρ′; z, z′;ω, t′)eiωtdω (4.18)
To satisfy Eq. (4.18), we must have














h(ρ,ρ′; z, z′) = δ(2)(ρ− ρ′)δ(z − z′) (4.20)
From Eqs. (4.17) and (4.19) we see that G is a function of t− t′





′)dω = G(ρ,ρ′; z, z′, t− t′) (4.21)
In App. A we find that in frequency space, the Green’s function equation analogous to
Eq. (4.7) requires one less integration. This is because the t and t′ dependence of the Green’s
function G is of the form t− t′




h(ρ,ρ′; z, z′;ω)f̂(ρ′, z′, ω)dρ′dz′ (4.22)
We now further define the function g′, which is the Fourier transform of the ρ coordinates
in h




g′(κ,ρ′; z, z′;ω)eiκ·ρdκ (4.23)
where κ is a two-dimensional vector, which represents the Fourier conjugate variables to ρ
in the wavenumber domain.
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Plugging Eq. (4.23) into Eq. (4.20), we find requirements on g′
















g′(κ,ρ′; z, z′;ω)eiκ·ρdκ (4.25)
To satisfy the above equation, we must have
g′(κ,ρ′; z, z′;ω) = e−iκ·ρ
′









g(κ; z, z′;ω) = δ(z − z′) (4.27)
Using Eq. (4.26), the Green’s function in Eq. (4.23) is, in terms of g






which shows that h is of the form
h(ρ,ρ′; z, z′;ω) = h(ρ− ρ′; z, z′;ω) (4.29)
and from Eq. (4.21) we also have that G is of the form
G(ρ,ρ′; z, z′; t, t′) = G(ρ− ρ′; z, z′; t− t′) (4.30)
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4.1 Depth-Dependent Speed
In this section, we present the usual way in which the three-dimensional scalar wave equation
with sources and a general depth-dependent speed is addressed in waveguides. The Green’s
function is found for waves in the frequency domain in terms of a compete set of functions,
φn(z, ω), which satisfy the boundary conditions of the waveguide. The φn’s depend on the
speed c(z), and generally are not trivial to determine.
To obtain the Green’s function, we start by noting that we can express g(κ; z, z′;ω, ω′)








φn(z, ω) = λn φn(z, ω) (4.31)
Since they will carry the depth dependence of the Green’s function, and by extension, of the
source-response, we demand that the φ’s satisfy the boundary conditions of the waveguide.






in Eq. (4.31) is of the form satisfying Sturm-Liouville




′, ω)φn(z, ω) = δ(z − z′) (4.32)
We try to express g as a sum of the eigenfunctions φn’s





The coefficients, An(κ, z
′;ω) , could be thought of as the φ-transform of g.
19
Using Eqs. (4.27), (4.32), and (4.33), we have






























(λn − κ2)An(κ, z′;ω)φn(z, ω) (4.37)
Since the φn’s satisfy a Sturm-Liouville equation, they are orthogonal to one another. Using
this orthogonality of the φn’s [7]
∫
φ∗m(z, ω)φn(z, ω)dz = δmn (4.38)








Finally, substituting Eq. (4.39) into Eq. (4.33), we find that g in terms of the φn’s is







From Eq. (4.40) we see that g only depends on the magnitude of κ.
By definition, from Eq. (4.28), h is









and G could be obtained using Eq. (4.21).
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4.2 Constant Speed
Here we consider the case where the speed d is a constant
c(z) = c (4.42)
The constant speed case is a special case of the depth-dependent speed. In App. M, we derive
directly the Green’s function for the constant speed case. Here we provide the constant speed
Green’s functions for two sets of boundary conditions which we discussed, namely, for the
pressure-release top and bottom, and for pressure-release top and hard bottom waveguides.
4.2.1 Pressure-Release Surface and Bottom
Here we consider the pressure-release top and bottom waveguide, where for any wave u(x, y, z, t),
we must have that
u(x, y, z = 0, t) = 0 (4.43)
u(x, y, z = L, t) = 0 (4.44)
In order to find h, we begin by considering a complete set of functions compatible with our
waveguide (with the boundary conditions). For the constant speed case, with our boundary
conditions, the φn’s of Eq. (4.31) are sinusoidal functions. In particular, to satisfy the











where the n’s are positive integers.
The φn’s satisfy Eq. (4.31) with
λn = ω















Then, from Eq. (4.40), g is







ω2/c2 − η2n − κ2
(4.49)
and from Eq. (4.28), h is









ω2/c2 − η2n − κ2
eiκ·(ρ−ρ
′)dκ (4.50)
4.2.2 Pressure-Release surface and Hard Bottom
Here we consider waveguides with pressure-release surface and hard bottom, which restrict
any wave inside to satisfy
u(x, y, z = 0, t) = 0 (4.51)
∂
∂z
u(x, y, z = L, t) = 0 (4.52)
In this case the φn’s are also sinusoids. The difference between this case and the previous







where the m’s are positive integers.















and g and G are







ω2/c2 − η2n − κ2
(4.55)













Many authors express the Green’s function for the above cases in cylindrical coordinates
using a Hankel function of the first kind. They claim that the zeroth order Hankel function

















We have never seen a direct proof of this, and we present our own proof in App. I.
Also, notice that in our presentation of the Green’s function for depth-dependent speeds,
knowledge of the φn’s was assumed. In practice, the φn’s may be difficult to determine. In
App. J we derive general characteristics of the φn’s for the case of uniformly increasing or
decreasing speed as a function of depth.
Chapter 5
The Wigner Spectrum of the
Response
We are interested in deriving a general expression that gives us the relationship between the
autocorrelation function of a source and the autocorrelation function of the response to the
source. We also want to be able to do this for non-stationary noise. We chose to represent
this relationship and all of the terms in phase space using Wigner distributions and spectra,
since they naturally lend themselves to studying autocorrelation functions.
Normally, we could use a Green’s function to obtain the response, and then obtain its
Wigner spectrum after ensemble averaging. Notice that in this process we treat the source as
a deterministic function, and ensemble average at the end. Here we begin with the Wigner
spectrum of the noise, and directly obtain the Wigner spectrum of the response.
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5.1 Relationship between the Wigner Distribution of
the Source, Green’s Function, and Response
For the sake of simplicity, here we consider the one-dimensional case; however, we note that
our results generalize in a straightforward manner to higher dimensions, and we present the
three-dimensional case in App. K. We now prove that




′,−k′; t, ω, t′;−ω′)W f (x, k, t, ω) dx′dt′dk′dω′ (5.1)
We start by noting that the Wigner distribution of a wave u(r, t) is given by




u∗(x− θ/2, t− τ/2)u(x+ θ/2, t+ τ/2)e−iθke−iτωdθdτ (5.2)
Since the full wave is the superposition of a source response and a homogeneous wave,
u = uf + uH , the Wigner distribution of the full wave is
Wuu = Wufuf +WufuH +WuHuf +WuHuH (5.3)
We now focus on the Wufuf term. We could get rid of the other terms by considering the
homogeneous wave uH to be initially zero, in which case
Wuu = Wufuf (5.4)
We now derive the general relationship between the Wigner spectrum of the source re-
sponse and the Wigner spectrum of the noise source via the Wigner distribution of the
Green’s function.
Recall that given a deterministic source, the deterministic response is given by Eq. (M.2),
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which we repeat here
uf (x, t) =
∫
G(x, x′; t, t′)f(x′, t′)dx′dt′ (5.5)
The Wigner distribution of the response uf (x, t) in Eq. (5.5) is













dθdτe−iθke−iτωG∗(x− θ/2, x2; t− τ/2, t2)G(x+ θ/2, x1; t+ τ/2, t1) (5.7)
Changing variables
x2 =x
′ − φ/2 t2 = t′ − ψ/2 (5.8)
x1 =x
′ + φ/2 t1 = t
′ + ψ/2 (5.9)
we obtain




f ∗(x′ − φ/2, t′ − ψ/2)f(x′ + φ/2, t′ + ψ/2)
×
∫
G∗(x− θ/2, x′ − φ/2; t− τ/2, t′ − ψ/2)
×G(x+ θ/2, x′ + φ/2; t+ τ/2, t′ + ψ/2)e−iθke−iτwdθdτdx′dt′ (5.10)
Using the definition of the Wigner distribution of the source, Wf , and double inverse-Fourier-
transforming, we have
f ∗(x′ − φ/2, t′ − ψ/2)f(x′ + φ/2, t′ + ψ/2) =
∫




Inserting Eq. (5.11) into Eq. (5.10), we have that the Wigner distribution of the source
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response is




′,−k′, t′,−ω′)WG(x, k;x′, k′; t, ω; t′, ω′)dx′dt′dk′dω′ (5.12)
where the Wigner distribution of the Green’s function is defined to be
WG(x, k;x





G∗(x− θ/2, x′ − θ′/2; t− τ/2, t′ − τ ′/2) (5.13)
×G(x+ θ/2, x′ + θ′/2; t+ τ/2, t′ + τ ′/2)e−iτωe−iθke−iτ ′ω′e−iθ′k′dθdθ′dτdτ ′
Eq. (5.12) could be rewritten as




′, k′, t′, ω′)WG(x, k;x
′,−k′; t, ω; t′,−ω′)dx′dt′dk′dω′ (5.14)
For the three dimensional case, we have1





×WG(r,k; r′,−k′; t, ω; t′,−ω′)dr′dt′dk′dω′ (5.15)
5.2 The Case of G(x, x′; t, t′) = G(x, x′; t− t′)
In some cases (like the case of the waveguide in Chap. 3), the Green’s function is of a
functional form that depends on the difference of coordinates2
G(x, x′; t, t′) = G(x, x′; t− t′) (5.16)
1See App. K
2where it is understood that G is not the same function on the two sides.
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In this case, Wuf in Eq. (5.14) becomes




′,−k′, t′, ω)WG(x, k;x′, k′; t− t′, ω)dx′dt′dk′ (5.17)
which is equivalent to




′,−k′, t− t′, ω)WG(x, k;x′, k′; t′, ω)dx′dt′dk′ (5.18)
Notice that we no longer have an integration over the conjugate variable to t′, which here
appears in the Green’s function as part of a difference.
5.3 The Case of G(x, x′; t, t′) = G(x− x′; t− t′)
If the Green’s function for the situation is of the functional form
G(x, x′; t, t′) = G(x− x′; t− t′) (5.19)
then Wuf becomes
3




′, k, t′, ω)WG(x− x′, k; t− t′, ω)dx′dt′ (5.20)
which is Eq. (62) in [8]. This is equivalent to
Wuf (x, k, t, ω) = (2π)
2
∫
Wf (x− x′, k, t− t′, ω)WG(x′, k; t′, ω)dx′dt′ (5.21)
Notice that an effect similar to the previous case occured and the k′ integration disappeared.
Our main results, Eqs. (5.12), (5.17), and (5.20), generalize to arbitrary dimension in a
3These could be obtained either directly from Eq. (5.6) or from Eq. (5.12) by using Eq. (L.6) in App. L.
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straightforward way. For the case of the waveguides considered in earlier chapters, we utilize
Green’s functions which are of the functional form
G(x, x′; y, y′; z, z′|ω) = G(x− x′; y − y′; z, z′|ω) (5.22)
In this case, the equation for Wuf is
4





′, ky, z, kz, z
′, k′z|ω)
×Wf (x− x′, kx, y − y′, ky, z′,−k′z|ω)dx′dy′dz′dk′z (5.23)
= 2π
∫
WG(x− x′, kx, y − y′, ky, z, kz, z′, k′z|ω)
×Wf (x′, kx, y′, ky, z′,−k′z|ω)dx′dy′dz′dk′z (5.24)
4See App. K.
Chapter 6
Wigner Distribution of the Green’s
Function: Variable Speed
Here we calculate the Wigner distribution of the Green’s function Eq. (4.41), found in Chap.
4. In App. E, we show how to directly obtain the single-frequency Wigner distribution of
the Green’s function. We also show how to find the single-frequency Wigner distribution of
the Green’s function from the full Wigner distribution of the Green’s function. The single-
frequency Wigner distribution corresponds to the intensity in the frequency coordinate.
Here we find the Wigner distribution for the full Green’s function, Eq. (4.41) (repeated
here for convenience) Consider Eqs. (4.21), and (4.28)










′)g(κ; z, z′;ω) (6.2)
We know that
WG = Wh (6.3)
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Calculating Wigner distribution of h,
Wh(ρ,κ; z, kz; z































′ + θ′z/2, ω + τ/2)φm(z + θz/2, ω + τ/2)
λm − (κ2)2
(6.4)
Here the effective limits of integration for θz and θ
′
z do not go from −∞ to∞ because of the
finite size of the waveguide. This is discussed in App. G.
The Wigner distribution of h becomes

























′ − θ′z/2, ω − τ/2)φ∗m(z′ + θ′z/2, ω + τ/2) (6.5)
This could alternatively be obtained from the double Fourier transform of the Green’s
function, g, in Eq. (4.40). This is done in App. D.
Chapter 7
The Wigner Distribution of the
Green’s Function: Constant Speed
We now seek to find the Wigner distribution of the Green’s function of the wave equation,
G. Here we obtain the Wigner distribution of G directly from its Fourier-transform, H. We
use the fact that
WG = Wh (7.1)
Note that G in Eq. (4.50) has the same form for both sets of boundary conditions which we
considered in Chap. 3, except that the Green’s functions satisfying the two sets of boundary








π (pressure-release surface and hard bottom) (7.3)
where m is a positive integer.
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We begin with the Green’s function in the frequency domain, h, which could be obtained











− η2x − η2y − η2z
sin(ηzz
′) sin(ηzz)dηxdηy (7.4)
The Wigner distribution of the Green’s function will be the the sum of the product of different
parts


























7.1 Pressure-Release Surface and Bottom








and the summations become summations over m and n. Therefore Eq. (7.5) becomes






























h are derived in App. G, and the results are listed below.
In calculating Wh, we notice that we can separate some of the integrations and perform
them independently. We list here the following pieces which have to be evaluated so that we
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sin[(2kz + (n+m)π/L)2|z − L/2| − 2Lkz]
2kz + (n+m)π/L
+ e−i(n−m)πz/L






sin[(2kz + (n−m)π/L)2|z − L/2| − 2Lkz]
2kz + (n−m)π/L
+ e−i(n+m)πz/L


















(2w + cη)2 − (cη′2
− e
+i2cη∆t








(2w − cη′2 − c2η2
− e
+i2cη′∆t
(2w + cη′2 − c2η2
]}
(7.12)







(ηx − 2kx)2 + (ηy − 2ky)2 + (ηm)2. This comes from the










7.2 Combining all of the Pieces of Wh







y; z, kz; z











































sin[(2kz + (n+m)π/L)2|z − L/2| − 2Lkz]
2kz + (n+m)π/L
+ e−i(n−m)πz/L






sin[(2kz + (n−m)π/L)2|z − L/2| − 2Lkz]
2kz + (n−m)π/L
+ e−i(n+m)πz/L














(2ω + cη)2 − (cη′)2
− e
+i2cη∆t








(2ω − cη′2 − c2η2
− e
+i2cη′∆t
(2ω + cη′2 − c2η2
]}
(7.14)
and if we represent our x and x′ coordinates to the difference
∆x = x− x′ (7.15)
and likewise, our y and y′ coordinates to
∆y = y − y′ (7.16)
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and appropriately drop the k′x and k
′
y coordinates,









































sin[(2kz + (n+m)π/L)2|z − L/2| − 2Lkz]
2kz + (n+m)π/L
+ e−i(n−m)πz/L






sin[(2kz + (n−m)π/L)2|z − L/2| − 2Lkz]
2kz + (n−m)π/L
+ e−i(n+m)πz/L














(2ω + cη)2 − (cη′)2
− e
+i2cη∆t








(2ω − cη′)2 − c2η2
− e
+i2cη′∆t




The Wigner Spectrum of the Noise
Source
8.1 Spatial and Temporal White Noise Source
Consider the important case in which the autocorrelation function of the noise source is
white noise in both space and time.
〈f ∗(r1, t1)f(r2, t2)〉 = aδ(3)(r2 − r1)δ(t2 − t1) (8.1)
where a is a constant. Then
〈f ∗(r− θ/2, t− τ/2)f(r + θ/2, t+ τ/2)〉 = aδ(3)(θ)δ(τ) (8.2)
Therefore, the Wigner spectrum of the noise source is










In App. K we derive that the Wigner spectrum of the response for this case is given by
W uf (ρ,κ, z, kz, t, ω) = (2π)
4
∫
W f (ρ− ρ′,κ, z′,−k′z, t− t′,−ω′)
×WG(ρ′,κ; z, kz; z′, k′z; t′, ω)dρ′dz′dt′dk′z (8.4)
8.1.1 Depth-Dependent Speed
In Chap. 6 we found that the Wigner distribution of the Green’s function is Eq. (6.5)




























Using Eq. (8.3), we have that the source response is






where W φnm(z, kz|ω) is defined as




φ∗n(z − θz/2, ω)φm(z + θz/2, ω)e−iθzkzdθz (8.7)
8.1.2 Constant Speed
To specialize to the constant speed case, we begin by noticing that the W φnn term in Eq.
(8.6) is exactly W
(z)
h in Chap. 7, whose derivation is in App. G. Also, since we have from
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Eq. (4.47) in Chap. 4 that in the constant speed case
λn = ω
2/c2 − η2n (8.8)
the denominator of Eq. (8.6) is
|λn − κ2|2 = |ω2/c2 − κ2 − η2n|2 (8.9)
So in this case the Wigner spectrum of the response is






|ω2/c2 − κ2 − η2n|2
(8.10)
From Eq. (G.20), W
(z)







sin[(kz + nπ/L)4|z − L/2| − 2Lkz]
kz + nπ/L
+
sin[(kz − nπ/L)4|z − L/2| − 2Lkz]
kz − nπ/L
)





Kuperman-Ingenito Result as a
Special Case
Kuperman and Ingenito sought to find an expression for noise in the ocean that results from
wind or rain striking the ocean surface [9]. They model the ocean as a two-plate waveguide
with a pressure-release top and a hard bottom. In their model, all of the noise sources
emanate from within a horizontal plane at an arbitrary depth z′ (as in fig. 9.1).
Figure 9.1: Kuperman-Ingenito: Noise Sources within a Plane of Depth z′
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û(r, ω) = f̂(r, ω) (9.1)
describes wave dynamics in the waveguide, and the noise and sources are considered as a
function of frequency ω.
Since the speed c(z) is depth-dependent, there is a distinct difference between the z
coordinate and the x, y coordinates in the differential equation governing the wave, so we









û(ρ, z, ω) = f̂(ρ, z, ω) (9.2)
where we use ρ = (x, y) = (r, θ) to designate a two-dimensional position within a horizontal
plane, and use z as the coordinate designating depth.
As in our approach, sources and waves are treated deterministically until the end of the
calculation, at which point they are ensemble averaged. The disturbance resulting from
the noise in the rest of the waveguide is described by the single-frequency autocorrelation
function of the source-response in the frequency domain.
R(ρ1,ρ2, z1, z2|ω) = 〈 û∗(ρ1, z1, ω)û(ρ2, z2, ω) 〉 (9.3)
Their main result is that the autocorrelation function of the response to a noise source
is approximately





|φn(z′, ω)|2 φn(z1, ω)φ∗n(z2, ω)
κn(ω)αn(ω)
∫
N(ρ′, ω)J0 (κn|ρ− ρ′|) dρ′
(9.4)
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for a single frequency ω, where N(ρ, ω) is the autocorrelation function of the noise source.






with eigenvalues λn = αn + iβn, and ρ is the
position of interest in the xy plane.
9.1 Deriving the Kuperman-Ingenito Result
In Chap. 4 we found a general expression for the Green function for the three-dimensional
scalar wave equation with arbitrary speed c(z) in frequency space. In App. H we found the
autocorrelation function of the source response in general, and also for specific types of noise
source autocorrelation functions. In this chapter, we input the noise source autocorrelation
function from the paper Kuperman-Ingenito [9] into our Eq. (5.15).
Since the Kuperman-Ingenito source is of the form f̂(ρ, z, ω) = F̂ (ρ, ω)δ(z − z′), its
same-frequency autocorrelation function is1
R(ρ− τ/2,ρ+ τ/2, z − τz/2, z + τz/2|ω) = R(ρ− τ/2,ρ+ τ/2|ω)δ(τz)δ(z − z∗) (9.5)
Further, in the Kuperman-Ingenito case, the autocorrelation of the noise source is stationary,
that is, there is no ρ dependence, and the autocorrelation function depends only on the
distance τ within the plane
R(ρ− τ/2,ρ+ τ/2|ω) = R(τ |ω) (9.6)
1where it is understood that the two R’s (on either side of the equation) are different functions.
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Using Eqs. (9.5) and (9.6), the autocorrelation function of the response becomes
〈












J0(|θ − τ |αn) (9.7)
If we further consider a noise source autocorrelation function which depends only on the
absolute distance τ within the xy plane, that is, that R(τ ) = R(τ)
〈











J0(|θ − τ |αn)dτ (9.8)






Wave Equations, Modes and Sources
We consider waves that evolve according to differential equations with constant coefficients
and present the concept of modes. In the absence of a source term, the differential equation
is called homogeneous, and the wave is the sum of modal functions. Each modal function
evolves in a different manner, which could be obtained from the differential equation for the
wave in a straightforward way.
In this chapter, we present a comprehensive theory of modes and modal functions. This
is adopted largely from our paper [8].
In part I, we considered the source response exclusively. In the presence of a source,
the wave is the superposition of a source-response and a homogeneous wave. Starting at
Chap. 12, we describe properties of the source-response in the mode formulation. Examples
are given to illustrate the ideas applying to both homogeneous wave equations and wave
equations with sources.
In Chaps. 15 and 16, we1 focus exclusively on the homogeneous wave, and study its
Wigner distribution and Spectrogram. The formulation in terms of phase space lends itself
to approximations, and we develop approximations to the single mode and multimode wave


















u(x, t) = f(x, t) (10.1)
where u(x, t) is the wave and f(x, t) is a source term that depends on space and time. Under








u(x, t) = f(x, t) (10.2)
and such an example is considered in section 13.3. We write Eq. (10.1) as
Lu(x, t) = f(x, t) (10.3)














The solution to Eq. (10.1) or (10.2) is given by
u(x, t) = uH(x, t) + uf (x, t) (10.5)















uH(x, t) = 0 (10.6)
and uf (x, t) is a called the source response of Eq. (10.3). We start discussing uH(x, t) in the
following section, and we start discussing the uf (x, t) term in Chap. 12.
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10.1 Modes and the Homogenous Equation
The concept of modes arises from the homogenous equation. One substitutes eikx−iωt into







an(−iω)n = 0 (10.7)
and solves for ω in terms of k. Eq. (10.7) is called the dispersion relation. Generally there
are many solutions to the dispersion relation and each solution is called a mode. Let us
assume there are M modes
ω = ω`(k) ` = 1, 2, . . . ,M (10.8)
Furthermore a particular mode may have a complex dispersion relation; the complex part of
the dispersion relation for a particular mode is responsible for attenuation. Each mode has














The superposition of the source response and the modal functions comprise the full wave.





Generally speaking, one is given initial conditions for the wave u(x, t) and not for each modal
function. In section 10.2 we discuss how the modal functions are obtained from the initial
conditions.
If one defines the time dependent spatial spectrum by [19, 20, 22, 23]
S`(k, t) = S`(k, 0) e
−iω`(k)t (10.12)


















Before proceeding, we establish the equation of motion for each modal function [24].







































in the position representation
k in the wavenumber representation
(10.19)




= ω` (K)u`(x, t) (10.20)
This is a Schrödinger-like equation where the Hamiltonian is replaced by some function of
K. Since ω` may be complex, the operator ω` (K) may be non-Hermitian. Since this is a
differential equation that is first order in time, we can write






The function K`(x, x








′; t, t0) = 0 (10.22)
with the constraint that at t = t0
K`(x, x
′; t, t) = δ(x− x′) (10.23)
Each mode has its own propagator, which could be found directly from the mode, ω`, itself.
The propagator for Eq. (10.21) is given by [19, 20]
K`(x, x







Hence for this case the propagator is a function of only two variables, and we write
u`(x, t) =
∫
K`(x− x′, t− t0)u`(x′, t0)dx′ (10.25)
10.2 Determination of the Modes From the Initial Con-
ditions for the Wave
In general we are given the initial conditions for the wave and for its time derivatives. We
now show how one can obtain the initial modal functions from these initial conditions. We
assume full knowledge of the sources f(x, t). Once the initial modal functions are obtained,
each evolves according to Eq. (10.21). For simplicity, we first consider the two-mode case,
and subsequently give the results for an arbitrary number of modes.
Suppose that our wave equation has exactly two modes ω1(k) and ω2(k) with correspond-
ing modal functions u1(x, t) and u2(x, t). The homogeneous part is
uH(x, t) = u1(x, t) + u2(x, t) (10.26)
and the full wave is
u(x, t) = uf (x, t) + u1(x, t) + u2(x, t) (10.27)




















Notice that the wave and source response term always enter together in the same way from
the point of view of initial conditions
ψ(x, t) = u(x, t)− uf (x, t) = uH(x, t) (10.32)
and therefore we write
















ω1 (K)u1(x, 0) +
1
i
ω2 (K)u2(x, 0) (10.35)












ω1 (K)ψ(x, 0) =
1
i
ω1 (K)u1(x, 0) +
1
i
ω1 (K)u2(x, 0) (10.36)
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and then subtracting Eq. (10.35) from (10.36) we obtain





ψ(x, 0) = [ω1 (K)− ω2 (K)]u2(x, 0) (10.37)
One can think of this as a differential equation for u2(x, 0). Symbolically, one can solve for
u2(x, 0)
u2(x, 0) =
ω1 (K) + 1i
∂
∂t
ω1 (K)− ω2 (K)
ψ(x, 0) (10.38)
Similarly, for u1(x, 0) we have
u1(x, 0) =
ω2 (K) + 1i
∂
∂t
ω2 (K)− ω1 (K)
ψ(x, 0) (10.39)
10.3 The Multi-Mode Case





u(x, 0) j = 0, 1, . . . ,M − 1 (10.40)










u`(x, 0) j = 1, . . . ,M − 1 (10.42)









u`(x, 0) j = 0, . . . ,M − 1 (10.43)
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1 1 · · · 1
1
i



































1 1 · · · 1
1
i


























Notice that in general, each modal function depends on all ψ(j).
Chapter 11
Wavenumber Formulation
While the concept of modes is usually formulated in the space variable, we now show that






u(x, t) e−ikxdx For the full wave (11.1)




uf (x, t) e
−ikxdx For the source response (11.2)















−ikxdx For each mode (11.5)
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S(k, t) eikxdk (11.6)


































u(x, t) = f(x, t) (11.11)












S(k, t) = F (k, t) (11.12)
Also, corresponding to Eq. (10.3) we write
LS(k, t) = F (k, t) (11.13)













The solution to Eq. (11.13) is given by
S(k, t) = SF (k, t) + SH(k, t) (11.15)












SH(k, t) = 0 (11.16)





and SF (k, t) is the source response (a particular solution) of Eq. (11.12). We can see from




S`(k, t) = ω`(k)S`(k, t) (11.18)
and the part is
S`(k, t) = S`(k, t0) e
−iω`(k)(t−t0) (11.19)






This is a significant simplification compared to the position representation.




K`(k − k′, t− t0)S`(k′, t0)dk′ (11.21)
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then
K`(k − k′, t− t0) = δ(k − k′)e−iω`(k)(t−t0) (11.22)
11.1 Obtaining the Modes
As before, first consider the two-mode case
S(k, t) = Sf (k, t) + S1(k, t) + S2(k, t) (11.23)
Given the initial conditions at time t = 0














we define the analog of Eq. (10.32) in the wavenumber representation
ϕ(k, t) = S(k, t)− Sf (k, t) (11.26)
and Eqs. (11.24) and (11.25) become




























which match equations (10.38) and (10.39). This two mode case has been previously given
by Whithem [18].
11.2 Multi-Mode (Wavenumber) Case
































































































In this chapter, we review the propagation effects of the source-response term and its for-
mulation in terms of a Green’s function [8, 25]We write the response of the source term
as






dt′G(x, x′; t, t′)f(x′, t′) (12.1)
The Green’s function is the sum of two functions
G(x− x′, t− t′) = GR(x− x′, t− t′) +GA(x− x′, t− t′) (12.2)
where
GR(x, x
′; t, t′) = η(t− t′)G(x, x′; t, t′) (12.3)
GA(x, x
′; t, t′) = η(t′ − t)G(x, x′; t, t′) (12.4)
These are called the ‘retarded’ and ‘advanced’ Green’s functions, respectively. They are
used if one wants to consider the effects of the sources due only to past or to future times.
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For instance, for philosophical reasons, if one does not want to consider the effects on the
wave at some time due to sources at a later time, then one would use the retarded Green’s
function. We mention however, that these are not Green’s functions at all. We believe that
the proper way of handling such situations is to truncate the source. A truncated source is a
valid source, and using the full Green’s function will give a valid wave. We consider retarded
and advanced Green’s functions an equivalent, yet misleading viewpoint.
Also, without going into too much detail, we note that in the case of wave equations that
are first order in derivative, the Green’s function actually is truncated in time, a fact which
probably contributes to this confusion.
The response due to the past and future may be written as
uf (x, t) = u
R
f (x, t) + u
A
f (x, t) (12.5)
where





G(x− x′, t− t′)f(x′, t′)dx′ (12.6)





G(x− x′, t− t′)f(x′, t′)dx′ (12.7)
Finite Starting Time. Of particular interest is the case where the source is turned on at
a particular time, say t = 0. Hence in Eq. (12.6) and (12.7) we substitute η(t)f(x, t), where
η(t) is the step function, for f(x, t) to obtain






G(x− x′, t− t′)f(x′, t′)dx′ t > 0















G(x− x′, t− t′)f(x′, t′)dx′ t < 0
(12.9)
First Order Equations. If a differential equation is first order in time then it has only a
single mode, and one can write the solution as
u(x, t) =
∫




G(x, x′; t, t′)f(x′, t′)dx′dt′ (12.10)
In such a case the retarded Green’s function and propagator are related by
GR(x, x
′; t, t′) = η(t− t′)K(x, x′; t, t′) (12.11)
Chapter 13
Examples
We now consider a number of examples to illustrate the mode formulation of solving wave
equations. We will explicitly carry out the procedure for finding the modes and modal
functions for different wave equations, including the one dimensional wave equation (for a
string) and the beam equation, and we also describe how to find the effects due to sources.
The advantage of the mode formulation is that the procedure is direct as the examples will
show.
13.1 Example 1: The Free Space Wave Equation with
Source Terms
Consider the case of the free space wave equation where the solution (the d’Alembert solu-
tion) is well known [18]. We derive it here using the above formulation.









u(x, t) = f(x, t) (13.1)
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uH(x, t) = 0 (13.2)
upon substituting eikx−iωt we find the dispersion relation
ω2 = c2k2 (13.3)
which has two modes
ω1(k) = ck ω2(k) = −ck (13.4)













u1(x, t) = u1(x− ct, 0) (13.6)
and similarly, the second mode corresponds to a modal function of the form
u2(x, t) = u2(x+ ct, 0) (13.7)
Using Eqs. (10.27), (13.6), and (13.7),
u(x, t) = uf (x, t) + u1(x− ct, 0) + u2(x+ ct, 0) (13.8)
We now determine the initial modal functions in terms of the initial conditions for the




ω1 (K) + 1i
∂
∂t




























where the lower limit of integration x′ = 0 contributes a constant term which will be discussed
























































But we want the full wave, which is













Notice that the constant terms which came from the integrations’ lower limit x′ = 0 in
Eq. (13.11) and in Eq. (13.13) cancelled each other; so the lower limit x′ = 0 in Eq. (13.12)



















+ uf (x, t) (13.17)
If we consider the standard textbook case where there is no source term, then uf (x, t) = 0,














which is the d’Alembert solution. We consider the more general case where the source f is
non zero.
13.1.1 Wavenumber Representation




















and using Eq. (11.19) we obtain
ϕ(k, t) = S1(k, 0) e
−iω1(k)t + S2(k, 0) e
−iω2(k)t (13.21)
= S1(k, 0) e
−ickt + S2(k, 0) e
+ickt (13.22)
which using Eqs. (13.19) and (13.20) evaluates to














Since the two modes are similar, we define Ω to be
Ω = ck = ω1(k) = −ω2(k) (13.24)























ϕ(k, 0) = ϕ(1)(k, 0) (13.27)
as an initial condition.
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13.1.2 The Wave Equation with Source Terms in the Spatial Rep-
resentation










u(x, t) = f(x, t) (13.28)
To calculate the response of the wave to the source, we use the Green’s function for this
particular situation.
The Green’s function for this problem is the solution of









G(x− x′, t− t′) = δ(x− x′)δ(t− t′) (13.29)
and the retarded response is then





dx′G(x− x′, t− t′)f(x′, t′) (13.30)
The Green’s function for this problem is given by [8]









In the retarded case, t > t′, the Green’s function evaluates to





























We cancel the denominator by performing a derivative and an integration with respect to c′.
The limits of integration are chosen so that the action of the integral following the derivative
will return the original integrand. These took into account that we are considering the
retarded case (t′ < t).
Then by definition of absolute value











Performing the integration over k







η(x′ − x) · δ[(x′ − x)− c′(t− t′)]





















Since x, x′, t, and t′ are all real, the Dirac delta functions are non-zero only if c′ is real; then
we deform the contour so that we get some integration along the Real line (fig. 13.1).
Performing the contour integration, the integral evaluates to
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Figure 13.1: Contour of integration in the complex plane




































=− πc η [x′ − x] η
(
c(t− t′)− x′ + x
t− t′
)
− πc η [x− y] η
(





Using the Green’s function which we found above, the source-response is









































































































































Combining the two terms, Eqs. (13.46) and (13.48), we finally get





















Finally, the retarded Green’s function is







′)dk = −πc η(t− t′)η[x+ c(t− t′)− x′]η{x′ − [x− c(t− t′)]}
(13.51)
Notice that this is a function of the difference in position ∆x = x−x′ and the time difference
∆t = t− t′






























where as before, η(x) is the step function.
This expression is similar to the integral term in Eq. (13.17); only that in Eq. (13.50),
we also have an additional integration over t′. The integral term in Eq. (13.17) has to do
with the initial condition for the wave, whereas Eq. (13.50) is dealing with the effects of the
source.
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13.1.3 The Wave Equation with Sources in the Wavenumber Rep-
resentation
In the wavenumber representation, the wave equation operator becomes





and the wave equation with sources is
LS(k, t) = F (k, t) (13.55)
To calculate the response to this source, we use a Green’s function that satisfies
LGk(k, k′; t, t′) = δ(k − k′)δ(t− t′) (13.56)
The Green’s function for this situation is
Gk(k, k
′; t, t′) = − c
2
2ick
δ(k − k′)eick|t−t′| (13.57)
which can be used to find the source term in a way that is analogous to that in Eq. (13.30)
SF (k, t) =
∫
Gk(k, k
′; t, t′)F (k′, t′)dt′dk′ (13.58)
However, in the wavenumber representation, we can also use an alternate version of the
Green’s function Eq. (13.57)






To calculate SF from G
′
k
SF (k, t) =
∫
G′k(k, t− t′)F (k, t′)dt′ (13.60)
Note that the form of the solution is a single integral. Eq. (13.58) can be shown to be
equivalent to Eq. (13.60) by performing the k′-integration.
The retarded (reduced) Green’s function is





and the retarded source response is
SF (k, t) =
∫ t
−∞





F (k, t′)dt′ (13.62)
13.2 Example 2: The Beam Equation











u(x, t) = f(x, t) (13.63)
and has two modes
ω1(k) = αk
2/2 ω2(k) = −αk2/2 (13.64)
Using Eqs. (10.20) and (13.64), the equation of motion for the modal function corre-






















k2 S1(k, t) (13.66)
This is the same as Schrödinger’s equation for a free particle with α = 1/m and ~ = 1. The
position space propagator is























For the second mode, we note that its propagator can be obtained from the first by letting
α→ −α









To get the modal functions we use Eq. (10.38) and (10.39) to obtain
u2(x, 0) =
ω1 (K)− i ∂∂t










































K1(x− x′, t)u1(x′, 0)dx′ +
∫






















































We now discuss the modal functions of the beam equation in the wavenumber domain. In
this case, Eq. (11.20) gives
ϕ(k, t) = S1(k, 0) e
−iαk2t/2 + S2(k, 0) e
+iαk2t/2 (13.77)



















and hence, from Eqs. (13.77), (13.78), and (13.79)















Since the two modes of the beam equation are similar, we define
Ω = αk2/2 = ω1(k) = −ω2(k) (13.82)























ϕ(k, 0) = ϕ(1)(k, 0) (13.85)
to be an initial condition.
13.2.2 The Beam Equation: Source Term in the Spatial Domain











u(x, t) = f(x, t) (13.86)
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To calculate the response to the source, we need the Green’s function that satisfies
LG(x, x′; t, t′) = δ(x− x′)δ(t− t′) (13.87)
The Green’s function for this situation is









and the retarded response, uRf (x, t) is calculated by way of Eq. (13.30)





dx′GR(x− x′, t− t′)f(x′, t′) (13.89)
13.2.3 The Beam Equation: Source Term in the Wavenumber
Representation
In the wavenumber representation, the beam equation operator becomes














S(k, t) = F (k, t) (13.91)
We seek a Green’s function which satisfies




′; t, t′) =
c2
2ick2
δ(k − k′)eick2|t−t′| (13.93)
which can be used to calculate the response to our source
SF (k, t) =
∫
Gk(k, k
′; t, t′)F (k′, t′)dk′dt′ (13.94)
However, we can also use the reduced/stripped version of our Green’s function





and evaluate the response by way of
Sf (k, t) =
∫
G′k(k, t− t′)F (k, t′)dt′ (13.96)
Notice that the form of this solution has a single integral, compared with the double integral
in Eq. (13.94). Eq. (13.94) can be shown to be equivalent to Eq. (13.96) by performing the
k′-integration.
The retarded Green’s function is
G′k





and therefore, the retarded source response is
SF (k, t) =
∫ t
−∞






2(t−t′)F (k, t′)dt′ (13.98)
78
13.3 Example 3: A Non-Separable Wave Equation
In this example we consider the case of the following wave equation which is given in reference











u(x, t) = 0 (13.99)











u(x, t) = 0 (13.100)
We now show that the solution can be achieved in a straightforward way by using modes.
We note here that this equation is not of the form of Eq. (10.1), but of the more general
structure allowed by Eq. (10.2). Substituting eikx−iωt in Eq. (13.100) results in the following
dispersion relation
aω4 + bω2k2 + k4 = 0 (13.101)








To find the modal components of the wave, one uses the same methods used in our
previous examples. All of the modes in Eq. (13.102) are dispersionless because they are of
the form ω`(k) = c`k. As we can see from this example, the method of modes is very effective
because it allows equations such as Eq. (13.100) to be solved in a natural way, that is, we
do not need a new methodology for each new equation.
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13.4 Example 4: Two Different Types of Modes














u(x, t) = 0 (13.103)
which leads to the dispersion relation
ω2 − (αk + βk2)ω + αβk3 = 0 (13.104)
The dispersion relation has two modes
ω1(k) = αk (13.105)
ω2(k) = βk
2 (13.106)
The interest in this equation is that the modes are qualitatively different in that the function
corresponding to the first mode, Eq. (13.105), propagates without dispersion while the
function corresponding to the second mode, Eq. (13.106), propagates with dispersion. The
explicit expressions for the modal functions may be obtained by using the results of sections
13.1 and section 13.2 for the dispersionless and dispersive mode respectively.
Chapter 14
The Effect of Sources
14.1 The Effect of Sources on Modal Functions
Consider the following situation. Suppose that we have a wave equation with corresponding
modes evolving without a source function. Suppose a source function is activated, and at a
later time, terminated. After the conclusion of the source, the wave is again the superposition
of modes. We ask and answer: What is the relationship between the old and new modal
functions? That is, does the source term alter the modal functions?
Consider a wave evolving under the effect of the wave equation operator L
Lu(x, t) = f(x, t) (14.1)









Consider the situation in which a source is turned on at time t = 0, and subsequently turned
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off at time t = T . Then, before the source is turned on
Lu(x, t) = 0 for t < 0 (14.3)
and after the source is turned off,
Lu(x, t) = 0 for T < t (14.4)
Thus, both before the source is turned on and after it is turned off, the wave must be
homogeneous
Lu(x, t) = 0 for t < 0 or T < t (14.5)






u`(x, t) for t < 0
M∑
`=1
v`(x, t) for t > T
(14.6)
However, while the source is on, the wave satisfies
Lu(x, t) = f(x, t) for 0 < t < T (14.7)




u`(x, t) + uf (x, t) for 0 < t < T (14.8)
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For both Eqs. (14.6) and (14.8) to hold, it must be the case that after the source is
turned off, the source term becomes a sum of modal functions
uf (x, t) =
M∑
`=1
µ`(x, t) for t > T (14.9)
We call the new modal functions v`(x, t), which are the superposition
v`(x, t) = u`(x, t) + µ`(x, t) for t > T (14.10)
to be the sum of the old modal functions, the u`’s, and the modal functions produced by the
source, the µ`’s.
For simplicity, we sketch the above argument for the two-mode case
u(x, t) =

u1(x, t) + u2(x, t) for t < 0,
u1(x, t) + u2(x, t) + uf (x, t) for 0 < t < T,
v1(x, t) + v2(x, t) for t > T.
(14.11)
It is important to appreciate is that the u’s and v’s are not the same functions, although of
course they are of the same functional form. That is, the effects of the source in general do
not disappear, but turn into new modal functions. Considering that






′; t, t′)f(x′, t′)dx′ (14.12)
we see that it is the Green’s function that determines how the source should ‘populate’ each
of the modes.
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GR(x, x′; t, t′)f(x′, t′)dx′ for t > T (14.13)
14.2 Example 1: Delta Function Source
In this section, we consider a source that is on for only the briefest length of time, and find
the consequent modal functions v1(x, t) and v2(x, t). Consider a system described by the










u(x, t) = f(x, t) (14.14)





where t∗ is some time between t = 0 and t = T ,
0 < t∗ < T (14.16)
We have expressed the source in terms of the general function d
dx
F (x) in anticipation of our
result.
For times between t = 0 and t = T , the response is









δ(t′ − t∗) for 0 < t < T (14.17)
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After time t = T , we have









δ(t′− t∗) = F (x+ c(t− t∗))−F (x− c(t− t∗)) (14.18)
which is the sum of two modal functions. Hence after the source term is turned off, the two
modal functions are
v1(x, t) = u1(x− ct, 0)− F (x− ct+ ct∗) (14.19)
v2(x, t) = u2(x+ ct, 0) + F (x+ ct− ct∗) (14.20)
Where F (x − ct + ct∗) and F (x + ct − ct∗) are µ1(x, t) and µ2(x, t) respectively. We note
that indeed v1 and v2 are functions of x− ct and x+ ct respectively.
14.3 Example 2: Step Function Source
In this section, we consider a source that is on only between t = 0 and t = T , and that at
these times, the source is some function of position. We find the source response in general,
and show that it degenerates into the superposition of modal functions after the source is




η(t)η(T − t) (14.21)










u(x, t) = f(x, t) (14.22)
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The response to the source at t > T , after it was turned off, is




























































x− c(t− T )
)}
(14.26)
which is the sum of modes. Hence, after the source is turned off, we have
v1(x, t) =u1(x− ct, 0) +
1
c
F (x− ct)− 1
c
F (x− ct+ cT ) (14.27)
v2(x, t) =u2(x+ ct, 0) +
1
c
F (x+ ct)− 1
c
F (x+ ct− cT ) (14.28)
We again note that v1 and v2 are functions of x− ct and x+ ct respectively.
Notice in Eq. (14.26) that the contribution to the modes only occurs at time t = 0 when
the source is turned on, and at time t = T when it is turned off. Notice further that the
contribution at time t = 0, when the source is turned on, comes in with a positive sign, while
the contribution from t = T , when the source is turned off, comes in with a negative sign.
14.4 Example 3: Source Activated at t = 0
We now consider a source which is turned on at time t = 0 and otherwise is not a function of
time. After its activation, the source persists forever. We show that in addition to the sum of

















u(x, t) = f(x, t) (14.30)
Assume that we know the wave u(x, 0) and its time derivative at time t = 0. The source
response after time t = 0 is





























uRf (x, t) =
1
c
{F (x+ ct)− 2F (x) + F (x− ct)} (14.33)
In the response to the source, Eq. (14.33), we have the two modal functions which the
system can admit, both starting from time t = 0, which is the time at which the source was
turned on. Note that the “F (x)” term is not functionally that of a mode. It appears because
the source is always on.
14.5 Example 4: Persistent Source
















u(x, t) = f(x, t) (14.35)
The source response is

































F (−∞)− 2F (x) + F (∞)
)
(14.38)
Thus, the source response is independent of time. We see in distinction to the previous
example “Example 3: Source Activated at t = 0”, that we do not get propagating modes.
We can obtain this result from the previous result in Eq. (14.33) by substituting t = ±∞, so
in this sense, the “F (±∞)” terms are modal functions which have propagated for an infinite
time duration. Again, the “F (x)” term in Eq. (14.38) is not functionally that of a mode,




In dispersive propagation, the wave changes in space and time as it propagates. Because
of these changes, phase space methods, such as time-frequency analysis, have been widely
applied to study dispersive wave propagation [27]-[37]. In this chapter, we consider linear
dispersive wave propagation described by partial differential equations with constant coeffi-
cients. For simplicity of presentation, we initially consider the case of two modes, and then
generalize to an arbitrary number of modes.
We give a procedure for obtaining a simple but insightful approximation of the quasi-
distribution of the full wave (sum of modal functions), using a different approach than
previously considered. This solution requires one to obtain (i) the initial modal functions
from the given initial wave, and (ii) the cross-Wigner approximation between different modal
functions. The approximation is obtained for general linear wave equations by transforming
the equations to phase space, and then solving in the new domain. We show how to obtain
the initial modal functions from the initial homogeneous wave in Chap. 10. We also make
use of another result of the same chapter, which shows that each modal function of the wave
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satisfies a Schrödinger type equation where the equivalent “ Hamiltonian” operator is the
dispersion relation corresponding to the mode and where the wavenumber is replaced by the
wavenumber operator.
15.0.1 Wigner Distribution and Approximation
We consider the wave in phase space by taking the position-wavenumber Wigner distribution
of the homogeneous wave, as a function of time, defined by [38, 39, 40]















θ, t)ϕ(k − 1
2
θ, t)e−iθxdθ (15.2)
The marginal distributions are given by
∫
W (x, k, t)dk = |ψ(x, t) |2 (15.3)∫
W (x, k, t)dx = |ϕ(k, t) |2 (15.4)
The Wigner distribution for a single modal function W`(x, k, t), is given by















θ, t)S`(k − 12θ, t)e
−iθxdθ (15.6)
It has been previously shown that W`(x, k, t) evolves, approximately, in a simple manner in
terms of the Wigner distribution of the initial modal Wigner function, namely [19, 20]
W`(x, k, t) ≈ W`(x− v`(k)t, k, 0) (15.7)
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where we have assumed real dispersion.
Note that the Wigner distribution of the total wave is not the sum of the single modal
function Wigner distributions,
W (x, k, t) 6=
∑
`
W`(x, k, t) (15.8)
Additionally, initial conditions are usually given in terms of the initial wave, and not in
terms of its initial modal functions. That is, we generally are not given all u`(x, 0) but
rather u(x, 0). We address both of these issues and extend the phase space formulation and
approach to obtain an approximation of the total wave.
15.1 Phase-Space Formulation and Approximation
With the initial modes thus obtained we are in a position to extend the phase space approx-
imation of a mode [20] to obtain an approximation for the wave. The approach we use here
is different than that used in reference [20], in that we use the Weyl correspondence rule to
transform the wave equation for each mode into Wigner phase space. Doing so yields phase
space wave equations in terms of the auto and cross Wigner distributions of the modes. We
then obtain approximation solutions to these phase space equations.
For simplicity, we consider the two-mode case. To transform the wave equation into
phase space, we first substitute Eq. (10.15) into Eq. (15.1). The Wigner distribution of the
wave is therefore given by
W (x, k, t) = W11(x, k, t) +W22(x, k, t) +W12(x, k, t) +W21(x, k, t) (15.9)
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where







θ, t) e−iθkdθ (15.10)
We note that
W`m(x, k, t) = W
∗
m`(x, k, t) (15.11)
Our aim now is to obtain the equations of motion for W``(x, k, t) and W`m(x, k, t). We
consider a more general case than Eq. (10.18), where each of the modal functions u1(x, t)




u`(x, t) = H`(x,K)u`(x, t) (15.12)
Each mode has a different Hamiltonian because different modal functions are governed by
different dispersion relations.
To obtain the corresponding phase space differential equation, the fundamental idea is
to associate operators, H(x,K), with a classical c-functions, H(x, k); this association is
symbolized by
H(x,K)⇐⇒ H(x, k) (15.13)







in the position representation, and
k in the wavenumber representation
(15.14)





Ĥ(θ, τ) eiθx+iτK dθ dτ (15.15)
=
∫
Ĥ(θ, τ) eiθτ/2 eiθx eiτKdθ dτ (15.16)





H(x, k) e−iθx−iτkdxdk (15.17)
The operation of H(x,K) on a function u(x, t) is then given by
H(x,K)u(x, t) =
∫
Ĥ(θ, τ) eiθτ/2 eiθx eiτKu(x, t)dθ dτ (15.18)
=
∫




τ ′, t) =
∫
Ĥ(θ, τ) eiθτ/2 eiθ(x+τ
′/2) u(x+τ + 1
2
τ ′, t)dθ dτ (15.20)
Differentiating Eq. (15.10) with respect to time, and using Eq. (15.12), we have
∂
∂t



















































































































































































∂xW eiθx+iτkĤ2(θ, τ)W12(x, k, t)dθ dτ (15.28)




act on W12(x, k, t) and e

































H2 (x, k)W12(x, k)
(15.29)
The second term in Eq. (15.21) can be obtained from the first term by complex conjugation






































































Keeping in mind that W21(x, k, t) = W
∗






































This equation expresses the evolution of the cross-Wigner distribution, where each of the
wave functions is governed by a different Hamiltonian. It arises here because different modal
functions are governed by different dispersion relations. [We note that in quantum mechanics
this does not generally arise in that a system is governed by a single Hamiltonian; however,
recently, E. Giese et al. [44] have considered a quantum mechanical situation where indeed
two Hamiltonians have to be considered, and they derived an equation analogous to Eq.
(15.33)].
Now, for our case
H1 (x, k) = ω1(k) (15.34)






































































W12(x, k, t) (15.38)
It also readily follows that
∂
∂t

















W11(x, k, t) (15.39)
Similarly for W22(x, k, t) and W21(x, k, t). If we take real modes, then
∂
∂t

















W12(x, k, t) (15.40)
∂
∂t

















W11(x, k, t) (15.41)
These, then, are the phase space equations of motion to solve, corresponding to Eq. (10.18).
15.1.1 Approximation






























+ · · · (15.43)
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Keeping terms up to first order and substituting into Eq. (15.40) yields
∂
∂t





W12(x, k, t) (15.44)
The solution is
W12(x, k, t) ≈ ei(ω1−ω2)tW12
(





If we make the indices equal, we obtain the single-mode approximation obtained previously
by a different approach, [20]
Wnn(x, k, t) ≈ Wnn (x− vn(k)t, k, 0) (15.46)
Thus, the phase space Wigner approximation for a wave consisting of two modes is










15.1.2 The M Mode case
For M modes, the wave is given by Eq. (10.15) or (11.17), and the corresponding Wigner
distribution is
W (x, k, t) =
M∑
`=1
W``(x, k, t) +
M∑
`6=m=1
W`m(x, k, t) (15.48)
For real modes, the equation of motion is
∂
∂t

















W`m(x, k, t) (15.49)
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and the approximate Wigner distribution of the wave is
W (x, k, t) ≈
M∑
`=1












15.2 Example: Beam equation










ψ(x, t) = 0 (15.51)




(−iω)2 = 0 (15.52)
by which we have that there are two modes,
ω1 = γk
2/2 ; ω2 = −γk2/2 (15.53)
with respective group velocities
v1 = γk ; v2 = −γk (15.54)
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15.2.1 Exact Solution for the Wave
It is of interest to obtain the exact solution. We have, using Eqs. (11.30) and (11.29), that
the initial modal functions are given by
S1(k, 0) =









Hence using Eqs. (10.12) and (11.17), the exact solution is
ϕ(k, t) = S1(k, 0) e










































































To obtain ψ(x, t), one must then evaluate Eq. (11.9). Next, we consider the exact and
approximate Wigner solutions, to illustrate the simplifications that can arise when one con-
siders wave propagation in phase space.
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15.2.2 Phase-Space Solution and Approximation
For the example considered above, the exact Wigner distribution is given by















The θ integration may be done and we have that














By comparison, using eq. (15.47), the approximate Wigner distribution is given by
W (x, k, t) ≈ W11 (x− γkt, k, 0) +W22 (x+ γkt, k, 0) + 2 Re
{
eiγk
2tW12 (x, k, 0)
}
(15.63)
For this example, the self terms W11 and W22 of the approximation are in fact exact.







iγt = δ(x− x′) (15.64)
we see that in this case the approximation is good when γt << 1. However, a more general
condition for the accuracy of the approximation can be obtained, that depends on the spatial
extent of the initial pulse in addition to the dispersion relation. Specifically, compare the
Fourier transform of the approximation cross-term to the Fourier transform of the (convo-













Ŵ12(κ, k, 0) (15.65)
























γt e−ixκdx = eiγt κ
2/4 (15.67)
Thus, comparing Eqs. (15.65) and (15.66), we see that the approximation will be accurate
when
Ŵ12(κ, k, 0)D(κ, t) ≈ Ŵ12(κ, k, 0) (15.68)
This will occur when
Ŵ12(κ, k, 0) ≈ 0 for |κ| > K (15.69)
and
D(κ, t) ≈ 1 for |κ| < K (15.70)
Thus, for a given (nonlinear) dispersion relation, the approximation will generally be more




Consider the case with initial conditions




ψ(x, 0) = 0 (15.72)








ϕ(k, 0) = 0 (15.74)
Note that the extent in x of the initial pulse is proportional to 1/α, and hence based on the
considerations above, we expect the approximation to be more accurate for smaller α.
The exact cross-Wigner distribution at time zero is









and the evolved exact cross-Wigner at time t is


















Using our approximation Eq. (15.45) we have that












By considering the magnitude of the exact and approximate Wigner distributions, it follows
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that the approximation is accurate for
αγt << 1 (15.78)
which is consistent with the considerations above; namely, for a given value of the dispersion
parameter γ, the approximation will be accurate for a longer time extent for a broader initial




In the previous chapter, we have shown that defining phase space by way of the Wigner
distribution leads to considerable insight and also to an effective approximation scheme. In
this chapter we review the phase-space quasi-distribution called the Spectrogram [1, 2], and
use it to develop a simple approximation scheme.
16.1 Windowed Waves and the Spectrogram
Here we briefly review the Spectrogram. For a homogeneous wave ψ(x, t) with corresponding





ψ(k, t) e−ixk dx (16.1)
the intensity in wavenumber (k) space is |ϕ(k, t)|2. This does not give an indication as to
what is happening locally, that is, at or around some position x. In analogy with the short
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time Fourier transform, one defines the windowed wave ψ(x′, t)h(x′ − x) where h(x′ − x) is
a function (typically called the “window”) chosen so that
ψ(x′, t)h(x′ − x) ∼

ψ(x′, t) for x′ near x
0 for x′ far away from x
(16.2)
The windowed wave is a function of two variables, the position we are focused on, x, and
the variable position, x′. Since the windowed wave emphasizes the wave around the position
x, its Fourier transform, a phase space wave function, will reflect the distribution of k around
that position,






ψ(x′, t)h(x′ − x) dx′ (16.3)
The intensity at position x is then defined by
F (x, k, t) = |µ(x, k, t) |2 (16.4)
which can be considered as a joint position-wavenumber distribution.
One can alternatively formulate the problem in k space where we window a wavenumber
function, ϕ(k, t), with a window function, ĥ(k), and define the short-k position wave by





′x ϕ(k′, t) ĥ(k − k′) dk′ (16.5)







then, for ϕ(k, t) and ψ(x, t) related via Eq. (11.1), the relationship between η(x, k, t) and
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µ(x, k, t) is,
µ(x, k, t) = e−ikx η(x, k, t) (16.7)
by which it follows that
F (x, k, t) = | η(x, k, t) |2 = |µ(x, k, t) |2 (16.8)
16.2 Equation of Motion for Windowed Modal Func-
tions
We now define the windowed modal function by






















′ + k, 0)e−iω`(k
′+k)t ĥ(−k′) dk′ (16.11)












′ + k, 0)e−iω`(k



























e−ikxη`(x, k, t) = ω` (k +K) e−ikxη`(x, k, t) (16.15)
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µ`(x, k, t) = ω` (k +K)µ`(x, k, t) (16.16)
The solutions to these equation can be written symbolically as
e−ikxη`(x, k, t) = e
−iω`(k+K)t e−ikxη`(x, k, 0) (16.17)
and
µ`(x, k, t) = e
−iω`(k+K)t µ`(x, k, 0) (16.18)
where analogously to Eq. (16.9), we define the µ`’s as







′, t)h(x′ − x) dx′ (16.19)
Since ψ and ϕ could be single mode waves u`, S`, then it follows from Eq. (16.7) that
µ`(x, k, t) = e
−ikxη`(x, k, t) (16.20)
16.2.1 Obtaining Windowed Modes from the Windowed Wave





























ĥ(k − k′)dk′ (16.22)
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the windowed modal functions (in the two-mode case) are























)η(x, k, 0) (16.23)




























h(x′ − x) ∂
∂x′















































µ(x, k, t) = ω(K + k)µ(x, k, t)
(16.28)
Therefore
µ1(x, k, 0) =
ω2 (K + k)− i ∂∂t
ω2 (K + k)− ω1 (K + k)
µ(x, k, 0) (16.29)
µ2(x, k, 0) =
ω1 (K + k)− i ∂∂t
ω1 (K + k)− ω2 (K + k)
µ(x, k, 0) (16.30)

















µ(x, k, t) (16.31)
and hence
Kη(x, k, t) = e−ikx (K − k)µ(x, k, t) (16.32)
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16.2.2 Approximation for Windowed Modes
We now show we can obtain a simple approximation. Expand
ω` (k +K) = ω` (k) + ω′` (k)K + · · · (16.33)
≈ ω` (k) + v` (k)K (16.34)
Accordingly, Eq. (16.18) becomes
µ`(x, k, t) = e
−iω`(k+K)t µ`(x, k, 0) ≈ e−iω`(k)t e−v`(k)t
∂
∂x µ`(x, k, 0) (16.35)
However e−v`(k)t
∂
∂x is the translation operator, and hence we have that
µ`(x, k, t) ≈ e−iω`(k)t µ`(x− v` (k) t, k, 0) (16.36)
Applying the same approximation to Eq. (16.17)
e−ikxη`(x, k, t) ≈ e−i(ω`(k)+ω
′
`(k)K)t e−ikxη`(x, k, 0) (16.37)
= e−iω`(k)t e−v`(k)t
∂
∂x e−ikxη`(x, k, 0) (16.38)
= e−iω`(k)t e−ik(x−v`(k))tη`(x− v` (k) t, k, 0) (16.39)
by which we have
η`(x, k, t) ≈ e−iω`(k)t eikv`(k)tη`(x− v` (k) t, k, 0) (16.40)
Notice that the approximations to η`(x, k, t) and µ`(x, k, t) are not the same but the corre-
sponding quasi-distributions are the same since
|µ`(x, k, t)|2 ≈ |µ`(x− v` (k) t, k, 0)|2 [real dispersion relation] (16.41)
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and
|η`(x, k, t)|2 ≈ |η`(x− v` (k) t, k, 0)|2 [real dispersion relation] (16.42)
16.3 Approximation of the Full Wave
We are now in the position to obtain the approximation for the full wave, that is ψ(x, t) or
ϕ(k, t). Starting with
ψ(x, t) = u1(x, t) + u2(x, t) (16.43)
and using the approximation for each mode (Eq. (16.40)) we have
η(x, k, t) ≈ e−iω1(k)t eikv1(k)tη1(x−v1 (k) t, k, 0)+e−iω2(k)t eikv2(k)tη2(x−v2 (k) t, k, 0) (16.44)
and therefore
F (x, k, t) = |η(x, k, t)|2 ≈ |η1(x− v1 (k) t, k, 0)|2 + |η2(x− v2 (k) t, k, 0)|2
+ ei[ω2(k)−ω1(k)]te−ik(v2(k)−v1(k))tη∗2(x− v2 (k) t, k, 0)η1(x− v1 (k) t, k, 0) + c.c.
(16.45)
Hence the steps to obtain the approximation are as follows:
1. From the initial condition for the full wave calculate the initial modes as per Eq. (10.38)
or its generalization, Eq. (10.45).
2. To find the windowed modal functions, multiply by the window, and take the Fourier
transform of the product.
3. We could alternatively find the initial full windowed wave, and use Eq. (10.38) or its
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generalization, Eq. (10.45), to obtain the windowed modal functions directly.
4. Then calculate the approximation for each of the modal functions as given by Eq.
(16.36) or (16.40).
5. Finally, just write Eq. (16.44) and Eq. (16.45).
Note that for the calculation of the approximations (in steps 4 and 5) one merely per-
forms simple substitutions. For example to calculate the approximate η1(x, k, t) one merely
substitutes x− v1 (k) t for x in η1(x, k, 0) to obtain that η1(x, k, t) ≈ η1(x− v1 (k) t, k, 0).
16.4 Example










ψ(x, t) = 0 (16.46)





(−iω)2 = 0 (16.47)
The solutions are the two modes
ω1 = γk
2/2 ; ω2 = −γk2/2 (16.48)
and hence we have dispersive behavior. The corresponding group velocities are
v1 = γk ; v2 = −γk (16.49)
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Consider the specific case with initial conditions




ψ(x, 0) = 0 (16.51)








ϕ(k, 0) = 0 (16.53)























Then the windowed modal functions Eq. (16.19) are










which works out to be












Applying the approximation given by Eq. (16.44) we obtain
µ(x, k, t) ≈ e+iγk2t/2µ1(x− γkt, k, 0) + e−iγk
2t/2µ2(x+ γkt, k, 0) (16.60)
and the quasi probability distribution is therefore given by
F (x, k, t) = |µ(x, k, t)|2 ≈ |µ1(x− γkt, k, 0)|2 + |µ2(x+ γkt, k, 0)|2
+ e+2iγk
2tµ1(x− γkt, k, 0)µ∗2(x+ γkt, k, 0) + e−2iγk





a Snell’s Law Medium
Chapter 17
Snell’s Law as a Conservation Law
We consider the motion of a “ particle” in a medium of variable index of refraction whose
motion is governed by Snell’s law. The trajectory of the particle traces a ray. Explicit
expressions are derived for the velocity and acceleration components of the particle. These
are derived directly from Snell’s law. It is shown that the propagation of a particle can be
modeled in terms of Newtonian-like equations of motion and that momentum is conserved
along the interface. It is shown that Snell’s law follows from this conservation law. We
give a simple derivation of the Newtonian forces which dictate the motion and show that a
position-dependent variable mass is necessary. Hamiltonian and Lagrangian formulations are
also provided. The variable mass formulations of the Hamilton and Euler-Lagrange equations
must be used with our Hamiltonian and Lagrangian respectively. Moreover the equations of
motion we derive can be effectively applied to explain simply a number of phenomena and in
particular we apply the equations to explain the SOFAR channel phenomenon. Properties of
the motion are studied, and we finally present an example of particle trajectory for a specific
case to illustrate the technique.
Consider a stratified medium where the index of refraction is a variable and depends on
the depth. Suppose we are given the rule that the object travels according to Snell’s law.
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Operationally, we evolve a particle by partitioning the medium into horizontal strips and
applying Snell’s law, approximating each strip as having a constant index of refraction. The
particle travels from strip to strip and then we take the limit as the width of the strips goes
to zero.
Explanation of wave motion using rays is standard and what we are doing is deriving the
dynamics of rays. Wave propagation in materials with variable index of refraction has become
of importance in many fields including sound propagation in the ocean and metamaterials
[45]. One can use these equations to not only calculate the ray path, which could alternatively
be calculated by other means, such as the Bellhop algorithm [46] and Fermat’s principle, but
also to obtain other information of interest. For example, one could obtain the response of
a time-varying source as a function of delay time along the ray path.
If one assumes a constant mass for the particle, as Newton did, that leads the particle
to have higher velocity in higher index of refraction. Newton was aware of this, but this has
been experimentally rejected by Foucault in (1850) [47].
This chapter is largely adopted from the papers [48, 49].
17.1 Conservation Law, Velocities, and Accelerations
from Snell’s Law
Consider a stratified medium where the speed, c, is only a function of depth,
c(x, z) = c(z) (17.1)








and where c1 and c2 are the speeds in the two media and θ1 and θ2 are the usual angles
measured with respect to the normal to the interface. In this case, the normal points parallel




= constant = 2η (17.3)
where we have taken the constant to be 2η for convenience. The velocities in the x and z
directions, vx and vz, are
vx(x, z) = c(z) sin θ (17.4)
vz(x, z) = c(z) cos θ (17.5)
In addition we have that
v2x(x, z) + v
2
z(x, z) = c
2(z) (17.6)
Using Eq. (17.3) we obtain
sin θ = 2ηc(z) (17.7)
cos θ =
√
1− sin2 θ =
√
1− 4η2c2(z) (17.8)
Substituting these values into Eqs. (17.4) and (17.5) gives
vx(x, z) = 2ηc
2(z) (17.9)
vz(x, z) = ±c(z)
√
1− 4η2c2(z) (17.10)
This shows that both vx and vz are functions of z only. Eq. (17.9) was previously obtained
in a somewhat different form [50].
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For later use we note that
vzvx = ±2ηc2
√
c2 − 4η2c4 (17.13)
To obtain the acceleration equations we can simply differentiate Eqs. (17.9) or (17.10).



























17.1.1 Acceleration from the Constraint
Alternatively we now show that one can obtain the equations of motion from the Snell’s law
constraint η, as given by Eq. (17.86). Differentiating Eq. (17.86) we have
d
dt



































η = 0 =












(v2z − v2x) (17.20)
17.2 Mass and Forces
We now ask whether it is possible to have both a constant mass, and forces which arise from















Differentiating the first equation with respect to ∂
∂z















But the right hand side is zero because d
dt













vx = 0 (17.25)


















c2 − 4η2c4 = 0 (17.26)
We have expressed the left hand side of Eq. (17.25) in terms of a constant of the motion and
the speed in the medium. Since we can have arbitrary speeds c(z) for different media, and





cannot be in general always zero, and we have a contradiction. We show in the next section
that if the mass is taken to be variable, then we have no contradiction.
17.2.1 Variable mass
We now show that the difficulty indicated by Eq. (17.26) may be removed if we have a
variable mass, and that one can obtain a dynamics given by Newton’s second law. For the





























m(z)vx = 0 (17.30)
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since the right hand side of Eq. (17.29) still does not have any x dependence. Carrying out































































But η is a constant of the motion and hence
Fx = 0 (17.38)









































17.3 Properties of the motion
Velocity equations. From Eq. (17.9) we see that the sign of dx
dt
is constant and given by





Hence the particle always moves to the right or to the left depending on the sign of η. We
point out that the equation for dx
dt
in Eq. (17.9) has been previously given in reference [50].
Notice that for the dz
dt
equation in Eq. (17.10) one would run into difficulty if the square
root became imaginary. We now show that indeed it will never become imaginary.
For convenience we define
∆(z) = 1− 4η2c2(z) (17.45)
and define the point z∗ where
∆(z∗) = 0 (17.46)
At z∗ we have that
4η2c2(z∗) = 1 (17.47)






























which shows that if ∆(z) = 0 at a point, then it must increase at that point and hence can
never go negative.
Equation for the path. We obtain the equation for the path in the usual way, wherein


















Lagrange’s equation involves positions and velocities; however, the standard forms of La-
grange’s equations have to be modified when we have a variable mass. This has been done
in many fields and in particular we use the formulation given in references [51, 54, 56, 57].





























The Lagrangian is the kinetic energy minus the potential energy,




z)− ϕ(x, z) (17.55)
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where ϕ(x, z) and T are the potential and kinetic energy respectively. We point out that if

































which are the equations given in references [51, 54]. We apply these equations to our case




ln c(z) = −1
4
ln(2m(z)) (17.58)
































which shows that the right hand side of Eq. (17.57) is also zero. Therefore Lagrange’s
















These equations now lead to the equations of motion as given by Eqs. (17.14), (17.15) and
the constraint Eq. (17.3).
17.5 Hamiltonian Formulation
The Hamiltonian formulation involves positions and canonical momenta. As with the La-
grangian formulation, Hamilton’s equations have to be modified to take variable mass into








































where px and pz are the canonical momenta and are given by pi =
∂
∂vi





L = mvx ; pz =
∂
∂vz
L = mvz (17.65)













with the same potential, Eq. (17.58), used for our Lagrangian. We now derive the equations














2 = vz (17.67)
1This Hamiltonian has also been considered in [55].
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=− 2cc′(p2x + p2z) (17.71)
which lead to the equations of motion as given by Eqs. (17.14), (17.15) and (17.3).
17.5.1 Energy Production


























vz = −F zvz (17.74)
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where Fzvz can be interpreted as the power. This shows that energy is not conserved although
it may be conserved over a time interval.
17.6 Snell’s Law from Momentum Conservation
We now show that Snell’s law follows from conservation of momentum in the horizontal
direction. Consider the usual horizontal two-medium situation with respective velocities c1
and c2. As we have shown, momentum in the horizontal direction is conserved and hence for








x are the horizontal components








But because we are considering a horizontally-stratified medium where the speed is only a
function of z we have that
vx(z) = c(z) sin θ(z) ; vz(z) = c(z) cos θ(z) (17.76)
where the angle θ is measured from the horizontal. Hence, from Eq. (17.75)
1
2c21
c1 sin θ1 =
1
2c22








which is Snell’s law for angles θ measured from the horizontal.
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17.7 SOFAR channels
A SOFAR sound channel is a situation where sound is trapped within a limited range of
depths. SOFAR stands for SOund Fixing And Ranging channel and comes about when
there is a local minimum of the sound speed profile. In the ocean, the speed of sound
depends mainly on temperature, pressure, and salinity. In certain places in the ocean there
is a local minimum sound speed, around a depth of 700-800 meters; this creates a channel
containing the minimum, through which sound travels significant distances. We now show
how such a channel can be understood in a simple manner using our particle formulation.
Consider a sound speed which has a single minimum. For convenience we take z = 0 to
be the location of the minimum and hence,
c′(0) = 0 (17.79)
Suppose that
c′(z) > 0 for z > 0 (17.80)
Consider the case where the particle is on the positive z side of the minimum, and that it is
traveling in the direction of increasing z We do not exclude motion in the x-direction and in
fact, motion in the x direction is necessary for the SOFAR channel phenomenon. We show
that there is a turning point, zT, that is, a point where the velocity goes to zero and the
acceleration points downward. At the turning point, zT , the velocity in the z direction is
zero
vz(zT) = 0 (17.81)
and therefore, Eqs. (17.6) and (17.9) imply that





Furthermore, using Eq. (17.15) the acceleration is then
az(zT) = −c(zT)c′(zT) (17.83)
Since the speed c is always positive, and c′ is positive, the acceleration at zT is negative, and
the particle turns around.
Similar considerations apply to a particle traveling downward. We note that the turning





As an example consider the case where
c(z) = a+ bz2 (17.85)
with b positive (so we have a minimum), and where c′ equals zero at z = 0. The turning
point is obtained by solving

















The velocity in the z direction at these points is zero, and the acceleration is
az(zT = ∓2b|zT|(a+ b(zT)2) (17.88)
which points toward the minimum (z = 0) of the speed function c(z).
Notice that equation Eq. (17.86) implies that it important that η 6= 0 in order to have
a SOFAR channel. This is a sensible result since η = 0 means that vx = 0, which tells us
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that the particle is moving in the z direction. In the ordinary Snell’s law formulation, this
means that the ray is parallel to the normal to the interfaces, in which case, the rays travel
unimpeded (the rays are perfectly straight and continue forever without reversing course).
In such a case, we do not have a SOFAR channel.
17.8 Method of Solution
As typical with mechanics problems, the formulation that is used depends on the circum-
stances of the particular problem. We have found that the use of the velocity equations,
Eqs. (17.9) and (17.10), is the simplest from an analytic point of view, where η is obtained





The general approach is to first solve the dz
dt







= t− t0 (17.90)













As an example consider the case where speed is a linear function of depth, c(z) = a + bz.
The velocity equations are then
dx
dt





1− 4η2(a+ bz)2 (17.94)










x(t) = x0 −
1
2bη
(tanh(β − bt)− tanh β) (17.96)














This is a useful relation in manipulating the above equations. For the energy and its rate of




















Green’s Function Solutions of Fourier
Pairs
In this appendix, we show that if our Green’s function is of the form
G(x, x′; t, t′) = G(x, x′; t− t′) (A.1)
then the Green’s function equation for the Fourier transform of the wave has only a single
integration, as opposed to the two which the original wave had
1√
2π
ûf (x, ω) =
∫
H(x, x′;ω)f̂(x′, ω)dx′ (A.2)
We start by defining the Fourier transform pairs


















Then, using the Green’s function solution for uf , along with the above definitions, we see
that
uf (x, t) =
∫



































dx′H(x, x′;ω)f̂(x′, ω) (A.10)
To reconcile Eq. (A.10) with the definition Eq. (A.3), we must have that the Fourier
transform of the wave has its own Green’s function solution involving H and f̂ (defined in
Eqs. (A.4) and (A.5))
1√
2π
ûf (x, ω) =
∫
H(x, x′;ω)f̂(x′, ω)dx′ (A.11)
Appendix B
Main Result for Single-Frequency
Green’s Function
In this appendix we derive our main result for the case where one of the variables, in this
case ω, is not Wigner-transformed. This means that we are studying the intensity in the
frequency coordinate. This case arises in Chap. 9.
We start with the result of App. A
1√
2π
ûf (x, ω) =
∫
H(x, x′;ω)f̂(x′, ω)dx′ (B.1)
The Wigner distribution of ûf is
Wûf (x, k|ω) =
∫
f̂ ∗(x1, ω)f̂(x2, ω)H
∗(x− θ/2, x1;ω)H(x+ θ/2, x2;ω)e−iθkdx1dx2dθ (B.2)
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Changing variables, we have that
Wûf (x, k|ω) =
∫
f̂ ∗(x′ − ψ/2, ω)f̂(x′ + ψ/2, ω)H∗(x− θ/2, x′ − ψ/2;ω)
×H(x+ θ/2, x′ + ψ/2;ω)e−iθkdx′dψdθ (B.3)
Now, using the definition of Wf̂ , we have that




Using Eq. (B.4) we have that Eq. (B.3) becomes






H∗(x− θ/2, x′ − ψ/2;ω)




′, k′|ω)WH(x, k;x′, k′|ω)dx′dk′ (B.6)
This is an intuitive result, since here ω is a parameter, and the rest of the variables are
treated in the usual way.
In the case where
H(x, x′;ω) = H(x− x′;ω) (B.7)
we have that Eq. (B.6) becomes
Wûf (x, k|ω) = (2π)2
∫
Wf̂ (x
′, k′|ω)WH(x− x′, k|ω)dx′ (B.8)
Appendix C
Main Result for Green’s Functions
Requiring Less Integrations
In deriving our main result, Eq. (5.12), we assumed that the Green’s function equation had
an integration for each of the wave’s coordinates
u(x, t) =
∫
G(x, x′; t, t′)f(x′, t′)dx′dt′ (C.1)
But what if, as we saw in the previous appendix, the Green’s function equation for a wave
requires less integrations?
In this appendix, we show that the analog of our main result for the case where the
Green’s function equation has one less integration is




′, k′, t′, ω)WH(x, k;x
′,−k′; t− t′, ω)dx′dk′dt′ (C.2)
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Defining the Fourier pair






and using the result from App. A
1√
2π
ûf (x, ω) =
∫
H(x, x′;ω)f̂(x′, ω)dx′ (C.4)
then the Wigner distribution of ûf is




























∗(x1, ω − τ/2)f̂(x2, ω + τ/2)
×H∗(x− θ/2, x1;ω − τ/2)H(x+ θ/2, x2;ω + τ/2) (C.7)
Changing variables
x1 = x
′ − φ/2 (C.8)
x2 = x
′ + φ/2 (C.9)
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then







dx′dφ f̂ ∗(x′ − φ/2, ω − τ/2)f̂(x′ + φ/2, ω + τ/2)
×H∗(x− θ/2, x′ − φ/2;ω − τ/2)H(x+ θ/2, x′ + φ/2;ω + τ/2) (C.10)
Now, the Wigner distribution of f̂ is
Wf̂ (x








f̂ ∗(x′−φ/2, ω− τ/2)f̂(x′+φ/2, ω+ τ/2) (C.11)
and (double) inverse Fourier transforming, we see that the factor in Eq. (C.10) can be
expressed as
f̂ ∗(x′ − φ/2, ω − τ/2)f̂(x′ + φ/2, ω + τ/2) =
∫
Wf̂ (x





The Wigner distribution of ûf is




′, k′, t′, ω)WH(x, k;x
′,−k′; t− t′, ω)dx′dk′dt′ (C.13)
Appendix D
Obtaining the Full Wigner
Distribution of the Green’s Function
from its Double Fourier Transform in
the Case of Variable Speed
In this appendix we give an alternate derivation of Eq. (6.5).
We obtain the Wigner of the Green’s function which we obtained in Chap. 6, but this
time, we do so by using the Green’s function’s double Fourier-transform (reproduced here
for convenience). Consider Eqs. (4.21), (4.28), and (4.40)




















The Wigner distribution of the above function is


















′ − θ′z, ω − τ/2)φ∗n(z − θz/2, ω − τ/2)





′ + θ′z/2, ω + τ/2)φm(z + θz/2, ω + τ/2)
λm − (κ− θκ/2)2
(D.4)
Notice that because κ is in the wavenumber domain, we performed its Wigner transform in
the conjugate way. This becomes












λ∗n − (κ+ θκ/2)2
1















θκ = 2ψκ − 2κ (D.6)
the Wigner distribution of g becomes





























which is the expression we obtained from g’s double Fourier transform in Chap. 6, Eq. (6.5).
Remember again, that the integrations over θz and θ
′
z are effectively not over the infinite




In this chapter we calculate directly the single-frequency Wigner distribution of the Green’s
function for an arbitrary depth-dependent sound speed. That is, we do not Wigner-transform
the frequency coordinate ω in Eq. (4.41).
We can only use the single-frequency (intensity) Wigner distribution if it is appropriate,
that is, only if the autocorrelation function of the noise source is also only concerned with a
single frequency1 (i.e. it is given in terms of the frequency-intensity of the noise). In App.
B, we show how our main result (5.12) would change for such a case in order to find the
Wigner spectrum of the source-response. In App. H, we provide the results for different
degrees of stationarity of the noise source. Some approximations are applied, and general
results are provided. We use the results of App. H to reproduce the well-known results of
Kuperman and Ingenito in chapter 9.
We note that the single-frequency (intensity) Wigner distribution of h (Eq. (4.41)) does




three-dimensional scalar wave equation in the time domain. This can be seen immediately
since it is time independent.
Recall that the Green’s function of the three-dimensional scalar wave equation with depth
dependent speed c(z) was derived in Chap. 4 in the frequency domain, and is given by Eq.
(4.41) (reproduced below for convenience)










Our intermediate goal is to find the Wigner distribution of the single-frequency Green’s
function2





H∗(ρ− θρ/2, z − θz/2, z′ − θ′z/2|ω)







Plugging-in Eq. (E.1) into Eq. (E.2), we have














λm − (2κ− θρ)2
dθρ (E.3)
where W φnm are




φ∗n(z − θz/2, ω)φm(z + θz/2, ω)e−iθzkzdθz (E.4)
Care should be taken when calculating the W φnm’s, since the depth of the waveguide is finite,
and therefore the limits of integration are effectively not −∞ to ∞.
2This could alternatively be calculated directly from g of Eq. (4.28). See App. F.
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As mentioned in Chap. 6, Eq. (E.3) could be obtained by integration over all time.
This means that we are looking at the intensity with respect frequency of the full Wigner
distribution of the Green’s function, Eq. (6.5).
Appendix F
Calculation of the Wigner
Distribution of the Green’s Function
for Arbitrary Speed in the Fourier
Domain
In this appendix, we give an alternate derivation of Eq. (E.3).
Using Eq. (4.41) for the single-frequency Green’s function h, we can deduce its double
Fourier-transform, g. Recalling Eq. (4.41)











Defining the Green’s function’s double Fourier-transform
h(ρ,ρ′, z, z′|ω) = 1
2π
∫











Notice that g is a function of the spatial coordinates z and z′, and of the wavenumber
coordinates κ. We know that the Wigner distributions of G and h are equal, and also, those
of h and g are equal
WG = Wh = Wg (F.4)
We calculate the Wigner distribution of g to be






g∗(κ− θ, z − θz/2, z′ − θ′z/2|ω)g(κ+ θ, z + θz/2, z′ + θ′z/2|ω)
× e+iθ·ρe−iθzkze−iθ′zk′zdθdθzdθ′z (F.5)
Notice that as the prescription called for, the complex exponentials have a ‘+i’ for g’s
wavenumber coordinates, and have a −i for g’s spatial coordinates.
Solving, we get that












λ∗n − (κ− θ/2)2
1
λm − (κ+ θ/2)2
W φnm(z, kz|ω)W φnm(z′, k′z|ω)
(F.6)
where the W φnm’s are as in Eq. (E.4)




φ∗n(z − θz/2, ω)φm(z + θz/2, ω)dθz (F.7)
Recall that the integration in W φnm is not trivially over an infinite space, since the waveg-
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uide is finite in depth. This is discussed in App. G.
Changing variables
θ = −2ϕ+ 2κ (F.8)
we obtain
















which is Eq. (E.3).
Appendix G
Calculation of Wigner Distribution of
Green’s Function: Constant Speed













− η2x − η2y − η2z
sin(ηzz
′) sin(ηzz) (G.1)
In Chap. 7 we found that the Wigner of the constant speed Green’s function could be
calculated in pieces. In this appendix we provide the details of the calculation.
The x,x′-Piece.












































δ (k′x + kx) (G.4)
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Noting that the x and x′ dependence of our Green’s function is really a function of the





























x−ηx)2δ(η′x + ηx − 2kx) (G.9)
=2ei2∆x(kx−ηx)δ(η′x + ηx − 2kx) (G.10)




i2∆y(ky−ηy)δ(η′y + ηy − 2ky) (G.11)




h is consistent with Eq. (L.6) in App. L.
The z,z′-Piece.







sin[ηz(z − θz/2)] sin[η′z(z + θz/2)]e−iθzkzdθz (G.12)
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Since we are interested in waveguides, which have finite extent in the z-direction, the limits
of integration in the above integral are non-trivial.
In references [10, 11] we are given the solution for the case of pressure-release surface and






φ∗n(z − θ/2)φm(z + θ/2)eiθkzdθ for 0 ≤ z ≤ L (G.13)
Recall that in the constant speed case,

































where X = 2 min(L− z, z).
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sin[(2kz + (n+m)π/L)2|z − L/2| − 2Lkz]
2kz + (n+m)π/L
+ e−i(n−m)πz/L






sin[(2kz + (n−m)π/L)2|z − L/2| − 2Lkz]
2kz + (n−m)π/L
+ e−i(n+m)πz/L









sin[(kz + nπ/L)4|z − L/2| − 2Lkz]
kz + nπ/L
+
sin[(kz − nπ/L)4|z − L/2| − 2Lkz]
kz − nπ/L
)

























































(2ω + cη)2 − (cη′)2
− e
+i2cη∆t








(2ω − cη′)2 − c2η2
− e
+i2cη′∆t
(2ω + cη′)2 − c2η2
]}
(G.23)




n, and we will see that η
′ =
√
(ηx − 2kx)2 + (ηy − 2ky)2 + (ηm)2. This











Spectrum of the Source Response
with Variable Speed
Many authors, including Kuperman and Ingenito [9], use the single-frequency Green’s func-
tion and the corresponding single-frequency Green’s function equation, Eqs. (4.41) and
(A.11) respectively, to calculate the source-response in the frequency domain. In App. B,
we show the form of our main result for the single-frequency case. In this appendix we use our
main result (in the single-frequency form), Eq. (B.8), to calculate the single-frequency (in-
tensity) Wigner spectrum of a source-response from the Wigner spectrum of a noise source
when we have a single frequency (intensity). Here we use the Wigner distribution of the
single-frequency Green’s function for an arbitrary depth-dependent speed, Eq. (4.41), which
was derived in Chap. 4 and is given in terms of a complete set of functions φ. Then, we
obtain the autocorrelation function of the source-response by the inverse Fourier transform
of its Wigner spectrum.
Since we are using the single-frequency Green’s function, and since it depends on ∆ρ,
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our main result takes the form




′,κ, z, kz, z
′, k′z|ω)W f (ρ− ρ′,κ, z′,−k′z|ω)dρ′dz′dk′z (H.1)
= (2π)4
∫
WG(ρ− ρ′,κ, z, kz, z′, k′z|ω)W f (ρ′,κ, z′,−k′z|ω)dρ′dz′dk′z (H.2)
where the Wigner spectrum of the noise source is




R(ρ− τ/2,ρ+ τ/2, z − τz/2, z + τz/2|ω)e−iτ ·κe−iτzkzdτdτz
(H.3)
and the Wigner distribution of the single-frequency Green’s function is





G∗(∆ρ− θ/2, z − θz/2, z′ − θ′z/2|ω)







Expressing the single-frequency Green’s function in terms of a general orthonormal basis, its
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Wigner distribution becomes






















′ − θ′z/2, ω)φ∗n(z − θz/2, ω)
λ∗n − η2
× eiη′·(∆ρ+θ/2)φm(z













λm − (2κ− η)2
dη (H.6)
where




φ∗n(z − θ/2, ω)φm(z + θ/2, ω)dθz (H.7)
Note that the integration is not performed over an infinite region since the waveguide
restricts the wave to the region of size L.
H.1 Wigner Spectrum of the Source Response
Now that we have expressions for WG and W f , we use our main result in the appropriate
form, Eq. (H.1), we find an expression for the Wigner spectrum of the source-response in
terms of the autocorrelation function of the noise source. We proceed to specify to gradually
more restrictive cases of the noise source autocorrelation function.
Our ultimate goal is to find the Wigner spectrum of the response, W uf . Using Eq. (H.1)




′,κ, z, kz, z
′, k′z|ω)W f (ρ− ρ′,κ, z′,−k′z|ω)dρ′dz′dk′z (H.8)
Using our results for W f and WG, Eqs. (H.3) and (H.6) respectively, into Eq. (H.8), the
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Wigner spectrum of the source-response is





















λm − (2κ− η)2
W φnm(z, kz|ω)W φnm(z′, k′z|ω) (H.9)
Now, if the autocorrelation function R is only a function of the differences in position in the
xy plane, that is, it is stationary within an ρ coordinates1
R(ρ− τ/2,ρ+ τ/2, z − τz/2, z + τz/2|ω) = R(τ , z − τz/2, z + τz/2|ω) (H.10)
Then the Wigner spectrum of the response becomes





















Notice that eventhough the autocorrelation of the noise, R, depends on the difference in
positions (τ , over which we integrate), Wuf does not depend on the position ρ.
1where it is understood that in the above equation, the R on the left hand side is not the same R as on
the right hand side (they have a different number of arguments).
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Using the definition of the W φnm, Eq. (E.4), we can perform the k
′
z integration












































′ − τz/2, ω)φm(z′ + τz/2, ω)R(τ , z′ − τz/2, z′ + τz/2|ω)
(H.14)
H.2 Autocorrelation Function of the Source Response
Recall from Chap. 1 that the autocorrelation of the response is
〈




W uf (ρ,κ, z, kz, ω)e
+iθ·κe+iθzkzdκdkz (H.15)
where
ρ1 = ρ− θ/2 ρ2 = ρ+ θ/2 (H.16)
z1 = z − θz/2 z2 = z + θz/2 (H.17)
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In our case, the autocorrelation function of the response is
〈








































J0(|θ − τ |κ)









′ − τz/2, ω)φm(z′ + τz/2, ω)R(τ , z′ − τz/2, z′ + τz/2|ω) (H.20)
Consider the integral ∫ ∞
0
J0(|θ − τ |κ)
(λ∗n − κ2)(λm − κ2)
κdκ (H.21)
which appears in Eq. (H.20). We note here that the answer is2
∫ ∞
0
J0(|θ − τ |κ)
























Further, the integral is approximately3
∫ ∞
0
J0(|θ − τ |κ)
(λ∗n − κ2)(λm − κ2)
κdκ ' − π/4
βn(αn)2
J0(|θ − τ | · αn) (H.23)
2Assuming that
√
λm = αm + iβm where α, β > 0.
3If β  α, where
√
λm = αm + iβm.
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Using the above approximation, the autocorrelation function of the source-response is
〈


















′ − τz/2, ω)φn(z′ + τz/2, ω)R(τ , z′ − τz/2, z′ + τz/2|ω) (H.24)
Appendix I
The Hankel and a Delta Function at
the Coordinate Origin
Some authors claim without proof that the zeroth order Hankel function of the first kind,
H
(1)



































This equation is well known and usually just stated [7]. We suspect that it is assumed from
indirect considerations.





































r2 + y2 (I.4)
RdR = ydy (I.5)




















Note that the integrand in Eq. (I.3) is a function of R (as defined in Eq. (I.4)). For any









Using Eq. (I.8), we transform the operator of Eq. (I.7) into R-space. If we are operating on










































Now we can evaluate LkH(1)0 (kr). We begin by evaluating L0H
(1)
0 (kr) and show that
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when r 6= 0,
LH(1)0 = −k2H
(1)
0 for r 6= 0 (I.11)




− k2H(1)0 for r = 0 (I.12)
I.1 LkH(1)0 (kr) In General








































































































= J0 + J1 + J2 (I.17)




























































































































































































































































The R→∞ limit in Eq. (I.30) is zero, so the equation becomes















I.2 If r 6= 0
If r 6= 0, then we can evaluate Eq. (I.31)














= 0 for r 6= 0 (I.32)
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Therefore, in the case where r 6= 0, then the Hankel function of the first kind H(1)0 (kr)
satisfies the differential equation
LkH(1)0 (kr) = 0 for r 6= 0 (I.33)
This agrees with Eq. (I.2).
I.3 If r = 0
Now we expect that




Which is non-zero only at r = 0.




rdr f(r)LkH(1)0 (kr) (I.35)














































































































r = εx (I.43)























































2x− 1 = 1− 3x
2x2
√
2x− 1 + arctan(
√
2x− 1) (I.48)















which is Eq. (I.2).
Appendix J
Pressure Release Waveguide










However, in waveguides with pressure-release surface and bottom, we were able to find some
general properties of the normal modes for the case with monotonic speeds, that is, for speeds
that are uniformly increasing or decreasing functions of the depth. We believe that these
results are new.
We separate variables, and examine the depth-dependent part of the wave. This part has
the property that every inflection point is also a root of the function, except that there may
be only one (or zero) inflection point that is not a zero of the depth function.
Consider a wave that obeys the three dimensional scalar wave equation, and suppose that

















u(ρ, z, t) = 0 (J.2)
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We suppose that the wave u is the superposition of functions of the form
ψ(ρ, z, t) = R(ρ)Z(z)T (t) (J.3)
As a consequence, T (t) is necessarily
T (t) = eiωt (J.4)
and further, that








Z(z) = −λZ(z) (J.6)
Now, consider a waveguide that has pressure-release boundaries, that is
u(z = 0) = u(z = L) = 0 (J.7)
which implies that
Z(z = 0) = Z(z = L) = 0 (J.8)
This implies that Z(z) must have at least one extreme value zi at which
∂
∂z
Z(zi) = 0 (J.9)
Consider the inflection points zj, such that
∂2
∂z2
Z(zj) = 0 (J.10)
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At an inflection point zj (if there are any), we have
ω2
c2(zj)
Z(zj) = −λZ(zj) (J.11)
so at z = zj we have
ω2
c2(zj)
= −λ unless Z(zj) = 0 (J.12)
Assume that we have N + 1 inflection points (j = 0, · · · , N).
J.1 Uniformly Increasing or Decreasing Sound Speed
Consider a situation where the speed c(z) is a uniformly increasing (or decreasing) function
of depth. In such a case, ω
2
c2(zj)
= −λ can only hold for a single zj or for no zj because then
ω2/c2(z), corresponding to c(z), is uniformly decreasing (or increasing). Therefore
Z(zj) = 0 for all-but-a-single zj, or for all zj (J.13)
In the case where there is no zj for which
ω2
c2(zj)
= −λ, then Z(zj) = 0 for all zj. In this case
Z(z) is zero at every inflection point. We know that when the speed c(z) is a constant, Z(z)
is a sine function. In such a case, all inflection points are also roots of Z(z).
If for exactly one inflection point, ω2/c2(zj) = −λ. Then we have that Z(zj) = 0 for
all-but-a-single j, call this inflection point zj = z∗
Z(z∗) 6= 0 (J.14)
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In this case, if we order the zj’s by increasing magnitude of z, then:





negative zj−1 < z < zj = z∗
positive z∗ = zj < z < zj+1
(J.15)
and
Z(z) < 0 for zj−1 < z < zj+1 (J.16)





positive zj−1 < z < zj = z∗
negative z∗ = zj < z < zj+1
(J.17)
and
Z(z) > 0 for zj−1 < z < zj+1 (J.18)
In both cases above, we know that zj−1 and zj+1 exist because of the pressure-release
boundary conditions. We also know that
∂2
∂z2
Z(z = 0) = 0 =
∂2
∂z2
Z(z = L) (J.19)
Further, to satisfy the boundary conditions, we know that z∗ (if it exists) must be either
z1 or zN−1 (the second root, or the one before last). This is shown in the diagram fig. J.1 The
proof is pictorial: one can see that otherwise, the boundary conditions cannot be satisfied.
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Figure J.1: Example of allowed normal mode with a non-zero inflection point. Dots are
inserted to emphasize inflection points.
Appendix K
Main Result in Three Dimensions:
Relation between Wf , WG and Wuf
In this appendix we derive the three-dimensional case of Eq. (5.12), in the text,
Wu(r,k, t, ω) =
∫
Wf (x,k
′, s, ω′)WG(r,k, r
′,−k′, t, ω, t′,−ω′)dr′dt′dk′dω′ (K.1)
where




u∗f (r− θ/2, t− τ/2)uf (r + θ/2, t+ τ/2)e−iθ·k−iτωdθdτ (K.2)
and
WG(r,k; r





G∗(r− θ/2, r′ − φ/2, t− τ/2, t′ − ψ/2)








f ∗(r′ − φ/2, t′ − ψ/2)f(r′ + φ/2, t′ + ψ/2)e−iφ·k′−iψω′dφdψ
(K.4)
Starting with the Green’s function solution for the source response
uf (r, t) =
∫
G(r, r′, t, t′)f(r′, t′)dr′dt′ (K.5)
We have







G∗(r− θ/2, r1, t− τ/2, t1)f ∗(r1, t1)dr1dt1
×
∫
G(r + θ/2, r2, t+ τ/2, t2)f(r2, t2)dr2dt2 (K.6)
We make a change of variables
r1 → r′ − φ/2 t1 → t′ − ψ/2 (K.7)
r2 → r′ + φ/2 t2 → t′ + ψ/2 (K.8)
The Jacobian for this transformation is J = 1. So we have









G∗(r− θ/2, r′ − φ, t− τ/2, t′ − ψ/2)
×G(r + θ/2, r′ + φ, t+ τ/2, t′ + ψ/2)e−iθ·k−iτωdθdτ (K.9)
Using the definition of the Wigner distribution of the source, Eq. (K.4), and inverse-Fourier-
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transforming, we get





So Eq. (K.9) becomes
















dθdτe−iθ·k−iτωG∗(r− θ/2, r′ − φ/2, t− τ/2, t′ − ψ/2)
×G(r + θ/2, r′ + φ/2, t+ τ/2, t′ + ψ/2) (K.11)
Using the definition of the Wigner distribution, we obtain the three-dimensional analog of
our main result (Eq. (5.14)) is




′,k′, t′, ω′)WG(r,k, r
′,−k′, t, ω, t′,−ω′)dr′dt′dk′dω′ (K.12)
K.1 The Case of G(r, r′; t, t′) = G(r, r′; t− t′)
We want to consider the case where G(r, r′; t, t′) = G(r, r′; t − t′). Using Eq. (K.10) the
condition that G(r, r′; t, t′) = G(r, r′; t− t′), Eq. (K.9) becomes








G∗(r− θ/2, r′ − φ/2, t− t′ − (τ − ψ)/2)








′,k′, t′, ω)WG(r,k; r
′,−k′; t− t′, ω)dr′dt′dk′ (K.14)
Appendix L
Wigner Distribution of
f (x, y, z) = g(x, y − z)
In general, one can derive how variables combine under a Wigner transformation. In this
appendix we show the relationship between the Wigner distribution of a function f(x, y, z)
and a function g(x, y − z), where f(x, y, z) = g(x, y − z).
The variables in the Wigner distribution of the function f , Wf , are the coordinates x, y,
and z, and their respective wavenumbers kx, ky, and kz; however, this might not be the best
way to represent the function, since it must be equivalent to another Wigner distribution,
Wg, which has less variables. That is, there is a property of f(x, y, z), namely, that it is a
function of the difference y− z, which imbues its Wigner distribution with the property that
if you look at all positions with a constant difference y − z = ∆y, then the wavenumbers ky
and kz are negatives of each other kz = −ky. In this sense Wf is redundant.
If one is working with f(x, y, z) in the Cartesian coordinates x, y, z, and wants to consider
the Wigner distribution of g(x,∆y), Wg(x, kx; ∆y, ky), then one must understand that ∆y is
really the difference y − z, and that its conjugate variable is the same as ky. One must also
understand that kz = −ky, which may be the easiest fact to overlook.
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= δ(ky + kz)Wg
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Direct Derivation of Constant Speed
Green’s Function
In Chap. 4 we presented the constant speed Green’s function by specializing the more general
result for arbitrary speeds. In this appendix we present a direct construction of the Green’s
function for the waveguides discussed in Chap. 3.







u(r, t) = f(r, t) (M.1)
The response to the source, uf (x, t), can be expressed in terms of a Green’s function
uf (r, t) =
∫
G(r, r′; t, t′)f(r′, t′)dr′dt′ (M.2)







G(r, r′; t, t′) = δ(3)(r− r′)δ(t− t′) (M.3)
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Consider the Fourier-transform of the Green’s function’s time coordinate




H(r, r′;ω, t′)e+iωtdω (M.4)















H(r, r′;ω, t′)e+iωtdω (M.5)
Ensuring that Eq. (M.3) is satisfied, we can obtain the time Dirac delta function by letting












h(r, r′;ω) = δ(3)(r− r′) (M.7)
Notice that G(r, r′; t, t′) is a function of (t− t′) since





′)h(r, r′;ω)dω = G(r, r′; t− t′) (M.8)
In order to find h, we begin by considering a complete set of functions compatible with
our waveguide (with the boundary conditions). Such a set could be obtained by separation of
variables, and it is called a complete set because every wave which satisfies the homogeneous
wave equation is a linear combination of this set’s elements. We choose the following set,
whose elements’ general form is
ψη(r) = ψηxηyηz(x, y, z) = Xηx(x)Yηy(y)Zηz(z) = e
iηxxeiηyy sin(ηzz) (M.9)
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π (pressure-release surface and hard bottom) (M.11)
Since we know that Green’s functions create valid waves, we guess that h can also be ex-
panded in terms of the ψ’s. Thus, we separate the variables in h(r, r′;ω), and express the
r dependence in terms of the ψ’s. We do so because after the integration over all other





















A(η, r′;ω)eiηxxeiηyy sin(ηzz) (M.13)
We can think of this as the ψ-transform of h(r, r′;ω).
We now find the η, r′, and ω-dependent coefficient A for which h will satisfy the differ-


























− η2x − η2y − η2z
)
A(η, r′;ω)eiηxxeiηyy sin(ηzz) (M.16)
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− η2x − η2y − η2z
(M.17)













− η2x − η2y − η2z
sin(ηzz
′) sin(ηzz) (M.18)
= h(x− x′, y − y′, z, z′;ω) (M.19)
Therefore, using Eq. (M.8), the Green’s function is
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