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Resumo
Memórias associativas são modelos matemáticos cujo principal objetivo é armazenar e
recuperar informação por associação. Tais modelos são projetados para armazenar um
conjunto finito de pares, chamado conjunto das memórias fundamentais, e devem apre-
sentar certa tolerância a ruído, isto é, serem capazes de recuperar uma certa informação
armazenada mesmo a partir de uma versão incompleta ou corrompida de um item memo-
rizado. As memórias associativas recorrentes por correlação (RCAMs, do inglês Recurrent
Correlation Associative Memories), introduzidas por Chiueh e Goodman, apresentam
grande capacidade de armazenamento e excelente tolerância a ruído. Todavia, as RCAMs
são projetadas para armazenar e recuperar padrões bipolares. As memórias associativas
recorrentes exponenciais fuzzy generalizadas (GRE-FAMs, do inglês Generalized Recurrent
Exponential Fuzzy Associative Memories) podem ser vistas como uma versão generalizada
das RCAMs capazes de armazenar e recuperar conjuntos fuzzy.
Nesta tese, introduzimos as memórias associativas bidirecionais exponenciais fuzzy genera-
lizadas (GEB-FAMs, do inglês Generalized Exponential Bidirectional Fuzzy Associative
Memories), uma extensão das GRE-FAMs para o caso heteroassociativo. Uma vez que
as GEB-FAMs são baseadas em uma medida de similaridade, realizamos um estudo de
diversas medidas de similaridade da literatura, dentre elas as medidas de similaridade
baseadas em cardinalidade e a medida de similaridade estrutural (SSIM). Além disso,
mostramos que as GEB-FAMs exibem ótima capacidade de armazenamento e apresentamos
uma caracterização da saída de um passo das GEB-FAMs quando um dos seus parâmetros
tende a infinito. No entanto, em experimentos computacionais, bons resultados foram
obtidos por um único passo da GEB-FAM com valores do parâmetro no intervalo [1,10].
Como a dinâmica das GEB-FAMs ainda não está totalmente compreendida, este fato mo-
tivou um estudo mais aprofundado das GEB-FAMs de passo único, modelos denominados
memórias associativas fuzzy com núcleo (fuzzy-KAM, do inglês fuzzy Kernel Associative
Memories). Interpretamos este modelo utilizando um núcleo fuzzy e propomos ajustar seu
parâmetro utilizando o conceito de entropia. Apresentamos também duas abordagens para
classificação de padrões usando as fuzzy-KAMs. Finalmente, descrevemos os experimentos
computacionais realizados para avaliar o desempenho de tais abordagens em problemas de
classificação e reconhecimento de faces. Na maioria dos experimentos realizados, em ambos
os tipos de problemas, os classificadores definidos com base nas abordagens propostas
obtiveram desempenho satisfatório e competitivo com os obtidos por outros modelos da
literatura, o que mostra a versatilidade de tais abordagens.
Palavras-chave: memória associativa. sistemas fuzzy. medidas de similaridade. problemas
de classificação. reconhecimento de faces.
Abstract
Associative memories are mathematical models whose main objective is to store and recall
information by association. Such models are designed for the storage a finite set of pairs,
called fundamental memory set, and they must present certain noise tolerance, that is,
they should be able to retrieve a stored information even from an incomplete or corrupted
version of a memorized item. The recurrent correlation associative memories (RCAMs),
introduced by Chiueh and Goodman, present large storage capacity and excellent noise
tolerance. However, RCAMs are designed to store and retrieve bipolar patterns. The
generalized recurrent exponential fuzzy associative memories (GRE-FAMs) can be seen as
a generalized version of RCAMs capable of storing and retrieving fuzzy sets.
In this thesis, we introduce the generalized exponential bidirectional fuzzy associative
memories (GEB-FAMs), an extension of GRE-FAMs to the heteroassociative case. Since
GEB-FAMs are based on a similarity measure, we conducted a study of several measures
from the literature, including the cardinality based similarity measure and the structural
similarity index (SSIM). Furthermore, we show that GEB-FAMs exhibit optimal storage
capacity and we present a characterization of the output of a single-step GEB-FAM
when one of its parameters tends to infinity. However, in computational experiments,
good results were obtained by a single-step GEB-FAM with parameter values in the
interval [1,10]. As the dynamics of the GEB-FAMs is still not fully understood, this
fact led to a more detailed study of the single-step GEB-FAMs, refered to as fuzzy
kernel associative memories (fuzzy-KAMs). We interpret this model by using a fuzzy
kernel and we propose to adjust its parameter by using the concept of entropy. Also,
we present two approaches to pattern classification using the fuzzy-KAMs. Finally, we
describe computational experiments used to evaluate the performance of such approaches
in classification and face recognition problems. In most of the experiments performed, in
both types of problems, the classifiers defined based on the proposed approaches obtained
satisfactory and competitive performance with those obtained by other models from the
literature, which shows the versatility of such approaches.
Keywords: associative memory. fuzzy systems. similarity measures. classification problems.
face recognition.
Lista de abreviaturas e siglas
AM Memória Associativa (acrônimo do inglês Associative Memory)
RCAM Memória associativa recorrente por correlação (acrônimo do inglês Re-
current Correlation Associative Memory)
ECAM Memória associativa exponencial por correlação (acrônimo do inglês
Exponential Correlation Associative Memory)
EBAM Memória associativa exponencial bidirecional (acrônimo do inglês Expo-
nential Bidirectional Associative Memory)
MERAM Memória associativa recorrente exponencial multivalorada (acrônimo
do inglês Multivalued Exponential Recurrent Associative Memory)
RE-FAM Memória associativa recorrente exponencial fuzzy (acrônimo do inglês
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1 Introdução
Uma memória associativa é um sistema de entrada e saída inspirado pelo
cérebro humano e projetado para armazenar e recordar um conjunto finito de pares
tpaξ,bξq, ξ  1,    , pu  X  Y, denominado conjunto das memórias fundamentais [28].
Cada par paξ,bξq, para todo ξ  1,    , p, é chamado uma memória fundamental.
Em termos matemáticos, uma memória associativa é uma aplicaçãoM : X Ñ Y
que deve satisfazerMpaξq  bξ (ouMpaξq deve ser suficientemente próximo de bξ), para
todo ξ  1,    , p. Em outras palavras, quando aξ é apresentado como entrada, a memória
deve produzir bξ (ou um padrão suficientemente próximo de bξ) como saída. Quando esta
propriedade é satisfeita, dizemos que a memória fundamental paξ,bξq foi corretamente
armazenada na memória. Além disso, uma memória associativa deve apresentar certa
tolerância a ruídos, isto é, ser capaz de recuperar um item armazenado bξ mesmo quando
uma versão ruidosa ou corrompida do padrão aξ associado a ele é apresentado como
entrada.
Suponhamos, por exemplo, que desejamos armazenar em uma memória associa-
tiva um conjunto de p imagens de forma que, ao apresentarmos uma dessas imagem como
entrada, a memória produza a mesma imagem (ou uma imagem suficientemente próxima)
como saída. Neste caso, cada imagem está associada a si própria. Portanto, denotando
por aξ, ξ  1,    , p as imagens que gostaríamos de armazenar, o conjunto das memórias
fundamentais seria dado por tpaξ,bξq, ξ  1,    , pu, com aξ  bξ, ξ  1,    , p ou, de
modo equivalente, tpaξ, aξq, ξ  1,    , pu. Neste caso, a memória é dita autoassociativa. Es-
pecificamente, dizemos que a memória é autoassociativa se aξ  bξ para todo ξ  1, . . . , p
e, neste caso, o conjunto das memórias fundamentais tpaξ,bξq, ξ  1,    , pu  X  Y
pode ser escrito simplesmente na forma taξ, ξ  1,    , pu [26, 28].
Suponhamos, agora, que desejamos armazenar em uma memória associativa
um conjunto de p pares (aξ,bξ) em que aξ representa a imagem de uma pessoa e bξ
representa seu nome. Assim, ao apresentarmos uma imagem aξ como entrada esperamos
que a memória produza como saída o nome da pessoa a qual tal imagem pertence. Assim
sendo, o conjunto das memórias fundamentais seria dado por tpaξ,bξq, ξ  1,    , pu, com
aξ  bξ, ξ  1,    , p. Neste caso, a memória é dita heteroassociativa. Especificamente,
dizemos que a memória é heteroassociativa se existe ξ P t1,    , pu tal que aξ  bξ [26,28].
Além disso, nos referiremos às memórias associativas projetadas para arma-
zenamento e recordação de padrões bipolares (vetores com coordenadas 1 ou 1) como
memórias associativas bipolares, às memórias associativas projetadas para armazenamento
e recordação de padrões reais (vetores com coordenadas reais) como memórias associativas
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reais e às memórias associativas projetadas para armazenamento e recordação de uma
família finita de conjuntos fuzzy como memórias associativas fuzzy [26, 27,74].
Memórias associativas possuem várias aplicações, dentre as quais podemos
destacar os problemas de classificação e reconhecimento de padrões [19,72,84,85], otimização
[33], previsão [71,73,74] e controle [41,43].
A rede de Hopfield [34], proposta por J.J. Hopfield em 1982, é uma rede neural
recorrente com uma camada totalmente conectada que pode ser utilizada para implementar
uma memória autoassociativa bipolar. Hopfield mostrou que a rede converge por meio de
uma função energia, a qual é limitada inferiormente e decresce quando o estado de um
neurônio é atualizado [34]. Apesar desta caracterização e das aplicações bem sucedidas, a
rede de Hopfield apresenta baixa capacidade de armazenamento [51]. Motivados por esta
restrição, diversos pesquisadores propuseram modelos aperfeiçoados da rede de Hopfield.
Dentre eles podemos citar as memórias associativas recorrentes por correlação (RCAM,
acrônimo do inglês recurrent correlation associative memory) [9] e, em particular, as
memórias associativas exponenciais por correlação (ECAM, acrônimo do inglês exponential
correlation associative memory) [9], modelos autoassociativos propostos por Chiueh e
Goodman em 1991. Para o caso heteroassociativo, Kosko apresentou em 1988 a memória
associativa bidirecional (BAM, acrônimo do inglês bidirectional associative memory) [42]
como uma generalização da rede de Hopfield. Em 1993, Jeng et al propuseram a memória
associativa bidirecional exponencial (EBAM, acrônimo do inglês exponential bidirectional
associative memory) [37], modelo que pode ser visto como uma generalização da ECAM e
da BAM.
Assim como a rede de Hopfield, tanto a ECAM quanto a EBAM são modelos
projetados para o armazenamento e recordação de vetores bipolares. Todavia, em algumas
aplicações, o armazenamento de vetores multivalorados ou conjuntos fuzzy é necessário.
Este fato motivou o surgimento de modelos de memórias associativas para armazenamento
de vetores reais, dentre os quais podemos destacar as memórias associativas recorrentes
exponenciais multivaloradas [10] (MERAMs, acrônimo do inglês multivalued exponential
recurrent associative memory) e as memórias associativas com núcleo [84](KAMs, acrônimo
do inglês kernel associative memories), modelos que, num certo sentido, podem ser vistos
como uma extensão das RCAMs para o armazenamento e recordação de vetores reais.
Em 2014, Valle introduziu as memórias associativas recorrentes exponenciais
fuzzy (RE-FAMs, acrônimo do inglês recurrent exponential fuzzy associative memories) [75],
modelo autoassociativo que pode ser visto com uma versão fuzzy da ECAM. No entanto,
devido à interferência cruzada entre os padrões a serem armazenados, as RE-FAMs nem
sempre armazenam corretamente todas as memórias fundamentais e nestes casos, não
definem uma memória associativa. Diante disso, as memórias associativas recorrentes
exponenciais fuzzy generalizadas (GRE-FAMs, acrônimo do inglês generalized recurrent
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exponential fuzzy associative memories) [64,70] foram desenvolvidas. Brevemente, as GRE-
FAMs são obtidas das RE-FAMs por meio do acréscimo de uma camada de neurônios
lineares com o objetivo de reduzir a interferência cruzada entre as memórias fundamentais.
Outros modelos de memórias associativas fuzzy que apresentam certas relações com as
GRE-FAMs são as θ-FAMs (acrônimo do inglês θ-fuzzy associative memories [17] e as
TE-FAMs [18] (acrônimo do inglês tunable equivalence fuzzy associative memories).
A Figura 1 apresenta um diagrama que resume a trajetória de estudo dos
principais modelos que motivaram o desenvolvimento, no contexto deste trabalho, das me-
mórias associativas bidirecionais exponenciais fuzzy generalizadas (GEB-FAMs, acrônimo
do inglês generalized exponential bidirectional fuzzy associative memories) e das memórias
associativas fuzzy com núcleo (fuzzy-KAMs, acrônimo do inglês fuzzy kernel associative
memories), modelos que estão entre as principais contribuições desta tese. No diagrama,
os modelos bipolares estão destacados em azul e os modelos reais e fuzzy em vermelho.
Além disso, os modelos recorrentes nas caixas com borda contínua, modelos recorrentes
bidirecionais nas caixas com bordas tracejadas e nas caixas com bordas pontilhadas os
modelos não-recorrentes.
Assim como no caso das GRE-FAMs, a definição das GEB-FAMs exige uma
medida de similaridade (fuzzy). De modo geral, uma medida de similaridade é uma
função que associa a cada par de conjuntos fuzzy um número que representa o grau de
igualdade entre esses conjuntos. No entanto, a definição de medida de similaridade não é
única. Uma definição abrangente foi proposta por De Baets e De Meyer em [12], a qual
engloba as medidas de similaridade baseadas em cardinalidade e uma versão normalizada
da medida de similaridade proposta por Xuecheng [81]. No mesmo período, Wang et
al [79] propuseram uma medida de similaridade estrutural, conhecida por SSIM (do inglês
structural similarity). A medida estrutural SSIM, desenvolvida principalmente para avaliar
a similaridade entre imagens, é caracterizada por considerar a informação estrutural da
imagem, independentemente de iluminação e contraste [79].
Além da medida de similaridade, as GEB-FAMs requerem em sua definição
um parâmetro real positivo α. Tal parâmetro tem um papel importante na capacidade
de generalização e convergência da GEB-FAM. Obtivemos uma caracterização para o
primeiro passo de uma GEB-FAM quando α tende a infinito, no entanto, os melhores
resultados nos experimentos computacionais foram obtidos para valores pequenos deste
parâmetro (em geral, entre 1 e 10). Além disso, por meio de um exemplo, concluímos que a
sequência produzida pela GEB-FAM pode não ser convergente se α não for suficientemente
grande. Este fato motivou um estudo aprofundado do primeiro passo da GEB-FAM. Tal
estudo foi feito utilizando uma interpretação baseada em núcleos fuzzy e o modelo obtido
é denominado fuzzy-KAM.
O uso de núcleos em métodos de aprendizagem e estimação tem se tornado
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Figura 1 – Principais modelos que motivaram o desenvolvimento da tese. Modelos bipola-
res estão destacados em azul e modelos reais e fuzzy em vermelho. Modelos
recorrentes nas caixas com borda contínua, modelos recorrentes bidirecionais
nas caixas com bordas tracejadas e modelos não-recorrentes nas caixas com
bordas pontilhadas.
cada vez mais frequente [22,31,86]. Isto se deve ao fato de que um núcleo (positivo definido)
pode ser interpretado como um produto interno em espaço de alta dimensão, chamado
espaço de característica. Esta interpretação é útil pois possibilita que problemas não
lineares (no espaço original) sejam abordados por meio de técnicas lineares em um espaço
de características de dimensão suficientemente grande, mas de forma que os cálculos sejam
efetuados com os elementos do espaço original [31]. Informalmente, um núcleo pode ser
definido como uma medida de similaridade. Interpretaremos uma medida de similaridade
fuzzy como um núcleo fuzzy κ. O núcleo fuzzy κ depende do parâmetro α. Precisamente,
o parâmetro α controla a capacidade do núcleo fuzzy de distinguir entre dois conjuntos
fuzzy [67]. Com o objetivo de maximizar a capacidade do núcleo fuzzy κ em discriminar
dois estímulos diferentes, propomos uma estratégia para o ajuste de α utilizando o conceito
de entropia [62,67].
Após o estudo de características teóricas, investigamos a aplicação das fuzzy-
KAMs em problemas de classificação e reconhecimento de faces. Problemas de classificação
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são frequentes em nosso dia a dia. Na área da saúde, por exemplo, um tumor pode ser
classificado em benigno ou maligno ou um paciente pode ser classificado como portador ou
não de uma determinada doença de acordo com seus sintomas. Em outras áreas, podemos
citar o exemplo de bancos que classificam um cliente como aptos ou não para receber um
empréstimo de acordo com seu histórico de crédito. Outros exemplos incluem problemas de
classificação de plantas, reconhecimento de padrões e reconhecimento de faces. Propusemos
duas abordagens para classificação de padrões utilizando fuzzy-KAMs. A primeira se
trata de uma abordagem autoassociativa inspirada pelos classificadores de representação
esparsa [80]. Tais classificadores são desenvolvidos sob a hipótese de que uma amostra
pertencente a uma determinada classe pode ser escrita aproximadamente como combinação
linear dos padrões de treinamento desta classe [80]. A segunda abordagem é definida
utilizando a versão heteroassociativa da fuzzy-KAM.
1.1 Principais Contribuições da Tese
Nesta tese, introduzimos a definição das memórias associativas bidirecionais
exponenciais fuzzy generalizadas (GEB-FAMs), extensão das GRE-FAMs para o caso
heteroassociativo, e apresentamos alguns resultados teóricos sobre estes modelos. Especifi-
camente, mostramos que, sob certas condições, as GEB-FAMs armazenam corretamente
todas as memórias fundamentais e apresentamos uma caracterização para a saída de um
passo da GEB-FAM quando um dos parâmetros do modelo tende a infinito.
Introduzimos também as memórias associativas fuzzy com núcleo (fuzzy-KAM)
e apresentamos reformulações dos resultados teóricos das GEB-FAMs para as fuzzy-KAMs.
Além disso, definimos uma condição suficiente para que a matriz K presente na definição
da fuzzy-KAM seja definida positiva. Propusemos o ajuste do parâmetro α da fuzzy-KAM
por meio do conceito de entropia, apresentamos uma formulação matricial e uma sugestão
para definir a matriz G, necessária para a definição da fuzzy-KAM, com estrutura esparsa
em blocos.
Fizemos um estudo de várias medidas de similaridade da literatura, dentre elas
as medidas de similaridade baseadas em cardinalidade [12], uma versão normalizada da
medida de similaridade proposta por Xuecheng [81] e a medida de similaridade estrutural
[79].
Apresentamos a aplicação das fuzzy-KAMs em problemas de classificação e
reconhecimento de faces. Especificamente, propusemos duas abordagens para classificação
baseada nas fuzzy-KAMs. A primeira, baseada na versão autoassociativa e a segunda na
versão heteroassociativa do modelo.
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1.2 Trabalhos desenvolvidos
Como frutos do trabalho realizado para o desenvolvimento desta tese, durante o
período do doutorado, foram produzidos um capítulo de livro [76], um artigo de revista [68] e
quatro artigos apresentados em congressos [65–67,69]. Estes trabalhos contém as aplicações
dos modelos propostos (GEB-FAM e fuzzy-KAM) e das GRE-FAMs em problemas de
classificação, conforme as abordagens que serão descritas no Capítulo 6, bem como alguns
dos testes (ou variações destes) que descreveremos na Seção 6.4.
Especificamente, no capítulo “Pattern Classification using Generalized Recur-
rent Exponential Fuzzy Associative Memories” apresentamos um classificador (baseado na
GRE-FAM) definido por meio da abordagem autoassociativa, descrita na seção 6.1, e os
resultados dos testes realizados com quinze problemas de classificação.
O trabalho “Memórias Associativas Recorrentes Exponenciais Fuzzy Generaliza-
das Aplicadas à Classificação de Padrões” [66], apresentado em 2016 no XXXVI Congresso
Nacional de Matemática Aplicada e Computacional (XXXVI CNMAC), também contém
uma aplicação das GRE-FAMs a problemas de classificação. Neste trabalho, consideramos
seis conjuntos de dados.
Em “Memória Associativa Bidirecional Exponencial Fuzzy Generalizada Apli-
cada ao Reconhecimento de Faces.” [65], apresentado em 2016 no IV Congresso Brasileiro
de Sistemas Fuzzy (IV CBSF), apresentamos a aplicação das GEB-FAMs a um problema
de reconhecimento de faces, considerando um classificador definido com base na abordagem
heteroassociativa, apresentado na Seção 6.2.
No artigo “Generalized Exponential Bidirectional Fuzzy Associative Memory with
Fuzzy Cardinality-Based Similarity Measures Applied to Face Recognition” [68], publicado
na revista TEMA, consideramos as medidas de similaridade baseadas em cardinalidade
e avaliamos o desempenho do classificador heteroassociativo com essas medidas em um
problema de reconhecimento facial.
No trabalho “Memória Associativa Bidirecional Exponencial Fuzzy Generalizada
com Medida de Similaridade Estrutural Aplicada a um Problema de Reconhecimento de
Faces”, apresentado em 2017 no XXXVI Congresso Nacional de Matemática Aplicada e
Computacional (XXXVI CNMAC), [69] consideramos o classificador heteroassociativo
com a medida de similaridade estrutural SSIM.
Por fim, em “Fuzzy kernel associative memories with application in classification”
[67], apresentado em 2018 no North American Fuzzy Information Processing Society Meeting
(NAFIPS), apresentamos a aplicação das fuzzy-KAMs a problemas de classificação.
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1.3 Organização da Tese
Esta tese está organizada da seguinte forma. O Capítulo 2 apresenta uma
breve revisão de conceitos essenciais para o desenvolvimento desta tese. Especificamente,
iniciaremos pela recordação de alguns conceitos relacionados a conjuntos fuzzy. Em seguida,
faremos uma revisão sobre medidas de similaridade, a qual contemplará várias definições
propostas na literatura, dentre elas a definição proposta por De Baets e De Meyer em [12],
as medidas de similaridade baseadas em cardinalidade [12], a medida de similaridade
estrutural (SSIM) [79] e uma versão normalizada da definição de medida de similaridade
proposta por Xuecheng [81].
Posteriormente, no Capítulo 3, faremos uma revisão bibliográfica contendo os
principais modelos da literatura que motivaram o desenvolvimento deste trabalho. Primei-
ramente, apresentaremos memórias associativas bipolares, a saber: a rede de Hopfield [34],
as memórias associativas recorrentes por correlação (RCAMs) [9], as memórias associativas
exponenciais por correlação [9] e as memórias associativas bidirecionais exponenciais
(EBAMs) [37]. Em seguida, as memórias associativas recorrentes exponenciais multiva-
loradas (MERAMs) [10] e as memórias associativas com núcleo (KAMs) [84], modelos
para armazenamento e recordação de vetores com componentes reais. Finalizaremos este
capítulo revisando alguns modelos de memórias associativas fuzzy, dentre eles, as memórias
associativas recorrentes exponenciais fuzzy (RE-FAMs) [75], as memórias associativas
recorrentes exponenciais fuzzy generalizadas (GRE-FAMs) [64,70], as ΘFAMs [17] e as
TE-FAMs [18].
No Capítulo 4, introduziremos as memórias associativas bidirecionais expo-
nenciais fuzzy generalizadas (GEB-FAMs), modelo que estende as GRE-FAMs para o
caso heteroassociativo, e apresentaremos alguns resultados teóricos sobre este modelo.
Mostraremos que as GEB-FAMs, sob certas condições, possuem capacidade ótima de
armazenamento e apresentaremos uma caracterização da saída da GEB-FAM quando o
parâmetro α do modelo tende a infinito.
No Capítulo 5, focaremos no estudo das memórias associativas fuzzy com
núcleo (fuzzy-KAM), modelos que derivam de uma GEB-FAM de passo único por meio de
uma interpretação utilizando núcleos fuzzy. Determinaremos um limitante inferior para
o parâmentro α da fuzzy-KAM, a partir do qual a matriz K, utilizada para a definição
da fuzzy-KAM, é definida positiva. Posteriormente, proporemos uma estratégia para o
ajuste do parâmetro α com base no conceito de entropia. Finalmente, apresentaremos
uma formulação matricial para a fuzzy-KAM e sugerimos uma forma alternativa de definir
a matriz G (presente na definição da fuzzy-KAM), a qual pode ser útil sobretudo nos
problemas com um grande número de memórias fundamentais.
As aplicações em problemas de classificação e reconhecimento de faces serão
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apresentadas no Capítulo 6. Proporemos duas abordagens para classificação de padrões
utilizando fuzzy-KAMs. Além disso, descreveremos os experimentos realizados para avaliar
o desempenho dos classificadores baseados nas fuzzy-KAMs, bem como os resultados
obtidos. Os testes em problemas de classificação foram realizados com conjuntos de dados
disponíveis nos repositórios KEEL [4] e UCI [6]. Os experimentos em reconhecimentos de
faces foram desenvolvidos com três bases de imagens faciais, a saber: a base de imagens
faciais AR [49], a base de imagens ORL [60] e a base GT [1].
Concluiremos esta tese com as considerações finais no Capítulo 7.
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2 Conceitos Preliminares
Neste capítulo, apresentaremos conceitos importantes para o desenvolvimento
dos capítulos posteriores. Primeiramente, recordaremos as definições de conjuntos fuzzy, re-
lação fuzzy, normas triangulares (t-normas), dentre outras. Posteriormente, apresentaremos
algumas definições e exemplos de medidas de similaridade da literatura.
2.1 Conjuntos fuzzy
Todo conjunto (clássico) X pode ser definido por meio de sua função caracte-
rística χ : U Ñ t0, 1u, a qual indica se um elemento do conjunto universo U pertence ou
não a X. A função característica é definida por:
χpxq 
$&%1, se x P X0, se x R X. (2.1)
Por exemplo, consideremos o conjunto dos números reais maiores do que 1, X  tx P R :
x ¡ 1u. Sabemos que 2 P X enquanto que 0, 5 R X. Portanto χp2q  1 e χp0, 5q  0.
No caso dos conjuntos clássicos, dado um elemento x P U , existem apenas duas
possibilidades: x pertence ao conjunto X ou não. No entanto, se considerarmos o conjuntorX  tx P R : x é próximo de 1u não é tão claro quais elementos pertencem a este conjunto.
No entanto, podemos afirmar, por exemplo, que 0, 5 é mais próximo de 1 do que 2. Em
outras palavras, podemos dizer que o grau de pertinência de 0, 5 a rX é maior que o grau
de pertinência de 2 a este conjunto.
A teoria dos conjuntos fuzzy, proposta por Lotfi A. Zadeh em 1965 [83], possi-
bilitou que termos imprecisos como “aproximadamente” e “em torno de” fossem tratados
matematicamente. Em termos gerais, um conjunto fuzzy é caracterizado por meio de uma
função X : U Ñ r0, 1s, chamada função de pertinência. Especificamente, um conjunto
fuzzy é definido da seguinte forma [8, 83]:
Definição 1. Consideremos um conjunto universo de discurso U . Um conjunto fuzzy X
(subconjunto fuzzy de U) é definido por meio de uma função X : U Ñ r0, 1s, em que Xpuq
é o grau de pertinência do elemento u P U ao conjunto fuzzy X.
A função de pertinência associa a cada elemento u P U seu grau de pertinência
ao subconjunto fuzzy X. No exemplo anterior, em que consideramos rX  tx P R :
x é próximo de 1u, teríamos rXp0, 5q ¡ rXp2q.
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Nesta tese, consideraremos apenas subconjuntos fuzzy de um universo de
discurso finito, digamos U  tu1,    , unu. Neste caso, podemos identificar um subconjunto
fuzzy X de U com um vetor X  rXpu1q,    , XpunqsT pertencente ao hipercubo unitário
n-dimensional r0, 1sn [43]. Além disso, cada conjunto fuzzy está associado a uma única
função de pertinência e cada função de pertinência representa um único conjunto fuzzy.
Por este motivo e por questões de simplicidade, utilizaremos a mesma notação, X, para
nos referir ao conjunto fuzzy X, à sua função de pertinência X : U Ñ r0, 1s e ao vetor
X  rXpu1q,    , Xpunqs
T . Denotaremos por FpUq o conjunto dos subconjuntos fuzzy de
U e por PpUq o conjunto das partes de U .
A seguir, recordaremos alguns conceitos relacionados a conjuntos fuzzy. Dentre
eles, as definições de cardinalidade e complemento de um conjunto fuzzy. As definições de
normas triangulares e das operações de interseção, união, diferença, diferença simétrica e
a definição de relação binária fuzzy também serão apresentadas.
Definição 2 (Cardinalidade de um conjunto fuzzy). Seja X um subconjunto fuzzy de
U  tu1,    , unu. A cardinalidade de X é definida por:
CardpXq 
n¸
i1
Xpuiq. (2.2)
Definição 3 (Complemento de um conjunto fuzzy). Seja X um subconjunto fuzzy de U .
O complementar de X, denotado por Xc, é o subconjunto fuzzy de U definido pela função
de pertinência Xc : U Ñ r0, 1s dada por:
Xcpuq  1Xpuq, para todo u P U. (2.3)
A noção de complemento pode ser generalizada por meio de uma negação
fuzzy [57].
Definição 4 (T-normas). Uma norma triangular ou, simplesmente t-norma, é uma
função T : r0, 1s  r0, 1s Ñ r0, 1s que satisfaz as seguintes propriedades, para quaisquer
x, y, z, w P r0, 1s [38]:
T1 (Identidade): T px, 1q  x;
T2 (Comutatividade): T px, yq  T py, xq;
T3 (Associatividade): T px, T py, zqq  T pT px, yq, zq;
T4 (Monotonicidade): Se x ¤ z e y ¤ w então T px, yq ¤ T pz, wq;
Exemplo 1. Alguns exemplos de t-norma são dados por [38]:
• t-norma do Mínimo: M : r0, 1s  r0, 1s Ñ r0, 1s definida por Mpx, yq  mintx, yu.
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• t-norma do Produto: P : r0, 1s  r0, 1s Ñ r0, 1s definida por P px, yq  xy.
• t-norma de Łukasievicz: W : r0, 1s  r0, 1s Ñ r0, 1s definida por
W px, yq  maxtx  y  1, 0u.
• t-norma drástica: Z : r0, 1s  r0, 1s Ñ r0, 1s definida por
Zpx, yq 
$&%mintx, yu, se x  1 ou y  1,0, caso contrário.
• t-norma de Frank [21, 55]: Ts : r0, 1s  r0, 1s Ñ r0, 1s, s P r0,8s, é definida pela
equação:
Tspx, yq  logs

1  ps
x  1qpsy  1q
s 1

, s ¡ 0, s  1.
com as seguintes identidades [12]:
(i) T0px, yq  lim
sÑ0
Tspx, yq Mpx, yq  mintx, yu,
(ii) T1px, yq  lim
sÑ1
Tspx, yq  P px, yq  xy,
(iii) T8px, yq  lim
sÑ8
Tspx, yq  W px, yq  maxtx  y  1, 0u.
Dados A e B subconjuntos fuzzy de um conjunto universo U , as definições a
seguir mostram como a interseção, a união, a diferença e a diferença simétrica de A e B
podem ser calculadas por meio de t-normas.
Definição 5 (Interseção de conjuntos fuzzy). Sejam A e B subconjuntos fuzzy de U e
T : r0, 1s  r0, 1s Ñ r0, 1s uma t-norma. A interseção de A e B é definida por:
pAXBqpuq  T
 
Apuq, Bpuq

, @u P U. (2.4)
No caso mais geral, a interseção de conjuntos fuzzy pode ser definida usando
uma conjunção fuzzy [7, 8, 57].
Definição 6 (União de conjuntos fuzzy). Sejam A e B subconjuntos fuzzy de U e
T : r0, 1s  r0, 1s Ñ r0, 1s uma t-norma de Frank. A união de A e B é definida por:
pAYBqpuq  Apuq  Bpuq  T
 
Apuq, Bpuq

, @u P U. (2.5)
Esta definição de união de conjuntos fuzzy com base em uma t-norma de Frank
é considerada em [12] pois, nestas condições, a igualdade CardpAYBq   CardpAXBq 
CardpAq   CardpBq é valida. No entanto, no caso geral, a união de conjuntos fuzzy pode
ser definida usando uma t-conorma, ou ainda, usando uma disjunção fuzzy [7, 8, 57].
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Definição 7 (Diferença de conjuntos fuzzy). Sejam A e B subconjuntos fuzzy de U e
T : r0, 1s  r0, 1s Ñ r0, 1s uma t-norma. A diferença de A e B é definida por:
pAzBqpuq  Apuq  T pApuq, Bpuqq, @u P U. (2.6)
Definição 8 (Diferença simétrica de conjuntos fuzzy). Sejam A e B subconjuntos fuzzy
de U e T : r0, 1s  r0, 1s Ñ r0, 1s uma t-norma. A diferença simétrica de A e B é definida
por:
pA∆Bqpuq  Apuq  Bpuq  2T pApuq, Bpuqq, @u P U. (2.7)
A seguir apresentaremos a definição de relação binária fuzzy.
Definição 9 (Relação binária fuzzy). Seja U um conjunto clássico. Uma relação binária
fuzzy sobre U é caracterizada por uma função R : U  U Ñ r0, 1s.
Observação 1. Note que uma relação fuzzy R : U  U Ñ r0, 1s pode ser vista como um
subconjunto fuzzy de U  U .
Definição 10. Seja T uma t-norma. Uma relação binária fuzzy R é dita T-transitiva
se satisfaz a seguinte equação para quaisquer x, y, z P U :
T
 
Rpx, yq, Rpy, zq

¤ Rpx, zq.
Além disso, dizemos que uma relação binária fuzzy R : U  U Ñ r0, 1s é:
• simétrica se Rpx, yq  Rpy, xq, para quaisquer x, y P U ;
• reflexiva se Rpx, xq  1, para qualquer x P U ;
• localmente reflexiva se Rpx, xq ¥ Rpx, yq para quaisquer x, y P U [12].
Na próxima seção faremos uma revisão sobre várias definições de medidas de
similaridade presentes na literatura.
2.2 Medidas de Similaridade
Uma medida de similaridade (fuzzy), de modo geral, é uma função que associa
a cada par de conjuntos fuzzy um número que indica o quanto esses conjuntos são iguais.
Existem na literatura várias definições de medida de similaridade [12, 81]. Nesta seção
apresentaremos algumas dessas definições, as quais foram utilizadas nos experimentos
computacionais descritos no Capítulo 6.
Uma definição abrangente de medida de similaridade foi proposta por De Baets
e De Meyer em [12]:
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Definição 11. Uma medida de similaridade fuzzy é uma relação binária fuzzy simétrica
sobre FpUq, isto é, uma função S : FpUq  FpUq Ñ r0, 1s tal que SpA,Bq  SpB,Aq,
para quaisquer conjuntos fuzzy A e B pertencentes a FpUq.
Uma medida de similaridade fuzzy S : FpUq  FpUq Ñ r0, 1s é dita reflexiva
se a propriedade SpA,Aq  1 é válida para qualquer conjunto fuzzy A P FpUq e é dita
localmente reflexiva se SpA,Aq ¥ SpA,Bq para quaisquer A,B P FpUq [12]. Além disso,
dizemos que uma medida de similaridade é forte quando SpA,Bq  1 se, e somente se,
A  B. Por fim, dada uma t-norma T , dizemos que uma medida de similaridade fuzzy
é T -transitiva [12] se satisfaz a Definição 10, isto é, se satisfaz a seguinte equação para
quaisquer conjuntos fuzzy A,B,C P FpUq:
T
 SpA,Bq,SpB,Cq ¤ SpA,Cq.
A definição proposta por De Baets e De Meyer em [12], engloba outras definições
da literatura como por exemplo as medidas de similaridade baseadas em cardinalidade [12],
e a medida de similaridade proposta por Xuecheng [81], as quais serão apresentadas a
seguir.
De Beats e De Meyer propuseram em [12] uma classe de medidas de similaridade
fuzzy racionais baseadas na cardinalidade dos conjuntos fuzzy envolvidos. Tais medidas
são obtidas por meio da fuzzificação das medidas de similaridade racionais baseadas em
cardinalidade proposta para conjuntos clássicos em [13]. Precisamente, considerando um
universo de discurso finito U , dados A,B P FpUq, tais medidas são definidas por [12]:
SpA,Bq  aαA,B   bωA,B   cδA,B   dνA,B
a1αA,B   b1ωA,B   c1δA,B   d1νA,B
. (2.8)
em que a, a1, b, b1, c, c1, d, d1 P t0, 1u são parâmetros,
(i) αA,B  mintCardpAzBq,CardpBzAqu,
(ii) ωA,B  maxtCardpAzBq,CardpBzAqu,
(iii) δA,B  CardpAXBq,
(iv) νA,B  CardpAYBqc.
e tais que a interseção, união, diferença e diferença simétrica dos conjuntos fuzzy são
calculados, respectivamente, por meio das equações (2.4), (2.5), (2.6) e (2.7), baseadas em
uma t-norma de Frank.
A Tabela 1, extraída de [12], apresenta diversas medidas obtidas por meio da
expressão (2.8) e dos esquemas de fuzzificação dados pelas Equações (2.4), (2.5), (2.6),
(2.7), baseados em t-normas de Frank. Especificamente, nos concentramos nas medidas
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Tabela 1 – Expressões das medidas de similaridade racionais baseadas em cardinalidade.
Tabela extraída de [12].
S Expressão S Expressão
R1
CardpAXBq
maxtCardpAq,CardpBqu R10
mintCardpAzBq,CardpBzAqu
maxtCardpAzBq,CardpBzAqu
R2
CardpA∆Bqc
maxtCardpAzBqc,CardpBzAqcu R11
mintCardpAq,CardpBqu
maxtCardpAq,CardpBqu
R3
CardpAXBq
mintCardpAq,CardpBqu R12
mintCardpAzBqc,CardpBzAqcu
maxtCardpAzBqc,CardpBzAqcu
R4
CardpA∆Bqc
mintCardpAzBqc,CardpBzAqcu R13
mintCardpAzBq,CardpBzAqu
CardpA∆Bq
R5
CardpAXBq
CardpAYBq R14
mintCardpAq,CardpBqu
CardpAYBq
R6
CardpA∆Bqc
n
R15
mintCardpAzBqc,CardpBzAqcu
n
R7
maxtCardpAzBq,CardpBzAqu
CardpA∆Bq S17
CardpAXBq
maxtCardpAzBqc,CardpBzAqcu
R8
maxtCardpAq,CardpBqu
CardpAYBq S18
CardpAXBq
n
R9
maxtCardpAzBqc,CardpBzAqcu
n
S19
mintCardpAq,CardpBqu
n
de similaridade mostradas na Tabela 1 obtidas considerando as t-normas de Frank dadas
pelo mínimo T0px, yq Mpx, yq  minpx, yq, pelo produto T1px, yq  P px, yq  xy e pela
t-norma de Łukasiewicz T8px, yq  W px, yq  maxtx  y  1, 0u.
Observação 2. As medidas de similaridade apresentadas na Tabela 1 satisfazem as
propriedades [12]:
(i) R1, R5, R6, R13, R15 e S18 são W -transitivas,
(ii) R11 e R14 são P -transitivas,
(iii) S19 é M-transitiva,
(iv) R2 é Z-transitiva,
(v) Ri, para i P t1, 2, 5, 6, 13, 14, 15u, são reflexivas quando consideramos T M ,
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(vi) R11 é reflexiva,
(vii) S18 é localmente reflexiva quando consideramos T M ,
(viii) S19 é localmente reflexiva.
Outra definição de medida de similaridade foi proposta por Xuecheng em [81].
Uma versão normalizada desta definição é apresentada a seguir:
Definição 12 (Medida de similaridade de Xuecheng). Uma medida de similaridade de
Xuecheng é uma função S : FpUq  FpUq Ñ r0, 1s que satisfaz, para quaisquer conjuntos
fuzzy A,B,C,D P FpUq, as seguintes propriedades:
1. SpA,Bq  SpB,Aq.
2. SpA,Aq  1.
3. Se A  B  C  D, então SpA,Dq ¤ SpB,Cq.
4. SpA, A¯q  0, para todo subconjunto clássico A P PpUq.
Note que uma medida de similaridade de Xuecheng é uma medida de similari-
dade reflexiva.
A seguir, alguns exemplos de medidas de similaridade que satisfazem a definição
de Xuecheng.
Exemplo 2. Consideremos um conjunto universo finito U  tu1,    , unu. As funções
definidas abaixo são exemplos de medidas de similaridade forte [16,88]:
1. Medida de Similaridade de Gregson (também chamada de medida de similaridade de
Jaccard) [36]
SGpA,Bq 
$''''''&''''''%
n¸
j1
Apujq ^Bpujq
n¸
j1
Apujq _Bpujq
, se AYB  ∅
1, se AYB  ∅,
(2.9)
onde os símbolos “^” and “_” denotam respectivamente as operações mínimo e
máximo.
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2. Medida de Similaridade de Eisler e Ekman
SEpA,Bq 
$''''''&''''''%
2
n¸
j1
Apujq ^Bpujq
n¸
j1
Apujq  
n¸
j1
Bpujq
, se AYB  ∅
1, se AYB  ∅,
(2.10)
3. Medida de Similaridade baseada na norma-1
SHpA,Bq  1 1
n
n¸
j1
|Apujq Bpujq|. (2.11)
Observação 3. Note que a medida de similaridade de Gregson dada por (2.9), também
satisfaz a definição das medidas de similaridade baseadas em cardinalidade [12] descritas
anteriormente.
Uma medida de similaridade desenvolvida principalmente para avaliar a similari-
dade entre imagens foi proposta em [79]. Tal medida, denominada structural similarity index
(SSIM), baseia-se na informação estrutural da imagem, isto é, nos atributos relacionados à
estrutura dos objetos independentemente da iluminação média e do contraste [79].
Especificamente, a medida de similaridade estrutural (SSIM) é definida a partir
de uma medida de similaridade estrutural local, denotada por Sl [79]. De forma geral,
Sl é calculada por meio de comparações da iluminação, do contraste e da estrutura
das imagens em uma determinada janela das imagens. Em termos matemáticos, sejam
x  txi : i  1, . . . , Nu e y  tyi : i  1, . . . , Nu fragmentos extraídos do mesmo local de
duas imagens a serem comparadas. A medida de similaridade estrutural local é definida
pela expressão [79]:
Slpx,yq 
p2µxµy   C1qp2σxy   C2q
pµ2x   µ
2
y   C1qpσ
2
x   σ
2
y   C2q
, (2.12)
onde C1 e C2 são constantes positivas,
µx 
1
N
N¸
i1
ωixi, σx 

1
N  1
N¸
i1
ωipxi  µxq
2
 1
2
, σxy 
1
N  1
N¸
i1
ωipxi  µxqpyi  µyq
(2.13)
e Ω  tωi : i  1, . . . , Nu é uma função de ponderação Gaussiana circular simétrica 1111,
normalizada de modo que
N¸
i1
ωi  1 e com desvio padrão 1, 5, conforme sugerido em [79].
A medida de similaridade estrutural SSIM de duas imagens X e Y é então
definida por:
SpX, Y q 
1
M
M¸
j1
Slpxj,yjq, (2.14)
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em que X e Y são as imagens a serem comparadas, xj e yj são os fragmentos das imagens
contidos na j-ésima janela local e M é o número de janelas locais das imagens. Em outras
palavras, a medida de similaridade estrutural SSIM é dada pela média da medida estrutural
local de todos os fragmentos.
Observemos que a medida SSIM é simétrica, limitada e reflexiva, isto é,
SpX, Y q  SpY,Xq, 1 ¤ SpX, Y q ¤ 1 e SpX, Y q  1 ðñ X  Y [78, 79]. Note que S
não é uma medida de similaridade fuzzy. Porém, as funções σpX, Y q  pSpX, Y q   1q{2
e κpX, Y q  eαpSpX,Y q1q, em que α ¡ 0, podem ser interpretadas como medidas de simi-
laridade fortes, no sentido amplo de De Baets e De Meyer, se o universo de discurso for
uma malha M N , porque κ e σ são simétricas e satisfazem κpA,Bq  1 ðñ A  B e
σpA,Bq  1 ðñ A  B.
No próximo capítulo, apresentaremos uma descrição dos principais modelos da
literatura que motivaram o desenvolvimento desta tese.
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3 Memórias Associativas
Memórias associativas são modelos matemáticos cujo objetivo principal é arma-
zenar um conjunto de pares tpaξ,bξq, ξ  1,    , pu chamado de conjunto das memórias
fundamentais e, como já mencionamos anteriormente, podem ser classificadas em memórias
autoassociativas ou heteroassociativas. Lembremos que uma memória associativa é cha-
mada autoassociativa se aξ  bξ para todo ξ P t1,    , pu e é chamada heteroassociativa
se existe ξ P t1,    , pu para o qual aξ  bξ [26, 27].
Lembremos também que utilizaremos o termo memórias associativas bipolares
para nos referir às memórias associativas projetadas para armazenamento e recordação
de padrões bipolares (vetores com coordenadas 1 ou 1). Nos referiremos às memórias
associativas projetadas para armazenamento e recordação de padrões reais (vetores com
coordenadas reais) como memórias associativas reais. Por fim, recordemos que memórias
associativas fuzzy são memórias associativas projetadas para armazenamento e recordação
uma família finita de conjuntos fuzzy [26, 27,74].
Neste capítulo, descreveremos alguns modelos da literatura que motivaram o
desenvolvimento desta tese. Iniciaremos com modelos projetados para o armazenamento e
recordação de vetores bipolares (ou binários), a saber: rede de Hopfield [34], as memórias
associativas recorrentes por correlação (RCAMs) [9], as memórias associativas exponen-
ciais por correlação (ECAM) [9] e as memórias associativas bidirecionais exponenciais
(EBAMs) [37]. Em seguida, recordaremos as definições das memórias associativas recorren-
tes exponenciais multivaloradas (MERAM) [10] e as memórias associativas com núcleo
(KAM) [84], modelos que podem ser utilizados para o armazenamento e recordação de
vetores multivalorados ou reais. Por fim, apresentaremos as memórias associativas recorren-
tes exponenciais fuzzy (RE-FAMs) [75], as memórias associativas recorrentes exponenciais
fuzzy generalizadas (GRE-FAMs) [64, 70] e as Θ-FAMs [17], que são modelos de memórias
associativas fuzzy.
Ao longo dos próximos capítulos, quando for necessário, escreveremos
H  phijqmn para especificar que o elemento da i-ésima linha e j-ésima coluna de
uma determinada matriz H será denotado por hij e enfatizar que matriz M tem dimensão
m n.
3.1 Memórias Associativas Bipolares
A rede (discreta) de Hopfield é uma rede neural artificial recorrente que ganhou
destaque após a publicação do trabalho “Neural Networks and Physical Systems with
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Emergent Collective Computational Abilities” em 1982 por John Hopfield [34]. Um dos
modelos mais conhecidos utilizados para implementar uma memória autoassociativa para
armazenamento e recordação de padrões bipolares, a rede de Hopfield é composta por uma
única camada com n neurônios de McCulloch e Pitts [29, 50] totalmente conectados. Cada
neurônio possui dois estados possíves, a saber 1 ou 1 (ou 0 e 1).
Sejam A  ta1,    , apu  t1, 1un o conjunto das memórias fundamentais e
xt  pxt1,    , xtnq P t1, 1un o vetor cuja ξ-ésima coordenada, xtξ, representa o estado do
ξ-ésimo neurônio no instante t. Dado um vetor de entrada x0 P t1, 1un, a evolução da
rede de Hopfield é descrita pela equação:
xt 1 i 
$''''''''&''''''''%
1, se
n¸
j1
wijxtj ¡ Ti,
xti, se
n¸
j1
wijxtj  Ti,
1, se
n¸
j1
wijxtj   Ti,
(3.1)
para i  1,    , n, onde a matriz dos pesos sinápticos W  pwijqnn é definida por
wij 
$'&'%
p¸
k1
aki a
k
j , se i  j,
0, se i  j
(3.2)
e Ti, i  1,    , n são valores limiares (threshold) definidos para cada neurônio. Considera-
remos Ti  0, para todo i  1,   n, conforme sugerido por Hopfield [34].
O elemento wij da matriz W indica a “força” da conexão entre os neurônios
j e i. A definição da matriz W é baseada na aprendizagem de Hebb [29, 30]. Assim,
para cada memória fundamental ak, a igualdade das componentes i e j de ak contribui
para o aumento do peso sináptico wij, enquanto que, componentes i e j de ak diferentes
contribuem para um peso sináptico wij menor. Além disso, a matriz W é simétrica, isto
é, a força da conexão do neurônio i com o neurônio j é igual a força da conexão do
neurônio j com o neurônio i. Ainda, temos que a matriz W possui diagonal principal nula,
o que significa que os neurônios não estão conectados a si mesmos. A Figura 2 mostra um
diagrama de blocos da rede de Hopfield. As cores no diagrama enfatizam que os neurônios
não estão conectados a si mesmos e z1 denota um atraso unitário no tempo.
A cada instante, apenas um neurônio atualiza seu estado conforme a equação de
evolução (3.1). Em outras palavras, a atualização da rede deve ser feita de modo assíncrono.
A atualização assíncrona dos neurônios garante a convergência da sequência produzida
pelo modelo para um estado que minimiza uma função energia, conforme descrito em [34].
Apesar de suas diversas aplicações, a rede de Hopfield apresenta baixa capaci-
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Figura 2 – Diagrama de blocos de uma rede de Hopfield com quatro neurônios.
dade de armazenamento [51]. Este fato motivou pesquisadores a buscarem alternativas para
superar essa limitação. Por exemplo, Chiueh e Goodman propuseram uma generalização
da rede de Hopfield por meio do acréscimo de uma camada intermediária de neurônios,
a qual calcula uma medida de correlação entre o padrão de estado atual da rede e os
itens armazenados. O modelo obtido, denominado memórias associativas recorrentes por
correlação (RCAM, do inglês Recurrent Correlation Associative Memories) [9], apresenta
uma melhora significativa na capacidade de armazenamento se comparado a rede de
Hopfield. As RCAMs são definidas da seguinte forma.
Seja A  ta1,    , apu  t1, 1un o conjunto das memórias fundamentais. Dado
um vetor de entrada x0 P t1, 1un, a dinâmica de uma memória associativa recorrente por
correlação é descrita pela equação:
xt 1  sgn

p¸
j1
fjpxaj,xtyqaj

, (3.3)
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z1
f1pxa1, yq
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Figura 3 – Diagrama de blocos da RCAM
em que fj : rn, ns Ñ R, ξ  1,    , p são chamadas funções peso, x, y denota o produto
interno usual e a função sinal sgn : Rn Ñ t1, 1un é calculada componente-a-componente
da seguinte forma:
xt 1 i  sgn

p¸
j1
fjpxaj,xtyqaji


$''''''''&''''''''%
1, se
p¸
j1
fjpxaj,xtyqaji ¡ 0
xti, se
p¸
j1
fjpxaj,xtyqaji  0
1, se
p¸
j1
fjpxaj,xtyqaji   0.
Especificamente, uma RCAM é uma rede neural recorrente com duas camadas intermediá-
rias. A primeira camada, composta por p neurônios, calcula uma medida de correlação
entre o estado atual da rede xt e as memórias fundamentais. A segunda camada, por sua
vez, utiliza os pesos fornecidos pela camada anterior para produzir uma soma ponderada
das memórias fundamentais. Por fim, aplica-se a função sinal para garantir que a condição
xt P t1, 1un seja válida para t ¡ 0. A Figura 3 mostra um diagrama de blocos da RCAM.
Na Figura 3, z1 denota um atraso unitário no tempo.
Conforme demonstrado em [9], a RCAM definida pela equação (3.3) converge
em ambos os modos síncrono e assíncrono de atualização se considerarmos funções peso
fj  f , para todo j  1 :    , p, em que f : rn, ns Ñ R é contínua e monótona não
decrescente. Por serem não decrescentes, as funções peso enfatizam a contribuição das
memórias fundamentais no processo de recordação, de modo que o peso da memória
fundamental que possui maior correlação com xt seja muito maior que os demais no cálculo
de xt 1 por meio a equação (3.3).
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Figura 4 – Diagrama de blocos da ECAM
As memórias associativas exponenciais por correlação [9] (ECAMs, do inglês
Exponential Correlation Associative Memories) são obtidas considerando em (3.3) funções
peso fj : rn, ns Ñ R definidas, para todo j  1,    , p, por:
fjptq  e
αt, α ¡ 0. (3.4)
Especificamente, as ECAMs são definidas da seguinte forma:
Definição 13 (ECAM). Seja taξ, ξ  1,    , pu  t1, 1un um conjunto de memórias
fundamentais e α ¡ 0 um número real. Dado um padrão de entrada x0 P t1, 1un, a
ECAM produz uma sequência de vetores xt P t1, 1un definidos por:
xt 1  sgn
#
p¸
ξ1
eαxa
ξ,xtyaξ
+
, @t ¡ 0, (3.5)
em que xaξ,xty denota o produto interno dos vetores aξ e xt e sgn é a função sinal.
A Figura 4 apresenta um diagrama de blocos da ECAM. Na Figura 4, z1
denota um atraso unitário no tempo.
Observemos que, como o produto interno entre vetores bipolares x,y P t1, 1un
satisfaz a identidade:
xx,yy  n 12 ||x  y||
2
2, (3.6)
podemos interpretá-lo, de forma intuitiva, como uma medida da similaridade entre os
vetores x e y.
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Além da excelente tolerância a ruídos, as ECAMs apresentam grande capaci-
dade de armazenamento. De fato, a capacidade de armazenamento das ECAMs cresce
exponencialmente com a dimensão dos padrões aξ, ξ  1,    , p. Especificamente, cn
padrões de dimensão n podem ser armazenados na ECAM, em que c ¥ 1 [9].
Para o caso heteroassociativo, Jeng et al. introduziram as memórias associativas
bidirecionais exponenciais (EBAMs, do inglês Exponential Bidirectional Associative Me-
mories) [37], também projetada para o armazenamento de pares de vetores bipolares [37].
A EBAM pode ser vista como uma versão heteroassociativa da ECAM. Formalmente, as
EBAMs são definidas da seguinte maneira:
Definição 14 (EBAM). Sejam tpaξ,bξqξ  1,    , pu  t1, 1unt1, 1um um conjunto
de memórias fundamentais e α ¡ 0 um número real. Dado um padrão de entrada x0 P
t1, 1un, a EBAM produz recursivamente sequências de vetores xt P t1, 1un, yt P
t1, 1um, definidos por:
yt  sgn
#
p¸
ξ1
eαxa
ξ,xtybξ
+
e xt 1  sgn
#
p¸
ξ1
eαxb
ξ,ytyaξ
+
, @t ¡ 0. (3.7)
A Figura 5 mostra um diagrama de blocos da EBAM. Na Figura 5, z1 denota
um atraso unitário no tempo.
A ECAM e a EBAM são memórias associativas projetadas para o armazena-
mento e recordação de vetores bipolares. No entanto, em algumas aplicações as memórias
fundamentais são vetores com coordenadas reais ou conjutos fuzzy. Na próxima seção,
recordaremos a definição de memórias associativas propostas para o armazenamento de
vetores com componentes reais.
3.2 Memórias Associativas Reais
As memórias associativas recorrentes multivaloradas (MERAM, do inglês Mul-
tivalued Exponential Recurrent Associative Memory) [10], introduzidas por Chiueh e Tsai,
estendem as memórias associativas recorrentes por correlação para o armazenamento e
recordação de vetores multivalorados. Para simplificar a exposição, apresentaremos as
MERAMs para o armazenamento e recordação de vetores com valores reais.
Consideremos ta1,    , apu  Rn o conjunto das memórias fundamentais. Dado
um padrão de entrada x0, as MERAMs são definidas por meio da seguinte equação de
evolução:
xt 1 
p¸
ξ1
eαΨpa
ξ,xtqaξ
p¸
η1
eαΨpa
η ,xtq
, (3.8)
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Figura 5 – Diagrama de blocos da EBAM.
onde α ¡ 0 é uma constante e Ψ denota uma medida de similaridade em um sentido
amplo.
A Figura 6 apresenta um diagrama de blocos da MERAM. Na Figura 6, z1
denota um atraso unitário no tempo. Além disso, lembremos que uma combinação linear
de vetores
p¸
i1
wixi é chamada combinação afim se
p¸
i1
wi  1.
Como no caso da ECAM, a função exponencial contribui para que as memórias
fundamentais mais similares ao padrão xt, segundo a medida Ψ, tenham um peso maior
no cálculo de xt 1, t ¡ 0. Isto pode ajudar a melhorar a capacidade de armazenamento e
recordação da rede [10].
Outros modelos de memória associativa para armazenamento de vetores reais são
as memórias associativas com núcleo (KAMs, do inglês Kernel Associative Memories). As
KAMs foram propostas por Zhang et al [84] como uma extensão das memórias associativas
lineares por correlação, conforme descreveremos a seguir.
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Figura 6 – Diagrama de blocos da MERAM.
As memórias associativas lineares [5, 40, 53] são caracterizadas pelo fato de que
a aplicação que representa a memória é uma função linear. Dessa forma, considerando
tpa1,b1q,    , pap,bpqu  Rn  Rm o conjunto das memórias fundamentais, o objetivo
é determinar uma matriz M tal que Maξ  bξ, para todo ξ  1,    , p. Tal matriz M
pode ser construída por meio de uma técnica chamada de armazenamento por correlação,
conforme a seguinte expressão:
M 
p¸
ξ1
bξpaξqT  BAT , (3.9)
onde A é a matriz cuja ξ-ésima coluna é o vetor aξ, B é a matriz cuja ξ-ésima coluna é bξ
e paξqT , AT denotam, respectivamente, o vetor aξ e a matriz A transpostos.
As memórias associativas lineares definidas utilizando a matriz M obtida por
meio do armazenamento por correlação são chamadas de memórias associativas lineares
por correlação. Em termos matemáticos, dado um padrão de entrada x, as memórias
associativas lineares por correlação produzem um vetor y dado por:
y Mx 
p¸
ξ1
bξpaξqTx 
p¸
ξ1
xaξ,xybξ, (3.10)
onde xaξ,xy denota o produto interno usual entre os vetores aξ e x.
No entanto, as memórias associativas lineares por correlação apresentam baixa
capacidade absoluta de armazenamento. Visando superar essa restrição, Zhang et al.
propuseram uma modificação nos coeficientes da combinação linear (3.10), substituindo-os
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por uma função núcleo [84]. Por meio dessa substituição, obtemos:
y 
p¸
ξ1
kpaξ,xqbξ, (3.11)
onde kp, q é uma função núcleo [84].
Um exemplo muito conhecido de função núcleo é a função de base radial
Gaussiana [31] definida por:
kpx,yq  exp


||x  y||2
2σ2


. (3.12)
O modelo dado por (3.11) ainda pode sofrer com uma baixa capacidade de
armazenamento devido à interferência cruzada dos itens memorizados. Com o objetivo
de evitar esse problema, as memórias associativas com núcleo (KAM, kernel associative
memory) são definidas por meio da generalização de (3.11) para a forma paramétrica:
y 
p¸
ξ1
wξkpaξ,xq. (3.13)
Os vetores wi, i  1,    , p minimizam o erro
p¸
ξ1
||bξ Wkξ||2, (3.14)
em que W denota a matriz cuja i-ésima coluna é o vetor wi e kξ denota o vetor p-
dimensional cuja j-ésima coordenada é dada por kξj  kpaξ, ajq [84,86]. Assim, a matriz
W é definida por W  BK:, onde B é a matriz cujas colunas são os vetores bi, K é a
matriz cujas colunas são os vetores ki, e K: denota a pseudo-inversa da matriz K.
Em [84], Zhang et al propuseram a seguinte versão normalizada da KAM:
y 
p¸
ξ1
pwξkpaξ,xq
p¸
η1
kpaη,xq
, (3.15)
onde pwξ é a ξ-ésima coluna da matriz xW  B pK:, em que B é a matriz cujas colunas
são Bp:, ξq  bξ, pK é a matriz cujas colunas são os vetores kξ normalizados, isto é,pKp:, ξq  kξ
||kξ||1
, ξ  1,    , p e pK: denota a pseudo-inversa da matriz pK. Observemos
que kpx,yq pode ser muito próximo de 0 no caso em que x e y são muito diferentes.
Dessa forma, a normalização proposta contribui para que as componentes dos vetores kξ,
ξ  1,    , p não sejam todas muito próximas de 0.
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Figura 7 – Diagrama de blocos da KAM.
A Figura 7 mostra um diagrama de blocos da KAM normalizada. Na Figura 7,
wˆξ denota a ξ-ésima coluna da matriz xW  B pK:, definida após a equação (3.15).
Conforme descrito em [86], apesar de ter sido proposta como uma extensão
das memórias associativas lineares por correlação, de certa forma, a KAM pode ser
considerada um autoassociador com núcleo, e portanto, possui aplicações em classificação
de padrões. Além disso, conforme [84], a KAM pode ser aplicada também a problemas de
reconhecimento de faces.
3.3 Memórias Associativas Fuzzy
As memórias associativas recorrentes exponenciais fuzzy (RE-FAMs, do inglês
Recurrent Exponential Fuzzy Associative Memories), introduzidas por Valle [75], são
modelos autoassociativos projetados para armazenamento e recordação de uma família
finita de conjuntos fuzzy A  tA1,    , Apu e podem ser vistas como uma versão fuzzy da
ECAM.
Precisamente, uma RE-FAM é definida da seguinte forma [75]:
Definição 15 (RE-FAM). Sejam tA1,    , Apu  FpUq o conjunto das memórias funda-
mentais, α ¡ 0 um número real e S uma medida de similaridade. Dado um conjunto fuzzy
X0 P FpUq, as RE-FAMs produzem recursivamente uma sequência de conjuntos fuzzy
Xt P FpUq definidos, para todo u P U e t  0, 1,    , por:
Xt 1puq 
p¸
i1
wtiA
ipuq, (3.16)
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Figura 8 – Diagrama de blocos da REFAM.
em que os pesos wti são calculados, para todo i  1,    , p e t ¥ 0 por meio da equação:
wti 
eαSpA
i,Xtq
p¸
j1
eαSpA
j ,Xtq
.
Observemos queXt 1 é obtido por meio de uma combinação linear das memórias
fundamentais cujos coeficientes são calculados utilizando uma exponencial de uma medida
de similaridade.
Assim como as ECAMs, as RE-FAMs são redes neurais recorrentes com duas
camadas. A primeira camada calcula uma exponencial da medida de similaridade entre as
memórias fundamentais Aξ, ξ  1,    , p e o vetor Xt. A segunda camada, utilizando as
saídas da camada anterior, produz uma combinação afim dos conjuntos fuzzy A1,    , Ap .
Lembremos que Xt 1 é uma combinação afim de Aξ, ξ  1,    , p se
Xt 1 
p¸
i1
wtiA
i com
p¸
i1
wti  1.
A Figura 8 apresenta um diagrama de blocos da RE-FAM.
A saída de um único passo da RE-FAM converge para a média aritmética das
memórias fundamentais mais similares ao padrão de entrada quando o parâmetro α tende
a infinito [64]. No entanto, se o parâmetro α não for suficientemente grande, o conjunto
das memórias fundamentais pode não ser corretamente armazenado na RE-FAM, devido à
interferência cruzada das memórias fundamentais [64]. Este fato motivou o surgimento
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das memórias associativas recorrentes exponenciais fuzzy generalizadas [64,70], modelo
que, sob certas condições, é capaz de armazenar corretamente o conjunto das memórias
fundamentais para qualquer valor do parâmetro α.
As memórias associativas recorrentes exponenciais fuzzy generalizadas (GRE-
FAMs, do inglês Generalized Recurrent Exponential Fuzzy Associative Memories) genera-
lizam as RE-FAMs por meio do acréscimo de uma camada oculta de neurônios lineares
com o objetivo de reduzir a interferência cruzada entre os itens memorizados [64, 70].
Especificamente, dado um conjunto fuzzy inicial X0 P FpUq, as GRE-FAMs produzem uma
sequência de conjuntos fuzzy Xt P FpUq a partir de uma combinação afim das memórias
fundamentais conforme a definição a seguir [64,70]:
Definição 16 (GRE-FAM). Sejam A  tA1, A2,    , Apu  FpUq uma família finita de
memórias fundamentais, α ¡ 0 um número real e S : FpUq  FpUq Ñ r0, 1s uma medida
de similaridade. Consideremos C  pcijq a matriz definida por cij  eαSpA
i,Ajq, para todo
i, j  1,    , p e defina G  C1. Dado um conjunto fuzzy de entrada, x0 P FpUq, a
GRE-FAM produz uma sequência de conjuntos fuzzy tXtut¥0 definidos, para quaisquer
u P U e t  0, 1, . . ., por:
Xt 1puq  ϕ

p¸
ξ1
wξtA
ξpuq

, (3.17)
em que os pesos wξt são calculados por meio da expressão
wξt 
p¸
µ1
gξµe
αSpAµ,Xtq
p¸
η1
p¸
µ1
gηµe
αSpAµ,Xtq
(3.18)
e a função ϕ : RÑ r0, 1s, definida por
ϕpxq  maxt0,mint1, xuu, (3.19)
garante que Xt 1puq P r0, 1s, para quaisquer t ¥ 0 e u P U .
A Figura 9 apresenta um diagrama de blocos da GRE-FAM.
Observação 4. Na Definição 16, consideramos a matriz G  C1 pois, desta forma,
todas as memórias fundamentais são corretamente armazenadas na GRE-FAM. Em outras
palavras, as memórias fundamentais são pontos fixos da GRE-FAM quando G  C1
[64,76]. Caso a matriz C não seja inversível, consideramos G  C:, em que C: denota a
pseudo-inversa de C [23].
As GRE-FAMs são modelos de memórias autoassociativas, isto é, são projetadas
para armazenar memórias fundamentais da forma pAξ, Bξq com Aξ  Bξ. No entanto,
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Figura 9 – Diagrama de blocos da GREFAM.
algumas aplicações requerem o armazenamento de pares pAξ, Bξq em que Aξ  Bξ.
No próximo capítulo, apresentaremos a definição da memória associativa bidirecional
exponencial fuzzy generalizada, modelo inspirado pela EBAM [37] que generaliza as
GRE-FAMs para o caso heteroassociativo.
As memórias associativas Θ-Fuzzy (Θ-FAMs, do inglês Θ-Fuzzy Associative
Memories), introduzidas por Esmi et al [17], são uma classe de memórias associativas fuzzy
parametrizadas. Em termos matemáticos, as Θ-FAMs são definidas conforme descrito a
seguir.
Sejam tpAξ, Bξq, ξ  1,    , pu  FpUq  FpV q o conjunto das memórias
fundamentais, W  Rp um conjunto fechado convexo e Θξ : FpUq Ñ r0, 1s operadores
tais que ΘξpAξq  1, para ξ  1,    , p. Dados um conjunto fuzzy X P FpUq e um vetor
w  pw1, w2,    , wpq P W , a Θ-FAM [17] baseada em Θξ e w produz o conjunto fuzzy
Y  T pXq P FpV q definido por:
Y  T pXq 
¤
jPIwpXq
Bj,
em que IwpXq é o conjunto de índices definido por:
IwpXq 
"
j P t1,    , pu : wjΘjpXq  max
ξ1, ,p
wξΘξpXq
*
.
Observemos que as Θ-FAMs possuem uma camada oculta baseada em funções
Θξ formada por p neurônios. O ξ-ésimo neurônio da camada oculta calcula wξΘξpXq e
produz 1 como saída se, e somente se, wξΘξpXq ¥ wηΘηpXq, para todo ξ  η. A Figura
10 mostra um diagrama de blocos da Θ-FAM.
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Figura 10 – Diagrama de blocos da Θ-FAM.
Dado um conjunto de entrada X P FpUq, se existe um único índice ξ tal que
wξΘξpXq ¡ wηΘηpXq, para todo η  1,    , p, η  ξ, então IwpXq  tξu e portanto,
a Θ-FAM produz T pXq 
¤
jPIwpAq
Bj  Bξ. Além disso, no caso autoassociativo, isto é,
quando Bξ  Aξ, para todo ξ  1,    , p, dado um conjunto fuzzy de entrada X, a Θ-FAM
produz como saída o seguinte conjunto fuzzy:
T pXq 
¤
jPIwpXq
Aj.
As Θ-FAMs são baseadas em funções Θξ : FpXq Ñ r0, 1s. Tais funções, podem
ser definidas a partir de medidas de similaridade. De fato, se S : FpXq  FpXq Ñ r0, 1s é
uma medida de similaridade que satisfaz a propriedade SpA,Aq  1, para todo conjunto
fuzzy A P FpXq, podemos definir funções Θξ a partir de S da seguinte forma: Θξpq 
SpAξ, q, para todo A P FpXq. Uma Θ-FAM definida utilizando funções Θξ obtidas a partir
de medidas de similaridade são denominadas SMFAMs ponderadas (do inglês weighted
similarity measure fuzzy associative memory) [17,19]. A Figura 10, extraída de [64], mostra
um diagrama de blocos da Θ-FAM.
As TE-FAMs (Tunable Equivalence Fuzzy Associative Memories) [18], memórias
associativas fuzzy pertencentes à classe das Θ-FAMs, são obtidas definindo Θξpq  Eξpxξ, q,
em que Eξ é uma medida de equivalência parametrizada, conforme descrito em [18].
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4 Memórias Associativas Bidirecionais Expo-
nenciais Fuzzy Generalizadas
No capítulo anterior, recordamos a definição das GRE-FAMs, memória au-
toassociativa projetada para armazenamento e recordação de conjuntos fuzzy [64, 70].
Neste capítulo motivados pelo fato de que algumas aplicações de memórias associativas
requerem o armazenamento e recordação de um conjunto de pares pAξ, Bξq, com Aξ  Bξ,
apresentaremos a definição das memórias associativas bidirecionais exponenciais fuzzy
generalizadas (GEB-FAMs, do inglês generalized exponential bidirectional fuzzy associative
memories) bem como alguns resultados teóricos sobre este modelo. As GEB-FAMs consti-
tuem uma das principais contribuições desta tese e foram desenvolvidas com o objetivo de
estender a definição das memórias associativas recorrentes exponenciais fuzzy generalizadas
(GRE-FAMs) para o caso heteroassociativo.
Especificamente, as memórias associativas bidirecionais exponenciais fuzzy
generalizadas (GEB-FAMs) são modelos matemáticos inspirados pela EBAM de Jeng et
al. [37] e projetados para o armazenamento e recordação de uma família finita de pares de
conjuntos fuzzy. Formalmente, a definição de uma GEB-FAM é dada por:
Definição 17 (GEB-FAM). Seja tpAξ, Bξq, ξ  1, . . . , pu  FpUq  FpV q o conjunto
das memórias fundamentais, α, β ¡ 0 números reais, SU : FpUq  FpUq Ñ r0, 1s e
SV : FpV q  FpV q Ñ r0, 1s medidas de similaridade, G e H matrizes de dimensão p p.
Dado um conjunto fuzzy de entrada X0 P FpUq, uma GEB-FAM produz recursivamente
sequências de conjuntos fuzzy tXtut¡0 e tYtut¥0 definidos, para todo t ¥ 0, u P U e v P V ,
pelas seguintes equações:
Ytpvq  ϕ

p¸
ξ1
p¸
µ1
gξµe
αSU pAµ,XtqBξpvq
p¸
η1
p¸
µ1
gηµe
αSU pAµ,Xtq
 e Xt 1puq  ϕ

p¸
ξ1
p¸
µ1
hξµe
βSV pBµ,YtqAξpuq
p¸
η1
p¸
µ1
hηµe
βSV pBµ,Ytq
,
(4.1)
em que a função ϕ : R Ñ r0, 1s, dada por ϕpxq  maxp0,minp1, xqq, garante que
Ytpvq, Xt 1puq P r0, 1s, para todo v P V , u P U e para todo t ¥ 0.
De maneira equivalente, podemos escrever as equações em (4.1), da seguinte
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forma:
Ytpvq  ϕ

p¸
ξ1
wAξtB
ξpvq

, em que wAξt 
p¸
µ1
gξµe
αSU pAµ,Xtq
p¸
η1
p¸
µ1
gηµe
αSU pAµ,Xtq
(4.2)
e
Xt 1puq  ϕ

p¸
ξ1
wBξtA
ξpuq

, em que wBξt 
p¸
µ1
hξµe
βSV pBµ,Ytq
p¸
η1
p¸
µ1
hηµe
βSV pBµ,Ytq
. (4.3)
A equação (4.2) nos mostra que, a menos da função ϕ, Yt é determinado, para
todo t ¥ 0, por meio de uma soma ponderada dos conjuntos fuzzy Bξ em que os pesos
wAξt são calculados com base em uma exponencial das similaridades entre os conjuntos
fuzzy Aξ e Xt. De modo semelhante, conforme a (4.3), Xt 1 é produzido, para todo t ¥ 0,
por meio de uma média ponderada dos Aξ cujos pesos wBξt são calculados a partir de uma
exponencial das similaridades entre os conjuntos fuzzy Bξ e Yt.
A Figura 11 mostra um diagrama de blocos da GEB-FAM. No diagrama,
Σ1 simboliza a normalização realizada no cálculo dos pesos wAξt e wBξt e z1 denota um
atraso unitário no tempo.
Observemos que a GRE-FAM é um caso particular da GEB-FAM. De fato, no
caso autoassociativo, isto é, quando o conjunto das memórias fundamentais tpAξ, Bξq, ξ 
1, . . . , pu é tal que Aξ  Bξ para todo ξ  1,    , p, se considerarmos medidas de similari-
dade SU  SV , matrizes G  H e parâmetros α  β na definição da GEB-FAM, obtemos
a GRE-FAM.
Uma propriedade muito importante para um modelo de memória associativa é
o armazenamento correto das memórias fundamentais. Lembremos que, dado um conjunto
de memórias fundamentais X  tpAξ, Bξq, ξ  1, . . . , pu  FpUq  FpV q, dizemos que
o par pAν , Bνq P X foi corretamente armazenado em uma memória heteroassociativa se,
ao apresentarmos Aν como padrão de entrada, tal modelo produz Bν como padrão de
saída. Note que, dado Aν como padrão de entrada, a GEB-FAM produzirá Y0  Bν se
wAν0  1 e wAξ0  0, para todo ξ  1,    , p, ξ  ν, em outras palavras, se o vetor de pesos
w0  rw10,    , wξ0,    , wp0sT for igual a ν-ésima coluna da matriz identidade. Ainda,
observemos que a operação
p¸
µ1
gξµe
αSU pAµ,X0q
no cálculo de wAξ0, conforme (4.2), corresponde ao produto da ξésima linha da matriz
G por EpX0q, em que EpXq é um vetor coluna cuja ξésima componente é dada por
eαSU pA
ξ,Xq, para ξ  1,    , p. Dessa forma, dado Aν como entrada, podemos obter o vetor
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Figura 11 – Diagrama de blocos de uma GEB-FAM.
de pesos w0 igual a ν-ésima coluna da matriz identidade, definindo G  C1 em que C é
a matriz cuja ξésima coluna é dada pelo vetor EpAξq, para ξ  1,    , p. Inspirados por
essas ideias, o próximo resultado mostra que, se a matriz G for definida adequadamente, a
GEB-FAM apresenta capacidade ótima de armazenamento.
Teorema 1. Seja tpAξ, Bξq, ξ  1, . . . , pu  FpUq  FpV q o conjunto das memórias
fundamentais, com Aξ  Aµ, para todo ξ, µ  1,    , p com ξ  µ. Além disso, sejam
α ¡ 0 um número real e SU : FpUq  FpUq Ñ r0, 1s uma medida de similaridade.
Consideremos a matriz real C  pcijqpp definida por
cij  e
αSU pAi,Ajq (4.4)
e suponhamos que C seja inversível. Se G  C1 então, dado o padrão de entrada X0  Aξ,
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temos que Y0  Bξ.
Demonstração. Suponhamos que a matriz C dada por (4.4) seja inversível. Se G  C1,
então a seguinte identidade é válida para quaisquer ξ, ν P t1, . . . , pu:
p¸
µ1
gξµe
αSU pAµ,Aνq  Gpξ, :qCp:, νq  δξν ,
onde Gpξ, :q denota a ξ-ésima linha da matriz G, Cp:, νq denota a ν-ésima coluna da matriz
C e δξν é a função delta de Kronecker definida por:
δξν 
$&%1, ξ  ν,0, ξ  ν.
Se considerarmos X0  Aν , para algum ν P t1, . . . , pu, então:
Y0pvq  ϕ

p¸
ξ1
p¸
µ1
Bξpvqgξµe
αSU pAµ,X0q
p¸
η1
p¸
µ1
gηµe
αSU pAµ,X0q
 ϕ

p¸
ξ1
Bξpvq

p¸
µ1
gξµe
αSU pAµ,Aνq
ff
p¸
η1

p¸
µ1
gηµe
αSU pAµ,Aνq
ff

 ϕ

p¸
ξ1
Bξpvqδξν
p¸
η1
δην
 ϕ pBνpvqq  Bνpvq,
para todo v P V .
Portanto, se X0  Aν então Y0  Bν . Em outras palavras, o par pAν , Bνq,
ν P t1,    , pu, é corretamente armazenado pela GEB-FAM com G  C1.
Observação 5. Note que a condição Aξ  Aµ, para todo ξ, µ  1,    , p com ξ  µ na
hipótese do Teorema 1 é essencial. De fato, se Aξ  Aµ para ξ  µ, teríamos que a ξ-ésima
e µésima linhas da matriz C seriam iguais e, portanto, a matriz C não seria inversível.
Observação 6. A matriz H presente na definição de uma GEB-FAM é necessária apenas
para obter Xt 1 a partir de Yt. Por este motivo, não foi necessário mencionar a matriz
H no Teorema 1. No entanto, se Bξ  Bµ, para todo ξ, µ  1,    , p com ξ  µ podemos
considerar H  D1 em que D  pdijqpp é definida por dij  eβSV pB
i,Bjq.
Observação 7. Note que a matriz H sugerida na Observação 6 nem sempre é adequada
para problemas de classificação. De fato, em um problema de classificação, dado o conjunto
das memórias fundamentais X  tpAξ, Bξq, ξ  1, . . . , pu, geralmente Bξ indica a classe a
qual Aξ pertence. Dessa forma, se houver mais de um representante de alguma das classes
no conjunto das memórias fundamentais, a condição Bξ  Bµ, para todo ξ, µ  1,    , p
não é satisfeita e, portanto, a matriz D proposta na Observação 6 não é inversível.
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O próximo resultado mostra que o padrão Y0 produzido em um único passo
pela GEB-FAM, quando consideramos SU uma medida de similaridade forte, tende para
a média aritmética dos Bξs associados aos Aξs mais similares ao padrão de entrada X0
quando o parâmetro α tende a infinito. Recordemos que uma medida de similaridade forte
é uma função SU : FpUq  FpUq Ñ r0, 1s simétrica tal que, dados A,X P FpUq, temos
SUpA,Xq  1 se, e somente se, A  X.
Teorema 2. Consideremos A  tpA1, B1q,    , pAp, Bpqu  FpUq FpV q o conjunto das
memórias fundamentais e SU uma medida de similaridade forte. Suponhamos que a matriz
C definida por (4.4) seja inversível para qualquer α ¡ 0. Dado um padrão de entrada X0,
se G  C1 então
lim
αÑ8
Y0pvq 
1
CardpΓq
¸
γPΓ
Bγpvq, @v P U, (4.5)
onde Y0 P FpV q é o padrão produzido pela GEB-FAM em um único passo a partir de
X0 P FpUq, Γ  tγ : SUpAγ, X0q ¥ SpAξ, X0q, @ξ  1, . . . , pu é o conjunto dos índices dos
conjuntos fuzzy Aξ mais similares a X0 e CardpΓq denota a cardinalidade do conjunto Γ.
Demonstração. Seja σ  max
ξ1:p
tSUpAξ, X0qu a maior similaridade entre o conjunto fuzzy de
entrada X0 e as memórias fundamentais A1,    , Ap. A saída Y0 de um único passo da
GEB-FAM satisfaz:
Y0pvq  ϕ

p¸
ξ1
wAξ0B
ξpvq

, (4.6)
onde wAξ0, para ξ  1, . . . , p, é dado por:
wAξ0 
p¸
µ1
gξµe
αSUpAµ,X0q
p¸
η1
p¸
µ1
gηµe
αSU pAµ,X0q
. (4.7)
Multiplicando o numerador e o denominador de (4.7) por eασ e reescrevendo as somas,
obtemos:
wAξ0 
¸
γPΓ
gξγ  
¸
µRΓ
gξµe
αpSU pAµ,X0qσq
p¸
η1
¸
γPΓ
gηγ  
p¸
η1
¸
µRΓ
gηµe
αpSU pAµ,X0qσq
. (4.8)
Agora, a matriz C definida por (4.4) pode ser escrita como C  eαDpαq, em que as
entradas de Dpαq são dνµpαq  eαpSU pA
ν ,Aµq1q. Além disso, G  C1  eαHpαq, onde
Hpαq  D1pαq. Portanto, colocando eα em evidência, obtemos de (4.8):
wAξ0 
¸
γPΓ
hξγpαq  
¸
µRΓ
hξµpαqe
αpSU pAµ,x0qσq
p¸
η1
¸
γPΓ
hηγpαq  
p¸
η1
¸
µRΓ
hηµpαqe
αpSU pAµ,x0qσq
. (4.9)
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Lembrando que SUpAµ, X0q  σ   0 para todo µ R Γ, a segunda soma tanto do numerador
quanto no denominador tende a 0 quando α tende a infinito. Além disso, desde que SU é
uma medida de similaridade forte, lim
αÑ8
hνµpαq  δνµ, onde hνµpαq é a entrada pν, µq de
Hpαq e δνµ denota a função delta de Kronecker.
Portanto,
lim
αÑ8
Y0pvq  lim
αÑ8
ϕ

p¸
ξ1
wAξ0B
ξpvq

 ϕ

p¸
ξ1
 limαÑ8
¸
γPΓ
hξγ
p¸
η1
¸
γPΓ
hηγ
fiffiffiffiffiflBξpvq

 ϕ

p¸
ξ1
¸
γPΓ
δξγB
ξpvq
p¸
η1
¸
γPΓ
δηγ

¸
γPΓ
Bγpvq
CardpΓq ,
para todo v P V . Aqui, usamos o fato de que ϕ é uma função contínua e ϕpxq  x para
todo x P r0, 1s.
Corolário 1. Consideremos A  tpA1, B1q,    , pAp, Bpqu  FpUqFpV q o conjunto das
memórias fundamentais e SU uma medida de similaridade forte. Suponhamos que a matriz
C definida por (4.4) seja inversível para qualquer α ¡ 0 e consideremos G  C1. Dado um
padrão de entrada X0, se existe um único índice ν tal que SUpAν , X0q ¡ SpAξ, X0q, @ξ 
1, . . . , p, ξ  ν, isto é, se existe um vetor Aν mais similar a X0, então
lim
αÑ8
Y0pvq  B
νpvq, @v P U, (4.10)
onde Y0 P FpV q é o padrão produzido pela GEB-FAM em um único passo a partir de
X0 P FpUq.
Demonstração. Por hipótese, Γ  tγ : SUpAγ, X0q ¥ SpAξ, X0q, @ξ  1, . . . , pu  tνu.
Assim, pelo Teorema 2, segue que
lim
αÑ8
Y0pvq  B
νpvq, @v P U. (4.11)
Observação 8. O Teorema 2 apresenta uma caracterização para o primeiro passo da
GEB-FAM quando α tende a infinito. No entanto, para determinar a matriz C sugerida pelo
Teorema 1, por exemplo, precisamos calcular eαSpAξ,Aηq, ξ, η  1,    , p, valores que tendem
a infinito quando α tende a infinito. Assim, na prática, o valor de α é limitado por problemas
de overflow. O maior valor de α que pode ser considerado, usando aritmética de ponto
flutuante com precisão dupla, está em torno de 700. No próximo capítulo, apresentaremos
uma solução para este problema.
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Tabela 2 – Valores das similaridades entre o padrão de entrada X0 e as memórias funda-
mentais Aξ, ξ  1,    , 5.
SGpA1, X0q SGpA2, X0q SGpA3, X0q SGpA4, X0q SGpA5, X0q
0,6219 0, 3454 0, 4132 0, 1905 0, 2895
Uma vez que as GRE-FAMs podem ser obtidas a partir das GEB-FAMs consi-
derando Bξ  Aξ, para todo ξ P t1,    , pu, conforme o Teorema 1, tanto as GRE-FAMs
como as GEB-FAMs armazenam corretamente o conjunto das memórias fundamentais
quando consideramos a definição adequada da matriz G. No entanto, a dinâmica das
GRE-FAMs e GEB-FAMs ainda não está totalmente compreendida. De fato, o próximo
exemplo, apresentado em [64], mostra que a GRE-FAM pode produzir uma sequência que
não seja convergente se valor do parâmetro α não for suficientemente grande.
Exemplo 3. Consideremos o conjunto de memórias fundamentais tAi, i  1,    , 5u 
Fpt1, 2uq, formado pelos conjuntos fuzzy:
A1 

0, 85
0, 2607
ff
, A2 

0, 5944
0, 0225
ff
, A3 

0, 4253
0, 3127
ff
, A4 

0, 1615
0, 1788
ff
, A5 

0, 4229
0, 0942
ff
e a GRE-FAM obtida utilizando a medida de similaridade de Gregson e a matriz G  C1,
em que C é a matriz definida por (4.4). Apresentamos como entrada o vetor
X0 

0, 9063
0, 8797
ff
e iteramos (3.17) até obtermos }Xt 1 Xt} ¤ 106 ou t  110.
A Tabela 2 mostra os valores da medida de similaridade entre as memórias
fundamentais Aξ, ξ  1,    , 5 e o vetor X0. Note que A1 é a memória fundamental mais
similar a X0.
A Figura 12, extraída de [64], apresenta as sequências produzidas pela GRE-
FAM com os parâmetros α  1, α  3, α  5 e α  10. As memórias fundamentais
são representadas pelos símbolos “x”. A memória fundamental A1 (a mais similar a X0
segundo a medida de similaridade de Gregson) está representada por “x” (azul) e as
demais memórias fundamentais por “x” (vermelho). O padrão inicial X0 é representado
pelo símbolo “” (azul), X1 por “” (verde) e “Xt, t ¥ 2, por “” (preto). Observemos
que, no caso em que α  10, a GRE-FAM produziu uma sequência que convergiu para
a memória fundamental A1, a mais similar ao padrão de entrada X0. No entanto, para
valores menores de α não houve o mesmo comportamento. Por exemplo, para α  1, a
sequência produzida pela GRE-FAM convergiu para a memória fundamental A2. Para
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Figura 12 – Sequências produzidas pela GRE-FAM SG para α  1, α  3, α  5 e α  10.
(Figura extraída de [64]). As memórias fundamentais são representadas pelos
símbolos “x”. A memória fundamental A1 está representada por “x” (azul) e
as demais memórias fundamentais por “x” (vermelho). O padrão inicial X0 é
representado pelo símbolo “” (azul), X1 por “” (verde) e “Xt, t ¥ 2, por “”
(preto).
α  3, houve um ciclo e portanto a GRE-FAM produziu uma sequência não convergente.
Finalmente, com α  5, a GRE-FAM forneceu uma sequência que convergiu para um
padrão distinto das memórias fundamentais.
O Exemplo 3 ilustra um caso em que a sequência produzida pela GRE-FAM
apresenta diferentes comportamentos conforme o valor do parâmetro α é alterado. Uma vez
que a GRE-FAM é um caso particular da GEB-FAM, podemos concluir que tal situação
também pode ocorrer com a GEB-FAM. Entretanto, nos experimentos computacionais,
valores pequenos de α produziram os melhores resultados. Estes fatos motivaram um
estudo mais aprofundado do primeiro passo das GEB-FAMs. De fato, interpretaremos as
GEB-FAMs de um único passo utilizando um núcleo fuzzy. O modelo obtido, denominado
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fuzzy-KAM (do inglês fuzzy kernel associative memory), será descrito no próximo capítulo.
51
5 Memórias Associativas Fuzzy com Núcleo
(Fuzzy-KAM)
Neste capítulo introduziremos as memórias associativas fuzzy com núcleo
(fuzzy-KAM, do inglês fuzzy kernel associative memory). Este modelo, equivalente a uma
GEB-FAM de passo único, utiliza em sua definição uma função a qual nos referiremos como
núcleo fuzzy, conforme descreveremos a seguir. Ainda, com o objetivo de fornecer uma
caracterização do ponto de vista teórico, apresentaremos uma reformulação de teoremas
apresentados no capítulo anterior para o caso da fuzzy-KAM. Além disso, proporemos o
ajuste do parâmetro α da fuzzy-KAM com base no conceito de entropia.
5.1 Medidas de Similaridade e Núcleos Fuzzy
Métodos de estimação e aprendizagem baseados em núcleos tem se tornado
cada vez mais conhecidos e utilizados [22,31,86]. Isto se deve ao fato de que muitos métodos
de aprendizado de máquina e estatística contemplam o caso linear, no entanto, muitos
problemas reais exigem métodos não lineares [31]. Um núcleo (positivo definido) pode ser
interpretado como um produto interno em um espaço de característica de alta dimensão.
Neste espaço, o problema pode ser abordado como no caso linear porém, utilizando o
núcleo, os cálculos podem ser efetuados com os elementos do espaço original [31].
Como já visto anteriormente, uma medida de similaridade (fuzzy) é uma função
que associa a um dado par de conjuntos fuzzy um número que representa o grau de
igualdade desses conjuntos. De acordo com a definição proposta por De Baets e de Meyer
em [12], uma medida de similaridade fuzzy é uma relação binária fuzzy simétrica definida
sobre uma família de conjuntos fuzzy FpUq, isto é, uma medida de similaridade é uma
função simétrica S : FpUq  FpUq Ñ r0, 1s.
Dada uma medida de similaridade S e um número real α ¡ 0, consideremos a
função κ : FpUq  FpUq Ñ r0, 1s definida por:
κpA,Bq  eαpSpA,Bq1q. (5.1)
Observemos que, uma vez que S é simétrica, κ também é simétrica. Além disso, como
SpA,Bq P r0, 1s para todo par pA,Bq P FpUq  FpUq, segue que κpA,Bq P r0, 1s para
todo par pA,Bq P FpUq  FpUq. Assim, a função κ satisfaz a definição proposta por De
Baets e De Meyer e, portanto, também é uma medida de similaridade. Interpretaremos
uma medida de similaridade fuzzy como um núcleo fuzzy. No que segue, nos referiremos à
função κ, definida pela Equação (5.1), como núcleo fuzzy (fuzzy kernel).
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5.2 Definição e Propriedades de uma Fuzzy -KAM
Dada uma medida de similaridade fuzzy, uma memória associativa fuzzy com
núcleo (fuzzy-KAM) é definida como segue:
Definição 18 (Fuzzy-KAM). Consideremos um conjunto de memórias fundamentais
tpAξ, Bξq : ξ  1, . . . , pu  FpUq  FpV q, α ¡ 0 um número real e G  pgijqpp
uma matriz real de dimensão p p. Consideremos também uma medida de similaridade
S : FpUq  FpUq Ñ r0, 1s e definamos o núcleo fuzzy κ de acordo com (5.1). Uma fuzzy-
KAM é uma aplicação K : FpUq Ñ FpV q definida pela equação a seguir, onde X P FpUq
é o conjunto fuzzy de entrada e Y  KpXq P FpV q é a saída produzida a partir de X:
Y pvq  KpXqpvq  ϕ

p¸
ξ1
p¸
µ1
gξµκpA
µ, XqBξpvq
p¸
η1
p¸
µ1
gηµκpA
µ, Xq
, @v P V, (5.2)
em que ϕpxq  maxp0,minp1, xqq garante que Y pvq P r0, 1s para todo v P V .
Alternativamente, podemos escrever a saída da fuzzy-KAM como
Y pvq  ϕ

p¸
ξ1
wξB
ξpvq

, v P V (5.3)
com
wξ 
p¸
µ1
gξµκpA
µ, Xq
p¸
η1
p¸
µ1
gηµκpA
µ, Xq
. (5.4)
Observemos que uma fuzzy-KAM autoassociativa é equivalente ao primeiro
passo de uma GRE-FAM projetada para armazenar uma família finita de conjuntos fuzzy
A  tAi, i  1,    , pu  FpUq [70], enquanto que a fuzzy-KAM heteroassociativa é
equivalente a um único passo da GEB-FAM [65].
Uma fuzzy-KAM pode ser interpretada como uma rede neural artificial com
três camadas ocultas. A primeira camada oculta calcula o valor do núcleo fuzzy κ entre
a entrada X e os conjuntos fuzzy Aξ, ξ  1,    , p. A segunda camada é composta por
neurônios lineares. A terceira camada oculta normaliza a saída fornecida pela camada
anterior. Finalmente, utilizando os pesos fornecidos pela terceira camada oculta, a camada
de saída produz uma combinação linear dos conjuntos fuzzy Bξ e aplica a função ϕ no
vetor resultante para determinar a saída Y . A Figura 13 mostra um diagrama de blocos
da fuzzy-KAM. No diagrama, Σ1 simboliza a normalização realizada no cálculo dos pesos
wξ.
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Figura 13 – Diagrama de blocos de uma fuzzy-KAM.
A matriz G desempenha um papel muito importante para a capacidade de
armazenamento e tolerância a ruídos da fuzzy-KAM. O próximo resultado, o qual se
trata de uma reformulação do Teorema 1 para o caso da fuzzy-KAM, apresenta uma
matriz G para a qual todas as memórias fundamentais são armazenadas corretamente pela
fuzzy-KAM.
Teorema 3. Consideremos A  tpAξ, Bξq : ξ  1,    , pu  FpUq  FpV q um conjunto
de memórias fundamentais, em que Aξ  Aη, para ξ  η. Sejam S : FpUqFpUq Ñ r0, 1s
uma medida de similaridade, α ¡ 0 um número real e κ : FpUq  FpUq Ñ r0, 1s o núcleo
fuzzy definido por (5.1). Se a matriz K  pkijq P Rpp cujas entradas são definidas por
kij  κpA
i, Ajq, @i, j  1, . . . , p, (5.5)
for inversível, então a fuzzy-KAM obtida considerando G  K1 satisfaz a identidade
KpAξq  Bξ para todo ξ  1, . . . , p.
Demonstração. Suponhamos que a matriz K dada por (5.5) seja inversível. Se G  K1,
então, a seguinte identidade é válida para todos os índices ξ, ν P t1, . . . , pu:
p¸
µ1
gξµκpA
µ, Aνq 
p¸
µ1
gξµkµν  Gpξ, :qKp:, νq  δξν ,
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onde Gpξ, :q denota a ξ-ésima linha da matriz G, Kp:, νq denota ν-ésima coluna da matriz
K e δξν é a função delta de Kronecker definida por:
δξν 
$&%1, ξ  ν,0, ξ  ν.
Dado um conjunto de entrada X  Aν , ν P t1,    , pu, a fuzzy-KAM produz:
Y  KpAνq  ϕ

p¸
ξ1
p¸
µ1
BξgξµκpA
µ, Aνq
p¸
η1
p¸
µ1
gηµκpA
µ, Aνq
 ϕ

p¸
ξ1
Bξ

p¸
µ1
gξµκpA
µ, Aνq
ff
p¸
η1

p¸
µ1
gηµκpA
µ, Aνq
ff

 ϕ

p¸
ξ1
Bξδξν
p¸
η1
δην
 ϕ pBνq  Bν .
Portanto, se G  K1 então KpAνq  Bν , para todo ν  1,    , p.
Observação 9. Conforme mencionamos na Observação 8, na prática, podemos ter proble-
mas de overflow ao definir a matriz C sugerida pelo Teorema 1, caso α seja muito grande.
No entanto, como a imagem da função κ está contida no intervalo r0, 1s, este problema
não ocorre na definição da matriz K dada por (5.5).
O parâmetro α também tem um papel importante na capacidade de generali-
zação da fuzzy-KAM, uma vez que, de certa forma, o parâmetro α controla como cada
memória fundamental contribui para produzir a saída de uma fuzzy-KAM. Em outras pala-
vras, aumentar o valor de α significa enfatizar a contribuição das memórias fundamentais
mais similares ao conjunto de entrada. O próximo teorema afirma que, quando α tende
a infinito, a saída KpXq converge pontualmente para a média aritmética das respostas
desejadas Bξ associadas aos Aξ mais similares ao padrão de entrada X.
Teorema 4. Seja A  tpAξ, Bξq : ξ  1,    , pu  FpUq  FpV q a família das memórias
fundamentais. Consideremos S uma medida de similaridade forte e definamos o núcleo
fuzzy κ conforme (5.1). Suponhamos que a matriz K, dada por (5.5), seja inversível para
qualquer α ¡ 0 e consideremos Gpαq  K1pαq. Dado um conjunto fuzzy X P FpUq, seja
Γ  t1, . . . , pu o conjunto dos indíces dos estímulos Aξ mais similares à entrada X em
termos de S, isto é:
Γ  tγ : SpAγ, Xq ¥ SpAξ, Xq, @ξ  1, . . . , pu. (5.6)
Então,
lim
αÑ8
Y pvq 
1
Card pΓq
¸
γPΓ
Bγpvq, @v P V, (5.7)
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onde Y  KpXq é a saída de uma fuzzy-KAM. Além disso, os pesos wξ dados por (5.4)
satisfazem a seguinte equação para todo ξ  1, . . . , p:
lim
αÑ8
wξ 
$'&'%
1
Card pΓq , ξ P Γ,
0, caso contrário.
(5.8)
Apesar do Teorema 4 ser, basicamente, uma reformulação do Teorema 2 para
as fuzzy-KAMs, incluímos abaixo sua demonstração para leitores que optarem por ler
apenas esse capítulo.
Demonstração. Seja σ  max
ξ1:p
tSpAξ, Xqu o maior valor da similaridade entre X e as
memórias fundamentais A1,    , Ap. A fuzzy-KAM produz a partir de X um conjunto
fuzzy Y  KpXq dado por:
Y pvq  ϕ

p¸
ξ1
wξB
ξpvq

, (5.9)
onde wξ, definido por (5.4), é dado por:
wξ 
p¸
µ1
gξµe
αpSpAµ,Xq1q
p¸
η1
p¸
µ1
gηµe
αpSpAµ,Xq1q
, @ξ  1, . . . , p. (5.10)
Multiplicando o numerador e o denominador de (5.10) por eαp1σq e reorganizando as
somas, obtemos:
wξ 
¸
γPΓ
gξγ  
¸
µRΓ
gξµe
αpSpAµ,Xqσq
p¸
η1
¸
γPΓ
gηγ  
p¸
η1
¸
µRΓ
gηµe
αpSpAµ,Xqσq
. (5.11)
Desde que SpAµ, Xq  σ   0 para todo µ R Γ, a segunda soma tanto no numerador como
no denominador tende a 0 quando α tende a infinito. Além disso, por hipótese, S é uma
medida de similaridade forte, então lim
αÑ8
gνµpαq  δνµ, onde gνµpαq é a pν, µq entrada de
Gpαq e δνµ denota o delta de Kronecker. Portanto,
lim
αÑ8
wξ 
¸
γPΓ
δξγ
p¸
η1
¸
γPΓ
δηγ

$'&'%
1
Card pΓq , ξ P Γ,
0, caso contrário.
(5.12)
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Como ϕ é contínua e ϕpxq  x para todo x P r0, 1s, concluímos que
lim
αÑ8
Y pvq  lim
αÑ8
ϕ

p¸
ξ1
wξB
ξpvq

 ϕ

p¸
ξ1

lim
αÑ8
wξ

Bξpvq

(5.13)
 ϕ
¸
ξPΓ
1
CardpΓqB
ξpvq


1
CardpΓq
¸
γPΓ
Bγpvq. (5.14)
para todo v P V .
A importância do parâmetro α para o modelo motivou um estudo mais apro-
fundado de uma maneira de definir seu valor. Inicialmente, buscamos definir α para que a
matriz K dada por (5.5) fosse definida positiva, condição que, além de garantir a existência
da matriz G  K1, contribuiria para a redução do custo computacional. Se considerarmos
uma medida de similaridade forte, o próximo resultado nos fornece uma condição suficiente
para os valores de α a partir do qual a matriz K definida por (5.5) é definida positiva.
Teorema 5. Sejam A  tpAi, Biqi  1,    , pu  FpUq o conjunto das memórias funda-
mentais, S : FpUq FpUq ÝÑ r0, 1s uma medida de similaridade forte, α ¡ 0 um número
real e K  pkijq a matriz definida por:
kij  e
αpSpAi,Ajq1q, @i, j  1,    , p. (5.15)
Se α ¡ lnpp 1q1 Sm
então a matriz K é definida positiva, onde p denota o número de
memórias fundamentais e Sm  max
ij
tSpAi, Ajqu.
Demonstração. Primeiramente, observemos que uma matriz simétrica é definida positiva
se, e somente se, todos os seus autovalores são positivos [23]. Dessa forma, mostraremos
que se α ¡ lnpp 1q
Sm  1
, todos os autovalores de K são positivos.
De fato, seja λ um autovalor qualquer de K. Aplicando o teorema dos discos
de Gershgorin [52] à matriz K, concluímos que existe i P t1,    , pu tal que:
|1 λ| ¤
p¸
j1
ji
eαpSpA
i,Ajq1q. (5.16)
De forma equivalente, temos

p¸
j1
ji
eαpSpA
i,Ajq1q ¤ 1 λ ¤
p¸
j1
ji
eαpSpA
i,Ajq1q. (5.17)
Da segunda desigualdade acima, desde que Sm  max
i,j,ij
tSpAi, Ajqu ¥ SpAi, Ajq, para
quaisquer i, j P t1,    , pu, i  j, segue que:
1 λ ¤
p¸
j1
ji
eαpSpA
i,Ajq1q ¤
p¸
j1
ji
eαpSm1q  pp 1qeαpSm1q. (5.18)
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Assim, temos:
1 pp 1qeαpSm1q ¤ λ. (5.19)
Por hipótese, temos que α ¡  lnpp 1q
Sm  1
. Assim, obtemos eαpSm1q   pp  1q1, o que
implica que pp 1qeαpSm1q   1. Portanto, 1 pp 1qeαpSm1q ¡ 0.
Logo, 0   1 pp 1qeαpSm1q ¤ λ.
Lembrando que toda matriz definida positiva é inversível [23], temos que se
α ¡
lnpp 1q
Sm  1
, então a matriz G  K1 está bem definida. Além disso, sendoK simétrica
e definida positiva, ela admite fatoração de Cholesky, isto é, K pode ser escrita na forma
K  RTR em que R é uma matriz triangular superior e RT denota sua transposta [23].
Neste caso, não é necessário calcular a matriz G explicitamente. De fato, se a matriz
K é definida positiva, em vez de utilizar G  K1, podemos resolver dois sistemas
lineares utilizando o fator de Cholesky R de K. Dessa forma, é possível reduzir o custo
computacional da fuzzy-KAM principalmente para os casos em que K apresenta dimensão
grande, isto é, nos casos em que estamos considerando muitas memórias fundamentais.
No entanto, os testes preliminares mostraram que esta estimativa não fornece
valores adequados para α. De fato, em geral, os melhores resultados computacionais foram
obtidos para α em torno de 1, valor muito menor do que o obtido com a estimativa acima.
Além disso, para valores demasiadamente grandes de α, a memória fundamental mais
similar ao padrão de entrada é fortemente enfatizada, de forma que as outras memórias
fundamentais praticamente não são consideradas para a produção do padrão de saída, o
que pode prejudicar o desempenho do modelo em certas aplicações como classificação e
reconhecimento de faces. Assim, buscamos uma outra estratégia para ajustar tal parâmetro.
5.3 Entropia e Ajuste do Parâmetro α
Vamos analisar como ocorre a dependência do núcleo fuzzy κ em relação ao
parâmetro α quando consideramos S uma medida de similaridade forte. Primeiramente,
observemos que κ se aproxima da igualdade estrita de conjuntos fuzzy quando o valor
de α aumenta, isto é, quando α Ñ 8, temos κpA,Bq  1 se A  B e κpA,Bq Ñ 0
caso contrário. Por outro lado, κ é incapaz de discriminar conjuntos fuzzy para valores
suficientemente pequenos de α ¡ 0. De fato, quando αÑ 0, temos que κpA,Bq Ñ 1, para
todo A,B P FpUq. Isto nos mostra que o valor do parâmetro α controla a capacidade
do núcleo fuzzy κ de distinguir entre conjuntos fuzzy [67]. Propomos uma forma de
estimar o parâmetro α de uma fuzzy-KAM utilizando aprendizagem baseada em teoria da
informação [58]. A ideia básica é maximizar a capacidade do núcleo fuzzy κ em discriminar
dois estímulos diferentes. Para isto, utilizaremos o conceito de entropia.
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O conceito de entropia foi introduzido por Shannon em 1948 [62] e representa
uma medida quantitativa da incerteza e informação de um sistema probabilístico [39, 56].
A entropia de um sistema de n estados é definida pela seguinte equação, onde pi denota a
probabilidade de ocorrência do iésimo estado [56]:
E 
n¸
i1
pi logp1{piq. (5.20)
Inspirados por (5.20), dado um conjunto de memórias fundamentais A 
tpAξ, Bξq : ξ  1, . . . , pu  FpUq FpV q e uma medida de similaridade forte S, definimos
a entropia de uma fuzzy-KAM K por meio da equação:
EKpαq 
p¸
i1
p¸
j1
κpAi, Ajq ln

1{κpAi, Ajq
	
(5.21)

p¸
i1
p¸
j1
 eαpSpA
i,Ajq1q ln

eαpSpA
i,Ajq1q
	
(5.22)
 
p¸
i1
p¸
j1
αpSpAi, Ajq  1qqeαpSpAi,Ajq1q. (5.23)
Observemos que a entropia EK de uma fuzzy KAM é uma função do parâmetro
α e tende a zero se αÑ 0 ou αÑ 8. Intuitivamente, podemos dizer que EK quantifica
a capacidade do núcleo fuzzy κ discriminar entre os conjuntos fuzzy Ai e Aj, em que
i  j, como função de α. Dessa forma, com o objetivo de melhorar a tolerância a ruído
da fuzzy-KAM, sugerimos a escolha do parâmetro α que maximiza (5.21). Formalmente,
propomos a definição:
α  argmax
α¡0
EKpαq. (5.24)
Uma vez que sugerimos a escolha do parâmetro α como argmax
α¡0
EKpαq é
importante mostrar que tal valor está bem definido. O próximo teorema mostra que, se
considerarmos uma medida de similaridade forte S, existe α  argmax
α¡0
EKpαq.
Teorema 6. Sejam A  tpAξ, Bξq : ξ  1, . . . , pu  FpUq  FpV q um conjunto de
memórias fundamentais e S uma medida de similaridade forte. A entropia de uma fuzzy-
KAM definida por EKpαq  
p¸
i1
p¸
j1
αpSpAi, Ajq  1qqeαpSpAi,Ajq1q admite um máximo
global α  argmax
α¡0
EKpαq em p0,8q.
Demonstração. Observemos que a entropia da fuzzy-KAM, dada por
EKpαq  
p¸
i1
p¸
j1
αpSpAi, Ajq  1qqeαpSpAi,Ajq1q,
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é uma função contínua, diferenciável e sua derivada E 1K é dada por:
E 1Kpαq 
p¸
i1
p¸
j1
pSpAi, Ajq  1qeαpSpAi,Ajq1q  αpSpAi, Ajq  1qq2eαpSpAi,Ajq1q. (5.25)
Equivalentemente, temos que
E 1Kpαq 
p¸
i,j1
ij
eαpSpA
i,Ajq1qp1 SpAi, Ajqqlooooooooooooooooomooooooooooooooooon
¥0
r1 αp1 SpAi, Ajqqslooooooooooooomooooooooooooon
pq
. (5.26)
Definamos smin  min
i,j
ij
SpAi, Ajq e smax  max
i,j
ij
SpAi, Ajq.
Por um lado, se α   11 smin
, então:
1 αp1 SpAi, Ajqq ¡ 1 1 SpA
i, Ajq
1 smin
¥ 0, (5.27)
ou seja, o termo pq em (5.26) é positivo e, consequentemente E 1K ¡ 0.
Por outro lado, se α ¡ 11 smax
, então:
1 αp1 SpAi, Ajqq   1 1 SpA
i, Ajq
1 smax
¤ 0. (5.28)
Portanto, o termo pq em (5.26) é negativo e, consequentemente E 1K   0.
Assim, pelo Teorema do Valor Intermediário [25], existe α tal que E 1Kpαq  0.
Além disso, temos que lim
αÑ0
EKpαq  lim
αÑ8
EKpαq  0. Logo, podemos concluir que existe
α  argmax
α¡0
EKpαq.
Observação 10. Em (5.21) consideramos o logaritmo na base e. A escolha desta base
simplifica os cálculos, uma vez que o núcleo fuzzy κ é definido por uma função exponencial.
No entanto, a escolha de outra base para o logaritmo não altera o valor para o qual a
função entropia atinge seu máximo, isto é, não altera o valor do parâmetro α. De fato, se
considerássemos em (5.21) o logaritmo em uma base b, logb, teríamos:
rEpαq  p¸
i1
p¸
j1
κpAi, Ajq logb
 1
κpAi, Ajq
	

p¸
i1
p¸
j1
κpAi, Ajq
ln

1
κpAi,Ajq
	
ln b

1
ln b
p¸
i1
p¸
j1
κpAi, Ajq ln
 1
κpAi, Ajq
	

1
ln bEKpαq.
Logo, teríamos argmax
α¡0
rEpαq  argmax
α¡0
EKpαq.
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A definição da função entropia da fuzzy-KAM, como visto anteriormente, foi
inspirada na definição de entropia (5.20) proposta por Shannon, a qual baseia-se na
teoria clássica de probabilidade. De fato, em (5.20), pi representa a probabilidade de
ocorrência do iésimo estado de um sistema com n estados possíveis. Assim, temos que
0 ¤ pi ¤ 1, para todo i  1,    , n e
n¸
i1
pi  1. Na definição da entropia da fuzzy-KAM
dada por (5.21), temos que 0 ¤ κpAi, Ajq ¤ 1, para todo i, j  1,    , p, no entanto a
propriedade
p¸
i1
p¸
j1
κpAi, Ajq  1 não é satisfeita. Uma alternativa para que tal propriedade
seja cumprida seria considerar uma normalização do núcleo fuzzy κ e definir a entropia da
fuzzy-KAM por meio da seguinte equação:
Epαq 
p¸
i1
p¸
j1
κpAi, Ajq
c
ln
 c
κpAi, Ajq
	
, (5.29)
onde c é a constante dada por c 
p¸
i1
p¸
j1
κpAi, Ajq. Assim, teríamos:
Epαq 
p¸
i1
p¸
j1
κpAi, Ajq
c
ln
 c
κpAi, Ajq
	

1
c
 p¸
i1
p¸
j1
κpAi, Ajqplnpcq  lnpκpAi, Ajqq


1
c
lnpcq
p¸
i1
p¸
j1
κpAi, Ajq 
1
c
p¸
i1
p¸
j1
κpAi, Ajq lnpκpAi, Ajqq
 lnpcq   1
c
p¸
i1
p¸
j1
κpAi, Ajq ln
 1
κpAi, Ajq
	
 lnpcq   1
c
EKpαq.
Isto mostra que a função E corresponde a uma versão reescalada e transladada da
função entropia EK definida anteriormente. Por este motivo, teríamos argmax
α¡0
Epαq 
argmax
α¡0
EKpαq. Em outras palavras, esta mudança na definição da entropia da fuzzy-KAM
proposta inicialmente não alteraria o valor do parâmetro α.
Em [14] De Luca e Termini propuseram a seguinte definição de entropia de um
conjunto fuzzy X  rx1,    , xns:
HpXq  k
n¸
i1
xi logpxiq   p1 xiq logp1 xiq. (5.30)
Conforme descrito em [14], esta definição de entropia fuzzy não leva em conta
conceitos probabilísticos. Desse ponto de vista, a entropia fuzzy seria mais apropriada em
nosso contexto. No entanto, nos experimentos preliminares realizados, não observamos
melhora significativa nos resultados obtidos usando a entropia fuzzy se comparados aos
obtidos usando a entropia de Shannon. Além disso, a entropia de Shannon possui menor
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custo computacional e mostrou ser mais robusta. Portanto, optamos por definir a entropia
da fuzzy-KAM com base na entropia de Shannon.
Observemos que a escolha de α usando a entropia pode não garantir que a
matriz K definida por (5.5) seja inversível. De fato, o Teorema 5 garante que a matriz K
é inversível se considerarmos valores suficientemente grandes do parâmetro α porém, não
temos garantia teórica de que K seja inversível para qualquer valor de α. Caso a matriz
K obtida para um determinado valor de α não seja inversível, podemos definir a matriz G
presente na definição da fuzzy-KAM por G  K:, em que K: denota a pseudo-inversa de
K. Na prática, sempre obtivemos matrizes K inversíveis nos experimentos computacionais
e, portanto, consideramos G  K1, conforme sugerido pelo Teorema 3. No entanto,
o cálculo da pseudo-inversa de K, ou mesmo da inversa ou da fatoração de Cholesky
de K, pode ser demasiadamente custoso se o número de memórias fundamentais p for
grande. Para contornar esse problema, apresentaremos uma formulação matricial para a
fuzzy-KAM que permite definir uma matriz G esparsa em blocos.
5.4 Formulação Matricial da Fuzzy -KAM
A fuzzy-KAM também pode ser descrita por meio de uma formulação matricial,
conforme apresentaremos a seguir.
Consideremos universos de discurso finitos U  tu1,    , unu e V  tv1,    , vmu.
Sejam tpAξ, Bξq, ξ  1,    , pu P FpUq  FpV q o conjunto das memórias fundamentais,
G uma matriz de dimensão p  p e κ : FpUq  FpUq Ñ r0, 1s o núcleo fuzzy dado por
κpA,Xq  eαpSpA,Xq1q, em que S é uma medida de similaridade e α um número real
positivo.
Consideremos também as seguintes funções vetoriais: E : FpUq Ñ r0, 1sp que
transforma X P FpUq no vetor coluna
EpXq 

κpA1, Xq
κpA2, Xq
...
κpAp, Xq
fiffiffiffiffifl ,
a função F : Rp Ñ Rp que associa o vetor X  rx1,    , xpsT P Rp ao vetor normalizado
F pXq 

x1{
p¸
i1
xi
x2{
p¸
i1
xi
...
xp{
p¸
i1
xi
fiffiffiffiffiffiffiffiffiffiffifl
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e a função φ : Rm Ñ Rm definida por
φpY q 

ϕpy1q
ϕpy2q
...
ϕpymq
fiffiffiffiffifl ,
em que ϕpyq  maxp0,minp1, yqq.
Observemos que dado um conjunto fuzzy de entradaX, os pesos wξ, ξ  1,    , p
definidos por (5.4), podem ser calculados fazendo F pGEpXqq. Especificamente, temos que
w  F pGEpXqq, onde w denota o vetor coluna cuja ξ-ésima componente é wξ, ξ  1,    , p.
Assim, dado o conjunto de entrada X P FpUq, a saída da fuzzy-KAM é dada por
Y  φpBF pGEpXqqq, (5.31)
onde B denota a matriz de dimensão m  p cuja i-ésima coluna é o vetor Bi P r0, 1sm,
i  1    , p, do conjunto das memórias fundamentais.
Com o objetivo de deixar mais claro os processos de armazenamento e recordação
de uma fuzzy-KAM, apresentaremos exemplos simples para explicitar cada um dos passos
envolvidos. Primeiramente faremos um exemplo considerando a abordagem autoassociativa
e, em seguida, um exemplo para ilustrar a abordagem heteroassociativa. Retomaremos
estes exemplos no Capítulo 6.
Exemplo 4. Consideremos o conjunto de memórias fundamentais A  tA1, A2, . . . , A8u 
r0, 1s2 formado pelos conjuntos fuzzy
A1 

0, 1
0, 5
ff
, A2 

0, 2
0, 4
ff
, A3 

0, 2
0, 5
ff
, A4 

0, 2
0, 6
ff
,
A5 

0, 4
0, 2
ff
, A6 

0, 4
0, 8
ff
, A7 

0, 6
0, 4
ff
, A8 

0, 6
0, 6
ff
,
a medida de similaridade baseada na norma-1, SH , definida por (2.11). Definiremos uma
fuzzy-KAM autoassociativa e, em seguida, dado um conjunto fuzzy de entrada, descrevere-
mos a etapa de recordação.
O primeiro passo é determinar a matriz S  psijq, em que sij  SHpAi, Ajq:
S 

1 0,9 0,95 0,9 0,7 0,7 0,7 0,7
0,9 1 0,95 0,9 0,8 0,7 0,8 0,7
0,95 0,95 1 0,95 0,75 0,75 0,75 0,75
0,9 0,9 0,95 1 0,7 0,8 0,7 0,8
0,7 0,8 0,75 0,7 1 0,7 0,8 0,7
0,7 0,7 0,75 0,8 0,7 1 0,7 0,8
0,7 0,8 0,75 0,7 0,8 0,7 1 0,9
0,7 0,7 0,75 0,8 0,7 0,8 0,9 1

. (5.32)
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Figura 14 – Entropia da fuzzy-KAM em função do parâmetro α nas condições do Exemplo
4.
Em seguida, calculamos o valor do parâmetro α que maximiza a entropia da
fuzzy-KAM. A Figura 14 mostra o gráfico da entropia da fuzzy-KAM em função do
parâmetro α, obtida considerando o conjunto de memórias fundamentais A definido no
início deste exemplo e a medida de similaridade SH . Neste caso, temos que o valor de α
que maximiza a entropia da fuzzy-KAM é α  4, 36.
O terceiro passo é determinar a matriz K  pκijq, em que
κij  e
pαpSHpAi,Ajq1qq.
Para este exemplo, temos:
K 

1 0,65 0,8 0,65 0,27 0,27 0,27 0,27
0,65 1 0,8 0,65 0,42 0,27 0,42 0,27
0,8 0,8 1 0,8 0,34 0,34 0,34 0,34
0,65 0,65 0,8 1 0,27 0,42 0,27 0,42
0,27 0,42 0,34 0,27 1 0,27 0,42 0,27
0,27 0,27 0,34 0,42 0,27 1 0,27 0,42
0,27 0,42 0,34 0,27 0,42 0,27 1 0,65
0,27 0,27 0,34 0,42 0,27 0,42 0,65 1

(5.33)
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Em seguida, determinamos a matriz G  K1:
G 

2,83 0 -2,28 0 0 0 0 0
0 3,31 -2,28 -0,25 -0,4 0,06 -0,75 0,55
-2,28 -2,28 6,49 -2,28 0 0 0 0
0 -0,25 -2,28 3,31 0,06 -0,4 0,55 -0,75
0 -0,4 0 0,06 1,36 -0,2 -0,4 0,06
0 0,06 0 -0,4 -0,2 1,36 0,06 -0,4
0 -0,75 0 0,55 -0,4 0,06 2,20 -1,36
0 0,55 0 -0,75 0,06 -0,4 -1,36 2,20

(5.34)
Dessa forma, com o parâmetro real α ¡ 0 obtido e a matriz G podemos definir uma fuzzy-
KAM autoassociativa. A seguir, descreveremos a etapa de recordação, isto é, explicitaremos
como determinar a saída da fuzzy-KAM a partir de um conjunto fuzzy de entrada X.
Consideremos o conjunto fuzzy de entrada X  r0.4, 0.5sT . Primeiramente,
determinamos o vetor EpXq  rκpA1, Xq,    , κpA8, XqsT . Temos:
EpXq  r 0,52 0,52 0,65 0,52 0,52 0,52 0,52 0,52 sT (5.35)
Em seguida, calculamos os pesos
wξ 
p¸
µ1
gξµκpA
µ, Xq
p¸
η1
p¸
µ1
gηµκpA
µ, Xq
, ξ  1,    , 8.
Utilizando a forma matricial, temos que w  F pGEpXqq. Para este exemplo, temos:
w  r 0 -0,15 0,58 -0,15 0,22 0,22 0,14 0,14 sT (5.36)
Finalmente, determinamos a saída Y da fuzzy-KAM calculando a combinação linear
das memórias fundamentais Aξ, ξ  1,    , 8 com os pesos calculados anteriormente e
aplicando em seguida a função ϕ. Obtemos:
Y  0A1  0, 15A2   0, 58A3  0, 15A4   0, 22A5   0, 22A6   0, 14A7   0, 14A8 

0,4
0,5
ff
.
Exemplo 5. Consideremos agora o conjunto de memórias fundamentais
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A  tpA1, B1q, pA2, B2q, . . . , pA8, B8qu  r0, 1s2  r0, 1s2 formado pelos pares
pA1, B1q 

0, 1
0, 5
ff
,

1
0
ff
, pA2, B2q 

0, 2
0, 4
ff
,

1
0
ff
, pA3, B3q 

0, 2
0, 5
ff
,

1
0
ff
,
pA4, B4q 

0, 2
0, 6
ff
,

1
0
ff
, pA5, B5q 

0, 4
0, 2
ff
,

0
1
ff
, pA6, B6q 

0, 4
0, 8
ff
,

0
1
ff
,
pA7, B7q 

0, 6
0, 4
ff
,

0
1
ff
, pA8, B8q 

0, 6
0, 6
ff
,

0
1
ff
,
a medida de similaridade SH . Definiremos uma fuzzy-KAM heteroassociativa e, em seguida,
dado um conjunto fuzzy de entrada, descreveremos a etapa de recordação.
O primeiro passo é determinar a matriz S  psijq, em que sij  SHpAi, Ajq.
Em seguida, calculamos o valor do parâmetro α que maximiza a entropia da fuzzy-KAM.
O terceiro passo é determinar a matriz K  pκijq, em que κij é dado por (5.5) e, pos-
teriormente, determinamos a matriz G  K1. Observemos que todos esses passos são
realizados utilizando apenas a medida de similaridade e os conjuntos fuzzy Aξ pertencentes
às memórias fundamentais pAξ, Bξq. Uma vez que os conjuntos fuzzy Aξ bem como a me-
dida de similaridade que estamos considerando neste exemplo são iguais aos considerados
no exemplo anterior, a matriz S, a matriz K e a matriz G são dadas por (5.32), (5.33) e
(5.34) respectivamente e α  4, 36.
Consideremos, como no exemplo anterior, o conjunto fuzzy de entrada X 
r0.4, 0.5sT . Primeiramente, determinamos o vetor EpXq  rκpA1, Xq,    , κpA8, XqsT e
em seguida calculamos os pesos utilizando a forma matricial w  F pGEpXqq. Novamente,
estas etapas, além do conjunto de entrada X, dependem apenas da medida de similaridade
e dos conjuntos fuzzy Aξ para serem calculadas. Logo, EpXq e w são dados por (5.35) e
(5.36), respectivamente.
Finalmente, determinamos a saída Y da fuzzy-KAM heteroassociativa calcu-
lando a combinação linear dos conjuntos fuzzy Bξ pertencentes às memórias fundamentais
pAξ, Bξq, ξ  1,    , 8, com os pesos calculados anteriormente e aplicando em seguida a
função ϕ. Obtemos:
Y  0B10, 15B2 0, 58B30, 15B4 0, 22B5 0, 22B6 0, 14B7 0, 14B8 

0,28
0,72
ff
.
Observemos que a matriz K definida por (5.5) tem dimensão p  p, em que
p denota o número de memórias fundamentais. Assim, o cálculo da matriz G  K1,
conforme sugerido pelo Teorema 3, pode apresentar alto custo computacional, sobretudo
nos casos em que o número de memórias fundamentais é grande. Uma possível estratégia
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para amenizar este problema seria utilizar algum critério para a seleção de memórias
fundamentais. Assim, a matriz K seria definida com base em um subconjunto do conjunto
das memórias fundamentais e portanto teria menor dimensão. No entanto, existem outras
estratégias que podem ser utilizadas. Por meio da formulação matricial da fuzzy-KAM,
sugeriremos a seguir outra alternativa para diminuir o custo computacional exigido para o
cálculo da matriz G.
Em vez de considerar na definição da fuzzy-KAM a matriz G sugerida pelo
Teorema 3, a proposta é considerar uma matriz G com uma determinada estrutura esparsa.
Ideias semelhantes vêm sendo exploradas recentemente em outros artigos da literatura
como podemos ver em [32,63,77]. Especificamente, sugerimos considerar uma matriz G
formada por blocos não nulos em torno da diagonal principal da seguinte forma:
G 

G1 0 0    0
0 G2 0    0
0 0 G3    0
... ... ... . . . ...
0 0 0    GM

(5.37)
em que Gi, i  1,    ,m são submatrizes não nulas de G e 0 denota uma submatriz nula.
Seguindo a mesma ideia do Teorema 3, buscamos a matriz G com esta estrutura que
melhor aproxima a inversa da matriz K dada por (5.5). Em outras palavras, denotando
por ||  ||F a norma de Frobenius de uma matriz e por I a matriz identidade, queremos
determinar a matriz G que resolve o problema de quadrados mínimos
min ||GK  I||F (5.38)
e satisfaz a restrição na estrutura de G. Lembremos que a norma de Frobenius [23] de
uma matriz M  pmijq de dimensão m n é dada por:
||M ||F 
gffe m¸
i1
n¸
j1
|mij|2.
Consideremos a matriz G com a estrutura em blocos dada por (5.37). Temos
que:
GK 

G1 0 0    0
0 G2 0    0
0 0 G3    0
... ... ... . . . ...
0 0 0    Gm


K11 K12 K13    K1m
K21 K22 K23    K2m
K31 K32 K33    K3m
... ... ... . . . ...
Km1 Km2 Km3    Kmm

(5.39)
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

G1K11 G1K12 G1K13    G1K1m
G2K21 G2K22 G2K23    G2K2m
G3K31 G3K32 G3K33    G3K3m
... ... ... . . . ...
GmKm1 GmKm2 GmKm3    GmKmm

(5.40)
Logo:
||GK  I||2F 
m¸
i1
p||GiKii  I||
2
F  
m¸
j1
ji
||GiKij||
2
F q 
m¸
i1
||GiKi:  Ji||
2
F , (5.41)
em que Ki:  pKi1 Ki2   Kimq é a iésima linha de blocos da matriz K e
Ji  p0 0    I    0q é uma matriz formada por uma linha de m blocos, sendo m  1
nulos e o bloco da posição i igual a identidade. Assim, como todos os termos no último
somatório de (5.41) são positivos, determinar G que minimiza ||GK  I||F é equivalente a
determinar m matrizes Gi que minimizam ||GiKi:  Ji||2F . Logo, temos que:
Gi  JiK
:
i:, i  1,    ,m, (5.42)
onde K:i: denota a pseudo inversa da matriz Ki: e m é o número de blocos.
Dessa forma, se necessário, podemos considerar a matriz G com a estrutura
em blocos dada por (5.37), em que Gi é dada por (5.42).
Observação 11. Observamos que essa forma alternativa de definir a matriz G requer um
estudo mais aprofundado. Especificamente, precisa-se estabelecer um critério para definir o
número de blocos e como tal divisão será feita. No entanto, em experimentos preliminares
que serão apresentados no Capítulo 6, essa técnica se mostrou útil em problemas de
reconhecimento de faces com um grande número de memórias fundamentais em que os
blocos são definidos de maneira adequada usando informações adicionais sobre os indivíduos,
como por exemplo gênero ou condições de iluminação.
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6 Aplicações em Problemas de Classificação
Em um problema de classificação o objetivo é associar um dado padrão X
a um rótulo l que representa sua classe, com base em algumas de sua características.
Geralmente, para realizar esta tarefa, utiliza-se um conjunto de padrões já rotulados,
denominado conjunto de treinamento (ou conjunto das memórias fundamentais) dado por
AL  tpAξ, lξq, ξ  1,    , pu  FpUq L, onde Aξ, ξ  1,    , p são padrões distintos e lξ
o rótulo que representa a classe de Aξ. Neste capítulo, apresentaremos duas abordagens que
permitem aplicar as fuzzy-KAMs em problemas de classificação de padrões e reconhecimento
de faces. Especificamente, definiremos dois classificadores. O primeiro, inspirado pelos
classificadores baseados em representação esparsa, utiliza uma abordagem autoassociativa
enquanto que o segundo contempla o caso heteroassociativo.
Como frutos deste trabalho, ao longo do desenvolvimento da tese, foram
produzidos um capítulo de livro [76], um artigo de revista [68] e quatro artigos apresentados
em congressos [65–67,69] que contém essas abordagens e alguns dos testes que descreveremos
na Seção 6.4, bem como variações destes.
6.1 Abordagem Baseada em Memória Autoassociativa
Nesta seção definiremos um classificador com base na versão autoassociativa da
fuzzy-KAM. Para facilitar a compreensão, explicaremos a seguir como tal classificador será
definido. De forma geral, dado um problema de classificação composto pelo conjunto de
treinamento AL  tpAξ, lξq, ξ  1,    , pu  FpUq  L e um padrão X a ser classificado,
consideramos uma fuzzy-KAM autoassociativa definida com base no conjunto das memórias
fundamentais tAξ, ξ  1,    , pu  FpUq. Em seguida, apresentamos X como padrão de
entrada para a fuzzy-KAM e, a partir do padrão Y produzido como saída, dos pesos wξ
calculados para definir a saída Y da fuzzy-KAM e do conjunto de treinamento, associamos
X a um rótulo l, o qual indicará a classe a qual X pertence. A Figura 15 ilustra a
abordagem baseada em memória autoassociativa.
A seguir, faremos uma breve revisão sobre classificadores baseados em repre-
sentação esparsa [80], uma vez que a definição do classificador baseado na abordagem
autoassociativa é inspirada por tais modelos.
Consideremos um universo de discurso finito U e um conjunto de rótulos
L  tl1,    , lmu. Seja AL  tpAξ, lξq, ξ  1,    , pu  FpUq  L um conjunto de padrões
de treinamento, em que Aξ são subconjuntos fuzzy distintos de U e lξ o rótulo que indica
a que classe o padrão Aξ pertence.
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Figura 15 – Diagrama ilustrativo da abordagem baseada em memória autoassociativa.
Um classificador de representação esparsa [80] é definido com base na hipótese
de que toda amostra Y de uma determinada classe i pode ser escrita aproximadamente
como combinação linear dos padrões de treinamento desta classe i. Especificamente, se Y
pertence a classe i, então:
Y puq 
¸
ξPLi
αξA
ξpuq, @u P U, (6.1)
em que Li denota o conjunto dos índices ξ P t1,    , pu tais que lξ  i. Em termos
matemáticos, Li  tξ; lξ  iu  t1,    , pu. De modo equivalente, se definirmos αξ  0,
para todo ξ tal que lξ  i, a amostra Y pode ser expressa como combinação linear de
todos padrões de treinamento Aξ, ξ  1,    , p. Assim, temos que
Y puq 
p¸
ξ1
αξA
ξpuq, @u P U, (6.2)
com αξ  0, para todo ξ tal que lξ  i.
Uma vez que os coeficientes αξ da combinação linear (6.2) são todos nulos,
exceto por aqueles que correspondem a padrões da classe i, isto é, αξ  0 para todo ξ tal
que lξ  i, temos que Y pode ser representado por meio de uma combinação linear esparsa
dos padrões de treinamento Aξ, ξ  1,    , p.
Agora, consideremos uma fuzzy-KAM autoassociativa K : FpUq Ñ FpUq pro-
jetada para armazenar o conjunto de memórias fundamentais tA1, . . . , Apu. Consideremos
também um padrão de entrada X e suponhamos que X pertença a uma determinada classe
i (ou que X seja uma versão ruidosa de um padrão da classe i). Por um lado, espera-se
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que a fuzzy-KAM, por se tratar de uma memória associativa, produza a partir de X um
padrão KpXq  Y pertencente à mesma classe i. Por definição, Y  KpXq é dado por:
Y puq  ϕ

p¸
ξ1
wξA
ξpuq

, (6.3)
onde ϕpxq  maxp0,minp1, xqq. Por outro lado, inspirados pelos classificadores de repre-
sentação esparsa, consideramos a hipótese de que Y pode ser escrito como combinação
linear dos padrões de treinamento da classe i ou, de modo equivalente, como uma com-
binação linear esparsa dos padrões de treinamento. Assim, KpXq  Y também pode ser
representado pela equação (6.2).
Comparando (6.2) e (6.3), exceto pela função ϕ, que pode ser desconsiderada
se
p¸
ξ1
wξA
ξpuq P r0, 1s, concluímos que a combinação linear na equação (6.3) também deve
ser esparsa. Portanto, os coeficientes αξ em (6.2) podem ser aproximados por
αξ  wξχip`ξq, @ξ  1, . . . , p, (6.4)
onde χi : LÑ t0, 1u, para i P L, denota a função indicadora:
χipxq 
$&%1, x  i,0, caso contrário. (6.5)
Observemos que (6.4) implica αξ  wξ se `ξ  i e αξ  0 caso contrário. Dessa forma, se o
padrão de entrada X pertence a classe i, pressupomos que
Y puq 
p¸
ξ1
wξχip`ξqA
ξpuq, @u P U. (6.6)
No entanto, na prática, queremos atribuir ao padrão de entrada X um rótulo
que representa sua classe. Portanto, a priori, não sabemos a que classe X pertence. Assim,
a proposta é atribuir a X uma classe l que minimiza a distância entre Y e a combinação
linear
p¸
ξ1
wξχlplξqA
ξ. Precisamente, denotando por d2 a distância L2, atribuímos a X uma
classe l P L tal que
d2

Y,
p¸
ξ1
wξχlplξqA
ξ

¤ d2

Y,
p¸
ξ1
wξχiplξqA
ξ

, @i P L. (6.7)
O Algoritmo 1 resume a abordagem autoassociativa do classificador baseado
na fuzzy-KAM.
Retomemos agora o Exemplo 4 para ilustrar a aplicação da abordagem baseada
na versão autoassociativa da fuzzy-KAM em um problema de classificação.
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Algoritmo 1 – Classificador baseado na fuzzy-KAM - Abordagem autoassociativa
Dados: Conjunto de treinamento AL  tpAξ, `ξq : ξ  1, . . . , pu  FpUq  L,
medida de similaridade S e parâmetro α ¡ 0;
Opcional: matriz G P Rpp definida de acordo com o Teorema 3.
Entrada: X P FpUq.
Saída: Classe ` P L.
se a matriz G não foi fornecida então
calcule-a a partir dos vetores A1, . . . , Ap de acordo com o Teorema 3;
fim
Determine os pesos wξ, para ξ  1, . . . , p, usando a equação (5.4);
Defina o conjunto fuzzy Y P FpUq por meio da equação (5.3);
Escolha ` P L e calcule η`  d2

Y,
p¸
ξ1
wξ0χ`p`ξqA
ξ

;
para todo i P Lzt`u faça
Calcule
ηi  d2

Y,
p¸
ξ1
wξ0χip`ξqA
ξ

; (6.8)
se ηi   η` então
Atualize `  i e η`  ηi;
fim
fim
Exemplo 6. Consideremos o problema de classificação com duas classes cujo conjunto de
treinamento é dado por
tpA1, 1q, pA2, 1q, pA3, 1q, pA4, 1q, pA5, 2q, pA6, 2q, pA7, 2q, pA8, 2qu  r0, 1s2  t1, 2u,
em que os conjuntos fuzzy Aξ, como no Exemplo 4, são dados por:
A1 

0, 1
0, 5
ff
, A2 

0, 2
0, 4
ff
, A3 

0, 2
0, 5
ff
, A4 

0, 2
0, 6
ff
,
A5 

0, 4
0, 2
ff
, A6 

0, 4
0, 8
ff
, A7 

0, 6
0, 4
ff
, A8 

0, 6
0, 6
ff
e o conjunto fuzzy a ser classificado é X  r0, 4 , 0, 5sT .
A Figura 16, extraída de [76], apresenta uma representação dos conjuntos
fuzzy Aξ pertencentes ao conjunto de treinamento bem como do conjunto fuzzy X a
ser classificado. Os conjuntos pertencentes a classe 1 estão representados por quadrados
vermelhos enquanto que os conjuntos pertencentes a classe 2 estão representados por
triângulos azuis. O conjunto X está representado por um ponto preto.
Na abordagem baseada em memória autoassociativa, consideramos a fuzzy-
KAM autoassociativa definida com base no conjunto de memórias fundamentais A 
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Figura 16 – Representação do conjunto de treinamento do problema de classificação consi-
derado no Exemplo 6. Os conjuntos pertencentes a classe 1 estão representados
por quadrados vermelhos enquanto que os conjuntos pertencentes a classe 2
estão representados por triângulos azuis. O conjunto X a ser classificado está
representado por um ponto preto. Figura extraída de [76].
tA1,    , A8u  r0, 1s2 obtido a partir do conjunto de treinamento e de uma medida de
similaridade. Neste exemplo, como no Exemplo 4, consideraremos a medida de simila-
ridade SH . O primeiro passo é apresentar o padrão X a ser classificado como entrada
para esta fuzzy-KAM e determinar o conjunto fuzzy de saída Y . Conforme calculamos
no Exemplo 4, ao apresentar X  r0, 4 , 0, 5sT como padrão de entrada, a fuzzy-KAM
autoassociativa produz Y  r0, 4 , 0, 5sT como saída. Posteriormente, calculamos as com-
binações lineares Y l 
p¸
ξ1
wξχlplξqA
ξ, correspondentes a cada uma das classes l  1
e l  2. Lembremos que os pesos wξ também calculados no Exemplo 4 são dados por
w  r 0 -0,15 0,58 -0,15 0,22 0,22 0,14 0,14 sT . Assim, obtemos:
Y 1  0A1  0, 15A2   0, 58A3  0, 15A4   0A5   0A6   0A7   0A8  r0, 06 , 0, 14sT
e
Y 2  0A1   0A2   0A3   0A4   0, 22A5   0, 22A6   0, 14A7   0, 14A8  r0, 34 , 0, 36sT .
Finalmente, calculamos as distâncias entre Y e as combinações lineares Y 1
e Y 2. Temos que d2pY, Y 1q  0, 49 e d2pY, Y 2q  0, 15. Como d2pY, Y 2q   d2pY, Y 1q,
associamos X à classe 2.
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6.2 Abordagem Baseada em Memória Heteroassociativa
Nesta seção, definiremos um classificador com base na versão heteroassociativa
da fuzzy-KAM.
Consideremos um problema de classificação baseado no conjunto de treinamento
AL  tpAξ, lξq, ξ  1,    , pu  FpUq  L e a fuzzy-KAM heteroassociativa projetada
para armazenar o seguinte conjunto de memórias fundamentais tpAξ, Bξq, ξ  1, . . . , pu 
FpUqt0, 1um, ondem  CardpLq denota o número de classes, Aξ representa uma amostra
de uma determinada classe e Bξ  t0, 1um, obtido com base em lξ, indica a classe a qual
Aξ pertence. Em termos matemáticos, se o padrão Aξ pertence a classe i, isto é, se lξ  i,
o conjunto (fuzzy) Bξ associado à Aξ é definido por:
Bξpvq 
$&%1, se v  i0, se v  i. (6.9)
Dado um padrão X a ser classificado, o primeiro passo é determinar o conjunto fuzzy
produzido pela fuzzy-KAM, isto é, calculamos Y  KpXq por meio da equação:
Y pvq  ϕ

p¸
ξ1
wAξ B
ξpvq

, @v P V.
Observa-se que, devido a forma como os vetores Bξ foram definidos, a menos da função
ϕ que pode ser desconsiderada se
p¸
ξ1
wξB
ξpuq P r0, 1s, a componente Y piq corresponde
à soma dos pesos wξ associados aos padrões pertencentes à classe i. Assim, temos que
Y piq pode ser interpretado como a possibilidade de que o padrão de entrada pertença a
classe i. Por este motivo, associamos o padrão de entrada X à i-ésima classe, em que i
é o primeiro índice tal que Y piq ¥ Y pjq, para todo j  1,    , p. A Figura 17 ilustra a
abordagem baseada em memória heteroassociativa.
O Algoritmo 2 resume a abordagem heteroassociativa do classificador baseado
na fuzzy-KAM.
Retomemos agora o Exemplo 5 para ilustrar a aplicação da abordagem baseada
na versão heteroassociativa da fuzzy-KAM em um problema de classificação.
Exemplo 7. Consideremos o mesmo problema de classificação do Exemplo 6. Recordemos
que conjunto de treinamento é dado por
tpA1, 1q, pA2, 1q, pA3, 1q, pA4, 1q, pA5, 2q, pA6, 2q, pA7, 2q, pA8, 2qu  r0, 1s2  t1, 2u
em que os conjuntos fuzzy Aξ são dados por:
A1 

0, 1
0, 5
ff
, A2 

0, 2
0, 4
ff
, A3 

0, 2
0, 5
ff
, A4 

0, 2
0, 6
ff
,
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Figura 17 – Diagrama ilustrativo da abordagem baseada em memória heteroassociativa.
Algoritmo 2 – Classificador baseado na fuzzy-KAM - Abordagem heteroassociativa
Dados: Conjunto de treinamento AL  tpAξ, `ξq : ξ  1, . . . , pu  FpUq  L,
medida de similaridade S e parâmetro α ¡ 0;
Opcional: matriz G P Rpp definida de acordo com o Teorema 3.
Entrada: X P FpUq.
Saída: Classe ` P L.
se a matriz G não foi fornecida então
calcule-a a partir dos vetores A1, . . . , Ap de acordo com o Teorema 3;
fim
Determine os pesos wξ, para ξ  1, . . . , p, usando a equação (5.4);
Determine o conjunto fuzzy Y P FpUq por meio da equação (5.3);
Defina `  1
para todo i  1,    ,m 1 faça
se Y pi  1q ¡ Y piq então
Atualize `  i  1
fim
fim
A5 

0, 4
0, 2
ff
, A6 

0, 4
0, 8
ff
, A7 

0, 6
0, 4
ff
, A8 

0, 6
0, 6
ff
e, o padrão a ser classificado é X  r0, 4 , 0, 5sT . Neste problema de classificação temos
duas classes, denotadas por 1 e 2. A partir desses rótulos, definimos os conjuntos Bξ
conforme (6.9). Dessa forma, como os padrões Aξ, ξ  1,    , 4, pertencem à classe 1 e os
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padrões Aξ, ξ  5,    , 8, pertencem à classe 2, temos que:
Bξ 

1
0
ff
, ξ  1,    , 4 e Bξ 

0
1
ff
, ξ  5,    , 8.
Dessa forma, a partir do conjunto de treinamento dado, obtemos um conjunto de memórias
fundamentais tpAξ, Bξq, ξ  1,    , 8u  r0, 1s2  t0, 1u2. Observemos que este conjunto de
memórias fundamentais coincide com o considerado no Exemplo 5.
Na abordagem baseada em memória heteroassociativa, consideramos a fuzzy-
KAM heteroassociativa definida com base no conjunto de memórias fundamentais
tpAξ, Bξq, ξ  1,    , 8u  r0, 1s2  t0, 1u2 obtido a partir do conjunto de treinamento
e de uma medida de similaridade. Neste exemplo, também consideraremos a medida de
similaridade SH .
O primeiro passo é apresentar o padrão X  r0, 4 , 0, 5sT a ser classificado como
entrada para esta fuzzy-KAM e determinar o conjunto fuzzy de saída Y . Ao apresentar X
como padrão de entrada, conforme o Exemplo 5, a fuzzy-KAM heteroassociativa produz
Y  r0, 28 , 0, 72sT como saída. Assim, como Y p2q  0, 72 ¡ 0, 28  Y p1q, associamos X
à classe 2.
6.3 Sobre o parâmetro α
Com o objetivo de tornar o modelo mais flexível, investigamos o efeito de consi-
derar, não apenas um parâmetro α, mas vários parâmetros na definição dos classificadores.
Assim, além da proposta original com apenas um parâmetro, consideramos outros três
casos.
A primeira alternativa foi considerar um parâmetro α diferente para cada classe.
Posteriormente, consideramos um parâmetro diferente para cada memória fundamental
e finalmente, avaliamos o efeito de considerar um parâmetro para cada componente de
cada memória fundamental. No entanto, nos testes realizados, não houve melhora nos
resultados com o aumento no número de parâmetros considerados. Além disso, o ajuste de
um maior número de parâmetros provocou um grande aumento do custo computacional,
tornando essas alternativas inviávies, sobretudo nos problemas com grande número de
memórias fundamentais ou com memórias fundamentais de grande dimensão. Por este
motivo, optamos por considerar apenas um parâmetro, como proposto inicialmente.
6.4 Experimentos Computacionais
Nesta seção apresentaremos os diversos experimentos computacionais realizados
para avaliar o desempenho de ambos os classificadores baseados na fuzzy-KAM. Utilizamos
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medidas de similaridade baseadas em cardinalidade, a medida de similaridade estrutural e
medidas que satisfazem a versão normalizada da definição proposta por Xuecheng dada
por (12), as quais foram apresentadas no Capítulo 2. Consideramos diversos problemas
de classificação disponíveis nos repositórios Knowledge Extraction Based on Evolutionary
Learning (KEEL) [4] etambém na base de dados da UCI [6]. Para os problemas de
reconhecimento de faces consideramos as bases de imagens faciais AR [49], ORL [60] e
GT [1]. Os experimentos realizados serão descritos detalhadamente a seguir.
6.4.1 Alguns Problemas de Classificação das Bases KEEL e UCI
Realizamos experimentos computacionais com vinte e dois problemas disponíveis
nos repositórios Knowledge Extraction Based on Evolutionary Learning (KEEL) [4] e da
UCI (University of California, Irvine, Dept. of Information and Computer Sciences
repository of machine learning databases) [6], a saber: appendicitis, cleveland [15], crx,
ecoli, glass, heart, iris, monks, movementlibras, pima, sonar, spectfheart, vowel, wdbc,
wine, satimage, texture, german, yeast, spambase, phoneme e page-blocks [4, 6]. Este
experimento foi apresentado em [67].
Estes experimentos foram realizados usando validação cruzada com 10 pastas
conforme experimentos anteriores descritos na literatura [3]. Este método consiste em
particionar o conjunto de dados em 10 partes e realizar 10 testes, utilizando em cada um
deles uma das partes como conjunto de teste e as outras nove restantes como conjunto
de treinamento. Posteriormente, calculamos a acurácia média de classificação com base
nos valores de acurácia obtidos em cada um dos dez testes. A acurácia de classificação, ou
porcentagem de acertos, é dada pela razão entre o número de padrões de testes classificados
corretamente pelo classificador e o número total de padrões de testes considerado. Obser-
vamos que foi utilizado o mesmo particionamento dos dados que em [3,4] para garantir
uma comparação justa.
Alguns dos conjuntos considerados nestes experimentos contém, além dos
atributos numéricos, atributos categóricos. Por este motivo, como descrito no experimento
anterior, aqui também foi necessário realizar uma etapa de pré-processamento, na qual os
dados originais foram convertidos em conjuntos fuzzy. O primeiro passo foi transformar cada
atributo categórico f P tv1, . . . , vcu, com c ¡ 1, em um atributo numérico c-dimensional
n  pn1, n2, . . . , ncq P Rc da seguinte forma, para todo i  1, . . . , c:
ni 
$&%1, se f  vi,0, caso contrário, (6.10)
Como exemplo podemos citar o conjunto de dados crx. Um de seus atributos categóricos, o
qual possui 14 possibilidades, foi transformado em 14 atributos numéricos por meio de (6.10).
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Ao final do processo, em vez de 9 atributos categóricos e 6 numéricos do conjunto original,
uma amostra do conjunto de dados crx transformado contém 46 atributos numéricos.
A conversão dos atributos categóricos em atributos numéricos possibilitou
a representação de cada amostra de um conjunto de dados como um par px, `q, onde
x  rx1, . . . , xnsT P Rn é um vetor numérico e ` P L denota sua classe. Em seguida, cada
vetor de atributos x P Rn foi associado a um conjunto fuzzy A  ra1, a2, . . . , ansT por meio
da equação:
ai 
1
1  epxiµiq{σi P r0, 1s, @i  1, . . . , n, (6.11)
onde µi e σi representam respectivamente a média e o desvio padrão da i-ésima componente
de todos os padrões de treinamento. Dessa forma, cada amostra foi associada a um
par pA, `q, em que A é um conjunto fuzzy e ` denota sua classe. Consequentemente, o
conjunto de treinamento pode ser escrito como uma família de conjuntos fuzzy rotulados
AL  tpAξ, `ξq : ξ  1, . . . , pu.
Dado o conjunto de treinamento AL  tpAξ, `ξq : ξ  1, . . . , pu, devido a
hipótese de que Aξ  Aη, se ξ  η, no Teorema 3, foi necessário remover alguns elementos
repetidos do conjunto de treinamento dos problemas texture, yeast, spambase, phoneme e
page-blocks.
Consideramos os classificadores baseados nas abordagens autoassociativa e
heteroassociativa da fuzzy-KAM com a medida de similaridade de Gregson, dada pela
equação (2.9) e o parâmetro α que maximiza a entropia. A medida de similaridade
de Gregson, além de satisfazer a definição proposta por Xuecheng, é uma medida de
similaridade forte baseada em cardinalidade, obtida considerando a t-norma do mínimo
nos esquemas de fuzzificação dados pelas equações (2.4), (2.5), apresentadas no Capítulo
2, e W -transitiva, em que W denota a t-norma de Łukasiewicz.
A Figura 18, extraída de [67], mostra os boxplot das acurácias de classificação
médias obtidas pelos classificadores baseados nas abordagens autoassociativas e hetero-
associativas da fuzzy-KAMs bem como as acurácias obtidas por outros nove modelos da
literatura, a saber: 2SLAVE [24], FH-GBML [35], SGERD [48], CBA [45], CBA2 [46],
CMAR [44], CPAR [82], C4.5 [59], e FARC-HD [3]. A acurácia dos nove primeiros classifi-
cadores foi extraída de [3]. Lembremos que a acurácia de classificação é dada pela razão
entre o número de padrões de teste classificados corretamente e o número total de padrões
de teste.
Podemos observar na Figura 18 que os classificadores baseados nas fuzzy-KAMs
obtiveram desempenho satisfatório. De fato, tais classificadores superaram ou apresentaram
resultado competitivo com os outros classificadores da literatura. Os dois outliers nos
boxplot dos classificadores baseados nas fuzzy-KAMs correspondem aos problemas cleveland
e yeast.
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2SLAVE FH-GBML SGERD CBA CBA2 CMAR CPAR C4.5 FARC-HD FKAM-AUTO FKAM-HETERO 
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Figura 18 – Boxplot das acurácias de classificação de vários modelos da literatura em
vinte e dois problemas. A acurácia dos nove primeiros classificadores foram
extraídos de [3]. Figura extraída de [67].
A Tabela 3 mostra a acurácia de classificação obtida por cada modelo em cada
um dos problemas.
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Figura 19 – Imagens de um indivíduo da base AR pertencente ao conjunto de treinamento.
6.4.2 Problemas de Reconhecimento de Faces
Um problema de reconhecimento de faces é um tipo particular de problema
de classificação cujo objetivo é identificar a pessoa em uma imagem facial. Tal tarefa
é realizada com base em um conjunto de imagens rotuladas, denominado conjunto de
treinamento. Nos experimentos desenvolvidos, consideramos essencialmente três bases de
imagens faciais, a saber: a base de imagens faciais AR [49], a base de imagens ORL [60] e
a base GT [1].
1. Experimentos com a Base de Imagens Faciais AR
A base de imagens faciais AR [49] é composta por imagens em tons de cinza de
120 indivíduos com diversas expressões faciais, diferentes condições de iluminação, além de
imagens dos indivíduos com óculos escuros e cachecol (os mesmos óculos escuros e cachecol
para todas as pessoas). Tal como realizado por Luo et al. [47], as imagens da base AR
foram cortadas e redimensionadas para dimensão 50 40.
Com o objetivo de comparar os resultados com o estado da arte, realizamos
os mesmos experimentos apresentados em Luo et al [47], conforme descrito a seguir.
Consideramos 8 imagens de cada indivíduo do grupo de 120 pessoas como conjunto
de treinamento. A Figura 19 mostra as imagens de treinamento consideradas para um
indivíduo.
Considerando o conjunto de treinamento descrito acima, realizamos dois tipos
de experimentos com a base de dados AR. No primeiro, ao qual nos referiremos como
experimento a), consideramos o conjunto de teste composto por 4 imagens de cada
indivíduo com óculos escuros e diferentes condições de iluminação. No segundo experimento,
denominado experimento b), consideramos o conjunto de teste composto por 4 imagens de
cada indivíduo com cachecol e diferentes condições de iluminação.
A Figura 20 mostra as imagens de teste do indivíduo da Figura 19 nos experi-
mentos: a) óculos escuros + iluminação e b) cachecol + iluminação, respectivamente.
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a) óculos escuros + iluminação.
b) cachecol + iluminação.
Figura 20 – Imagens do conjunto de teste do indivíduo da Figura 19 da base AR nos
experimentos a) e b).
Inicialmente, consideramos a versão heteroassociativa do classificador baseado
na fuzzy-KAM e as medidas de similaridade baseadas em cardinalidade. O objetivo
deste experimento, apresentado em [68], foi avaliar a influência da escolha da medida de
similaridade no desempenho da fuzzy-KAM. Em [68], o classificador foi definido utilizando
a abordagem heteroassociativa baseada em um único passo de uma GEB-FAM. Lembremos
que, como mencionado anteriormente, a fuzzy-KAM e a GEB-FAM de passo único são
modelos equivalentes.
Recordando, a classe de medidas de similaridade baseadas em cardinalidade
propostas por De Baets e De Meyer em [12] são definidas com base na expressão:
SpA,Bq 
aαA,B   bωA,B   cδA,B   dνA,B
a1αA,B   b1ωA,B   c1δA,B   d1νA,B
. (6.12)
onde a, a1, b, b1, c, c1, d, d1 P t0, 1u são parâmetros e
(i) αA,B  mint#pAzBq,#pBzAqu,
(ii) ωA,B  maxt#pAzBq,#pBzAqu,
(iii) δA,B  #pAXBq,
(iv) νA,B  #pAYBqc.
A Tabela 1, apresentada no Capítulo 2, mostra algumas medidas de similaridade
obtidas a partir da equação (6.12).
Este experimento foi realizado considerando todas as medidas de similaridade
listadas na Tabela 1. Para cada uma delas, utilizamos os esquemas de fuzzificação descritos
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Figura 21 – Histograma das taxas de acerto obtidas considerando todas as 250 fuzzy-KAMs.
Figuras extraídas de [68]
pelas equações (2.4), (2.5), (2.6) e (2.7) apresentadas no Capítulo 2. Lembremos que esses
esquemas são todos baseados em t-normas de Frank. Especificamente, focamos nas t-
normas do mínimo, do produto e na t-norma de Łukasiewicz. Por meio desse procedimento,
obtivemos três versões de cada uma das medidas R1, R2, . . . , R10, R12, . . . , R15, S17 e S18.
Além dessas, consideramos também as medidas R11 e S19, as quais dependem apenas
de cardinalidade dos conjuntos fuzzy envolvidos. Dessa forma, obtivemos 50 medidas de
similaridade. Para cada uma delas, consideramos cinco valores para o parâmetro α, a
saber, α P t0.5, 1, 5, 10, 30u. Assim, combinando as 50 medidas de similaridade com os
cinco valores do parâmetro α obtivemos 250 diferentes fuzzy-KAMs no total.
A Figura 21 apresenta um histograma das taxas de acerto obtidas pelas 250
fuzzy-KAMs nos experimentos a) e b).
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Como podemos observar, grande parte das fuzzy-KAMs produziram taxas
de acertos menores que ou iguais a 10%. A maioria dessas baixas taxas de acerto foi
produzida por fuzzy-KAMs baseadas em medidas de similaridades não T -transitivas com
respeito às t-normas do mínimo, produto, drástica e a t-norma de Łukasiewicz. De fato,
dentre as fuzzy-KAMs definidas com medidas de similaridade não T -transitivas, apenas a
baseada na medida S17 produziu taxa de reconhecimento maior que 10%. Precisamente,
a fuzzy-KAM definida com a medida localmente reflexiva S17 baseada na t-norma do
mínimo produziu uma acurácia de 94.58% (para α  30) e 53.54% (para α  5) nos
experimentos a) e b), respectivamente. Por este motivo, nos concentramos nas 24 medidas
de similaridade T -transitivas definidas a partir dos esquemas de fuzzificação dados pelas
equações (2.4), (2.5), (2.6) e (2.7) baseados nas t-normas do mínimo, do produto e na
t-norma de Łukasiewicz. Especificamente, nos concentramos nas três versões de cada uma
das seguintes medidas Ri, para i P t1, 2, 5, 6, 13, 14, 15u e S18.
Em seguida, para cada uma dessas medidas T -transitivas, selecionamos o
parâmetro α P t0.5, 1, 5, 10, 30u que produziu a maior taxa de reconhecimento. A Figura 22
mostra o boxplot dos valores da acurácia obtidos pelos 24 classificadores definidos utilizando
estas medidas pelo esquema de fuzzificação. O primeiro boxplot foi construído com os
resultados das fuzzy-KAMs com o parâmetro α que produziu o melhor resultado e as
medidas de similaridades T -transitivas definidas usando a t-norma do mínimo nas equações
(2.4), (2.5), (2.6) e (2.7). Analogamente, o segundo e o terceiro boxplot representam às
melhores fuzzy-KAMs definidas com medidas de similaridade T -transitivas baseadas nas
t-normas do produto e de Łukasievicz respectivamente. Como podemos observar na Figura
22, as fuzzy-KAMs obtidas considerando a t-norma de Łukasiewicz também produziram
baixas taxas de reconhecimento. No entanto, exceto pelas fuzzy-KAMs baseadas na medida
de similaridade R13, a qual correspondem os dois outliers presentes nos boxplot na Figura
22, as fuzzy-KAMs baseadas nas medidas de similaridade obtidas com as t-normas do
mínimo e do produto obtiveram um desempenho satisfatório e competitivo com o obtido
por outros modelos da literatura. Além disso, conforme mencionado na Observação 2, temos
que, além de T -transitivas, as medidas Ri, para i P t1, 2, 5, 6, 13, 14, 15u, são reflexivas e a
medida S18 é localmente reflexiva quando consideramos T M . O fato dos classificadores
baseados na abordagem heteroassociativa terem obtido melhores resultados, em ambos os
experimentos a) e b), quando consideramos medidas T -transitivas baseadas na t-norma do
mínimo sugere que, além da T -transitividade, a reflexividade é uma propriedade importante
a ser considerada.
Realizamos também os experimentos a) e b) com o classificador definido com
base na abordagem autoassociativa, bem como considerando o classificador definido
com base na abordagem heteroassociativa com outras medidas de similaridade. Agora,
consideramos o parâmetro α que maximiza a entropia e as medidas de similaridade de
Gregson, SG, a medida de similaridade de Eisler e Ekman, SE, a medida baseada na
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a) óculos escuros+iluminação
b) cachecol+iluminação
Figura 22 – Boxplot das acurácias produzidas pelas fuzzy-KAMs baseadas em medidas
de similaridade T-transitivas pelo esquema de fuzzificação. Figuras extraídas
de [68].
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Figura 23 – Acurácias de classificação obtidas por diversos modelos da literatura no
experimento a). Os resultados dos onze primeiros modelos foram extraídos
de [47].
norma-1, SH e a medida de similaridade estrutural SSIM. Todos os experimentos foram
realizados no software MATLAB. Calculamos a medida SSIM utilizando o algoritmo
disponível em [2], com os parâmetros C1  pK1Lq2, C2  pK2Lq2, K1  0, 01, K2  0, 03
conforme sugerido em [2,79] e L  1 .
Denotando por FKA os classificadores baseados nas abordagens autoassociativa
e por e FKH os classificadores baseados na abordagem heteroassociativa da fuzzy-KAM,
apresentamos nas Figuras 23 e 24 os gráficos com os resultados obtidos nos experimentos a)
e b) respectivamente. Com o objetivo de comparar os resultados, os gráficos apresentados
nas Figuras 23 e 24 também mostram os resultados obtidos por outros modelos da literatura
nos mesmos experimentos. Os resultados dos onze primeiros modelos foram extraídos
de [47].
De acordo com o gráfico apresentado na Figura 23, no experimento a), os
classificadores baseados em ambos as abordagens autoassociativa e heteroassociativa,
com as medidas de similaridade consideradas, obtiveram resultados razoáveis, próximos
dos obtidos por alguns dos modelos da literatura representados pelas barras azuis no
gráfico da Figura 23. No entanto, conforme podemos observar no gráfico da Figura 24, os
classificadores baseados na fuzzy-KAM com a medida de similaridade estrutural (SSIM)
obtiveram um ótimo desempenho no experimento b), superando os resultados obtidos
pelos outros modelos. De modo geral, observamos também que, em ambos os experimentos,
os classificador baseado em ambas as abordagens propostas obtiveram desempenhos
semelhantes.
Fizemos também um estudo do classificador heteroassociativo baseado na fuzzy-
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Figura 24 – Acurácias de classificação obtidas por diversos modelos da literatura no
experimento b). Os resultados dos onze primeiros modelos foram extraídos
de [47].
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Figura 25 – Acurácias de classificação obtidas pelo classificador heteroassociativo baseado na
fuzzy-KAM pelo valor do parâmetro α considerando imagens dos indivíduos com a)
óculos+iluminação e b)cachecol+iluminação. Gráfico extraído de [69].
KAM com a medida de similaridade SSIM considerando diversos valores do parâmetro
α, o qual foi apresentado em [69]. As porcentagens de acerto obtidas pelo classificador
baseado na abordagem heteroassociativa nos experimentos a) e b) para vários valores do
parâmetro α são mostrados na Figura 25.
No experimento a), o melhor resultado foi uma porcentagem de acerto de 91,25%,
obtido para α  0, 4 e α  0, 5. No experimento b), o classificador heteroassociativo com
a medida SSIM atingiu uma porcentagem de acertos de 81,67% com α  1. Note que esses
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Figura 26 – Acurácias de classificação obtidas por classificadores baseados em ambas
as abordagens propostas, no experimento a), considerando a matriz G com
estrutura em blocos.
valores não são muito diferentes daqueles obtidos considerando α que maximiza a entropia.
Sobretudo, mesmo no pior caso, tal classificador obteve uma taxa de acerto de 74% no
experimento b), a qual supera os resultados obtidos pelos modelos mostrados no gráfico
da Figura 24.
Experimentos utilizando a matriz G com estrutura em blocos
Utilizando a formulação matricial da fuzzy-KAM descrita no Capítulo 5, su-
gerimos uma alternativa para diminuir o custo computacional. Especificamente, em vez
de considerar a matriz G sugerida pelo Teorema 3, utilizamos uma matriz G com uma
estrutura em blocos esparsa, conforme (5.37). Tal alternativa se mostrou útil no caso em
que o número de blocos foi definido de forma adequada usando informações adicionais
sobre os indivíduos, como por exemplo gênero, expressão facial e condições de ilumina-
ção. Realizamos novamente os experimentos a) e b) com a base de imagens faciais AR
descritos anteriormente e consideramos três medidas de similaridade, a saber: a medida de
similaridade de Gregson, denotada por SG, a medida de similaridade de Eisler e Ekman,
SE e a medida de similaridade baseada na norma-1, SH . Com cada uma dessas medidas,
realizamos três experimentos com diferentes formas de construir os blocos da matriz G.
Em todos os experimentos, consideramos o parâmetro α que maximiza a entropia.
As Figuras 26 e 27 mostram, respectivamente, os gráficos com os resultados
obtidos por ambos os classificadores baseados na fuzzy-KAM nos experimentos a) e b)
para diferentes formas de construir os blocos da matriz G, as quais serão descritas a seguir.
Nas Figuras 26 e 27, FKA e FKH denotam, respectivamente, os classificadores baseados
nas abordagens autoassociativa e heteroassociativa da fuzzy-KAM.
No primeiro experimento, os blocos foram divididos por indivíduo, isto é,
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Figura 27 – Acurácias de classificação obtidas por classificadores baseados em ambas
as abordagens propostas, no experimento b), considerando a matriz G com
estrutura em blocos.
consideramos uma matriz G com 120 blocos (não nulos) de dimensão 8 8 em torno da
diagonal principal. Os resultados desse experimento estão representados pelas colunas
em azul nos gráficos das Figuras 26 e 27. Como podemos observar, essa divisão não
obteve resultados satisfatórios. Isto se deve ao fato de que, considerando apenas blocos
por indivíduo, deixamos de considerar a relações entre os indivíduos, o que prejudicou o
desempenho do modelo.
No segundo experimento, dividimos os blocos com base na expressão facial e
iluminação. De fato, a base de dados AR apresenta imagens dos indivíduos com diferentes
expressões faciais e condições de iluminação. Assim, construímos um bloco utilizando a
primeira imagem de cada indivíduo, um bloco com a segunda imagem de cada indivíduo
e assim por diante. Dessa forma, obtivemos uma matriz G com 8 blocos (não nulos) de
dimensão 120  120 em torno da diagonal principal. Os resultados desse experimento,
representados pelas colunas em laranja nos gráficos das Figuras 26 e 27, mostram um
bom desempenho de ambos os classificadores considerando essa divisão. Isto sugere que os
blocos devem ser divididos levando em consideração, além de características comuns entre
as imagens, a relação entre imagens das diferentes classes.
Por fim, no terceiro experimento, a divisão foi feita com base no gênero dos
indivíduos. A base de dados AR apresenta imagens de 65 homens e 55 mulheres. Assim,
consideramos apenas dois blocos. O primeiro, de dimensão 520520, foi formado com base
nas 8 imagens de cada um dos 65 homens. O segundo, de dimensão 440 440, foi formado
considerando as 8 imagens de cada uma das 55 mulheres. Com base os resultados desse
experimento, mostrado pelas colunas em verde nos gráficos das Figuras 26 e 27, podemos
concluir pelo desempenho dos classificadores que essa divisão também foi adequada.
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Figura 28 – Imagens de dois indivíduos da base de dados ORL.
Para efeitos de comparação, os gráficos das Figuras 26 e 27 também mostram
nas colunas em amarelo, os resultados obtidos considerando a matriz G sugerida pelo
Teorema 3 e portanto, sem estrutura esparsa em blocos.
2. Experimentos com a Base de Imagens Faciais ORL
A base ORL é uma base de imagens faciais do laboratório AT&T Laboratories
Cambridge [60]. Esta base é composta por 400 imagens em tons de cinza com 112x92
pixels, sendo 10 imagens de cada indivíduo de um grupo de 40 pessoas, com diferentes
expressões faciais. Em todas as imagens, os indivíduos estão em posição frontal, com certa
tolerância para movimentos laterais e o fundo é escuro e homogêneo. Ainda, nas imagens
de alguns indivíduos há variação nas condições de iluminação e em detalhes faciais como
por exemplo, presença ou ausência de óculos [60]. A Figura 28 mostra imagens de dois
indivíduos da base de dados ORL. Note que um deles aparece com óculos em algumas
imagens e sem óculos em outras.
Tal como descrito em [20], os testes foram realizados utilizando as N primeiras
imagens para formar o conjunto de treinamento e as 10N restantes como imagens de
teste. Este processo foi feito para N P t3, 4, 5, 6, 7u. Consideramos o parâmetro α que
maximiza a entropia e as medidas de Gregson, SG, de Eisler e Ekman, SE, a medida de
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Figura 29 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais ORL, considerando N=3. Os resultados dos sete
primeiros modelos foram extraídos de [61].
similaridade baseada na norma-1, SH , e a medida de similaridade estrutural SSIM.
Os resultados desses experimentos para N  3, N  4, N  5, N  6 e N  7
são apresentados nos gráficos das Figuras 29, 30, 31, 32 e 33 respectivamente. Por motivos
de comparação, estes gráficos apresentam, além da acurácia de classificação obtida pelos
classificadores baseados nas fuzzy-KAMs, a acurácia obtida pela pela KAM [84] e pelos
seguintes modelos da literatura: NN [11], SRC [80], LRC [54], CRC [87], FSSP(1) [20] e
VMZ (PAFM de Zadeh com mascaramento) [61].Os resultados dos sete primeiros modelos
foram extraídos de [61].
Observando as gráficos das Figuras 29, 30, 31, 32 e 33, podemos concluir que
os classificadores baseados na fuzzy-KAM com as medidas de similaridade SG, SE e SH
obtiveram desempenho competitivo com os resultados obtidos pelos outros modelos da
literatura, para o caso N  3, isto é, quando as três primeiras imagens de cada pessoa
foram utilizadas para formar o conjunto de treinamento as 7 restantes como imagens
de teste. Para o caso N  4, o desempenho obtido foi razoável. No entanto, nos outros
casos, os classificadores baseados na fuzzy-KAM com as medidas de similaridade SG, SE e
SH bem como os classificadores baseados na fuzzy-KAM com a medida de similaridade
estrutural não obtiveram bom desempenho.
3. Experimentos com a Base de Imagens Faciais GT
A base de imagens GT é formada por 750 imagens, sendo 15 imagens de cada
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Figura 30 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais ORL, considerando N=4. Os resultados dos sete
primeiros modelos foram extraídos de [61].
Figura 31 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais ORL, considerando N=5. Os resultados dos sete
primeiros modelos foram extraídos de [61].
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Figura 32 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais ORL, considerando N=6. Os resultados dos sete
primeiros modelos foram extraídos de [61].
Figura 33 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais ORL, considerando N=7. Os resultados dos sete
primeiros modelos foram extraídos de [61].
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Figura 34 – Imagens de um indivíduo da base de imagens faciais GT.
indivíduo de um grupo de 50 pessoas. As imagens foram obtidas em duas ou três sessões no
Centro de Processamento de Sinal e Imagem no Instituto de Tecnologia da Geórgia (Center
for Signal and Image Processing at Georgia Institute of Technology) [1]. As imagens são
coloridas, apresentam fundo desordenado e resolução 640x480 pixels. O tamanho médio
das faces nas imagens é 150  150 pixels. No entanto, para os experimentos, cada imagem
foi transformada em uma imagem em tons de cinza de dimensão 40  30. A Figura 34
mostra as imagens transformadas de um indivíduo pertencentes a base de imagens GT.
De modo semelhante ao experimento realizado com a base de imagens ORL,
utilizamos as N primeiras imagens para compor o conjunto de treinamento e as 15N
restantes para o conjunto de teste, com N P t3, 4, 5, 6, 9u. Também consideramos o
parâmetro α que maximiza a entropia e as medidas de Gregson, SG, de Eisler e Ekman, SE,
a medida de similaridade baseada na norma-1, SH , e a medida de similaridade estrutural
SSIM. Os resultados desse experimento para N  3, N  4, N  5, N  6 e N  9 são
mostrados pelos gráficos das Figuras 35,36,37,38 e 39, respectivamente. Estes gráficos
apresentam, além das taxas de reconhecimento obtidas por ambos os classificadores
baseados na fuzzy-KAM e pela KAM, as taxas de reconhecimento obtidas pelos seguintes
modelos: NN [11], SRC [80], LRC [54], CRC [87], FSSP(1) [20] e VMZ (PAFM de Zadeh
com mascaramento) [61].Os resultados dos sete primeiros modelos foram extraídos de [61].
Os gráficos das Figuras 35,36,37,38 e 39 mostram que ambos os classificadores
baseados na fuzzy-KAM, com exceção dos definidos com base na medida de similaridade
estrutural SSIM, obtiveram um ótimo desempenho no problema de reconhecimento de
faces considerando a base GT. De fato, para todos os valores de N considerados, exceto
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Figura 35 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais GT, considerando N=3. Os resultados dos sete
primeiros modelos foram extraídos de [61].
Figura 36 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais GT, considerando N=4. Os resultados dos sete
primeiros modelos foram extraídos de [61].
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Figura 37 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais GT, considerando N=5. Os resultados dos sete
primeiros modelos foram extraídos de [61].
Figura 38 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais GT, considerando N=6. Os resultados dos sete
primeiros modelos foram extraídos de [61].
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Figura 39 – Acurácia de classificação obtida por diversos modelos no experimento com
a base de imagens faciais GT, considerando N=9. Os resultados dos sete
primeiros modelos foram extraídos de [61].
pelos definidos com base na medida de similaridade estrutural SSIM, os classificadores
baseados na fuzzy-KAM superaram os resultados produzidos pelos outros modelos da
literatura.
Apesar do excelente desempenho dos classificadores baseados na fuzzy-KAM
com a medida de similaridade SSIM no experimento b) com a base de dados AR, como
observamos na Figura 24, tais classificadores com a medida SSIM não obtiveram bons
resultados nos experimentos com as bases ORL e GT. Isto pode ter ocorrido pelo fato das
imagens das bases ORL e GT possuírem fundo escuro enquanto que as imagens da base
AR possuem fundo branco, além de que, nas imagens da base AR usadas pertencentes ao
conjunto de teste do experimento b), parte das faces são ocultas pelo cachecol, enquanto
que nas imagens das bases GT e ORL isto não ocorre.
Resumindo, nos problemas de classificação, os valores de acurácia obtidos foram
competitivos ou superaram os obtidos por outros modelos da literatura. Nos problemas de
reconhecimento de faces, apesar de não terem obtido bom desempenho nos experimentos
com a base GT utilizando a medida de similaridade estrutural e nos experimentos com
a base de imagens ORL, os classificadores baseados em ambas as abordagens propostas
obtiveram excelentes resultados nos experimentos com a base de imagens GT com as
medidas SG, SE e SH bem como no experimento b) com a base de dados AR utilizando a
medida de similaridade estrutural SSIM.
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Dessa forma, de modo geral, podemos concluir que, enquanto outros modelos da
literatura são desenvolvidos especificamente para problemas de classificação ou problemas
de reconhecimentos de faces, os classificadores baseados tanto na abordagem autoassociativa
como na heteroassociativa apresentaram resultados satisfatórios em ambos os tipos de
problema, o que mostra a versatilidade das abordagens propostas.
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7 Considerações Finais
Nesta tese, inicialmente, fizemos uma revisão dos principais modelos da lite-
ratura que motivaram o desenvolvimento do trabalho. Especificamente, recordamos as
definições de memórias associativas para armazenamento e recordação de vetores bipolares,
a saber: a rede de Hopfield [34], as memórias associativas recorrentes por correlação
(RCAMs) [9], as memórias associativas exponenciais por correlação (ECAMs) [9] e as
memórias associativas exponenciais bidirecionais (EBAMs) [37]. Revisamos também as
memórias associativas recorrentes exponenciais multivaloradas [10] (MERAMs) e a memó-
ria associativa com núcleo (KAMs) [84], modelos que podem ser vistos como uma extensão
das RCAMs para o armazenamento e recordação de vetores reais. Em seguida, recordamos
alguns modelos de memórias associativas fuzzy. Iniciamos com a definição das memórias
associativas recorrentes exponenciais fuzzy (RE-FAMs) [75], as quais podem ser interpreta-
das como uma versão fuzzy das ECAMs [9]. Posteriormente, apresentamos a definição das
memórias associativas recorrentes exponenciais fuzzy generalizadas (GRE-FAMs) [64,70],
modelos que generalizam as RE-FAMs por meio do acréscimo de uma camada oculta de
neurônios lineares com o objetivo de reduzir a interferência cruzada entre as memórias
fundamentais. Finalmente, apresentamos as Θ-FAMs [17], memórias associativas fuzzy que
apresentam certas relações com as GRE-FAMs.
Como um dos principais objetivos, apresentamos uma extensão das GRE-FAMs
para o caso heteroassociativo, modelo denominado GEB-FAM. Mostramos que a GEB-FAM
possui capacidade ótima de armazenamento quando consideramos a matriz adequada em
sua definição e apresentamos uma caracterização teórica do primeiro passo da GEB-FAM
quando seu parâmetro α tende a infinito. No entanto, a dinâmica do modelo ainda não está
bem compreendida. De fato, por meio de um exemplo, observamos que a GEB-FAM nem
sempre converge se o parâmetro α não for suficientemente grande. Apesar disso, valores
menores do parâmetro α (geralmente entre 1 e 10) produziram melhores resultados na
maioria dos experimentos computacionais. Por este motivo, investigamos o primeiro passo
da GEB-FAM. Tal modelo, denominado fuzzy-KAM, foi abordado utilizando núcleos fuzzy.
Apresentamos reformulações dos resultados teóricos apresentados para a GEB-
FAM para o caso das fuzzy-KAM. Além disso, definimos uma condição suficiente para
o parâmetro α a partir do qual a matriz K, necessária na definição da fuzzy-KAM, é
definida positiva e propusemos o ajuste deste parâmetro utilizando o conceito de entropia.
Precisamente, definimos a entropia de uma fuzzy-KAM com base na entropia de Shannon
e propusemos utilizar o valor de α que maximiza a entropia. Por fim, apresentamos uma
formulação matricial da fuzzy-KAM e sugerimos uma forma de definir a matriz G  K1
esparsa com estrutura em blocos, alternativa que pode ser útil, sobretudo nos casos em
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que temos um grande número de memórias fundamentais.
Também fizemos um estudo de várias medidas de similaridade da literatura.
Consideramos inicialmente uma definição abrangente proposta por De Baets et. al. Nesse
contexto, estudamos as medidas de similaridade baseadas em cardinalidade e uma versão
normalizada da medida de similaridade proposta por Xuecheng. Também consideramos
a medida de similaridade estrutural SSIM, a qual apesar de não ser uma medida de
similaridade fuzzy, pode ser empregada para definir um núcleo fuzzy κ, para imagens em
tons de cinza.
Como aplicações, estudamos problemas de classificação e reconhecimento de
faces. Especificamente, apresentamos duas abordagens para classificação de padrões utili-
zando fuzzy-KAMs. A primeira abordagem, baseada em classificadores de representação
esparsa, é definida utilizando uma fuzzy-KAM autoassociativa, enquanto que a segunda,
se baseia em uma abordagem heteroassociativa. Experimentos computacionais foram
realizados para avaliar o desempenho das abordagens propostas. Consideramos diversos
problemas de classificação disponíveis nos repositórios KEEL e UCI, além de problemas
de reconhecimento de faces considerando as bases de imagens faciais AR, ORL e GT.
Avaliamos também o desempenho dos modelos com as diferentes medidas de similaridade
descritas no Capítulo 2.
Nos problemas de classificação os resultados obtidos foram satisfatórios. De fato,
os classificadores baseados na fuzzy-KAM, definidos com base em ambas as abordagens
propostas, obtiveram, na maioria dos problemas, resultados competitivos ou que superaram
os obtidos por outros modelos da literatura.
Nos problemas de reconhecimento de faces os classificadores baseados na fuzzy-
KAM também obtiveram bons resultados. De forma geral, considerando a base de imagens
faciais AR, no experimento a), os classificadores heteroassociativos baseados na fuzzy-
KAM apresentaram melhor desempenho que os baseados na abordagem autoassociativa
e produziram taxas de acertos competitivas com as de outros modelos da literatura. No
mesmo experimento, os classificadores baseados na versão autoassociativa da fuzzy-KAM
apresentaram resultados razoáveis, próximos dos resultados obtidos por alguns modelos
da literatura. No entanto, no experimento b), ambos os classificadores baseados na fuzzy-
KAM com a medida de similaridade estrutural SSIM apresentaram excelente desempenho,
superando os resultados dos outros modelos da literatura considerados. Para o classificador
heteroassociativo com as medidas de similaridade baseadas em cardinalidade, os melhores
resultados foram obtidos pelas medidas T-transitivas definidas usando a t-norma do
mínimo nos esquemas de fuzzificação. Este resultado sugere que além da T -transitividade,
a reflexividade é uma propriedade importante a ser considerada. As medidas T -transitivas
definidas usando a t-norma do produto também produziram bons resultados.
Os classificadores baseados na fuzzy-KAM não obtiveram bons resultados para a
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base ORL. De fato, tais classificadores obtiveram resultado competitivo, se comparados com
outros classificadores, apenas no caso em que o conjunto de treinamento foi formado por
três imagens de cada indivíduo. No caso em que consideramos um conjunto de treinamento
formado por quatro imagens de cada indivíduos, os resultados obtidos foram razoáveis.
No entanto, considerando a base de dados GT, os classificadores baseados na fuzzy-KAM
com as medidas de similaridade de Gregson, de Eisler e Ekman e a medida baseada na
norma-1 superaram os resultados dos outros modelos da literatura em todos os casos.
Concluindo, apesar de não terem obtido bom desempenho em todos os ex-
perimentos realizados, de modo geral, ambos os classificadores heteroassociativo e au-
toassociativo baseados nas fuzzy-KAM apresentaram resultados satisfatórios tanto para
problemas de classificação como para problemas de reconhecimentos de faces, o que mostra
a versatilidade das abordagens propostas.
Como trabalhos futuros, podemos investigar estratégias de seleção de memórias
fundamentais com o objetivo de diminuir o custo computacional exigido na fase de armaze-
namento da fuzzy-KAM. Ainda com este objetivo, considerando a proposta apresentada de
definir a matriz G (presente na definição da fuzzy-KAM ) com estrutura esparsa em blocos,
é necessário estabelecer critérios para definir de forma eficiente a quantidade de blocos e
como estes serão definidos. Além disso, um estudo mais aprofundado dos núcleos fuzzy,
sua representatividade e interpretação, bem como das propriedades da função entropia da
fuzzy-KAM pode ser realizado. Por fim, pode-se explorar outras aplicações da fuzzy-KAM.
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