ABSTRACT Blockchain has a broad development potential and application prospects. At present, huge storage volume on each node has become one of the primary bottlenecks that restrict the expansibility of blockchain. Optimization for storage mechanism has become a necessary way to accelerate the improvement of blockchain. There are a variety of solutions to relieve the storage burden by modifying the architecture of blockchain, but most of them weaken the decentralization property of the system, which is the core advantages of the blockchain. In this paper, an optimization scheme based on the redundant residual number system is proposed to dramatically reduce the storage volume of nodes in the blockchain system, and fault tolerance mechanism is designed based on the new storage scheme. The simulation experiments are performed to prove the effectiveness of the proposed mechanism.
I. INTRODUCTION
Blockchain is the underlying technology of cryptocurrency such as Bitcoin [1] . In essence, blockchain is a decentralized, trustless, collectively maintained distributed database, which is traceable and tamper-resistant [2] . So it provides a new way to solve the problems of poor reliability, low security and high trust cost in the current centralized mode [3] . The blockchain has been widely researched and applied in fields of finance [4] , medical [5] , education [6] , and food safety [7] .
Compared with current centralized trading systems, the two primary bottlenecks in the public blockchain are the number of transactions per second and the huge storage volume. This paper focuses on the latter issue. By the end of 2018, the amount of data stored in Ethereum exceeded 110GB meanwhile exceeded 190GB in Bitcoin [8] . Problems in storage mechanism have become a primary bottleneck restricting the improvement of blockchain [9] .
There are a variety of solutions for this problem contributed by scholars, blockchain communities and enterprises. In the Bitcoin White Paper by Nakamoto called as ' ' The father of The associate editor coordinating the review of this manuscript and approving it for publication was Aneel Rahim.
Bitcoin'', all nodes are divided into three categories: ''full node'', ''light node'' and ''miner node'' [10] . The light node initiates transfer transactions and verifies the payment after transactions are completed. The light node only needs to keep a copy of the block header of the longest proof-ofwork (POW) chain. The full node verifies transactions and broadcasts them to all miner nodes. Each full node must keep a copy of the complete block of the longest POW chain. The miner node collects new transactions into its block and works on looking for a difficult nonce for this block. When a miner node finds the answer, it broadcasts the block to all nodes. Such a division based on the hardware capability of nodes can lower the entry threshold of blockchain so that the terminals with poor hardware performance such as mobile phones will be able to access the blockchain more easily. In Ethereum, sharding is used to change the mode of transaction verification [11] , [12] . Traditionally, each transaction must be verified by all nodes in the network. Sharding makes it possible to verify each transaction by parts of nodes so that the stored data on each node is only part of the longest POW chain but not a copy of the complete chain. In [13] , InterPlanetary File System (IPFS) is proposed for data storage in the blockchain system. In this model, the miner nodes deposit the transactions data into the IPFS network and pack the returned IPFS hash of transactions into the block. Due to the characteristics of the IPFS network and the features of the IPFS hash, the data volume is greatly reduced [13] , so this storage scheme is also adopted in EOSIO system [14] . In [15] , 'Section Blockchain' is proposed to reduce the storage volume on each node. In this storage system, all nodes are equal and only need to keep block headers of POW chain, the certain number of blockchain fragments, the certain number of database snapshots, and a table linking fragments and database snapshots [14] . The fragment is a section of POW chain and the snapshot contains the status of transaction records. Because there are only block headers stored on each node, the storage volume of each node is reduced greatly.
Although the current solutions can alleviate the storage problem of blockchain partly, they generally have two main disadvantages as following:
1) The decentralization property is weakened. For example, in Bitcoin, based on ''role differentiation'', it's possible to verify a payment without running a ''full node'', but the verification and execution of transactions initiated by ''light node'' cannot be done without ''full node'' or ''miner node''. So the ''light nodes'' must be supported by ''full node'', which increases the dependence on ''full nodes'' and weakens the decentralization of the system. 2) Almost all of the solutions are complicated. For example, in Ethereum, based on ''sharding'', there will be fragment merging for transaction verification. Meanwhile, there also are complicated rules concerned about inter-fragment communication to ensure sufficient security and consistency [16] . Section blockchain has the same problem. In order to reduce the storage volume of account information on each node without destroying the decentralization property, this paper proposes a new storage mechanism based on redundant residual number system and a fault tolerance design within the framework. This new storage scheme is aimed at the public blockchain such as Bitcoin and Ethereum, in which all nodes are equal and some devil nodes may exist in the distributed network.
In the proposed scheme, the information for each account is partly stored on each node as its residual number relative to a module assigned to the node, so residual number system (RNS) is actually constructed in a distributed form in the network of the blockchain system. Since the modules could be an order of magnitude smaller than the value of normal account information, the storage volume of account information on each node could be dramatically reduced. In addition, to make the system capable to detect evil nodes, the redundant modules are distributed in the network, so that a redundant residual number system (RRNS) is formed and its error detection and correction capability are utilized to bring fault tolerance to the blockchain system. Furthermore, since the updates of account information on different nodes are completely parallel and distributed, the implementation complexity of the proposed storage scheme is very low. The remaining part of this paper is organized as follows. In Section II, the background knowledge of blockchain is introduced, including the basic concepts, workflow, storage mechanism, and fault tolerance. In Section III, the principle of RNS and RRNS are introduced, including the basic structure, the linear operation in RNS and the theorem on error detection and correction in RRNS. The new storage mechanism based on RRNS are introduced in Section IV, and a simplified storage system is established for idea demonstration and performance evaluation in Section V. A more general analysis of fault tolerance is given in Section VI. Finally, the paper is concluded in Section VII.
II. BACKGROUND KNOWLEDGE OF BLOCKCHAIN
In this section, we will introduce the background knowledge of blockchain related to this paper, including the basic concepts, workflow, storage mechanism, and fault tolerance.
A. BASIC CONCEPTS
Blockchain is a distributed database, and the unit of the data is a block, which is consisted of the header and the body. The header contains the attribute information of the block, including the previous hash, the timestamp and a nonce representing the POW. The body contains transaction records [17] . The block is generated every 10 minutes in Bitcoin and 15 seconds in Ethereum [18] . In the blockchain, the volume of header generally is fixed, but the volume of the body is growing fast as the number of nodes and transactions increases. The account information is essential for blockchain and occupies huge storage volume. The account information is stored in the body of the block as unspent transaction output in Bitcoin. Meanwhile, it's stored in the local database called stateDB in Ethereum. All blocks are linked to a traceable chain called as blockchain by previous hash and timestamp. The POW is actually that CPU works on looking for a nonce meeting the conditions through repeated complex operations [10] . The POW is used to ensure data consistency and solve the problem of fault tolerance in the blockchain.
B. WORKFLOW OF BLOCKCHAIN
The nodes in the public blockchain are equal and can be divided into transfer nodes denoted by TN , consensus nodes denoted by CN and storage nodes denoted by SN according to different functions. TN s initiate transactions, CNs verify, transmit and execute transactions from TN s, and SN s store data. There can be an intersection between different nodes. The steps to run the network are as following: 1) TN s initiate transactions; 2) CNs verify, accept, transmit and execute the transactions and update the blockchain by working on POW; 3) When CN finds the nonce, it broadcasts the block to SN s; 4) SN s verify the POW and append the new block to their local chain if it is verified. VOLUME 7, 2019 FIGURE 1. The storage mechanism of blockchain.
In addition, when a new storage node joins the network, synchronization would be performed on that node so that it obtains a complete copy of the blockchain information.
C. STORAGE MECHANISM
SN is used to store data. The stored data on each node is a copy of the complete blockchain. As the main part of node storage that occupies huge storage volume, the account information has the following characteristics:
• The account information has fixed bit-width denoted by k.
• The operation to account information must be linear operation including addition and subtraction. The storage scheme of blockchain can be described as figure1.
D. FAULT TOLERANCE
Blockchain is a decentralized and open system based on the peer-to-peer network, and the data of transactions are stored on all the nodes. If some devil nodes try to tamper the local data, the data consistency will be damaged. In the peerto-peer network, the devil nodes are also called as byzantine nodes, and their characteristics in blockchain can be described as following [19] - [21] :
• When the scale of blockchain is large enough, the devil nodes only account for a very small proportion.
• The appearance of devil nodes is considered as an independent behavior.
• The appearance of devil nodes has a constant probability. The POW is designed in blockchain to solve the problem of fault tolerance from the economic perspective. If a node wants to find the nonce representing the POW, it must spend huge CPU effort. Once the CPU effort has been expended to make it satisfy the POW, the block cannot be changed without recoding the work. POW is essentially one-CPU-one-vote. In the blockchain, the majority decision is represented by the longest chain, which has the greatest POW effort invested in it. If a majority of CPU power is controlled by honest nodes, the authority chain will grow the fastest and outpace any competing chains. Generally, the devil nodes cannot damage the data consistency unless the CPU power controlled by devil nodes is greater than which controlled by honest nodes. This situation is called the 51% attack.
Actually, according to the characteristics of devil nodes, the CPU power controlled by devil nodes is always smaller than that controlled by the honest nodes, so it is still safe though devil nodes exist. But the risk of the 51% attack is getting higher as the CPU power becomes more and more centralized [22] .
III. RNS AND RRNS
This section, we will introduce the basic concepts of RNS and RRNS.
A. BASIC PRINCIPLE OF RNS 1) BASIC STRUCTURE
The RNS consists of a set of modules ψ n = {m 1 , m 2 , m 3 . . . m n } (called as ''residue bases''), any two of which are relatively prime. The multiplication of all modules M = n i=1 m i is called ''dynamic range''. If X is a positive integer less than M − 1, it can be uniquely represented as a remainder vector n = {x 1 , x 2 , x 3 . . . x n } by performing modular arithmetic on the residue bases [23] . This process can be expressed as a congruence formula as
In turn, if ψ n and n are known, the value of X could be restored by equation (2),
denotes the inverse element of
The recovery process based on the formula (2) is called Chinese Remainder Theorem (CRT) [24] and can also be written as:
. The basic structure of RNS can be described as figure2:
2) LINEAR OPERATION IN RNS
The linear operation in RNS is based on the modular arithmetic. Assuming X and Y are two integers, and their remainders to modular m i are x i and y i , respectively, the remainder of the linear operation of X and Y equals the remainder of the same operation of x i and y i [25] , as shown in equation (4) . The property in equation (4) is usually used to parallelize linear processing as shown in Figure 3 :
On the basis of RNS, we can construct an RRNS by adding redundant residue bases. The new module set could be expressed as ψ n = {m 1 , m 2 , . . . , m r , m r+1 , . . . , m r+s }, in which r and s are the length of information bases and the length of redundant bases, respectively, and the total length of the residue bases is r + s = n. The first r bases are called information bases, and the other s bases are called redundant bases [26] . Usually, the bases in ψ n are arranged from small to large in order. In this case, the valid dynamic range and the error range could be defined as M r = r i=1 m i and M e = n i=r+1 m i , respectively.
2) ERROR DETECTION AND CORRECTION IN RRNS
The RRNS could restore the original data X when a limited number of wrong remainders exist within the remainder vector. Assuming = x 1 , x 2 , x 3 . . . x n is the remainder vector of X to the residue bases, and some of them are tampered maliciously, the overflow decision theorem in RRNS for error detection could be described as following [27] , [28] :
Theorem 1: l+t denotes any (l + t)-dimensional subset of , where l(l ≥ r) denotes the length of correct components inside l+t and t(t ≥ 1) denotes the length of error components inside l+t . If the recovered value based on l+t according to CRT is X e , we must have X e / ∈ [0, M r − 1]. After error detection, if the number of error remainders is limited so that the product of the modules for the correct remainders is larger than M r , there are two primary ways to correct the wrong result as shown in Figure 4 . The first way is to select a subset of l+t ( l , l ≥ r) and perform the CRT again on l . As shown in Figure 4 (a), this process could be repeated until the wrong remainders are out of l , so that the recovered value is within the dynamic range [0, M r − 1], then this value is the correct one. Since multiple CRT operations are involved, the complexity of this method is high. In the second method as shown in Figure 4 (b), CRT is only performed once to recover the value of X e based on l+t , then a subset of l+t ( l , l ≥ r) is selected and the corresponding dynamic range [0, M l −1] is determined. If the remainder of X e to M l is smaller than M r , that remainder is the correct result.
IV. NEW STORAGE MECHANISM BASED ON RRNS
Since the account information is the main part of the stored data on storage nodes, a basic storage mechanism based on RNS is proposed for account information in this section from the perspective of data compression, and the corresponding information updating and fault tolerance methods within the basic framework are developed according to the characteristics of the distributed network and the error detection and correction property of RRNS.
This section introduces the principle of the new storage scheme first in subsection A. Then the workflow of blockchain based on the new storage scheme is described in subsection B. The meanings of notations in this section are shown as the TABLE I for clarification.
A. PRINCIPLE OF NEW STORAGE SCHEME 1) BASIC STORAGE STRUCTURE BASED ON RNS
In the new storage structure, a module set ψ n = {m 1 , m 2 , m 3 . . . m n } is constructed, and each storage node picks one module randomly when the node joins the VOLUME 7, 2019 blockchain system. For a system with a large number of storage nodes, the numbers of nodes that pick the same module are statistically the same. For an account information X , its remainder to m i (x i in equation (1)) would be stored on the node with module m i .
When the account information is changed by X due to transactions or reward, the stored data on the node with module m i could be updated independently according to equation (4) as
in which x i is the remainder of X to modulom i . When the complete account information needs to be recovered at the consensus nodes, a remainder vector of that account information would be collected from the storage nodes, and the recovery based on CRT could be performed according to equation (2) . Such processing is shown in Figure 5 .
Based on the above description, the structure of the RNS based storage system for account information is shown in Figure 6 . Each storage node just stores a remainder of each account information to the module that assigned to the node. Since the bits width of the module (b) would be much smaller than that of the original account information (k), the storage volume on each node is reduced dramatically. 
2) EXTENSION TO RRNS FOR FAULT TOLERANCE
In the proposed RNS based storage mechanism, some remainders may be wrong due to malicious tamper. In this case, redundant residual bases are introduced into the system for constructing an RRNS so that its error detection and correction capability could be used to recover the account information. In the presence of wrong remainders, the recovery process of account information is the same as that shown in Figure 4 (b). The only difference is that, since the account information in the blockchain system is usually represented by a fixed number of bits, e.g. k = 256 in Bitcoin and Ethereum, the threshold for overflow decision can be changed from M r to the maximum representable value of k bits M c = 2 k − 1 as long as M r > M c . To ensure M r > M c , some necessary limitations are set between the main parameters, including the bit-width of the module (b), the length of the subset of residue bases (L) and the size of residue bases (n). First, there should exist at least L prime numbers in the range of 0, 2 b − 1 , so that the product of these numbers is greater than 2 k − 1. Second, n should be larger than L so that the redundant module could be used for error detection and correction.
Assuming that the storage volume on each SN in the traditional blockchain system and that based on the proposed storage scheme are R O and R N , respectively, the compression ratio achieved by the new storage scheme could be calculated as:
Obviously, a smaller b would bring a higher compression ratio. However, as analyzed above, b should be large enough to ensure M r > M c .
B. BLOCKCHAIN BASED ON NEW STORAGE SCHEME
Based on the proposed storage scheme, a new blockchain system could be constructed. Relative to that in the normal blockchain system as described in section II, the workflow of 98550 VOLUME 7, 2019 FIGURE 7. The workflow of blockchain based on the new storage scheme.
the new blockchain system is shown in Figure 7 . The working procedures of the system are described as following: (1) Each SN stores the selected module and the remainders of all account information to that module; (2) A transaction related to an account is sent from a TN to CN ; (3) To verify the transaction based on that account information, CN collects the pairs of module and remainder of that account from SNs, and recovers the complete account information; (4) After a transaction completed, CN broadcasts the change of the account information ( X ) to SNs (instead of the updated account information (X ) in normal blockchain system); (5) Each SN updates the stored remainder of the updated account information independently. In addition, if a new storage node joins the network, synchronization would be performed on that node, and the standard procedures are described as following:
(1) Select a module from the set randomly; (2) Collect enough pairs of module and remainder of all accounts from other SNs; (3) Recover the complete information for all accounts; (4) Store the remainders of each account information to the local module.
V. CASE STUDY AND PERFORMANCE EVALUATION
In this section, a simplified blockchain system applying the proposed storage scheme is constructed to demo the main idea of the new storage scheme, and then its fault tolerance is analyzed in theory and evaluated by simulation.
A. DEMO SYSTEM WITH THE NEW STORAGE SCHEME
Based on the analysis in Section IV.A, the main parameters of the ideal demo system are set as the following:
1) The bit-width of complete account information is 256 (k = 256), which is consistent with that in Bitcoin and Ethereum systems; 2) The module set consists of 32 residual bases (n = 32), and the bit-width of each module is 16 (b = 16). The 3) Since the multiplication of any 17 out of the 32 modules is larger than 2 256 − 1, the minimum number of remainders that could be used to recover the account information is 17 (L = 17). 4) The number of storage nodes is 32, and the i-th storage node picks m i as its residual base. In this demo system, the storage compression ratio can be calculated as β = 1 − 16/256 = 93.75%, which means the storage volume is reduced to 1/16 of that in the normal blockchain system.
B. ANALYSIS OF FAULT TOLERANCE
If N e out of the 32 nodes tampers the remainder of account information, the number of correct remainders that the consensus node get is 32-N e . According to the error detection and correction capability of RRNS system, if N e > 15, the consensus node would never recover the account information; if N e ≤ 15, the consensus node would recover the correct account information with a probability of 100% by trying enough times according to the procedures shown in Figure 4 (b). The probability of success for one trial (one cycle in Figure 4 (7) Based on (7), the success probability by trying i times can be calculated as
If the maximum number of trials is T , the success probability within T trials could be calculated as:
For T = C 17 32 , we would have P s = 1. However, C 17 32 = 565722720 is a huge number. So many trials would be a waste of computation resources of a consensus node, especially when the number of N e is large. Considering that the proportion of devil nodes among all storage nodes should be much smaller than 15/32 in practice, T should be a reasonable small number. Figure 8 shows the success probability for T = 10 5 . We can see that the success probability for N e ≤ 10 is close to 1 and that for N e > 10 decreases dramatically. 
C. SIMULATION EVALUATION OF FAULT TOLERANCE
To evaluate the theoretical analysis of fault tolerance, a simulation platform is established using Python 2. The program will be executed 20000 times to simulate the process for information of 20000 accounts in the demo system. Figure 9 shows the success probability, represented by spots, and consumed time, represented by squares. We can see that the simulation result about the success probability is consistent with the theoretical results in Figure 8 , and the consumed time increases for the larger number of devil nodes. When N e ≤ 10, the success probability is close to 1 and only 50 ms is consumed for the error correction, which indicates that the proposed new storage scheme is applicable in a practical system.
VI. DISCUSSION
The demo system constructed in section V has only 32 nodes and the module for each node is different. In a practical blockchain system, there are usually thousands of nodes. If each node picks a module from the module set consisted of 32 residual bases randomly, the module set will be uniformly distributed in the network, and the 1/32 of all nodes will pick the same module on average. In this case, the proportion of devil nodes (α e ) will determine the success probability of the account recovery at the consensus nodes. In this section, we will discuss two different distribution of the module on devil nodes and analyze their influence on the success probability. 
A. CASE ONE
It is assumed that all the nodes that pick m i as the residual base are devil nodes. This means that every remainder corresponding to m i cannot be used to restore the account information. If we divide all nodes to 32 groups according to the selected module, when over 15 groups are devil groups, the account information cannot be restored correctly. So the maximum tolerable proportion of devil nodes, in this case, is 15/32 = 46.875% From Figure 8 , we can see that success probability for Ne ≤ 10 is close to 1 and that for Ne > 10 decreases dramatically.
This means that if the storage scheme works efficiently, the devil groups should be smaller than 10 and the proportion of devil nodes is α e ≤ 31.25%.
B. CASE TWO
If devil nodes pick a module from the set uniformly, the proportion of devil nodes among all nodes that pick m i is also α e . This means that the probability of CN gets a correct remainder from the nodes that pick m i as the residual base is 1 − α e . If we divide all nodes into 32 groups according to the selected module, the probability of getting at least i correct remainders from 32 groups could be calculated as:
From Figure 9 , we can see that when N e ≤ 10, the success probability is close to 1 and it takes a short time to complete error correction. This means that if α e is small enough so that CN can receive at least 22 correct remainders from the 32 groups, the new storage scheme will be very efficient. Figure 10 shows the probability of getting at least 22 correct remainders in CN , from which we see that when α e ≤ 10%, CN has a high probability to receive at least 22 correct remainders. In this case, the success probability is close to 1.
VII. CONCLUSION
From the perspective of data compression, this paper proposes a new storage mechanism for blockchain based on RRNS. The new storage mechanism reduces the storage volume of each node dramatically and ensures that the system with certain fault tolerance without breaking the decentralization property of the blockchain system. A simplified demo system is given to show the basic idea of the new storage scheme, and the fault tolerance for general cases are also discussed. 
