We consider the problem o pricing perpetual American options written on dividend-paying assets whose price dynamics follow a multidimensional Black and Scholes model. For convex Lipschitz continuous functions, we give a probabilistic characterization of the fair price in terms of a reflected BSDE, and an analytical one in terms of an obstacle problem. We also provide the early exercise premium formula.
Introduction
In this paper, we consider the problem of pricing perpetual American options written on dividend-paying assets whose price dynamics follow the classical multidimensional Black and Scholes model. In this model, under the risk-neutral measure P , the asset prices X s,x,1 , . . . , X s,x,d on [s, ∞) evolve according to the stochastic differential equation In (1.1), W is a standard d-dimensional Wiener process, x i , i = 1, . . . , d, are the initial prices at time s, r ≥ 0 is the risk-free interest rate, δ i ≥ 0, i = 1, . . . , d, are dividend rates and σ = {σ ij } i,j=1,...,d is the volatility matrix. We assume that a = σ · σ * , where σ * is the transpose of σ, is strictly positive definite. Let T > 0 and ψ : R d → R be a nonnegative continuous functions with polynomial growth. Under the measure P , the value at time s of the American option with payoff function ψ and expiration time T is given by (see [9, 10, 19] ). In (1.2), the supremum is taken over the set of all stopping times with values in [s, T ], and in (1.3), over the set of stopping times in [s, ∞] . In the event that τ = ∞, we interpret e −r(τ −s) ψ(X s,x τ ) to be zero. At present, properties of V T are quite well investigated. It is known (see [5, 6, 7] ) that V T can be represented by a solution of a reflected backward stochastic differential equation (RBSDE) . A detailed study of the structure of this RBSDE, which in particular leads to the early exercise premium formula, is given in [12] (also see Section 3.1). The value V T can also be characterized analytically as a solution of some obstacle problem (or, in different terminology, variational inequality) (see [5, 6, 7, 12] and Section 3.2). It is worth pointing here that the analytical characterization relies heavily on the characterization via solutions of RBSDEs.
In case of perpetual options less in known, except for put and call options in case d = 1, which were thoroughly investigated as early as in [16, 17] . For a nice presentation of these results as well as some newer results and historical comments see the books [10, 19] . Presumably, the main reason that less attention has been paid to V than to V T is that perpetual options are not traded. On the other hand, in our opinion, perpetual American options are interesting from historical reasons and from a purely theoretical point of view. This motivated us to ask whether in the multidimensional case, for a wide class of payoffs functions one can represent V in terms of BSDEs or solutions of obstacle problems. Another reason for writing this paper is that the desired representations of V can be derived in a quite elegant way from those for V T . The main idea is as follows. Intuitively, V is the limit of V T as T → ∞ (in fact this is true; see Section 3.1). This suggests that properties of V we are interested in can be derived by studying the behaviour, as T → ∞, of the solution of the RBSDE with terminal condition at time T , which is used to represent V T . By modifying some results from the recent paper [14] , we show that the idea sketched above is indeed realizable. As a result we show that for convex and Lipschitz continuous ψ the value function V is represented by a solution of some RBSDE with terminal condition 0 at infinity and we get the exercise premium formula. We also show that V is a solution a unique of some obstacle problem. Finally, we estimate that rate of convergence of V T to V . It seems that some of our results (the representation in terms of RBSDEs, rate of convergence) are new even in the case of classical call/put option and d = 1.
Preliminaries
In our considerations only the distribution of the processes X s,x,i will be important. Since they depend on σ only through a, we may and will assume that σ is a symmetric square root of a. From the same reason (only the distributions are important), as in [12] , we will use a slightly different from (1.1) form of the price dynamics. It appears to be more convenient for us than (1.1).
Let Ω = C([0, T ]; R d ) and let X be the canonical process on Ω. For (s, x) ∈ [0, T ] × R d let P s,x denote the law of the process X s,x = (X s,x,1 , . . . , X s,x,d ) defined by (1.1) and let {F s t } denote the completion of σ(X θ ; θ ∈ [s, t]) with respect to the family {P s,µ ; µ a finite measure on B(R n )}, where 
where {B s,t , t ≥ s} is under P s,x a standard d-dimensional {F s t }-Wiener process on [s, ∞). It is well known that the unique solution of (2.1) is of the form
s,· is a continuous martingale with the quadratic variation B i s,· t = a ii (t − s), t ≥ s, the process X i has the form
3)
Below we recall some known results on the pricing of American options with finite expiration time T > 0. They will be needed in the next section.
In this paper, we assume that the payoff function satisfies the following condition:
In particular, ψ(x) ≤ C(1 + |x|) with C = max{L, ψ(0)}. Furthermore, since ψ is convex, for a.e. x ∈ R d there exist the usual partial derivatives ∇ 1 ψ(x), . . . , ∇ d ψ(x) of ψ at x. Furthermore, by Alexandrov's theorem (see, e.g., [1, Theorem 7.10]), ψ has second order derivatives at x for a.e. x ∈ R d , which we denote by ∇ 2 ij ψ(x). Let T s,T denote the set of all (F s t )-stopping times with values in [s, T ]. The fair price (or value) V T (s, x) of the American option with expiration time T and payoff function ψ is given by
Since ψ is continuous with linear growth, from [5, Theorem 5.2] it follows that for every (s,
, of the RBSDE with coefficient f (y) = −ry, y ∈ R, terminal condition ψ(X T ) and barrier ψ(X), that is RBSDE of the form For the precise definition of a solution we defer the reader to [5] . Here let us only note that
is a martingale under P s,x . Let L BS denote the Black-Scholes operator defined by
where ∂ x i , ∂ 2 x i x j denote the partial derivatives in the distribution sense. In [5, Theorem 8.5] it is also proved that for every (s,
where u T is a (unique) viscosity solution to the obstacle problem
The processȲ T,s,x defined asȲ
, is the first component of the solution of RBSDE with coefficient f = 0, terminal condition e −rT ψ(X T ) and barrier e −rt ψ(X t ), t ∈ [s, T ]. Therefore from (2.6) with t = s and
In [12, Theorem 2] it is proved that under (A1), for every (s,
where
Perpetual options
To shorten notation, in this section we set V (x) = V (0, x), F t = F 0 t , P x = P 0,x , and we denote by E x the expectation with respect to P x . With this notation, (1.3) takes the form
where T is the set of all (F t )-stopping times.
Stochastic representation of the value function
Assume (A1) and let
Then Y T and K T are independent of x versions of Y T,0,x and K T,0,x , respectively. Since
From the first equation in (2.5) it follows that M T,0,x also has a version independent of x, which we denote by M T . Set
integrating by parts we obtain
We will also need the following condition.
where (P t ) t>0 (resp. (R α ) α>0 ) is the semigroup (resp. resovent) associated with X.
(ii) Assume that r > 0. We are going to show that if (3.4) is satisfied for some x ∈ D, thenȲ T converges as T → ∞ to a processȲ x being the first component of the solution (Ȳ x ,K x ,M x ) of the reflected BSDE which informally can written as
We will also show thatK x has the representation
Before giving the definition of solutions of (3.5) and (3.7) let us recall that a continuous (F t )-adapted process Y is said to be of class (D) under the measure P x if the collection {Y τ : τ ∈ T } is uniformly integrable under P x . Let L 1 (P x ) denote the space of continuous processes with finite norm
Definition. (i) We say that a triple (Ȳ x ,K x ,M x ) of adapted continuous processes is a solution of the reflected BSDE (3.5) with lower barrierL t = e −rt ψ(X t ) ifȲ x is of class D,M x is a local martingale withM x 0 = 0,K x is an increasing process withK 0 = 0, and for every T > 0,
(3.8)
(ii) We say that a pair (Ȳ x ,M x ) of adapted continuous processes is a solution of the BSDE (3.7) ifȲ x is of class D,M x is a local martingale withM x 0 = 0 and for every T > 0,
be a solution of (3.8). Then for every t ∈ T ,
To see this, consider a localizing sequence {τ n } forM x . Sincē
we have E xȲ x 0 ≥ lim inf n→∞ E x Y x τ ∧τn . Applying Fatou's lemma yields the desired inequalities.
Proposition 3.3. Assume that ψ satisfies (A1) and (3.4) for some x ∈ D. Then there is at most one solution of (3.8). Similarly, there is at most one solution of (3.7).
By the Meyer-Tanaka formula (see, e.g., [18, Theorem IV.68]),
By the above inequality and (3.10), E xȲ
In the same way we show that (−Ȳ t ) + = 0, t ≥ 0, P x -a.s. ThusȲ 1 =Ȳ 2 . ThatM 1 =M 2 andK 1 =K 2 now follows from uniqueness of the Doob-Meyer decomposition ofȲ 1 .
The proof of the second assertion is similar. Suppose that (Ȳ 1 ,M 1 ), (Ȳ 2 ,M 2 ) are solutions of (3.7). LetȲ =Ȳ 1 −Ȳ 2 ,M =M 1 −M 2 . Applying the Meyer-Tanaka formula yields
To prove thatȲ 1 =Ȳ 2 andM 1 =M 2 it suffices now to repeat the argument from the proof of the first assertion.
By (3.3) with T = n,
We putỸ
The proof of the following theorem is a modification of the proof of [14, Propositions 4.1, 4.2].
Theorem 3.4. Assume that ψ satisfies (A1) and (3.4) for some x ∈ D. Then there exists a unique solution (Ȳ x ,M x ) of (3.7) on (Ω, F, P x ). Moreover,
and for every q ∈ (0, 1), lim
Proof. Uniqueness follows from Proposition 3.3. The proof of the existence and (3.13)-(3.15) we divide into two steps.
Step 1. We shall prove some a priori estimates for the processȲ n and the difference δỸ :=Ỹ m −Ỹ n . Specifically, we shall prove that
16)
for every q ∈ (0, 1), and for every t ≥ 0,
By (3.12),
Moreover,
where V n t = 0, t < n, V n t = −Ȳ n n , t ≥ n. Hence
By the Meyer-Tanaka formula, for t < m we have
where sign(x) = 1 if x > 0 and sign(x) = −1 if x ≤ 0. Therefore, for t < m,
From this it follows that for t ∈ [0, m], 
Furthermore, δỸ m = 0 and |V m m | + |V n n | = |Ȳ m m | + |Ȳ n n | = e −rm ψ(X m ) + e −rn ψ(X n ). Therefore, for t ∈ [0, m] we have
from which (3.16) follows. By the above inequality and [2, Lemma 6.1],
which shows (3.17). To prove (3.18), we first observe that by the Meyer-Tanaka formula,
By the above inequality and (3.19), for t < n we have
On the other hand, for every t ≥ 0, Step 2. We will prove the existence of a solution of (3.7) and (3.14), (3.15) . From (3.4) and (3.16) it follows that Ȳ n −Ȳ m x,1 → 0 as n, m → ∞. Hence there exists a process Y x ∈ L 1 (P x ) of class D such that (3.14) is satisfied. By (3.4) and (3.16), lim n,m→∞ E x sup t≥0 |Ȳ n t −Ȳ m t | q → 0. Since the space D q (P x ) is complete, the last convergence and (3.14) imply thatȲ x ∈ D q (P x ) and (3.15) is satisfied. By (2.4) and (3.2),Ȳ n t ≤Ȳ n+1 t , t ≥ 0, P x -a.s. By this and (3.15), lim n→∞ 1 {e rtȲ n t ≤ψ(Xs)} = 1 {e rtȲ t≤ψ(Xs)} , t ≥ 0, P x -a.s. Hence lim n→∞ Φ(X t , e rtȲ n t ) = Φ(X t , e rtȲ t ), t ≥ 0, P x -a.s., (3.21) so applying Fatou's lemma we conclude from (3.18) that for every T > 0,
From (3.15) it follows thatȲ x T → 0 in probability P x as T → ∞. As a consequence, sinceȲ x is of class D, E xȲ x T → 0. Letting T → ∞ in (3.22), we therefore get (3.13). By (3.12),Ȳ
SinceM n is a martingale, it follows that
By Doob's inequality and (3.14), 
Letting T → ∞ and using (3.13) and the fact that lim T →∞ E xȲT = 0 yields
LetM x be a càdlàg version of the martingale
One can check that (Ȳ x ,M x ) is a solution of (3.7).
Remark 3.5. SinceM x is a version of (3.26), it follows from (3.13) and (A2)(b) that it is a closed martingale. Hence (see, e.g., [18, Theorem I.12] ),M x ∞ = lim t→∞M x t exists P x -a.s. andM x is a martinagale on [0, ∞]. Therefore (3.5) is satisfied P x -a.s. and E xM x ∞ = E xM x 0 = 0. As a result,
(3.27) Corollary 3.6. Let the assumption of Theorem 3.4 hold.
is a solution of (3.5).
(ii) Conversely, if (Ȳ x ,K x ,M x ) is a solution of (3.5), thenK x admits the representation (3.6).
Proof. To prove (i), we only have to show thatȲ x ,K x have the properties formulated in the second line of (3.8). By (3.15),Ȳ x t ≥L t , t ≥ 0, sinceȲ n t ≥ L t , t ∈ [0, n], for every n ≥ 1. ClearlyK x 0 = 0 andK x is continuous and increasing. Since we know thatȲ x t ≥L t , t ≥ 0, directly from the definition of Φ it follows thatK x satisfies the minimality condition. Part (ii) follows from (i) and the first part of Proposition 3.3.
Corollary 3.7. Assume that (A1), (A2) are satisfied. Then
(ii) lim T →∞ V T (t, x) = V (x) for all t ≥ 0 and x ∈ D. Moreover, for every x ∈ D,
Proof. By (2.4) and (3.1), V n (0, x) ≤ V (x), n ≥ 1, whereas by (3.2) and Theorem 3.4,
On the other hand, by Remark 3.2, E xȲ x 0 ≥ V (x), which proves the first part of (i). From (2.2) and (2.4) it follows that
, which equals V (x). This proves the first part of (ii). By (3.15) and (3.17), for every q ∈ (0, 1),
Letting q ↓ 0 yields (3.28). Finally, by (ii), for every
On the other hand, by (3.14) again, e rtȲ T t → e rtȲ x t P x -a.s. as T → ∞. Hence e rtȲ x t = V (X t ) P x -a.s. for every t ≥ 0, which proves the second part of (i) because the processes t → e rtȲ x t and V (X) are continuous.
Remark 3.8. (i) From Corollary 3.6(ii) and Corollary 3.7(i) it follows that the solution
(ii) The argument from the proof of [13, Proposition 5.6] shows that if ψ(x) > 0 for some x ∈ D, then {x ∈ D : V (x) = ψ(x)} ⊂ {x ∈ D : ψ(x) > 0}. ThereforeK can be written in the form
The value of "perpetual European option" with payoff function ψ is defined as V E (x) = lim T →∞ E x e −rt ψ(X T ). Under the assumption (A2) it is equal to zero. Therefore the next result can be called the early exercise premium formula for perpetual American options. This formula extends the corresponding formula for call option in one-dimensional model (see [10, (6.31 
)]).
Corollary 3.9. Assume that (A1), (A2) are satisfied. Then for every x ∈ D,
Proof. Follows immediately from (3.27) and Corollary 3.7(i) and Remark 3.8(ii).
Lemma 3.10. Assume (A1). Then
(ii) For all x ∈ D, T > 0 and t
, is defined by (2.2) with x i replaced by y i . Let x, y ∈ D. By (2.4),
This and Corollary 3.7 imply that we also have
, this proves (ii).
Analytical characterization of the value function
Let ̺(x) = (1+|x| 2 ) −γ with γ > (2+d)/4. By an elementary calculation,
for some c > 0. Define
and for φ, ϕ ∈ C ∞ 0 (D) set Definition. We say that v ∈ H 1 ̺ (D) is a variational solution of the semilinear problem
and the equation in (3.31) is satisfied in the weak sense, i.e. for every ϕ ∈ H 1 ̺ (D), 
̺ , so from (3.32) it follows that
where B BS is defined as B BS ̺ but with ̺ = 1. Therefore v is a weak solution, in the space Theorem 3.12. Assume that (A1), (A2) and (3.30) are satisfied. Then V is a variational solution of (3.31).
In [12] it is proved that for every T > 0, V T ∈ W ̺ and V T is a variational solution of the Cauchy problem
i.e. V T ≥ ψ and (3.34) is satisfied in the weak sense. In particular, for any η ∈
where V t (t) = V T (t, ·), η(t) = η(t, ·) and ·, · denotes the duality pairing between
By Corollary 3.7(ii), for every x ∈ D, V T (0, x) → V (x) and V T (1, x) → V (x), so applying the dominated convergence theorem we get 
pointwise, so applying the dominated convergence theorem we get (jakies ograniczenia na Ψ − ).
From (3.35)-(3.38) it follows that V satisfies (3.32) for ϕ ∈ C ∞ c (D), and hence for ϕ ∈ H 1 ̺ by an approximation argument. Clearly V ≥ ψ, so V is a solution of (3.31).
Before stating the uniqueness result, we note that under the assumptions on ψ and δ 1 , . . . , δ d stated in Remark 3.1(ii), e −rt P t V (x) → 0 as → ∞. Proposition 3.13. Under the assumptions of Theorem 3.12 there is at most one variational solution v of (3.31) such that lim t→∞ e −rt P t v(x) = 0 for every x ∈ D.
Proof. Let v 1 , v 2 be two solutions of (3.31) such that lim t→∞ e −rt P t v k (x) → 0, x ∈ D, k = 1, 2, and let v = v 1 − v 2 . DefineL as in Proposition 3.11 and setṽ(x) = v(e x ). Then v(X) =ṽ(Z), where Z = (Z 1 , . . . , Z d ), Z i t = ln x i +(r−δ i −a ii /2)t+ d j=1 σ ij B j 0,t , t ≥ 0. Choose an increasing sequence {U n } of bounded open sets such thatŪ n ⊂ U n+1 and n≥1 U n = D and set τ n = inf{t > 0 : X t / ∈ U n } = inf{t > 0 : Z t / ∈Ũ n }, wherẽ U n = {x ∈ R d : e x ∈ U }. Sinceṽ ∈ H 2 (Ũ n ), by the extension of Itô's formula proved by Krylov (see [15, Since P x (X t ∈ D, t ≥ 0) = 1, τ n → ∞ P x -a.s. as n → ∞. Therefore letting n → ∞ in (3.39) shows that it holds true with t ∧ τ n replaced by t. Repeating now the argument from the proof of Proposition 3.3 we show that E xȲ + 0 ≤ E xȲ + t , t ≥ 0. In much the same way we show that E xȲ − 0 ≤ E xȲ − t , t ≥ 0. Hence E x |Ȳ 0 | ≤ E x |Ȳ t | = e −rt E x |v(X t )| = e −rt P t |v|(x), which converges to zero as t → ∞. Thus |v(x)| = E xȲ0 = 0.
Note that in case of American call and American put on single asset explicit formulas for the solution of (3.31) are known (see, e.g., [8, 10, 16, 19] ).
Examples
Below we give examples of payoff functions satisfying (A1), (A2) and (3.30) . In all the examples Ψ − is computed in the subset D ∩ {ψ > 0} (see Remark 3.8(ii)). 
