We study the connectedness structure of the proper Pareto solution sets, the Pareto solution sets, the weak Pareto solution sets of polynomial vector variational inequalities, as well as the connectedness structure of the efficient solution sets and the weakly efficient solution sets of polynomial vector optimization problems. By using the Tarski-Seidenberg Theorem with quantifiers, we are able to prove that these solution sets are semi-algebraic without imposing the Mangasarian-Fromovitz constraint qualification on the system of constraints. Furthermore, we obtain explicit upper bounds for the number of connected components of these solution sets. Thus, the present paper develops an idea suggested by D.S. Kim, T.S. Pham, and N.V. Tuyen [https://arxiv.org/abs/1611.07108, 22 November 2016; Remark 3.2], and gives some refinements and extensions for the results of N.
solution existence, structure of the solution sets, and solution stability of vector optimization problems.
Recently, applying several results from real algebraic geometry [3] (see also [4] and [5] ) on semi-algebraic sets and a scalarization method (see, e.g., [2] ), Huong, Yao, and Yen [6] have established several new results on the connectedness structure of the solution sets of polynomial vector variational inequalities whose constraint sets satisfy the Mangasarian-Fromovitz constraint qualification [7] at every feasible point. One of their theorems asserts that the solution sets have finitely many connected components. It is worthy to stress that the powerful approach used in [6] was first proposed and employed by the authors in [8] . The interested reader is referred to the survey paper [9] for an elementary introduction to some new results on vector variational inequalities in connection with vector optimization problems. Observe that the notion of polynomial vector variational inequality was given in [6] .
By using the Tarski-Seidenberg Theorem in the first-order formula language, called the Tarski-Seidenberg Theorem in the third form, we will directly prove that the Pareto solution sets, the weak Pareto solution sets, and the proper Pareto solution sets of a polynomial vector variational inequality are semi-algebraic without imposing the Mangasarian-Fromovitz constraint qualification on the system of constraints. Moreover, by invoking a result from [4] on semi-algebraic sets, an explicit upper bound for the number of connected components in the proper Pareto solution sets and the weak Pareto solution sets of polynomial vector variational inequalities are given.
In recent years, the usage of semi-algebraic multifunctions in optimization theory (see, e.g., [10] and [11] ) has produced important results. Herein, we will prove that the basic multifunction associated to a polynomial vector variational inequality is semi-algebraic.
Our paper can be considered as a new attempt to study the connectedness structure of the solution sets of polynomial vector variational inequalities. Some results concerning the connectedness structure of the solution sets of polynomial vector optimization problems are also obtained.
We are indebted to Prof. H.V. Ha for a valuable discussion leading to this investigation. Note that the Tarski-Seidenberg Theorem in the third form has been employed by Kim, Pham, and Tuyen [12, Remark 3.2] for improving some results of [6] on polynomial vector optimization problems.
The present paper has 4 sections. Section 2 is devoted to some definitions, notations, and auxiliary results on vector variational inequalities and semialgebraic sets. Section 3 studies polynomial vector variational inequalities in a general form and gives an explicit upper bound for the number of connected components in the proper Pareto solution sets and weak Pareto solution sets. The last section establishes several properties of the solution sets of polynomial vector optimization problems.
Preliminaries
The scalar product of x, y from IR n is denoted by x, y . Let K ⊂ IR n be a nonempty subset and F : K → IR n a vector-valued function. The variational inequality defined by F and K is the problem
The corresponding solution set is denoted by Sol(VI).
Given m vector-valued functions F l : K → IR n (l = 1, . . . , m), we put F = (F 1 , . . . , F m ) and define
Denoting the nonnegative orthant of IR m by C = IR m + , we call the problem
where the inequality means −F (x)(y − x) / ∈ C \ {0}, the vector variational inequality defined by F and K. The solution set of (VVI), called the Pareto solution set, is abbreviated to Sol(VVI). One associates to (VVI) the problem
where the inequality means −F (x)(y − x) / ∈ int C and intC stands for the interior of C. The solution set of (VVI) w , called the weak Pareto solution set, is denoted by Sol w (VVI).
The
Consider the standard simplex
whose relative interior is given by ri ∆ = {ξ ∈ ∆ : ξ l > 0, l = 1, ..., m}. For each ξ ∈ ∆, consider the variational inequality
and denote its solution set by Sol(VI) ξ . If x ∈ Sol(VI) ξ for some ξ ∈ ri ∆, then x is said to be a proper Pareto solution of (VVI). The proper Pareto solution set of (VVI) is abbreviated to Sol pr (VVI). The relationships between the solution sets of (VVI) are as follows.
Theorem 2.1 (see [2] ) If K is closed and convex, then
As in [13] , we associate to (VVI) the basic multifunction Φ : ∆ ⇒ IR n with Φ(ξ) := Sol(VI) ξ . If K is closed and convex, according to Theorem 2.1, Sol pr (VVI) = Φ(ri ∆) and Sol w (VVI) = Φ(∆). So, the basic multifunction Φ is an effective tool to investigate the solution sets of (VVI).
To proceed furthermore, we need to recall several results on semi-algebraic sets and functions. Definition 2.1 (see [4] ) A set in IR n is called semi-algebraic if it is the union of finitely many subsets of the form
where ℓ, m are natural numbers, and f 1 , . . . , f ℓ , g ℓ+1 , . . . , g m belong to the ring IR[x 1 , . . . , x n ] of polynomials with real coefficients.
The semi-algebraic property is preserved under the operations of taking finite union, intersection, sets minus, and topological closure within the family of semi-algebraic sets. Moreover, the Tarski-Seidenberg Theorem asserts that these sets are stable under linear projections. The Tarski-Seidenberg Theorem in the second form is formulated as follows.
Theorem 2.2 (see [4] , Tarski-Seidenberg Theorem in the second form) If S ⊂ IR n+1 is a semi-algebraic set and π : IR n+1 → IR n is the projection defined by π(x 1 , ..., x n , x n+1 ) = (x 1 , ..., x n ), then the set π(S) is semi-algebraic.
To present the Tarski-Seidenberg Theorem in the third form, which is the main tool of our subsequent investigations, we have to describe semi-algebraic sets via the language of first-order formulas [4] .
A first-order formula (with parameters in IR) is obtained by the induction rules:
(i) If p ∈ IR[X 1 , ..., X n ], then p > 0 and p = 0 are first-order formulas; (ii) If P, Q are first-order formulas, then "P and Q", "P or Q", "not Q", which are denoted respectively by P ∧ Q, P ∨ Q, and ¬Q, are first-order formulas; (iii) If Q is a first-order formula, then ∃X Q and ∀X Q, where X is a variable ranging over IR, are first-order formulas.
Formulas obtained by using only the rules (i) and (ii) are called quantifierfree formulas. Clearly, a subset S ⊂ IR n is semi-algebraic if and only if there is a quantifier-free formula Q S (X 1 , ..., X n ) such that (x 1 , ..., x n ) ∈ S if and only if Q S (x 1 , ..., x n ).
In this case, Q S (X 1 , ..., X n ) is said to be a quantifier-free formula defining S. Theorem 2.3 (see [4] , Tarski-Seidenberg Theorem in the third form) If Q(X 1 , ..., X n ) is a first-order formula, then the set
is a semi-algebraic set.
By applying Theorem 2.3, we now show that the solution set of a polynomial variational inequality is semi-algebraic. The reasoning used here will be applied repeatedly later on.
., x n ], l = 1, ..., m, and K is a semi-algebraic set, then Sol(VI) is a semi-algebraic set. Indeed, the solution set is defined by
Let Q Sol (X) be the first-order formula
where Q K (X) is a quantifier-free formula defining K. Clearly, x ∈ Sol(VI) if and only if Q Sol (x). So, Sol(VI) is a semi-algebraic set by Theorem 2.3.
A topological space S is said to be connected if it cannot be represented as S = U ∪ V , where U and V are nonempty disjoint open sets of S. A nonempty subset A ⊂ S is said to be a connected component of S if A, equipped with the induced topology, is connected and it is not a proper subset of any connected subset of S. The cardinal number of the set of connected components of S is denoted by χ(S).
A topological space S is said to be path connected if, for every x, y in S, there is a continuous mapping γ : [0, 1] → S such that γ(0) = x and γ(1) = y. Any path connected topological space is connected, but the converse is not true. However, if S ⊂ IR n is a semi-algebraic set, then the two connectedness properties are equivalent; see, e.g., [3, Theorem 2.4.5 and Proposition 2.5.13].
It is well known that any semi-algebraic set has finitely many connected components. Moreover, one can have an upper estimate for the number of the connected components.
Theorem 2.4 (see [4] , Proposition 4.13) Let S be the solution set of a system of m polynomial equations and inequalities in n variables of degree at most d ≥ 2. Then, the inequality
is valid.
If d = 1, then the polynomials in question are affine; so S is convex and we have χ(S) ≤ 1. This inequality agrees with formula (4). Thus, the upper bound provided by Theorem 2.4 is true for any d ≥ 1.
3 Polynomial vector variational inequalities Definition 3.1 (see [6] ) One says that (VVI) is a polynomial vector variational inequality and denotes it by (PVVI) if all the components of the operators F l = (F l1 , ..., F ln ), l = 1, ..., m, are polynomials and the constraint set K is semi-algebraic.
Without assuming that K is closed or K satisfies a regularity condition, let us prove that the Pareto solution set and the weak Pareto solution set of (PVVI) are semi-algebraic. The following result is a significant improvement of the first and the third assertions of Theorem 3.3 in [6] . The proof is based on some new arguments.
Theorem 3.1 Both solution sets Sol w (PVVI) and Sol(PVVI) are semi-algebraic. So, they have finitely many connected components and each of these components is path connected.
Proof We first prove that Sol w (PVVI) is semi-algebraic. Recall that
if and only if a belongs to the union of the closed half-spaces
For each l ∈ {1, ..., m}, since all the components of F l (x) are polynomials in the variables x 1 , ..., x n , the scalar product F l (x), y − x is a polynomial in the variables x 1 , ..., x n , y 1 , ..., y n . Hence, the expressions
are quantifier-free formulas. In addition, since K is a semi-algebraic set in IR n , there exists a quantifier-free formula in n variables Q K (X 1 , ..., X n ) defining K. So, thanks to (5), x ∈ Sol w (PVVI) if and only if Q w (x 1 , ..., x n ), where Q w (X 1 , ..., X n ) is the following first-order formula
According to Theorem 2.3, Sol w (PVVI) is a semi-algebraic set. Similarly, the Pareto solution set can be represented as follows: Hence, the set Sol(PVVI) can be described as
So, we have x ∈ Sol(PVVI) if and only if Q(x 1 , ..., x n ), where Q(X 1 , ..., X n ) is the following first-order formula in n variables
Therefore, Sol(PVVI) is a semi-algebraic set by Theorem 2.3. ⊓ ⊔ Remark 3.1 The convexity of K has not been used in the preceding proof.
The next statement refines and extends the second assertion of Theorem 3.3 in [6] . Proof Since ri ∆ = θ = (θ 1 , . . . , θ m ) ∈ ∆ : θ l > 0, l = 1, ..., m is a semialgebraic set in IR m , there exists a quantifier-free formula Q ri ∆ (Θ) in the variables Θ 1 , ..., Θ m defining ri ∆. By definition,
So, x ∈ Sol pr (PVVI) if and only if Q pr (x 1 , ..., x n ), where Q pr (X 1 , ..., X n ) is the following first-order formula
Hence, Theorem 2.3 allows us to conclude that the set Sol pr (PVVI) is semialgebraic.
⊓ ⊔
Let S ⊂ IR m be a semi-algebraic set. Following [11] , we say that a multifunction Ψ : S ⇒ IR n is semi-algebraic if its graph
is a semi-algebraic set in IR m+n . Proof Since the standard simplex ∆ is a semi-algebraic set in IR m , there is a quantifier-free formula Q ∆ (Θ) in variables Θ 1 , ..., Θ m defining ∆. We see that
Consider the first-order formula
where C(Θ, X, Y ) has been defined in (6) . Clearly, (θ, x) ∈ gph Φ if and only if Q Φ (θ, x). According to Theorem 2.3, gph Φ is a semi-algebraic set. This means that the multifunction Φ is semi-algebraic. ⊓ ⊔ Theorems 3.1 and 3.2 already show that each of the three solution sets of (PVVI) has a finite number of connected components. Herein, we want to give an explicit upper bound for the number of connected components. For doing so, we will need Proposition 1.3.4 from [14] , which requires the Abadie constraint qualification. Let us recall this concept and the related notions of tangent cones.
The Bouligand tangent cone (see, e.g., [ If Ω is represented by finitely many differentiable inequalities and equations
then the linearization cone (see, e.g., [14, p. 17] ) of Ω at x is defined by
with I(x) := {i ∈ I : g i (x) = 0} denoting the active index set at x.
Definition 3.2 (see [14] , p. 17) One says that Ω satifies the Abadie constraint qualification (ACQ) at x ∈ Ω if L Ω (x) = T Ω (x).
Note that (ACQ) is one of the most general constraint qualifications. If (ACQ) holds at every point of Ω, then the Karush-Kuhn-Tucker conditions can be applied to variational inequalities with the constraint set Ω. Proposition 3.2 (see [14] , Proposition 1.3.4) Assume that the constraint is given by (7) , where g i (x), i ∈ I, are convex and continuously differentiable and h j (x), j ∈ J, are affine. If Ω satisfies the (ACQ), then x ∈ Sol(VI) if and only if there exists λ ∈ IR |I| and µ ∈ IR |J| such that
Relying on this result and Theorem 2.4, we can give explicit upper bounds for the numbers of connected components of the solution sets of polynomial vector variational inequalities as follows.
Theorem 3.3 Assume that the set K is given by
where g i (x), i ∈ I, are convex polynomials and h j (x), j ∈ J, are affine in n variables. If K satisfies the (ACQ), then the number of the connected components of Sol w (PVVI) (resp., Sol pr (PVVI)) does not exceed
and d = max i∈I, j∈J, l=1,...,m, k=1,...,n
Proof By Proposition 3.2, x ∈ Sol(VI) ξ if and only if there exist λ ∈ IR |I| and µ ∈ IR |J| such that
Let Ω be the set of all (x, ξ, λ, µ) ∈ K × ∆ × IR |I| + × IR |J| such that the conditions in (11) are satisfied. The last equation in (11) can be rewritten as
Recall that
Clearly, Ω is a semi-algebraic set determined by m + n + 2 + 2|I| + |J| polynomial equations and inequalities in m + n + |I| + |J| variables, whose degrees do not exceed the number d defined by (10) . Thanks to Theorem 2.1, Sol w (PVVI) = π 1 (Ω), where π 1 is the projection IR n+m+|I|+|J| → IR n defined by π 1 (x, ξ, λ, µ) = x. Thus,
For getting the upper bound for χ(Sol pr (PVVI)), one can proceed similarly as in the previous proof. (The only change is that instead of ξ ∈ ∆ one considers ξ ∈ ri ∆.) ⊓ ⊔ Remark 3.2 By using a technique concerning pseudo-faces and the Mangasarian-Fromovitz constraint qualification as in [6] , we also can obtain upper bounds for the numbers of connected components of these solution sets. However, such bounds may be bigger than the number in (9) . The reason is that K has 2 n pseudo-faces. 
Clearly, K satisfies all the assumptions of Proposition 3.2 and the Abadie constraint qualification(ACQ) at each point of K. So, we have x ∈ Sol(VI) ξ if and only if there exist λ ∈ IR + such that
The first equality means that 0 2ξ 1 − 1 1 − 2ξ 1 0
Consider the following two cases.
(a) x ∈ int K. Since g(x) < 0 and λg(x) = 0, we have λ = 0. Hence, (12) becomes 0
Combining these facts, we obtain
(b) x ∈ ∂K := K \ int K. We have g(x) = 0 and λ ≥ 0. Solving (12) we obtain
Combining these facts yields
So, the basic multifunction is given by
According to Theorems 3.1 and 3.2, both solution sets Sol w (P) and Sol pr (P) are semi-algebraic. Moreover, each solution set has two connected components and each component is path connected and unbounded.
Polynomial vector optimization problems
In this section, we will study polynomial vector optimization problems and obtain some topological properties of the solution sets. First, let us specify several solution concepts from [15] to polynomial vector optimization problems. Suppose that K ⊂ IR n is a nonempty closed semi-algebraic subset and f 1 , . . . , f m : IR n → IR are polynomial functions. The vector minimization problem with the constraint set K and the vector objective function f := (f 1 , . . . , f m ) is written formally as follows:
A point x ∈ K is said to be a Pareto solution of (PVP) if f (y) − f (x) does not belong to − IR m + \{0} for all y ∈ K. It is said to be a weak Pareto solution of (PVP) if f (y) − f (x) does not belong to − int IR m + for all y ∈ K. The Pareto solution set and the weak Pareto solution set of (PVP) are respectively abbreviated to Sol(PVP) and Sol w (PVP).
We For every l = 1, . . . , m, since f l (x) is a polynomial in the variables x 1 , ..., x n , f l (y)− f l (x) is a polynomial in the variables x 1 , ..., x n , y 1 , ..., y n . So the expression f l (Y ) − f l (X) ≥ 0 is a quantifier-free formula. Since K is a semi-algebraic set in IR n , there exists a quantifier-free formula in n variables Q K (X 1 , ..., X n ) defining K. So, x belongs to Sol w (PVP) if and only if Q w (x 1 , ..., x n ), where Q w (X 1 , ..., X n ) is the following first-order formula in n variables
Therefore, by Theorem 2.3, Sol w (PVVI) is a semi-algebraic set. Analogously, the Pareto solution set Sol(PVP) is described as
Hence, x ∈ Sol(PVP) if and only if Q(x 1 , ..., x n ), where Q(X 1 , ..., X n ) is the following first-order formula in n variables Put F i (x) = ∇f i (x), with ∇f i (x) denoting the gradient of f i at x. For any ξ ∈ ∆, we consider the parametric variational inequality (VI) ξ , which now becomes
Assume that K is closed convex. According to [2, Theorem 3.1(i)], if x is a weak Pareto solution of (PVP), then there is ξ ∈ ∆ with x ∈ Sol(VI) ξ .
If x ∈ K and there exists ξ ∈ ∆ such that x ∈ Sol(VI) ξ , then x is said to be a stationary point of (PVP). If x ∈ K and there is ξ ∈ ri∆ with x ∈ Sol(VI) ξ , then we call x a proper stationary point of (PVP). The stationary point set and the proper stationary point set of (PVP) are respectively abbreviated to Stat(PVP) and Pr(PVP). From these definitions it follows that 
Theorem 4.2 Assume that the constraint set K is given by (8) , where the functions g i (x), i ∈ I, are convex polynomials and the functions h j (x), j ∈ J, are affine. If the (ACQ) is satisfied at every point of K, then the following properties hold:
(a) The number of the connected components of Stat(PVP) (resp., Pr(PVP)) does not exceed
where d := max i∈I, j∈J, l=1,...,m, k=1,...,n deg h j , deg g i , deg ∂f l ∂x k + 1.
(b) If all the functions f i are convex, then the number of the connected components of Sol w (PVP) does not exceed the number given in (15) .
Proof The first assertion follows from (13) and Theorem 3.3. The second one is a consequence of (14) and Theorem 3.3. ⊓ ⊔ Example 4.1 Consider the bicriteria optimization problem (VOP) in IR 2 , with the constraint K = {x ∈ IR 2 : −x 1 ≤ 0} and two polynomial functions given by f 1 (x) = 1 4 x 4 1 − x 2 , f 2 (x) = 1 3 x 3 2 − x 1 . It is easy to check that f 1 is convex over IR 2 and f 2 is convex over the closed-half space K. So, both of them are convex on K. To find the Pareto solution set and the weak Pareto solution set of (VOP), we will solve the bicriteria variational inequality (VVI) derived from the optimization problem. The gradients of f 1 , f 2 at x are given by
Since (ACQ) is satisfied at each point of K, by Proposition 3.2 we know that x ∈ Sol(VI) ξ if and only if there exist λ ∈ IR + such that the following equation and the inequality are satisfied:
The first equation can be rewritten as
Consider the following two cases:
(i) x ∈ int K. Then we have g(x) < 0 and λ = 0. Therefore,
: ξ 1 ∈ 0, 1 .
(ii) x ∈ ∂K = x ∈ IR 2 : −x 1 = 0 . Then we have g(x) = 0 and λ ≥ 0. System (16) leads to ∂K ∩ Sol w (VVI) = ∅.
Hence, the basic multifunction of (VVI) is given by
Thus, Sol pr (VVI) = Sol w (VVI). According to (13) , the Pareto solution set and the weak Pareto solution set of (VOP) coincide. Here we have Sol(VOP) = Sol w (VOP) = (x 1 , x 2 ) ∈ IR 2 :
This is an unbounded, connected semi-algebraic set. 
