This paper is concerned with finite groups G(•) and G(
Survey of results
If G(•) and G( * ) are groups of finite order n with d(•, * ) ≤ n 2 /9, then there must be G(•) ∼ = G( * ). This was proved in [2] by a combinatorial argument that uses the associativity of • and * in many ways, but never refers to the subgroup structure of any of the both groups. It was conjectured in [2] that G(•) ∼ = G( * ) follows already from d(•, * ) < n 2 /4, and Donovan, Praeger and Oates-Williams constructed in their common paper [1] a number of 2-groups with d(•, * ) = n 2 /4. Several such examples can be found in [2] as well. All published cases share the following conditions (1) and (2): (1) There exists S < G such that x • h = x * h and h • x = h * x, for all h ∈ S and x ∈ G. Note that (1) and (2) imply a weaker condition (3) There exists H ≤ G(•), S < H and |H : S| = 2, such that d(α, β) = |S| 2 for all (α, β) ∈ L • (H) × R • (H).
Theorem 1.1 Suppose that G(•)
and G( * ) are finite groups which satisfy (1) and (2) . Then S and H can be chosen in such a way that S is normal in both G(•) and G( * ), and that G(•)/S ∼ = G( * )/S is either cyclic or dihedral (the elementary abelian group of order four is to be regarded as a dihedral group here).
This theorem is the main result of [5] . It was discovered in the context of an ongoing research of 2-groups that can be placed at quarter distance. Such a phrase will be used for two groups G 1 and G 2 of order n, for which there exist groups
Lemma 1.2 Suppose that groups G(•) and G( * ) have the common unit. Then both U = {u ∈ G; u • x = u * x for all x ∈ G} and V = {v ∈ G; x • v = x * v for all x ∈ G} are subgroups of G(•) and G( * ).
The rest is easy. P If U and V are of index 2, then either U = V , or S = U ∩ V is of index 4 in G. If U = V , then G/U is cyclic of order 2, and if U = V , then G/S is elementary abelian of order 4. If G is finite of order n and d(•, * ) = n 2 /4, then these situations correspond to the most simple situations described by Theorem 1.1.
One can also start from a group G = G(·), from its subgroups U and V of index 2, and from an element h ∈ G that satisfies some additional conditions, and define an operation * as follows:
The operation * is a group operation in both these constructions.
The above statement can be directly verified. As an example, let us consider the case when U = V and x, y, z ∈ G \ (U ∪ V ). This set is one of the four cosets of G/S, S = U ∩ V , and hence its every element, say z, can be expressed as uv, where u ∈ U \ V and v ∈ V \ U . Thus hz = huv = uh −1 v = uvh = zh. There is x * y = xyh −1 ∈ S and y * z = yzh −1 ∈ S, by the definition of * . Therefore x * (y * z) = x(y * z) = xyzh −1 = xyh −1 z = (xyh −1 ) * z = (x * y) * z.
Properties of the groups thus constructed are discussed in [8] . If U and V are defined as in Lemma 1.2, and if they are of index 2, with d(•, * ) = n 2 /4 and n = |G|, then G( * ) can be always derived from G(•) by one of the above constructions (a fact, which is not difficult to prove).
Let us now consider, for n a power of two, a graph with vertices corresponding to all isomorphism types of n-element groups, and with edges connecting those groups that can be placed at quarter distance. Computations done by Natalia Zhukavets and Martin Bálek show that this graph is connected when n ≤ 32 (and it is conjectured that it is connected for all powers of two).
The constructions of Proposition 1.3 establish the connectivity for n ≤ 16, and in the case n = 32 they suffice to interconnect all groups but one. The exceptional group (cf. [8] ) is made adjacent to the rest by a construction that reverses Theorem 1.1 in the case when G/S is cyclic of order 4. This method (which we do not describe here, but which is similar to methods of Proposition 1.3) can be generalized to the case when G/S is a cyclic group of order m ≥ 4, m a power of two, and then another method corresponds to the case when G/S is a dihedral group of order 2m. If G(•) and G( * ) satisfy the assumptions of Theorem 1.1, and n = |G| is a power of two, then G( * ) can be obtained from G(•) by one of the above mentioned methods [5] . Nevertheless, all these methods together do not suffice to show the connectivity of the quarter distance graph if n = 64. They yield two components, one of which has only 8 vertices, and thus there must exist also other constructions, if the conjecture about connectivity holds. The search for such a construction can be guided by the following result [6] : One can easily prove that (1) and (3) imply (2), if S ¡ G(•). This suggests that any further constructions of the quarter distance are extensions of a construction that corresponds to Theorem 1.1.
We shall finish this section by pointing out another aspect of the case d(•, * ) < n 2 /4, where G(•) and G( * ) are 2-groups of order n. The proof of isomorphism published in [4] guarantees the existence of τ : G(•) ∼ = G( * ), but does not say anything about the number of x ∈ G with τ (x) = x. It turns out [7] that this number has to be greater than (3 + 1/ √ 3)n/4 ≈ 0.89n. This means that for a given 2-group G(•) one obtains all groups G( * ) with d(•, * ) < n 2 /4 just by permuting a small subset of G.
Inequalities and examples
The main results of [4] and [6] are based on a complex induction process that builds an isomorphism G(•) ∼ = G( * ) by coupling (through an isomorphism) each 2-subgroup of G(•) with a unique 2-subgroup of G( * ). This coupling is first done for subgroups of order 2, and then extended, step by step, to subgroups of the double order. Each step is divided, in fact, into two substeps. If there is given σ : S ∼ = T , where S < G(•) and T < G( * ), and if there is given H ≤ G(•), where S < H and |H : S| = 2, then one first determines a (unique) K ≤ G( * ) with T < K and |K : T | = 2, and then constructs a (unique) isomorphism τ :
The uniqueness is to be understood with respect to a system of inequalities which are devised in such a way that the object (i.e., a subgroup or an isomorphism) which is being selected is the only one which fulfils the respective inequalities.
We shall say more about inequalities that govern the choice of the isomorphism. For an isomorphism σ : S ∼ = T , where S ≤ G(•) and T ≤ G( * )
The importance of σ ≡ and ≡ σ follows from [4, Proposition 4.4], which is here rephrased in the following way:
For α ∈ L • (S) consider the greatest block A ⊆ α of ≡ σ , and put ϕ σ (α) = |A| − s/2. Similarly, ψ σ (β) = |B| − s/2, where B ⊆ β is a block of σ ≡ of the maximal size, β ∈ R • (S). If |S| = s is a power of two, then
by [4, Proposition 4.11 ]. This inequality does not have to hold, if S is not a 2-group. If S is a 2-group, then this inequality is an important tool for a selection of σ such that ϕ σ (α) > n/4, α ∈ L • (S), and ψ σ (β) > n/4, β ∈ R • (S). One can ask why one does not work directly with sizes |A| and |B|, and why they are adjusted by the subtraction of s/2. There is no reason other than the fact that inequality ( * ) can be manipulated more easily when the adjusted values are used, and that its interaction with other necessary inequalities is then more transparent.
There are reasons to believe that
holds in every p-group, p a prime. Inequality ( †) coincides with ( * ), if p = 2, and will be verified in Section 3 for the case s = 3. For other cases it is to be regarded as a conjecture. The potential proof is complicated by the need to exclude configurations that point to the existence of a q-element subgroup, q a prime smaller than p. No such configurations interfere when p = 2, and that is why one can prove ( * ) just by arguments that involve only basic Latin square properties and a straightforward induction.
If G(+) = Z p ×Z p , and G(·) is a cyclic group on Z p ×Z p , where (1, 0) i+pj = (i, j), then d(+, ·) = p 3 (p − 1)/2 = p 4 /(2π). This was observed in [2, Example 7.3] , and was an inspiration to the conjecture that d(•, * ) < n 2 /(2π) implies G(•) ∼ = G( * ) when p is the least prime dividing n = |G| (see also [3, Conjecture 3.1] ). We shall now show that this conjecture is false when p ≥ 3. The construction is embarrassingly simple. Proposition 2.2 Let p ≥ 3 be an odd integer, and put C = {(−p + 1)/2, . . . , −1, 0, 1, . . . , (p−1)/2}, and consider it as an abelian group with addition modulo p. Define on C ×C, in addition to the additive structure, a multiplicative structure of a cyclic group by setting
, and let us have j, y ∈ C. Then (i, j) · (−x, y) = (1, 0) (i−x)+p(j+y) , where j + y ∈ C is computed modulo p. We obtain (i, j) · (−x, y) = (i, j) + (−x, y), as i − x ∈ C. Furthermore, (i, j) · (x, y) = (1, 0) (i+x)+p(j+y) , and we see that (i, j) · (x, y) = (i, j) + (x, y) just when i + x ≥ (p + 1)/2. This occurs in (p 2 − 1)/8 cases, and the same number of inequalities is obtained from the products of (−i, j) and (−x, y). There are p 2 choices of (j, y), and hence d(+, ·) = p 2 (p 2 − 1)/4 as required. P Corollary 2.3 Let p be an odd prime, n ≥ 1 an integer, and suppose that p 2 divides n. Then there exist nonisomorphic groups G(•) and G( * ), n = |G|, such
Proof Consider groups from Proposition 2.1, and their product with a common group of order n/p 2 . P
Computations
The purpose of this section is to provide starting steps for treatments of distances of 3-groups, to about the same extent as [3] initiated the study of distances of 2-groups.
Lemma 3.1 Let G(•) and G( * ) be groups, and let S ≤ G(•) be a subgroup of order 3. Then d(α, β) = 1 for all α ∈ L • (S) and β ∈ R • (S).
Proof Start from the contrary, and let w ∈ α • β, u i ∈ α and v i ∈ β, 1 ≤ i ≤ 3, be such that
, and the quadrangle criterion gives
and G( * ) be groups of an odd order, and let σ : S ∼ = T be an isomorphism, where S ≤ G(•) and T ≤ G( * ) are subgroups of order 3. Then
Proof Put a = ϕ Let us first have a = 2. Then only the case b = 1 requires our attention. We shall show that for all w ∈ α • β there exists (x, y) ∈ α × β with w = x • y = x * y. Consider y 1 ∈ B and y 2 ∈ β \ B, and choose
There cannot be both w = x 1 * y 1 and w = x 2 * y 2 , by Lemma 2.1
The case b = 2 is similar, and hence we can assume a = b = 1. Define x ∈ α and y ∈ β as the only elements out of A and B, respectively, and put w = x • y. Determine α ′ , α ′′ ∈ L * (T ) by A ⊆ α ′ and x ∈ α ′′ , and determine β ′ , β ′′ ∈ R * (T ) by B ⊆ β ′ and y ∈ β ′′ . Note that a = 1 = b imply α ′ = α ′′ and β ′ = β ′′ . The set (α ′′ * β ′ ) ∩ (α ′ * β ′′ ) contains the set x * B = x • B = A • y = A * y, and hence it has at least two elements. Its size has to divide the order of T (cf. [4, Lemma 1.2]), and thus α ′′ * β ′ = α ′ * β ′′ . There is w ∈ (α ′ * β ′ ) ∩ (α ′′ * β ′′ ), and therefore there exists, by [4, Lemma 1.3], a 6-element subgroup K ≤ G( * ) with α ′ ∪ α ′′ ∈ L * (K) and β ′ ∪ β ′′ ∈ R * (K), a contradiction to the assumption that G is of an odd order. P Lemma 3.3 Consider isomorphisms σ i : S ∼ = T i , i ∈ {1, 2}, where S ≤ G(•) and
Proof Let A i ⊆ α be the corresponding blocks of maximal size, i ∈ {1, 2}. If |A 1 ∩A 2 | ≥ 2, then there necessarily T 1 = T 2 , and also σ 1 = σ 2 . Hence |A 1 |+|A 2 | ≤ 4, and the rest is clear. P Proposition 3.4 Let G(•) and G( * ) be groups of an odd order n, and assume d(•, * ) < 2n 2 /9. Then for every S ≤ G(•), |S| = 3, there exists a unique T ≤ G( * ), for which one can find a (unique) isomorphism σ : S ∼ = T with ϕ
σ (α) > n/3, α ∈ L • (S).
Proof We assume d(•, * ) < (n/3)(2n/3), and therefore there has to exist β ∈ R • (S) with d(G, β) < 2n/3. This means that d(α, β) < 2 for some α ∈ L • (S), and thus d(α, β) = 0, by Lemma 3.1. However, d(α, β) = 0 clearly implies the existence of T ≤ G( * ) with (α, β) ∈ L * (T ) × R * (T ), and the existence of such a σ : S ∼ = T that ϕ σ ′ (α)) ≤ 2n/3, and hence S determines exactly one pair (σ, T ) that satisfies requirements of the proposition. P Proposition 3.4 yields a bijection between 3-element subgroups of G(•) and G( * ), as it can be applied in both directions. Elementary abelian 3-groups have more subgroups of order 3 than every other group of the same order, and we can thus state: 
