We investigate co-indexed groups, that is groups whose co-word problem (all words defining nontrivial elements) is an indexed language. We show that all Higman-Thompson groups and a large class of tree automorphism groups defined by finite automata are co-indexed groups. The latter class is closely related to dynamical systems and includes the Grigorchuk 2-group and the Gupta-Sidki 3-group. The co-word problems of all these examples are in fact accepted by nested stack automata with certain additional properties, and we establish various closure properties of this restricted class of co-indexed groups, incuding closure under free products.
Introduction
Let G be a group with finite generating set X. The word problem of G with respect to X, denoted W (G, X), is the set of all words in (X ∪ X −1 ) * which represent the identity element of G. The co-word problem of G with respect to X, denoted coW (G, X), is the complement of W (G, X) in (X ∪ X −1 ) * , i.e. all words which represent nontrivial elements of G. We denote by X * the free monoid generated by X.
Let C be a class of languages. Following [HRRT] we say that a group G is a coC-group if its co-word problem with respect to some finite generating set is a language in C. In [HRRT] it is shown that, provided C is closed under inverse homomorphisms, the co-word problem of a coC-group with respect to every finite generating set is a language in C. This holds for most language classes, in particular for regular, context-free and indexed languages to which we restrict our attention here. Thus, having an indexed (regular or context-free) co-word problem is a property of the group alone.
Co-regular groups are precisely the finite groups [Ani71] and co-context-free groups were studied in [HRRT] where it is shown that they are closed under
In Sections 3 and 4 we show that all Higman-Thompson groups G n,r , as described in [Hig74] , and the Grigorchuk 2-group G, which was introduced in [Gri80] , are co-indexed groups. These examples are interesting for a number of reasons. First of all they represent two different approaches. In case of G we use a rewriting technique for words in the generators, whereas in the case of the groups G n,r we utilise an action. Secondly, these groups are both famous for their properties: G is a finitely generated but not finitely presentable residually finite 2-group of intermediate growth. In contrast, each G n,r is a finitely presented infinite virtually simple group.
The Grigorchuk group G acts on the binary, i.e. 2-regular, rooted tree and there are many groups of automorphisms of n-regular rooted trees for n ≥ 3 which are defined in a very similar way. However, the proof of the fact that G is a co-indexed group given in Section 4 does not generalise to these other groups when n ≥ 3. The intuition that these groups are not so different after all, is confirmed in Section 5 where we use a different approach to prove that there is a large class of co-indexed tree automorphism groups, namely finitely generated bounded automata groups (Theorem 5). Bounded automata groups were introduced by Sidki [Sid00] and have been related to dynamical systems in [Nek02, BN03] .
Along the way we notice that all the nested stack automata which accept the co-word problems of these groups have the following additional properties. They make a nondeterministic choice before reading any input, but once they start to read the input they are deterministic. The stack created during the initial nondeterministic phase is not nested, and finally, if the input word w is of the form w = uv where v represents the identity of the group, then, after processing w the machine is in a configuration which is equivalent to the configuration it reached after processing the prefix u of w.
From Section 6 onwards we restrict our attention to the class of groups whose co-word problems are accepted by nested stack automata with those additional properties which we call stack groups. We show that this class is closed under taking finitely generated subgroups, finite direct products, finite extensions, and restricted standard wreath products with virtually free top groups. As mentioned before, all these closure properties are also shared by the class of co-context-free groups. In fact, at the time of writing, all known co-context-free groups are obtained from finitely generated free groups and a finite number of applications of these four constructions ( [HRRT] ). Thus, every co-context-free group known to date is also a stack group.
In Section 8 we prove that stack groups are also closed under taking free products (Theorem 11). This should be contrasted with the conjecture in [HRRT] that co-context-free groups are not closed under free products. However, we were unable to prove that the class of co-context-free groups is a proper subclass of the class of stack groups. But we believe that neither the Grigorchuk group nor the Higman-Thompson groups are co-context-free. We also believe that the free product of a free Abelian group of rank two with an infinite cyclic group, which is co-indexed, is not co-context-free.
Also the question of whether every co-indexed group is in fact a stack group remains open. Here we cannot even propose a counterexample. However, we note that the nested stack automaton from Section 4 which accepts the co-word problem of the Grigorchuk 2-group G does not exhibit G as a stack group. But G is a stack group, by the more general Theorem 5. This suggests that this is a difficult problem.
Nested stack automata
Indexed languages were introduced by Aho [Aho68] as generalisations of contextfree languages. Accordingly, a language is indexed if and only if it is accepted by a nested stack automaton [Aho69] , a generalisation of ordinary stack automata which, in turn, generalise pushdown automata. Recall that the latter accept precisely the context-free languages (see for example [Gin66] ).
First let us define nested stack automata more precisely. Each such automaton has a finite number of internal states, or simply states, and access, via a readwrite head (rwh for short), to a certain memory device, called nested stack and defined shortly. It also has a finite input alphabet, a finite stack (or work) alphabet and a read-only input tape. The elements of the input alphabet are called input letters and the elements of the stack alphabet are called stack symbols or work symbols.
A configuration of a machine is an internal state together with a complete description of the state of its memory device, i.e. its contents and the position of the rwh. Our definition of a configuration deliberately does not mention the input tape.
For a nested stack automaton, the "state of the memory device" in a configuration is a stack. By definition, a stack is a finite, linearly ordered and pointed set of (storage) squares 0 , 1 , . . . ,˙ k , . . . , t , t ≥ 0, ordered according to their subscripts such that, for each i with 1 ≤ i ≤ t, the square i contains a single stack symbol and has a unique parent (square) j with j < i; a pointed set is a set with a distinguished element.
The distinguished (by the dot) square k is the square under the rwh and also called the active square. The bottom of the stack is 0 which always contains a special bottom of stack marker * and the top of the stack is t , that is the largest storage square with respect to the linear order. If the parent of i is j , then we call i a child (square) of j . A nested stack is a memory device whose structure is a stack and which can execute the following four elementary stack operations, that is the following partial maps from the set of all stacks to itself, where the understanding is that a map is undefined if the conditions listed are not met.
DEL Provided the top of the stack is active and not equal to the bottom of the stack, delete it and make its parent the active square.
ADD Create a new active square with parent the currently active square and which is larger than all other squares in the linear order. (In particular, this new square is the top of the new stack and contains a stack symbol σ which we sometimes indicate by writing ADD σ .)
DOW N If the active square is not the bottom of the stack, then make the parent of the active square the new active square.
U P If the active square is not the top of the stack, then make the largest (with respect to the linear order) child of the active square the new active square.
Suppose that a nested stack automaton N is in the configuration (q, S), where q is an internal state and S is a stack. Then, depending on the internal state q and the symbol σ in the active square of S, N chooses (nondeterministically) one of a finite number of moves.
A move specifies a new internal state q ′ and an elementary stack operation or the identity map on stacks (ID), and thus transforms the configuration (q, S) into the configuration (q ′ , S ′ ), where S ′ is obtained from S by the specified elementary stack operation. There are two kinds of moves: ε-moves which are executed without reading from the input tape and reading moves which require a certain input letter to be scanned by the read head on the input tape. In the latter case the read head on the input tape is advanced, but we will never say this explicitly again. We shall call a reading move which requires the input letter x to be scanned by the read head on the input tape an x-move.
Our definition of nested stack automata is easily seen to be equivalent to Aho's definition of a one-way nondeterministic nested stack automaton in [Aho69] . See also [GS] for a definition similar to ours.
One way to think of a nested stack automaton is as a finite directed graph whose vertices are the internal states and with a (x, σ, E)-labelled edge from the internal state q to the internal state q ′ if and only if, when in state q with σ in the active square of the stack, there is an x-move with elementary stack operation E from q to q ′ , where x is an input letter or ε.
So far we know how a nested stack automaton N changes its configuration, but we want it to accept a language, i.e. a subset of the free monoid on the input alphabet. This is achieved by specifying one of the internal states as initial state and giving a description of a set of accept configurations. Our convention is that the initial configuration of a nested stack automaton is its designated initial state together with the minimal stack, i.e. a single storage square 0 containing the bottom of stack marker * .
When w is an input word for N and C is a configuration of N , then a computation of N on w starting in C is a sequence C = C 0 , C 1 , . . . , C r of configurations of N , such that, for 1 ≤ i ≤ r, C i is obtained from C i−1 by an x i -move of N and the sequence obtained from x 1 x 2 · · · x r by deleting all ε is equal to w. In the case when C is the initial configuration of N we simply speak of a computation of N on w. Since our machines will mostly be nondeterministic, let us emphasise that an input word w is accepted by N if and only if some computation of N on w ends in an accept configuration. The point is that not every possible computation on w must lead to an accept configuration, one suffices.
Convention. By possibly adding a few internal states, we may and will assume that each state allows either ε-moves only, or reading moves only, and we speak of ε-states or reading states accordingly. We will also assume that every sequence of consecutive ε-moves is finite, i.e. after a finite time the automaton will enter a reading state and not get stuck in an infinite loop.
For example consider the nested stack automaton N FX with one internal state q and moves (x, x −1 , DEL) and (x, y, ADD x ) with x ∈ X ±1 , x −1 = y ∈ X ±1 ∪ { * }, cf. Fig. 1 . Under the condition, that the initial configuration, (q, * 0 ), is the only accept configuration, the language accepted by N FX is the word problem of the free group F X freely generated by X. Since a pushdown automaton is a nested stack automaton which only uses the elementary stack operations DEL and ADD (and possibly ID of course), the example is in fact a pushdown automaton. By the convention on initial configurations, if we display each storage square on the right of its parent, then the stack of a pushdown automaton always looks like
In contrast to a pushdown automaton, a nested stack automaton can move up and down, and hence it can execute ADD not only when the top of the stack is active. For example if ADD is executed on the stack 0 1 · · ·˙ k k+1 · · · t−1 t the resulting stack is
Our convention here is to display children ordered from top to bottom. The idea being that as soon as t+1 gets deleted (using DEL), the next child of k drops down.
We define the active stack of a stack to be the set of storage squares which can be visited using solely the elementary stack operations U P and DOW N . Observe that this is precisely the bottom row in (2), by the definition of U P .
We also need the following definitions. An internal state q is deterministic if, for each pair (x, σ), where x is an input letter or ε and σ is a stack symbol or * , there is at most one edge out of q whose first two labels are x and σ. (This definition is sound because each state is either an ε-state or a reading state, by convention.) Accordingly, a configuration (q, S) is called deterministic if q is a deterministic internal state. The point here is that for every deterministic configuration C there is at most one move the nested stack automaton can execute.
When C is a configuration of a nested stack automaton N , we say that C is forwardly deterministic, if C and all configurations which can be reached form C by some computation of N are deterministic. Finally, a nested stack automaton is deterministic if is initial configuration is forwardly deterministic. For example, the automaton in Fig. 1 is a deterministic pushdown automaton.
Higman-Thompson groups
In order to help the reader to grasp the numerous definitions of the previous section we immediately give our first example of a class of co-indexed groups. The Higman-Thompson groups G n,r were described by We begin with a brief description of the groups G n,r . Fix integers r ≥ 1 and n ≥ 2 and let Q = {q 1 , q 2 , . . . , q r } and Σ = {σ 1 , σ 2 , . . . , σ n } be disjoint sets of cardinality r and n respectively. Define Ω to be the set of all infinite sequences of the form ω = q i σ i1 σ i2 σ i3 · · ·, where q i ∈ Q and σ ij ∈ Σ for j ≥ 1. A prefix of ω is a finite sequence q i σ i1 · · · σ i k for some k ≥ 0. Roughly speaking G n,r is the group which acts on Ω by replacing prefixes.
Observe that QΣ * is the set of prefixes of elements of Ω. By definition, a barrier is a finite subset B of QΣ * so that each ω ∈ Ω has precisely one element of B as prefix. For example {q 1 σ 1 , q 1 σ 2 σ 1 , q 1 σ 2 σ 2 } is a barrier when r = 1 and n = 2, but neither {q 1 σ 1 , q 1 σ 1 σ 1 , q 1 σ 2 σ 1 , q 1 σ 2 σ 2 } nor {q 1 σ 1 , q 1 σ 2 σ 1 } are barriers in this case.
A prefix replacement is a triple g = (R, S, ϕ), where R and S are barriers and ϕ is a bijection between R and S. The prefix replacement g defines a prefix replacement permutation (or prp for short) of Ω as follows: it acts on ω ∈ Ω by replacing the (unique) prefix r ∈ R of ω with r ϕ ∈ S. It is worth noting that apparently different prefix replacements may well induce the same prp of Ω.
By definition, G n,r is the group of all prefix replacement permutations of Ω; it is easy to check that the product of two prp's is again a prp. This definition of G n,r uses different terminology than most of the articles mentioned above but Thompson [Tho80] hints at this point of view which suits our purpose best.
Theorem 1 For all integers r ≥ 1 and n ≥ 2, the Higman-Thompson group G n,r is a co-indexed group.
Proof. It is shown in [Hig74] that G n,r is finitely presented. So we fix a finite generating set X for G n,r .
It is plain from the description of G n,r as a permutation group on Ω, that w ∈ (X ±1 ) * represents the identity element of G n,r if and only if ω w = ω for every ω ∈ Ω. Equivalently, w ∈ coW (G, X) if and only if there exists ω ∈ Ω with ω w = ω. So, if w represents a nontrivial prp, then there exists ω ∈ Ω and a prefix p of ω such that ω = pω and ω w = p ′ω with p ′ = p. Notice that we may replace p and p ′ by pr and p ′ r, respectively, where r is a prefix ofω.
wi . By the previous paragraph, there is a sufficiently long prefix of ω, again called p, such that ω wi = (pω)
andω is superfluous, in the sense that we can compute all the p i once we are given p.
By the last paragraph it is clear that a machine M accepting the co-word problem of G n,r can operate as follows. First M guesses a prefix p ∈ QΣ * , and then upon input x 1 computes p 1 , which upon input x 2 gets replaced by p 2 and so forth until p l−1 gets replaced by p l when the last letter x l of the input word w = x 1 x 2 · · · x l is read. Finally, M compares p and p l and accepts w if and only if p = p l . Since M guessed p, it can happen that some p i does not allow the computation of p i+1 upon input x i+1 because p i is too short. In that event M simply stops its computation without accepting w. However, there is some computation of M accepting w if and only if w ∈ coW (G, X).
It is fairly obvious that a pushdown automaton can do the required computation but it appears to be forced to forget what p was; the stack will contain p i , read from top to bottom, after w i has been processed.
We proceed to show that a nested stack automaton can do the computation and still remember p. To see this consider a nested stack automaton N with input alphabet X ±1 and stack alphabet Q ∪ Σ ∪Q ∪Σ, whereQ andΣ are disjoint copies of Q and Σ, respectively. First N guesses, using only ε-moves, a prefix p and records it on a non-nested stack using letters fromΣ andQ in such a way that reading from top to bottom and ignoring bars yields p. In particular, thē Q-letter is at the top of the stack, as p ∈ QΣ * . We call this the choice stack. All that follows must be read with the following in mind.
Main Rule. In the following none of these barred letters must be deleted and N may print and delete only unbarred letters.
This ensures that, throughout the computation, the choice stack is not altered, so N 'knows' what p was.
Since each barrier and the generating set X are finite we can and will assume that N has built in a precise description of each element of X ±1 by a prefix replacement. Now N reads the first input letter x 1 . Assume x 1 = (R, S, ϕ). Then N moves its rwh down the choice stack in order to find the element r of R with p = rp ′ for some p ′ ∈ Σ * . If there is no such r, then N stops this computation without accepting. In this case we say that N hangs. Otherwise, let s = r ϕ and denote byp the longest common suffix of p and p x1 = sp ′ . Then p = r ′p , p x1 = s ′p and p ′ is a suffix ofp. Now N will produce a new stack which is of the form
where and r ′ ,p and s ′ are obtained by reading from right to left ignoring bars. The stack is depicted using the same convention as in (2).
This can clearly be done by a nested stack automaton. It simply needs to print the reverse of s, letter by letter and upwards from where the rwh stopped when it found r, so that it reuses as many of the barred letters on the choice stack as possible, by simply moving up. If the reverse of r and the reverse of s eventually differ, then it use ADD to complete the reverse of s.
Now it is easy to see that N can operate so that, after processing the prefix w i of the input w it either hangs or the following four conditions are satisfied.
(a) The stack looks like the one above, i.e. has at most one sub-stack. These conditions imply that, unless N hangs, p i = p if and only if the active stack is equal to the choice stack; remember that p i ∈ QΣ * .
Finally, at the end of processing w, N accepts w if and only if it does not hang and the rwh scans some q ∈ Q as opposed to aq ∈Q. It is clear that this nested stack automaton N accepts coW (G, X) and the proof is complete.
Remark:
We would like to point out that this nested stack automaton has the following additional properties. It is deterministic once it starts to read the input and its choice stack is not nested. Furthermore, if C is a configuration such that N is deterministic from C on and w is an input word defining the identity of the group, then C w = C unless the machine hangs while processing w.
The Grigorchuk group
In this section we describe our second example of a co-indexed group, the Grigorchuk group. This is the first group of a whole family of groups acting on regular rooted trees. In Section 5 we prove that a large class of groups of such tree automorphisms has indexed co-word problem. The proof we give here is completely different and interesting in its own right.
From now on we assume familiarity with wreath products of groups. Most books on group theory contain the basic notions we use or one might consult [Mel95] .
The Grigorchuk group was first described in [Gri80] and acts on the infinite binary rooted tree T whose vertex set we identify with {L, R} * , the empty word being the root of T . It should be clear that Aut(T ), the automorphism group of T , is naturally isomorphic to Aut(T ) ≀ C 2 , the permutational wreath product of Aut(T ) with a cyclic group of order two. Thus every element g of Aut(T ) can be written in the form g = (g L , g R )a δ where a is the nontrivial element of the cyclic group of order two, δ ∈ {0, 1}, and g L and g R are again elements of Aut(T ). The Grigorchuk group G is the subgroup of Aut(T ) generated by a, b, c, and d, where a is as above,
For more information we refer the reader to [dlH00] or [Gri00] . It is worth pointing out that all the generators have order two and that bcd = 1 in G. In particular we have
, and ada = (b, 1).
These relations imply that every element g of G is represented by a word w of the form w = ⋆a ⋆ a ⋆ · · · a⋆, where each ⋆ is one of b, c, d except the first and last ⋆ which may also denote the identity. It is clear that g is nontrivial if the number of a's in w is odd. If, on the other hand, there is an even number of a's, then w is a product of ⋆'s and a ⋆ a's alternatingly. The point is that, according to (3) and (5), each such simple constituent defines an element of G of the form (x, y) with x, y ∈ {1, a, b, c, d}, and therefore w can be written as (w L , w R ) with w L and w R each being shorter than w unless w = ⋆. Observe that w L and w R represent elements of G again. Obviously w represents a nontrivial element of G if and only if one of w L , w R represents a nontrivial element of G. By iterating this procedure, it is easy to decide whether w represents the identity of G or not.
Since, in fact, the sum of the length of w L and w R is at most the length of w plus one, the word problem of G is a context sensitive language.
We are now ready to prove the following result.
Theorem 2 The Grigorchuk group G is a co-indexed group.
Proof. Put X = {a, b, c, d}. We shall describe a nested stack automaton accepting coW (G, X). According to our definition of coW (G, X) we should consider all words in (X ∪ X −1 ) * but since all elements of X have order two in G we identify X −1 with X in the obvious way, so that we only have to deal with words in X * . Note that we cannot assume that w is of the simple form ⋆a ⋆ a · · · a⋆. Now let w ∈ X * . It is still true that, in order to confirm that w represents a nontrivial element of G, it suffices to either show that there is an odd number of a's in w or to compute one of w L , w R and show that it represents a nontrivial element of G. However, we shall check for an odd number of a's in w and compute either w L or w R at the same time as described below, where we assume for simplicity that we want to compute w L . Write w = w 1 w 2 · · · w r , where each w i is nonempty and as short as possible so that the number of a's in each w i for 1 ≤ i < r is either zero or two and w r contains at most two a's. Observe that a machine which reads w from left to right can easily find this factorisation as it reads along. Now each w i with 1 ≤ i < r can be 'translated' using (3) or (5) to give (w i ) L and, either w r can be translated as well or the number of a's in w r , and hence in w is odd. Consider for example w = abcaacadcaaadaab, then the factorisation just defined is w = (abca)(aca)(d)(c)(aa)(ada)(ab). The w L we compute on the way is bdab in which each letter comes from one of the first six factors of w, where we also use the relations (4) to simplify, as for instance in the first factor. In this example, the last factor cannot be translated, so w = G 1.
The automaton we are going to describe uses this method in an iterated fashion. That is we apply the same procedure to w L as it starts building up. So if, for example, we wanted to know w LL = (w L ) L next, then we would get a which comes from the initial b of
The idea how this can be done on a nested stack automaton is best described by the following pencil-paper-rubber algorithm. Take a ruled sheet and label each row randomly with a letter L or R. Write the input word w on another piece of paper and have someone reading it to you letter by letter on your request. Next to the label l 0 ∈ {L, R} of the bottom row you record w, using (4) to simplify whenever possible, until you are given the last letter of the first factor w 1 of the factorisation defined above. (In the example from above you have l 0 ad in the bottom row, when you hear the next a which completes w 1 .) Depending on the label l 0 you look up x = (w 1 ) l0 in (3) or (5), rub out the bottom row bar its label l 0 , and start (or later continue) to record w l0 one row higher. If you want to append the last letter of the first factor (w l0 ) 1 of w l0 , then you delete the next to bottom row except for its label and append ((w l0 ) 1 ) l1 in the next row up, where l 1 is the label of the next to bottom row. If you are not busy translating things upwards, then you ask for the next input which is always to be appended to the current word in the bottom row. Provided you guess the right sequence of L's and R's (and your paper has enough rows) you can detect a nontrivial word by this method. In fact a word is nontrivial, if at the end of processing it some row contains more than its label.
We turn to the precise description of a nested stack automaton M which does just this. The input alphabet of M is X and its stack alphabet is the disjoint union of the choice symbols C = {L, R, E} and the work symbols S = {ε, a, ab, ac, ad}. Although the work symbol a⋆ will correspond to the group element a⋆ we want to treat it as a single symbol; hence the underscore. It might help to interpret the choice symbols L, R, and E as left, right, and evaluate, where the latter indicates that we are only counting a's modulo two. Now M operates in two phases. Phase 1. Before reading any input M guesses a word in {L, R} * E and stores it on a non-nested stack with E on top and then moves the rwh to the bottom of the stack, thus scanning * (see Fig. 2 (a) in which the grey square indicates the active square).
This stack is called the choice stack and corresponds to the initial labelling of the rows on the paper. Once created, the choice stack may not be altered any more.
Before we describe the second phase let us explain a few more notions. Each square of the choice stack can grow one side stack consisting of a single storage square which we refer to as the sub-stack based at .
In order to match the pencil-paper-rubber algorithm more closely and for other reasons we change the representation of stacks slightly. We depict the choice stack vertically. As each choice stack square can spawn at most one side-stack square, it will be depict to the right of if it is present. Since a side-stack square can only be created using ADD, every stack will look like the one in Fig. 2(e) , where the numbering indicates the linear order, the active stack is shaded and the squares labelled zero to six constitute the choice stack. In particular, the parent of each storage square is either to the left of if such a square exists or below .
The instruction M OVEUP causes M to enter the sub-stack based one choice stack square higher than the base of the currently scanned sub-stack or the currently scanned choice stack square whichever is applicable. In the first instance this requires that M deletes the current sub-stack before moving up, and M may also have to create the new sub-stack before entering it in which case it will put an ε in it. The instruction DROP causes the rwh to move to the bottom of the stack, i.e. the square containing * .
For example, applying M OVEUP twice followed by a DROP instruction to the stack in Fig. 2 Phase 2. Let x be the letter M is currently processing and let head be the symbol in the active square. Now M repeats executing whichever of the following two steps applies.
Step 1. If head = * , then put x equal to the next letter from the input word and M OVEUP or, if there is no next input letter stop.
Step 2. If the rwh scans a sub-stack square based at a choice stack square , then let base be the content of and, according to base first and then x and head, find the action in the following table.
There are two cases. If the action is an element y of S, then replace the symbol in the active square by y (by executing DEL and ADD y ), and then DROP . If, on the other hand, the action is of the form tr(v) (read 'translate v'), then delete the current sub-stack, by executing DEL, put x equal to the result specified by base and v in the following table, and M OVEUP in case x = ε or DROP otherwise.
Once M stopped, the input is accepted if and only if there is a side stack which contains an element of S \ {ε}. This can be checked easily, even by a nested stack automaton. For example, by executing M OVEUP repeatedly until the rwh either scans some y ∈ S \ {ε} or went past the choice stack square containing E.
That this M does accept the co-word problem of the Grigorchuk group is clear from what was said earlier and the following fact. Let be a choice stack square other than the bottom square and let * l 1 l 2 · · · l k be the content of the choice stack strictly below . Then the sub-stack based at will contain the part of w l1l2···l k which cannot be translated yet. The only exception is the case when contains E, in which case the sub-stack based at contains only the number of a's modulo two of w l1l2···l k . This is illustrated in Fig. 3 which shows how M operates on the input w = adacadac after initially guessing LLE; from left to right we show all stacks in which the rwh scans the bottom square or, in other words, the times when the next input letter is read. For comparison, the factorisation of w is (ada)(c)(ada)(c) which can be translated completely. Hence the sub-stack based at the lower L is empty in the end. Also, w L = baba = (b)(aba) which can be translated completely, whence the sub-stack based at the upper L is empty in the end. Finally, w LL = ac and therefore, the sub-stack based at E contains an a, encoding that the number of a's in w LL is one modulo two.
Remark: As in the case of the Higman-Thompson groups, this nested stack automaton is deterministic once it started to read the input and its choice stack is not nested. However, it is not true that an input word which defines the identity of the group transforms every deterministic configuration into itself, as can be seen by feeding a 2 into M when it is in the third configuration from the left in Fig. 3 .
Let us also mention that instead of making all the choices at the very beginning, we could alter M so that it can make a new guess at the top of the choice stack whenever it needs to but not after it chose E once. However, it is then crucial that none of these choices gets deleted later on.
Bounded automata groups
Whenever one proves a result about the Grigorchuk group, the question arises whether it also holds for similar groups of tree automorphisms. One candidate is always the Gupta-Sidki group which first appeared in [GS83] . It acts on the ternary tree and is generated by the three cycle a which permutes the first level and the element b = (a, a −1 , b); here we use the wreath product decomposition again.
It is somewhat surprising that the proof in Section 4 does not generalise to the Gupta-Sidki group. Loosely speaking, the reason that our method fails is that the rows on the paper may become arbitrarily long before the exponent sum of the a's is congruent to zero modulo three, the time when one should translate. Hence one has to translate arbitrarily long words w, and in order to do so one needs to remember w somehow. Yes, w is written down in one of the lines but its translate needs to go one line higher, and in order to print there one must first delete the line containing w in order for the machine to be a nested stack automaton (cf. Fig. 2(c) ).
This problem occurs as soon as our group does not act on the binary tree, which is slightly irritating because these groups are otherwise very similar. In the sequel we use a different approach based on a group action rather than dealing with words in the generators. This method enables us to show that all groups of a large class of tree automorphism groups, including the Gupta-Sidki group, are co-indexed. Throughout this section, by tree we mean an n-regular rooted tree for some integer n ≥ 2. That is a tree in which all vertices bar the root have valence n + 1 and the root has valence n. Let T be such a tree and identify its vertex set with Σ * where Σ = {σ 1 , σ 2 , . . . , σ n }. As before, its automorphism group Aut(T ) is isomorphic to the permutational wreath product Aut(T ) ≀ Sym Σ . Henceforth Sym Σ denotes the symmetric group on the set Σ. Thus every element α of Aut(T ) can be written in the form (α σ1 , α σ2 , . . . , α σn )π α , where π α ∈ Sym Σ and α σj ∈ Aut(T ). Each α σj is unique and we define α v for v = uσ ∈ Σ * inductively by α v = (α u ) σ . We denote by |v| the length of v ∈ Σ * . We have the following relations where v α denotes the image of the vertex v under the automorphism α.
Clearly Aut(T ) is uncountable but it has many interesting countable subgroups. One example is the locally finite subgroup Fin(T ) of finitary automorphism of T . By definition, α ∈ Fin(T ) if there exists a constant k such that α v = 1 for all v ∈ Σ * with |v| ≥ k. Sidki [Sid00] calls an automorphism α ∈ Aut(T ) bounded if there exists a constant K such that for each positive integer k the number of vertices v with |v| = k for which π αv = 1 is at most K. The bounded automorphisms also form a subgroup of Aut(T ), by (6). Another example is the group A(T ) of automata automorphisms of T which we define next.
A Σ-automaton is a finite directed graph Γ with a distinguished vertex, the initial vertex, and a Σ × Σ-labelling of its edges so that for each vertex q the set π q of labels of edges going out of q defines a permutation of Σ. An edge with label (σ, σ ′ ) is said to have first label σ and second label σ ′ .
Let Γ be a Σ-automaton. A path P in Γ is a sequence of edges e 1 , e 2 , . . . e l such that the terminal vertex of e i is the initial vertex of e i+1 for 1 ≤ i < l. The vertex q 1 where e 1 begins is the initial vertex of P and the vertex q l+1 where e l ends is the terminal vertex of P . We also say that P begins in q 1 and ends in q l+1 , or P is a path from q 1 to q l+1 . We call P a loop if q l+1 = q 1 and P is simple if no vertex is the initial vertex of two distinct edges of P . Each path in Γ has a first and a second label, namely the sequence of first respectively second labels of its edges. Also, for each v ∈ Σ * there is a unique path in Γ beginning at the initial vertex of Γ whose first label is v. Therefore, every Σ-automaton Γ defines an automorphism α = α Γ of T as follows. For v ∈ Σ * , the image of v under α is the second label of the path in Γ which begins in the initial vertex of Γ and whose first label is v.
An automorphism α of T is an automata automorphism if α = α Γ for some Σ-automaton Γ. For example, the Σ-automaton in Fig. 4 shows that the element b of the Gupta-Sidki group is an automata automorphism; here the initial vertex is indicated by the double circle.
By definition, A(T ) is the group of all automata automorphism of T and a subgroup of A(T ) is called an automata group; some authors do not require their automata to be finite and hence call these finite automata groups. Automata groups have been studied extensively since they provided examples of Burnside groups. More recently they were also studied in connection with dynamical systems. Instead of a long list let us refer to [GNS00] and its numerous references.
We denote by A b (T ) the group of all bounded automata automorphisms of T , that is A b (T ) is the intersection of A(T ) with the group of all bounded automorphisms of T . A subgroup of A b (T ) is called a bounded automata group.
It is easy to see that Fin(T ) is a subgroup of A b (T ).
A directed automorphism δ of T is a nontrivial automorphism of the form
where φ j ∈ Fin(T ), j = i, and δ ′ is again a directed automorphism. We call σ i the direction of δ, and the spine of δ is σ i ω, where ω is the spine of δ ′ . Notice that a directed element has a unique spine. The elements b, c and d of the Grigorchuk group and b of the Gupta-Sidki group are typical examples of directed automorphisms; their spines are RRR · · · and σ 3 σ 3 σ 3 · · · respectively. Let us point out that a directed automorphism is not necessarily bounded nor an automata automorphism.
For v ∈ Σ * we let v ∞ denote vvv · · ·, the infinite periodic word with period v. Since a Σ-automaton is finite, by definition, we have the following lemma.
Lemma 3 The spine of a directed automata automorphism δ is eventually periodic, i.e. the spine is of the form uv ∞ with u, v ∈ Σ * and v is not empty.
We call a subgroup of Aut(T ) directed, if it is generated by directed automorphisms and elements of Fin(T ). Certain directed groups where all generators not in Fin(T ) have the same spine are studied in [Gri00] as special groups. The following result is essentially Proposition 16 in [Sid00] .
Proposition 4 The group A b (T ) is generated by Fin(T ) together with the set of directed automata automorphisms of T . In particular, A b (T ) is a directed group.
Theorem 5 Every finitely generated bounded automata group is co-indexed.
Proof. Let G be a finitely generated bounded automata group. By Proposition 4, G is contained in a finitely generated directed automata group. Hence, by Proposition 9, we can and will assume that G is a finitely generated directed automata group.
Let G be generated by the finite set X of directed automata automorphisms and elements of Fin(T ). Observe that the inverse of a directed automorphism is also directed. Hence, by Lemma 3, there is an integer N such that the spine of every directed generator δ ∈ X ±1 is of the form uv ∞ , where u, v ∈ Σ * , v is not empty, and |u| = N . Thus, if δ ∈ X ±1 is directed with spine uv ∞ , |u| = N , then is given by a Σ-automaton Γ δ satisfying (D1)-(D3) below.
(D1) There is a simple path P of length N in Γ δ which begins at the initial vertex q 0 and ends at a vertex q = q 0 whose first label is u.
(D2) There is a simple loop L beginning and ending at q whose first label is v.
The sub-automaton of Γ δ consisting of all edges in P and L together with their endpoints is called the spine automaton of Γ δ and Γ δ is now characterised by (D3) There is a constant K δ and a vertex q e of Γ δ such that every path P ′ in Γ δ which begins at a vertex of the spine automaton and whose first edge is not in the spine automaton does not meet the spine automaton again and reaches q e after traversing at most K edges. Furthermore, every edge out of q e ends in in q e and has label (σ, σ) for some σ ∈ Σ, i.e. π qe = 1.
Also, each finitary element φ ∈ X
±1 is given by a Σ-automaton Γ φ with the following property.
(F) There is a constant K φ and a vertex q e of Γ φ such that every path P in Γ φ which begins at the initial vertex of Γ φ reaches q e after traversing at most K edges. Furthermore, every edge out of q e ends in in q e and has label (σ, σ) for some σ ∈ Σ, i.e. π qe = 1.
Since X is finite, the constants K δ in (D3) and K φ in (F) can be chosen to be the same, say K.
We turn now to the description of a nested stack automaton M which accepts coW (G, X). The input alphabet of M is X ±1 and its stack alphabet consists of three disjoint copies of Σ and a new letter E, say Σ ∪Σ ∪Σ ∪ {E}. Also, M has precisely one reading state which we denote by q r . The automaton now operates in two phases.
In its initial phase M guesses a word vE = σ i1 σ i2 · · · σ i k E ∈ Σ * E and stores it in a non-nested stack using N letters fromΣ at the bottom of the stack and then, if k > N , using letters fromΣ and finally an E so that we obtain vE by reading from bottom to top ignoring dashes and tildes. This is done without reading any input. Then M enters the reading state q r . This completes the initial phase and the stack thus created is called the choice stack.
As in the case of the Grigorchuk group this choice stack will not be altered in the following phase of the computation and each choice stack square, except the one containing E and the bottom of the stack, can grow a one-square sub-stack. In order to help M to distinguish the sub-stacks from the choice stack, the sub-stacks will contain only stack symbols from Σ. We shall use the same representation of such stacks as in Section 4. Each such stack represents two elements of Σ * , namely the stem word, which is the word in the choice stack read from bottom to top and ignoring dashes, tildes and the E, and the side word which is obtained by picking the rightmost letter from each row again from bottom to top and ignoring dashes, tildes and the E. For example, the stack in Fig. 5 represents the stem word σ 1 σ 3 σ 2 σ 3 σ 2 σ 1 and the side word σ 2 σ 2 σ 2 σ 3 σ 1 σ 1 ; in this example N = 4. We also say that this stack represents the pair (σ 1 σ 3 σ 2 σ 3 σ 2 σ 1 , σ 2 σ 2 σ 2 σ 3 σ 1 σ 1 ). Of course, if there are no sub-stack squares then the stem word and the side word are equal. The idea is that the stem word is the initial guess v and the side word is the image v i of v under the element w i defined by the input that has been processed so far.
In the procedure we describe below M only reads an input symbol when its rwh is at the top of the stack which is in accordance with the configuration at the end of the nondeterministic phase. Furthermore, we can easily ensure that the following holds throughout the computation; it is clearly true after the nondeterministic phase.
( †) If a choice stack square i has a sub-stack child j , then i and j do not contain the same symbol after ignoring dashes and tildes.
For x ∈ X ±1 and v ∈ Σ * , let v(x) denote the prefix of minimal length of v such that the path in Γ x which begins at the initial vertex of Γ x and whose first label is u ends at the vertex q e defined in (D3) or (F), if such a prefix exist. Otherwise, we say that v x is not defined. Now suppose that M is in the configuration [v, v i ] and the letter scanned on the input tape is x ∈ X ±1 . Then M reads x, leaves its reading state and moves the rwh to the bottom of the stack. Now M identifies the current side word, letter by letter, while at the same time following the path P in Γ x which begins at the initial vertex of Γ x and whose first label is v i . This process is stopped when P first reaches the vertex q e of Γ x , or if the rwh scans the E at the top of the choice stack before P reached q e . In the latter case v x i is not defined and M stops this computation without accepting the input word and we say that M hangs.
From now on assume that P reached q e and let Q be the prefix of P that has been traversed up to then. In this case M has identified the prefix v i (x) of the side word v i . Notice that during this identification process M had to delete all unbarred work symbols which contributed to v i (x), eg. for M to access the second letter of the side word of the stack in Fig. 5 it is necessary to delete the first letter of the side word.
x , by the properties of q e . Now the crucial point is that M can move its rwh back down filling in all sub-stacks needed to create the stack representing (v, v x i ) while obeying ( †). This stems from the fact that remembering the last K edges of the path Q suffices in order to backtrack Q completely. For, after backtracking these K edges in Γ x either the initial vertex or a vertex in the spine automaton of Γ x has been reached, by (F) respectively (D3). If x was directed, then M keeps backtracking the loop L defined in (D2) until the barred letters on the choice stack appear at which point M begins to backtrack the path L defined in (D1). Thus M can fill in the second label of Q in reverse order while backtracking Q, and hence create a stack representing (v, v Remark: The nested stack automata described here are deterministic once they start to read the input, and their choice stacks are non-nested. Moreover, these automata, as those for the Higman-Thompson groups, behave nicely with respect to trivial input words unless they hang.
As a concluding remark let us mention that the main result of [BN03] shows that the finitely generated self-similar bounded automata groups occur naturally as groups related to certain dynamical systems. A subgroup A of Aut(T ) is called self-similar if α u ∈ A for all α ∈ A and u ∈ Σ * . For instance, the Gupta-Sidki group and the Grigorchuk group are self-similar.
Interlude
Before we restrict the class of nested stack automata accepting co-word problems of groups let us, for comparison, say a few words about the closure properties of the class of co-indexed groups in general.
Lemma 6 follows directly from the results in Section 2 in [HRRT] and the closure properties of indexed languages proved in [Aho68] . It is also easy to see that the proof of Theorem 10 in [HRRT] carries over to co-indexed groups with minor alterations which yields Lemma 7. Finally, Lemma 8 is a direct consequence of the fact that indexed languages have solvable membership problem [Aho68] .
Lemma 6 The class of co-indexed groups is closed under taking finite direct products, passing to finitely generated subgroups, and passing to finite extensions.
Lemma 7 The class of co-indexed groups is closed under standard restricted wreath products with virtually free top group.
Lemma 8 Every co-indexed group has solvable word problem.
In the following section we define a subclass of co-indexed groups, so called stack groups, which still has all these properties and contains all co-indexed groups that are known to date. In Section 8 we then prove that the class of stack groups is, in addition, closed under free products. This is reasonably satisfactory, although we were unable solve the following two problems in general.
Problem 1: Is the class of co-indexed groups closed under free products?
Problem 2: Is every co-indexed group in fact a stack group?
Stack groups and their closure properties
The remarks at the end of Sections 3 and 5 suggest that the co-word problem of a co-indexed group can be accepted by a nested stack automaton which satisfies three additional properties. Firstly it becomes deterministic as soon as it starts to read the input. We call such an automaton deterministic upon input. Secondly, the stacks which are created during the initial nondeterministic phase are non-nested with the rwh scanning the top of the stack. And thirdly, they ignore the word problem of the group in question. In order to capture this third property precisely, we have to introduce some more terminology.
Let C be a configuration of an automaton M . Then C is called a sink if C is the only configuration that can be reached from C. We assume without loss of generality that there is one internal state, the fail state, which is part of every sink. We also assume that the fail state is a reading state. Recall that C is called forwardly deterministic, if C and all configurations which can be reached from C by some computation of M are deterministic. If C = (q, S) then C is a reading configuration if q is a reading state, and C is an ε-configuration if q is an ε-state (see the convention on page 5). Now assume that M is a deterministic upon input nested stack automaton. A configuration C of M is a start configuration of M , if C is a forwardly deterministic reading configuration which can be reached from the initial configuration via ε-moves only. A state q is a start state of M if (q, S) is a start configuration of M for some stack S. Be careful to not confuse initial and start configurations.
Two configurations C and C ′ are called ε-equivalent, denoted C ∼ ε C ′ , if there is a configuration C ′′ which can be reached from both C and C ′ via ε-moves only. This is an equivalence relation on the set of forwardly deterministic configurations.
It follows easily from our convention (p. 5) that the ∼ ε -equivalence class of a forwardly deterministic configuration C contains precisely one reading configuration. Thus, if C is a forwardly deterministic configuration and w is an input word, then we denote by C w the (unique) reading configuration in the ∼ ε -equivalence class of one, and hence every, configuration which can be reached by a computation of M on w starting in C. Now let G be a group with finite generating set X and let M be a deterministic upon input nested stack automaton M with input alphabet X ±1 . We say that M ignores the word problem of G, if for every input word w = uv where v represents the identity of G and every start configuration C of M , we have C uv = C u unless C w is a sink. Here u may be the empty word.
We say that (G, M ) is a group-nsa-pair with respect to X if G is a group with finite generating set X and M is a nested stack automaton which accepts coW (G, X) and satisfies the conditions (S1)-(S3) below. (S1) M is deterministic upon input. (S2) In every start configuration of M , the stack is non-nested with the rwh scanning the top of the stack. (S3) M ignores the word problem of G.
A group G is called a stack group if (G, M ) is a group-nsa-pair with respect to X for some finite generating set X of G and some nested stack automaton M .
The proofs in Sections 3 and 5 show that all Higman-Thompson groups as well as all finitely generated directed automata groups are stack groups.
Proposition 9 The class of stack groups is closed under passing to finitely generated subgroups, finite direct products, finite extensions, and standard restricted wreath products with virtually free top groups. Futhermore, being a stack group is a property of the group alone independently of the choice of finite generating set.
Proof. Let (A, N A ) be a group-nsa-pair with respect to the generating set X. Let H be a finitely generated subgroup of A generated by the finite set Y ⊂ A. For each y ∈ Y ±1 fix a word w y ∈ (X ±1 ) * with y = A w y and construct a nested stack automaton M with input alphabet Y ±1 as follows. First M simulates the nondeterministic phase of N A until N A reaches a start configuration. Then, for each input letter y ∈ Y ±1 , M continues the simulation of N A feeding it the input w y . Finally, M accepts the input if and only if the simulated N A ends in an accept configuration. It is now clear that (H, M ) is a group-nsa-pair, and hence H is a stack group.
The case when H = A implies the final statement of the proposition. Now let (A, N A ) and (B, N B ) be group-nsa-pairs with respect to X and Y respectively. Without loss of generality we assume that X and Y are disjoint. Let H = A × B and choose Z = X ∪ Y as generating set for H. Then we construct a nested stack automaton M whose first move is to randomly decide which of the two machines N A or N B it will simulate subsequently. If M chooses to simulate N A , then it will skip over all Y -letters on the input tape. If, on the other hand, M chooses to simulate N B , then it will skip over all X-letters on the input tape. Thus, if M simulates N A , then this simulated machine will effectively process a word which represents the projection onto the direct factor A of the element represented by the input word, and similarly if M simulates N B . So, provided that M accepts if and only if the simulated machine accepts, it follows that M accepts coW (A × B, X ∪ Y ). Obviously, M satisfies (S1)-(S3), and hence A × B is a stack group.
Next let A be a stack group with finite generating set X and assume that A is a subgroup of finite index in the group G. Let T be a right transversal for A in G with 1 ∈ T . Now every element g of G can be written in the form g = at with a ∈ A, t ∈ T . Put Y = X ∪ T . Then Y is a finite generating set for G. For each y ∈ Y ±1 and t ∈ T fix a word h ty ∈ (X ±1 )
} is finite and contains X and hence generates A. So there exists a nested stack automaton N A such that (A, N A ) is a group-nsa-pair with respect to Z. Now construct a nested stack automaton M with input alphabet Y ±1 as follows. Its set of internal states is Q×T , where Q is the set of internal states of N A , and its initial state is (q 0 , 1), where q 0 is the initial state of N A . The nondeterministic phase of M consists of a simulation of the nondeterministic phase of N A during which the T -component of the state stays fixed, i.e. equal to 1. Hence M satisfies (S1) and (S2). During the subsequent deterministic phase M does the following. If M is in the configuration ((q, t), S) and the next input letter is y ∈ Y ±1 , then M first changes its configuration to ((q, t ′ ), S), where ty = h ty t ′ , and then continues the simulation of N A on the input h ty while keeping the T -component of the internal state fixed. Then it is ready to read the next input letter from the input tape. Finally, M accepts if and only if it is in a configuration of the form ((q, t), S) with either t = 1 or t = 1 and (q, S) is an accept configuration of N A . It is easy to see that M satisfies (S3), whence (G, M ) a group-nsa-pair with respect to Y and G is a stack group.
Once more let (A, N A ) be a group-nsa-pair with respect to X. Let B be a virtually free group with finite generating set Y and let N B be a deterministic pushdown automaton accepting W (B, Y ). Using the automaton from Fig. 1 and the construction of the previous paragraph, it is easy to see that we may assume that the only accept configuration of N B is its initial configuration. We also assume that X and Y as well as the work alphabets of N A and N B are disjoint.
Let G be the restricted standard wreath product A ≀ B. Recall that the base group of G is the normal closure of A in G and isomorphic to the direct sum
Then G is the semi-direct product of its base group with B which acts in the obvious way. In particular, B is a quotient of G, and every element g of G is of the form g = db where b ∈ B and d is an element of the base group. Clearly g = db is nontrivial in G if and only if either b = B 1 or d is a nontrivial element of the base group. Furthermore, every nontrivial element d of the base group of G is of the form
Now construct a nested stack automaton M which contains a copy of both N A and N B which are attached to the same stack. Let us emphasise that there is only one rwh, though. For the remainder of this proof we assume that the work symbols of N A are interpreted as bottom of stack markers by N B and vice versa. Then it makes sense to talk about the configurations of the submachines N A and N B of M . Initially both N A and N B are in their initial states and the stack is the minimal stack * 0 .
The first move of M is to choose at random one of two operating modes. In the first mode M simply simulates N B and skips over all X-letters on the input tape. In this mode M accepts if and only if N B does not accept. It follows that an input word w is thus accepted if and only if w represents an element g = db of G with nontrivial image b in the quotient B. In this mode M clearly satisfies (S1)-(S3).
In the second mode M does the following. First M lets N A operate until it reaches a start configuration. Then M feeds a randomly chosen word v ∈ (Y ±1 ) * into N B . Observe that since N B interprets the work symbols left on the stack by N A as bottom of stack markers, N B will start off in its initial configuration before processing v. This completes the nondeterministic phase of M in this mode, whence M satisfies (S1). Since N A satisfies (S2) and N B is a pushdown automaton, the stack of M is not nested at this point, and hence M also satisfies (S2).
During the subsequent deterministic phase M operates according to the following rules, where z is the input letter to be processed.
(R2) If z ∈ X ±1 , then either (a) N B is not in its accept configuration, in which case z is ignored, and the computation continues with the next input letter, or (b) N B is in its accept configuration, in which case z is processed by N A .
Finally, M accepts if and only if N A was in an accept configuration immediately after processing the last input letter that was processed by it. To this end, we assume that N A reports on its status after each letter it has processed, so that M knows whether to accept or not, even if the input did not end with an X-letter.
We proceed to show that M accepts coW (G, X ∪ Y ). By what was said about acceptance in the first mode, it suffices to prove that in this second mode M accepts the input word w which represents g = db if and only if d is a nontrivial element of the base group. We say that a nested stack automaton accepts on minimal stack if in every accept configuration the stack consist of a single storage square containing the bottom of stack marker. The following corollary can be proved in a similar fashion to the wreath product part of the Proposition.
Corollary 10 Let A be a stack group and let B be a group whose word problem is accepted by a deterministic nested stack automaton on minimal stack. Then the standard restricted wreath product A ≀ B is a stack group.
Here it is worth pointing out that groups whose word problem is accepted by deterministic nested stack automata with limited erasing are virtually free, by the results in [GS] , and that it is conjectured that limited erasing is a superfluous condition.
Let V denote the class of groups which contains the trivial group and is closed under the four constructions named in Proposition 9. At present the groups which are known to be co-context-free are precisely the groups in V (see [HRRT] ). By the Proposition, V is contained in the class of stack groups, hence all presently known co-context-free groups are stack groups.
Free products of stack groups
This section is devoted to the proof of the following result.
Theorem 11 Stack groups are closed under taking free products with finitely many factors.
We begin with some easy consequences of the definition of stack groups.
Lemma 12 Let (G, N ) be a group-nsa-pair with respect to X and let w be an element of X * . Then w = G 1 if and only if, for every start configuration C of N , either C w is a sink or C w = C.
Proof. The 'only if' follows directly from (S3), so we turn to the 'if' statement. Since N accepts the co-word problem of G and a start configuration can be reached from the initial configuration by the empty word, it follows that no start configuration is an accept configuration. Therefore, the condition that C w = C or C w is a sink for every start configuration C, implies that w is not accepted by N , i.e. w represents the identity of G, and the proof is complete.
A reformulation of Lemma 12 is that w ∈ coW (G, X) if and only if C w is not a sink and C w = C for some start configuration C of N . A priori it is possible that there is a start configuration C of N with C w not being a sink, C w = C, but still C w not an accept configuration. However, by the following lemma, it is a consequence of (S1)-(S3) that this can be excluded.
Lemma 13 Let G be a stack group. Then there is a nested stack automaton N such that (G, N ) is a group-nsa-pair satisfying the following conditions, where a choice stack of a computation is the stack in the start configuration of that computation.
(S4) In each computation of N the choice stack is not altered during the deterministic phase and the active stack always overlaps as much as possible with the choice stack.
(S5) In every reading configuration of N the rwh is scanning the top of the stack which contains a symbol representing the current state.
(S6) The computation of N on w starting in the start configuration C accepts w if and only if C w = C and C w is not a sink.
Proof. Let X be a finite generating set for G and assume for simplicity that X is closed under taking inverses. The hypothesis and Proposition 9 imply that there is a nested stack automaton N with input alphabet X so that (G, N ) is a group-nsa-pair with respect to X.
We begin by showing how to meet condition (S5). First, by possibly adding some new ε-states, we alter N so that there are no reading moves which yield a reading configuration of N . Thus, if we think of N as a graph G (see p. 4) and the vertex q is a reading state of N , then all neighbours of q in G are ε-states. Let Q be the set of reading states of N and assume without loss of generality that Q is disjoint from the work alphabet of N . Now adjoin Q to the work alphabet of N and replace each edge (i.e. move) whose target or source is a reading state, say q, by two edges and a new intermediate ε-state, one for each such edge, as illustrated in Fig. 6(a) respectively Fig. 6(b) . In those figures E is an elementary stack operation, x is an input letter, n denotes a new state, σ is a work symbol and the "?" matches any work symbol.
(a)
The definition of ADD implies that now (S5) holds.
In order to also satisfy the (S4), it suffices to enlarge the work alphabet of N by a barred copy of itself and require that the following rules are obeyed. This is illustrated by the automata used in the proofs of Theorems 1 and 5 and we leave further details to the reader. However, let us point out that this implies that the only reading configurations in which the active square contains q, the barred work symbol representing the current (reading) state q, are the start configurations of N . Since, by our definitions, every start configuration C and also C w are reading configurations, it is now clear that N will satisfy (S6), if we define an accept configuration as one in which the state is q and the active square contains the work symbol q, not q, where q is a reading state other than the fail state. The lemma is now proved. From now an assume that H 1 and H 2 are groups with finite generating sets Y 1 and Y 2 respectively. Assume also that Y 1 and Y 2 are disjoint and closed under taking inverses. Let G = H 1 * H 2 , the free product of H 1 and H 2 , and put X = Y 1 ∪ Y 2 . Then G is generated by X and each word w ∈ X * is of the form
where l ≥ 1 and
µ without the empty word. The subwords u i and v i , 1 ≤ i ≤ l, are the pieces of w and the length of w is l. By definition, a piece is nontrivial if it represents a nontrivial group element in H 1 or H 2 whichever is appropriate, and trivial otherwise. The word w is reduced if all nonempty pieces are nontrivial. By the normal form theorem for free products (see [KMS76] for example), w can be reduced by repeatedly deleting trivial pieces, and w is nontrivial in G if and only if its reduced form is nonempty. This reduction leads to the same result no matter in which order trivial pieces are deleted. The following result is an easy consequence of this.
Lemma 14 Let K be the free product of the groups U and V and let M be a deterministic machine which ignores the word problems of both U and V . Suppose M accepts by being in a reading configuration that is neither the initial configuration nor a sink. Then the language accepted by M is a subset of the co-word problem of K.
For µ ∈ {1, 2} let (H µ , M µ ) be a group-nsa-pair with respect to Y µ such that M µ satisfies (S4)-(S6). We shall now describe a nested stack automaton N which exhibits G as a stack group. As in the proof of the wreath product case of Proposition 9, the automaton N contains a copy of each of the automata M 1 and M 2 . In addition, N has some other internal states in order to control which of the machines M µ is currently active and to guide the rwh in so called intermediate phases when neither M 1 nor M 2 is actually used. Again, as for wreath products, we assume that the work alphabets of M 1 and M 2 , as well as their state sets are disjoint and that M 1 interprets the work symbols of M 2 as bottom of stack markers and vice versa. Thus it makes sense to talk about configurations of the subautomata. We shall call a run of M µ through its initial nondeterministic phase an initialisation of M µ . In particular, an initialisation ends in a start configuration of the corresponding subautomaton. Here it is important to point out that the reading configurations of the subautomata do not determine the reading configurations of N , rather all the reading configurations of N will lie in the intermediate phases. In fact, N has precisely two reading states q r and q f , the latter being the fail state.
During the nondeterministic phase N repeats the following an arbitrary nonzero number of times: put M 2 into its initial state and let it complete an initialisation, then put M 1 into its initial state and let it complete an initialisation. Afterwards N makes an ε-move into its reading state q r while executing ADD qr , and the nondeterministic phase ends.
Observe that each initialisation of a subautomaton M µ is indeed beginning in the initial configuration of M µ , because each such initialisation leaves at least one work symbol on the stack, by (S5), and the work symbols left by the other automaton are interpreted as bottom of stack markers. Since both M 1 and M 2 satisfy (S2), it follows that N satisfies (S1) and (S2). Consequently, at this point the stack looks like * c(M 2 , l) c(M 1 , l) · · · c(M 2 , 2) c(M 1 , 2) c(M 2 , 1) c(M 1 , 1) q r where the label c(M µ , l+1−i) represents the choice stack created by M µ in its ith initialisation and the rwh is scanning the top of the stack. The reason for labeling these choice stacks in the reverse order of the appearance is that it indicates the order in which they are actually used in the subsequent deterministic phase. Notice that the right most stack symbol of each c(M µ , j) represents a reading state of M µ , by condition (S5).
The automaton N will, in fact, satisfy all conditions (S1)-(S6). Let us also mention the following additional property (P) which clearly holds in the start configuration described above and whose validity can easily be verified while reading the precise description of N below.
(P) In every reading configuration of N not only (S5) holds true but, in addition, the parent of the top square contains p or p which represents a reading state of one of the machines M 1 or M 2 .
In order to describe N completely, it now suffices to explain what N does between two consecutive reading configurations C and C z for z ∈ Z. This is clear when C = (q f , S): then N only reads an input letter without changing its configuration, i.e. C z = C. Below we use the convention that {µ, µ} = {1, 2} and head denotes the content of the active square. Now assume that C = (q r , S). Then N goes through the following steps in order, where statements in square brackets are comments. Observe that the top of the stack S is active and contains q r or q r .
Step 1. Read an input letter, say z ∈ X µ , from the input tape and, if head = q r , then execute DEL or, if head = q r , then execute DOW N .
[Now head represents a reading state of M 1 or M 2 , by (P).]
Step 2. Follow the instructions in the appropriate case below.
Case 1. If head represents a state of M µ , then do nothing.
Case 2. If head = p which represents a state of M µ , then move the rwh down until it scans a q which represents a state of M µ , or if such a square is not encountered before reaching the bottom of the stack, then move the rwh back to the top of the stack and replace p by p f , the representative of the fail state of M µ .
Case 3. If head = p which represents a state of M µ , then move the rwh up in the stack until it scans a q or q which represents a state of M µ , or if such square is not found, then move the rwh back down until it scans a q which represents a state of M µ .
[Now head represents either a reading state of M µ or the fail state of M µ .]
Step 3. If head represents a reading state q of M µ , then N puts M µ into this state q and lets it process z until M µ reaches one of its reading configurations. Otherwise nothing is done.
[At this point head represents either a reading state of M µ or the fail state of either M 1 or M 2 , by (S5).]
Step 4. If head represents the fail state of M 1 or M 2 , then N enters its fail state q f while executing ADD q f . Otherwise N moves the rwh to the top of the stack and then enters its reading state q r while executing ADD qr unless head = q r already in which case it only enters its reading state q r .
Finally, an accept configuration of N is a reading configuration whose state is q r , not q f , and in which the rwh is scanning q r , not q r .
It is now easy to convince oneself that an input word w as in (8) is, roughly speaking, processed as follows. The piece u 1 is processed by M 1 beginning in the start configuration (encoded by) c(M 1 , 1) of M 1 . Then the piece v 1 is processed by M 2 beginning in the start configuration c(M 2 , 1) of M 2 . For the piece u 2 there are now two possibilities. If M 2 after processing v 1 did not end in its start configuration c(M 2 , 1), then u 2 is processed by M 1 beginning in the start configuration c (M 1 , 2) . If on the other hand M 2 returned to its start configuration c(M 2 , 1) after processing v 1 , then u 2 is processed by M 1 beginning in the configuration in which M 1 ended after processing u 1 . In any case one can see that each subautomaton M µ utilises, directly or indirectly, only one of its start configurations c(M µ , j) while processing a single piece. More precisely, M µ starts processing a piece either from a configuration where it ended processing a previous piece, or from one of its start configurations c(M µ , k). The latter case occurs when M µ ended in one of its accept configurations, and the former otherwise.
It follows from the previous paragraph that N ignores the word problem of G. Since we saw already that N satisfies (S1) and (S2), Theorem 11 will be established once we prove that N accepts coW (G, X). Observe that N also ignores the word problem of each of the free factors H µ , and hence, when started in a start configuration, N satisfies the hypotheses of Lemma 14. So N accepts a subset of coW (G, X). That N actually accepts every element w of coW (G, X), can be seen as follows. First suppose that w is reduced and as in (8). For 1 ≤ j ≤ l, let c(M 1 , j) and c(M 2 , j) encode start configurations of M 1 and M 2 such that c(M 1 , j) uj is an accept configuration of M 1 and c(M 2 , j) vj is an accept configuration of M 2 . Then the start configuration C with these choices is such that C w is an accept configuration of N . Now drop the assumption that w is reduced and letw denote its reduced form. Since, N does ignore the word problems of the free factors, it follows that for each start configuration C of N with C w not a sink, we have C w = Cw. However, if C is a start configuration such that Cw is an accept configuration, then it is still possible that C w is a sink. In order to see that this is not a serious problem define k(w) to be the product of the number of pieces and the number of trivial pieces of w. Then k(w) = 0 if and only if w is reduced and k(w ′ ) < k(w) if w ′ is obtained from w by deleting a trivial piece. By induction on k(w), one can now show easily that there exists a start configuration C of N so that C w is not a sink and C w is an accept configuration of N . This completes the proof.
