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a b s t r a c t
Given a separated graph (E, C), there are two different C∗-algebras associated to it: the full
graph C∗-algebra C∗(E, C) and the reduced one C∗red(E, C). For a large class of separated
graphs (E, C), we prove that C∗red(E, C) either is purely infinite simple or admits a faithful
tracial state. Themain toolweuse to showpure infiniteness of reduced graph C∗-algebras is
a generalization to the amalgamated case of a result on purely infinite simple free products
due to Dykema.
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1. Introduction
Separated graphs have been introduced in [1,2]. Their associated graph algebras provide generalizations of the usual
graph C∗-algebras [3] and Leavitt path algebras [4,5] associated to directed graphs, although these algebras behave quite
differently from the usual graph algebras because the range projections associated to different edges need not commute. One
motivation for their introduction was to provide graph-algebraic models for C∗-algebraic analogues of the Leavitt algebras
of [6]. These hadbeen studiedby various authors over the years, notablyMcClanahan (see [7–9]). As discussedbelow, another
motivation was to obtain graph algebras whose structure of projections is as general as possible.
Given a finitely separated graph (E, C), two different graph C∗-algebras are considered in [2]: the full graph C∗-algebra
C∗(E, C) and the reduced graph C∗-algebra C∗red(E, C). These two C∗-algebras agree in the classical, non-separated case, by
[2, Theorem 3.8(2)], but they differ generally; see [2, Section 4]. In this paper, we obtain significant progress on some of the
open problems raised in [2]. In particular, we completely solve [2, Problem 7.3] for the class of one-relator separated graphs,
giving a characterization of the purely infinite simple reduced graph C∗-algebras corresponding to this class of separated
graphs. As a special case, we deduce that the reduced C∗-algebras C∗red(E(m, n), C(m, n)), which are certain C∗-completions
of the Leavitt algebras LC(m, n) of type (m, n), are purely infinite simple form ≠ n (Corollary 4.5).
Reduced graph C∗-algebras of separated graphs are defined as reduced amalgamated free products of certain usual graph
C∗-algebras, with respect to canonical conditional expectations; see Section 2. The reader is referred to [10] and [11, 4.7,
4.8] for a quick introduction to the subject of reduced amalgamated free products of C∗-algebras. Sufficient conditions for
a reduced free product of two C∗-algebras to be purely infinite simple were obtained in [12–14]. The main tool we use
in the present paper to show our results on reduced graph C∗-algebras of separated graphs is a generalization to certain
amalgamated free products of a result of Dykema [14] (see Theorem 3.3).
Let us recall the definition of a separated graph.
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Definition 1.1 ([2, Definition 1.3]). A separated graph is a pair (E, C)where E is a graph, C =v∈E0 Cv , and Cv is a partition
of s−1(v) (into pairwise disjoint nonempty subsets) for every vertex v. (In case v is a sink, we take Cv to be the empty family
of subsets of s−1(v).)
If all the sets in C are finite, we say that (E, C) is a finitely separated graph. This necessarily holds if E is row-finite.
The set C is a trivial separation of E in case Cv = {s−1(v)} for each v ∈ E0 \ Sink(E). In that case, (E, C) is called a trivially
separated graph or a non-separated graph.
By its definition (see Section 2), the projections of C∗(E, C) and C∗red(E, C) satisfy someobvious relations, prescribed by the
structure of the separated graph (E, C). These relations can be chosen arbitrarily, and this was one of the main motivations
for thework in [1,2]. This can be formalized as follows. Let (E, C) be a finitely separated graph, and letM(E, C) be the abelian
monoid given by generators av, v ∈ E0, and relations av =e∈X ar(e), for X ∈ Cv, v ∈ E0. Then there is a canonical monoid
homomorphismM(E, C)→ V(C∗(E, C)), which is conjectured to be an isomorphism for all finitely separated graphs (E, C)
(see Section 6 for a discussion on this problem). Here V(A) denotes the monoid of Murray–von Neumann equivalence
classes of projections inM∞(A), for any C∗-algebraA.
Given a presentation ⟨X | R⟩ of an abelian conical monoid M , satisfying some natural conditions, it was shown in [1,
Proposition 4.4] how to associate to it a separated graph (E, C) such thatM(E, C) ∼= M . We will now recall this construction
for one-relator monoids. Let
a1, . . . , an |
n
i=1
riai =
n
i=1
siai

be a presentation of the one-relator abelian conical monoid M , where a1, . . . , an are free generators, and ri, si are non-
negative integers such that ri + si > 0 for all i. Let (E, C) be the finitely separated graph constructed as follows:
(1) E0 := {v,w1, w2, . . . , wn}.
(2) v is a source, and all thewi are sinks.
(3) For each i ∈ {1, . . . , n}, there are exactly ri + si edges with source v and rangewi.
(4) C = Cv = {X, Y }, where X contains exactly si edges v → wi for each i, and Y contains exactly ri edges v → vi for each
i. Thus, E1 = X ⊔ Y .
We call a separated graph constructed in this way a one-relator separated graph. As a particular example, wemay consider
the presentation ⟨a | ma = na⟩, with 1 ≤ m ≤ n. This gives rise to the separated graph (E(m, n), C(m, n)) considered in
[2, Example 4.5], with two vertices v and w, and n + m arrows from v to w, and with C(m, n) = {X, Y } where |X | = n
and |Y | = m. The C∗-algebras C∗(E(m, n), C(m, n)) and C∗red(E(m, n), C(m, n)) are closely related to the C∗-algebras studied
in [15,7–9], see [2, Sections 4 and 6].
In this paper, we show the following dichotomy for the reduced graph C∗-algebras of one-relator separated graphs:
Theorem 1.2. Let (E, C) be the one-relator separated graph associated to the presentation
a1, . . . , an |
n
i=1
riai =
n
i=1
siai

.
Set M =ni=1 ri and N =ni=1 si, and assume that 2 ≤ M ≤ N. Then C∗red(E, C) either is purely infinite simple or has a faithful
tracial state, and it is purely infinite simple if and only if M < N and there is i0 ∈ {1, . . . , n} such that si0 > 0 and ri0 > 0.
Moreover, if N +M ≥ 5 and C∗red(E, C) is finite, then it is simple with a unique tracial state.
When N +M ≤ 4, the C∗-algebra C∗red(E, C) is also simple, except for a few cases. We analyze the different possibilities
in the final part of Section 5. The case whereM = 1 corresponds to an ordinary graph C∗-algebra. Observe that in particular
we get that the algebras C∗red(E(m, n), C(m, n)) are purely infinite simple when 1 < m < n. It was suggested in [9, Example
4.3] that the simple C∗-algebras Unc(m,n),red, for 1 < m < n, might be examples of finite but not stably finite C
∗-algebras. In
view of [2, Proposition 6.1], our main result shows in particular that the C∗-algebras Unc(m,n),red are purely infinite ifm < n.
It is worth to mention the appearance of some group C∗-algebras as graph C∗-algebras of separated graphs. As noted
in [2], one example of this situation occurs when we consider the separated graph (E, C)with just one vertex and with the
sets of the partition reduced to singletons. In this case, the full graph C∗-algebra C∗(E, C) is just the full group C∗-algebra
C∗(F) of a free group F of rank |E1|, while the reduced graph C∗-algebra is precisely the reduced group C∗-algebra C∗r (F).
In the present investigation, we discover another situation in which the full and the reduced graph C∗-algebras correspond
(through a Morita-equivalence) to the full and reduced group C∗-algebras of a group, respectively (see Lemma 5.5(2) and
Proposition 5.6). The universal unital C∗-algebra generated by a partial isometry also appears as a full corner of the full
C∗-algebra of a one-relator separated graph (see Lemma 5.5(1)).
We now outline the contents of the paper. After a section of preliminaries, we obtain in Section 3 the generalization to
certain amalgamated free products of Dykema’s result ([14, Theorem 3.1]). Section 4 contains the proof of pure infiniteness
and simplicity for a class of reduced graph C∗-algebras of one-relator separated graphs (Theorem4.3). It also contains a direct
application of Dykema’s Theorem to show that certain reduced free products of Cuntz algebras are purely infinite simple
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(Proposition 4.1). We study the finite cases in Section 5, obtaining in particular the proof of our main result (Theorem 1.2).
Finally, in Section 6, we briefly discuss an open problem raised in [2] on the non-stable K-theory of C∗(E, C), and we point
out some K-theoretic consequences of our results. In particular, we give an example of a one-relator separated graph (E, C)
such that the full graph C∗-algebra C∗(E, C) is stably finite (indeed residually finite dimensional), while the reduced graph
C∗-algebra C∗red(E, C) is purely infinite simple (Example 6.7).
2. Preliminaries
Throughout, all graphs will be directed graphs of the form E = (E0, E1, s, r), where E0 and E1 denote the sets of vertices
and edges of E, respectively, and s, r : E1 → E0 are the source and range maps. We follow the convention of composing
paths from left to right—thus, a path in E is given in the form α = e1e2 · · · en where the ei ∈ E1 and r(ei) = s(ei+1) for i < n.
The length of such a path is |α| := n. Paths of length 0 are identified with the vertices of E.
Definition 2.1 ([2, Definition 1.5]). For any separated graph (E, C), the full graph C∗-algebra of the separated graph (E, C) is
the universal C∗-algebra with generators {v, e | v ∈ E0, e ∈ E1}, subject to the following relations:
(V) vw = δv,wv and v = v∗ for all v,w ∈ E0,
(E) s(e)e = er(e) = e for all e ∈ E1,
(SCK1) e∗f = δe,f r(e) for all e, f ∈ X, X ∈ C , and
(SCK2) v =e∈X ee∗ for every finite set X ∈ Cv, v ∈ E0.
In case (E, C) is trivially separated, C∗(E, C) is just the classical graph C∗-algebra C∗(E).
We now recall the important abstract characterization of the reduced amalgamated free product of C∗-algebras, due to
Voiculescu [10].
Definition 2.2. The reduced amalgamated product (A,Φ) of a nonempty family (Aι,Φι)ι∈I of unital C∗-algebras containing
a unital subalgebra A0 with conditional expectationsΦι: Aι → A0 is uniquely determined by the following conditions:
(1) A is a unital C∗-algebra, and there are unital ∗-homomorphisms σι: Aι → A such that σι|A0 = σι′ |A0 for all ι, ι′ ∈ I .
Moreover the map σι|A0 is injective and we identify A0 with its image in A through this map.
(2) A is generated by

ι∈I σι(Aι).
(3) Φ: A → A0 is a conditional expectation such thatΦ ◦ σι = Φι for all ι ∈ I .
(4) For (ι1, . . . , ιn) ∈ Λ(I) and aj ∈ kerΦιj we haveΦ(σι1(a1) · · · σιn(an)) = 0. Here,Λ(I) denotes the set of all finite tuples
(ι1, . . . , ιn) ∈∞n=1 In such that ιi ≠ ιi+1 for i = 1, . . . , n− 1.
(5) If c ∈ A is such thatΦ(a∗c∗ca) = 0 for all a ∈ A, then c = 0.
As usual, we will write Ao = ker(Φ), where Φ is a conditional expectation from A onto a unital subalgebra C . Given
subsets T1, T2 of an algebra H , we will denote by Λo(T1, T2) the set of all elements of H of the form a1a2 · · · ar , where
aj ∈ Tij and i1 ≠ i2, i2 ≠ i3, . . . , ir−1 ≠ ir .
We can now recall the definition of the reduced graph C∗-algebra C∗red(E, C) of a finitely separated graph. We only need
here the case inwhich E0 is a finite set. In this case, all the C∗-algebras involved in the definition are unital, and this simplifies
somewhat the definition. The reader is referred to [2] for the general case.
Let (E, C) be a finitely separated graph with |E0| < ∞. Set A0 = C(E0) and, for X ∈ C, AX = C∗(EX ), where EX is the
subgraph of E with (EX )0 = E0 and (EX )1 = X .
Definition 2.3. Let (E, C) be a finitely separated graph, with |E0| < ∞, and let A0, AX be as defined above, for X ∈ C .
Let ΦX : C∗(EX ) → C(E0) be the canonical conditional expectations defined in [2, Theorem 2.1]. Then the reduced graph
C∗-algebra (C∗red(E, C),Φ) associated to (E, C) is the reduced amalgamated product of the family (C∗(EX ),ΦX )X∈C . Since all
the conditional expectations ΦX are faithful, it follows from [16, Theorem 2.1] that the canonical conditional expectation
Φ: C∗red(E, C)→ C(E0) is also faithful.
A concrete description in terms of a reduced amalgamated product of finite-dimensional C∗-algebras will be given in
Section 4 for the reduced graph C∗-algebras associated to one-relator separated graphs.
We will make use of the following result and notation:
Theorem 2.4 ([11, Theorem 4.8.5]). Let 1 ∈ D ⊆ Ai and nondegenerate conditional expectations EAi from Ai onto D be given, for
i = 1, 2. Assume 1 ∈ D ⊆ Bi and assume there exist nondegenerate conditional expectations EBi from Bi onto D. Let θi: Ai → Bi
be u.c.p maps such that (θ)i|D = idD and EBi ◦ θi = EAi . Then, there is a u.c.p. map
θ1 ∗ θ2: (A1, EA1 ) ∗D(A2, EA2 ) −→ (B1, EB1) ∗D(B2, EB2)
such that (θ1 ∗ θ2)|D = idD and
(θ1 ∗ θ2)(a1a2 · · · an) = θi1(a1)θi2(a2) · · · θin(an)
for aj ∈ Aoij with i1 ≠ i2 ≠ · · · ≠ in.
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3. An adaptation of Dykema’s theorem
In this section, we adapt Dykema’s result in [14] to the amalgamated case, and indeed we generalize the range of
applications, since our hypothesis are a bit different.
Let (A,ΦA) and (B,ΦB) be C∗-algebras with faithful conditional expectations ΦA: A → C and ΦB: B → C , where C is a
common C∗-subalgebra of A and B. Consider the C∗-algebra reduced amalgamated free product
(A,Φ) = (A,ΦA) ∗ (B,ΦB).
Let P ∈ C be a central projection in C such that PC = PC, and let γ : C → C be a faithful state on C . Then φ := γ ◦ Φ is a
faithful state on A, since by [16, Theorem 2.1],Φ is also faithful.
Assume that there exists a partial isometry v in A such that v∗v = p and vv∗ = q, where p and q are projections in A
such that p ≤ P and q ≤ 1− p and there is 0 < λ such that φ(vx) = λφ(xv) for all x ∈ A.
Set A0 := pAp+ (1− p)A(1− p) andA0 := C∗(A0 ∪ B). We assume that there is y ∈ A0 such that yy∗ = q, p1 := y∗y ≤ p,
so that p1 ∈ A0. Assume moreover there is 0 < µ such that φ(y∗x) = µφ(xy∗) for all x ∈ A, and that λµ < 1.
Define w := y∗v, so that ww∗ = p1 and w∗w = p. Define pn := wn(w∗)n and note that pn ≤ pn−1 and pn ∈ pAp for all
n ≥ 1 (where p0 := p).
Let E:A→ A0 be the composition of the conditional expectations EAA:A→ A and EA0A : A → A0, where EAA = idA ∗ ΦB is
the canonical conditional expectation given by Theorem 2.4, and
EA0A (a) = pap+ (1− p)a(1− p)
for a ∈ A.
Lemma 3.1. With the above notation, we haveΦ ◦ E = Φ , and in particular φ ◦ E = φ.
Proof. It suffices to show thatΦA(pa(1− p)) = 0 for all a ∈ A. For a ∈ Awe have
ΦA(pa(1− p)) = ΦA(Ppa(1− p)) = φ(pa(1− p))φ(P)−1P
= φ(v∗va(1− p))φ(P)−1P
= φ(va(1− p)v∗)(λφ(P))−1P = 0,
showing the result. 
The hypothesis of the theorem of this section involves the following concept.
Definition 3.2. In the above situation, let z be a projection in pAp. Then z is said to be A-free if
(1) E(z) ∈ C · p.
(2) For any word a ∈ Λo((pAp)o, C∗(z, p)o) of length> 1, we have E(a) = 0.
We can state now the following result, which is a generalization of [14, Theorem 3.1] to the amalgamated case.
Theorem 3.3. Let (A,ΦA) and (B,ΦB) be C∗-algebras with conditional expectations satisfying the conditions stated above, and
let p, q, pk = wk(w∗)k, k ≥ 1, be the projections defined above. Assume that, for each k ≥ 1, the projections pk are A-free.
Suppose in addition that qA0q contains a unital diffuse abelian C∗-subalgebra which is contained in the centralizer of φ inA, and
that p is full in A. Then A is purely infinite and simple.
Before we prove Theorem 3.3, let us show that it provides a generalization of Dykema’s result.
Corollary 3.4 ([14, Theorem 3.1]). Let A and B be C∗-algebras with faithful states φA and φB respectively. Consider the C∗-algebra
reduced free product
(A, φ) = (A, φA) ∗ (B, φB).
Suppose there is a partial isometry v ∈ A, whose range projection q = vv∗, and domain projection p = v∗v, are orthogonal, and
such that, for some 0 < λ < 1, we have φA(vx) = λφA(xv) for all x ∈ A. Let
A00 = Cp⊕ Cq⊕ (1− p− q)A(1− p− q)
and let A00 = C∗(A00 ∪ B). Suppose that q is equivalent in the centralizer of the restriction of φ to A00 to a subprojection of p,
and that the centralizer of the restriction of φ to qA00q contains a unital abelian subalgebra on which φ is diffuse. Suppose that p
is full in A.
Then A is simple and purely infinite.
Proof of Corollary 3.4. We have to show that the hypothesis of Theorem 3.3 are satisfied. We take P = 1, andΦ = φ.
By hypothesis, there exists an element y in the centralizer of the restriction of φ to A00 such that yy∗ = q and
p1 := y∗y ≤ p. Note that y ∈ (p+q)A00(p+q). By (a slight extension of) [14, Proposition 2.8], the algebra (p+q)A(p+q) is
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generated by (p+q)A00(p+q) and (p+q)A(p+q), which are freewith amalgamation over pC⊕qC. It follows that y belongs
to the centralizer of the restriction of φ to (p+ q)A(p+ q). But since y ∈ (p+ q)A(p+ q) and φ((p+ q)A(1− p− q)) = 0,
we get that y belongs to the centralizer of φ in A.
Also by hypothesis, the centralizer of the restriction of φ to qA00q contains a unital abelian subalgebra D on which
φ is diffuse. Observe that, since φ(pA00q) = 0, we get that D is contained in the centralizer of the restriction of φ to
(p+ q)A00(p+ q). Now the same argument as before shows thatD is contained in the centralizer of φ in A.
It only remains to check that all the projections pk are A-free. We will show by induction on k that pk belongs to the set
S := pC+

i≥0
pBo(AoBo)ip. (3.1)
This clearly shows that the projections pk are A-free.
Note that every element in pA00p belongs to S. Now for k = 1, the result is clear since p1 = y∗vv∗y = y∗qy ∈ pA00p.
Assume that pk belongs to S, and let us show that pk+1 ∈ S. Note that y∗v belongs to the closed linear span of
i≥0
pBo(Ao00B
o)iv.
Observe now that pk+1 = (y∗v)pk(v∗y), so we are led to consider either terms of the form
(pBo(Ao00B
o)iq)vv∗(qBo(Ao00B
o)jp)
or terms of the form
(pBo(Ao00B
o)iv)(pBoAo · · · AoBop)(v∗Bo(Ao00Bo)jp).
In the former case we get an element in pA00p ⊂ S. In the latter case, since v ∈ Ao, we get an element in pBo(AoBo)lp for
some l ≥ 1. So, in either case, we obtain an element in S, as desired. 
Proof of Theorem 3.3. The proof follows the steps of the one of [14, Theorem 3.1]. Note that there was an error in the
statement and application of [12, Theorem 2.1(i)]. The word ‘‘outer’’ that appears there should be ‘‘multiplier outer’’,
i.e., outer relative to the multiplier algebra of A, instead of relative to the unitization of A. This led to deficiencies in the
proof of [14, Theorem 3.1], which have been corrected in [17]. This involves a change in the order of the different steps of
that proof. Here we will outline the main steps of the proof of our result, referring to [14] for the proofs which are identical.
Recall that w = y∗v. Since φ(vx) = λφ(xv) and φ(y∗x) = µφ(xy∗) for all x ∈ A, we have φ(wx) = (λµ)φ(xw) for all
x ∈ A. It follows that
φ(pk) = (λµ)kφ(p),
so that, recalling that λµ < 1, we have that limk→∞ φ(pk) = 0.
Since p is full in A, we need only to show that pAp is purely infinite and simple. By assumption qA0q contains a unital
diffuse abelian subalgebraD which is contained in the centralizer of φ in A. Observe that
qA0q = yy∗A0yy∗ = y(y∗A0y)y∗ ⊆ yA0y∗ ⊆ qA0q,
so that qA0q = yA0y∗, and p1A0p1 = y∗yA0y∗y = y∗(yA0y∗)y = y∗qA0qy. It follows that y∗Dy is a unital diffuse abelian
subalgebra of p1A0p1 which is contained in the centralizer of φ, since for d ∈ D and a ∈ Awe have:
φ((y∗dy)a) = µφ(dyay∗) = µφ(yay∗d) = µµ−1φ(ay∗dy) = φ(a(y∗dy)).
Therefore p1A0p1 contains a unital diffuse abelian subalgebra which is contained in the centralizer of φ in A.
Note thatA is generated byA0∪{v}, because pA(1−p) = v∗vA(1−p) ⊆ v∗(1−p)A(1−p). It follows thatA = C∗(A0∪{w}),
and thus pAp = C∗(pA0p ∪ {w}).
Note that since p ≤ P and PC = PC, we have
(pAp)o = {x ∈ pAp | Φ(x) = 0} = {x ∈ pAp | φ(x) = 0}.
LetΘ be the set of all
x = x1x2 · · · xn ∈ Λo((pA0p)o, {wk | k ≥ 1} ∪ {(w∗)k | k ≥ 1})
such that whenever 2 ≤ j ≤ n− 1 and xj ∈ (pA0p)o:
if xj−1 = wi(i > 0) and xj+1 = (w∗)j(j > 0) then xj ∈ pA0p⊖ pA0p
if xj−1 = (w∗)i(i > 0) and xj+1 = wj(j > 0) then xj ∈ p1A0p1 ⊖ y∗(qA0q)y.
(Note that E restricts to a conditional expectation pA0p → pA0p and y∗E(y · y∗)y provides one from p1A0p1 onto y∗(qA0q)y.)
Note that span({p} ∪Θ) is the ∗-algebra generated by pA0p ∪ {w} (see [14]).
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For x ∈ Θ of length ℓ(x) and 0 ≤ j ≤ ℓ(x), let tj(x) be the number of w minus the number of w∗ appearing in the first j
letters of x. (Here, of course, t0(x) = 0.) For an interval I of Z containing 0, define
ΘI = {x ∈ Θ | tℓ(x) = 0 and ∀1 ≤ j ≤ ℓ(x), tj(x) ∈ I}.
Then span(ΘI ∪ {p}) is a ∗-subalgebra of pAp. Let AI = span(ΘI ∪ {p}).
Claim 1. E(x) = 0 for all x ∈ Θ(−∞,∞) \ (pA0p)o and φ(x) = 0 for all x ∈ Θ(−∞,∞).
Proof of Claim 1. See the proof of [14, Claim 3.3]. 
Claim 2. The subalgebrasw∗A(−∞,0]w and A[0,∞) are free with amalgamation over pA0p (with respect to the restrictions of the
conditional expectation E).
Proof of Claim 2. See the proof of [14, Claim 3.4]. 
Claim 3. A(−∞,0] is simple.
Proof of Claim 3. A(−∞,0] is generated byw∗A(−∞,0]w and pA0p, which by Claim 2 are free with amalgamation over pA0p.
Let A′0 = C∗(B ∪ (Cp + (1 − p)A(1 − p))). Then pA0p is the C∗-algebra generated by pA0p and pA′0p, which are free with
respect to φ (cf. [18, 2.8]). By using Claim 2 we get that A(−∞,0] is generated by w∗A(−∞,0]w and pA′0p, which are free with
respect to φ (with amalgamation over pC).
But now w∗A(−∞,0]w contains w∗A0w = w∗p1A0p1w and, by the same argument applied above to p1A0p1, we can
deduce that w∗p1A0p1w contains a unital diffuse abelian subalgebra, which is contained in the centralizer of φ in A. So
[18, 3.2] gives that A(−∞,0] is simple. 
Claim 4. For all n ≥ 0, the C∗-algebra A(−∞,n] is simple.
Proof of Claim 4. Use the same proof as in [14, Proof of Claim 3.6]. 
Claim 5. Let n ≥ 0, k ≥ 1. Then pn+1A(−∞,n]pn+1 and {pn+k} are free (with amalgamation over Cpn+1) with respect to φ (after
scaling).
Proof of Claim 5. As in [14, Proof of Claim 3.7], we may reduce to show that w∗A(−∞,0]w and {pk−1} are free (with
amalgamation over Cp). Obviously we can assume that k ≥ 2.
Recall that, by hypothesis, pk−1 is A-free, so that E(pk−1) ∈ Cp. Set b := pk−1− φ(pk−1)φ(p) p. Then b belongs to A[0,∞)⊖ pA0p,
because E(b) = 0. We have to show that φ(x) = 0 for all x ∈ Λo((w∗A(−∞,0]w)o, {b}), Since w∗A(−∞,0]w and A[0,∞) are
free with respect to E, with amalgamation over pA0p (Claim 2), we are led to show that the words in Λo((pA0p)o, {b}) of
length> 1 belong to the kernel of E (and so they belong to A[0,∞) ⊖ pA0p). But this follows from the A-freeness hypothesis
of pk−1. 
There exists an injective endomorphism σ :A(−∞,∞) → A(−∞,∞) given by σ(a) = waw∗. Since
pAp = C∗(A(−∞,∞) ∪ {w}),
pAp is a quotient of A(−∞,∞)oσ N. It is enough thus to show that A(−∞,∞)oσ N is simple and purely infinite.
Claim 6. For all m ≥ 1, αm is multiplier outer in A(−∞,∞), where A(−∞,∞) denotes the inductive limit
lim(A(−∞,∞)
σ−→ A(−∞,∞) σ−→ · · ·).
Proof of Claim 6. This is proved in Lemma 2.3 of [17]. 
Claim 7. Let D be a nonzero hereditary C∗-subalgebra of A(−∞,∞). Then there is a projection in D that is equivalent in A(−∞,∞)
to pn for some n.
The proof of Claim 7 is exactly the same as the corresponding one in [14, Proof of Claim 3.8].
Claims 6 and 7 show that the hypothesis in [12, Theorem 2.1(ii)] are satisfied in our situation, and so we get from
this result that A(−∞,∞)oσ N is simple and purely infinite. (Recall that the hypothesis of α
m being outer in [12] must be
interpreted as being multiplier outer.) 
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4. Purely infinite simple reduced graph C∗-algebras
We first give an application of Dykema’s result (Corollary 3.4) to reduced free products of Cuntz algebras. It was shown
in [2, Proposition 4.2] that the C∗-algebras C∗red(E, C) in the next proposition are simple. By using Dykema’s Theorem, we
can now show that they are also purely infinite.
Proposition 4.1. Let n,m > 1, and let (E, C) be the separated graph with one vertex v and with Cv := {X, Y }, where |X | = n
and |Y | = m. Then the reduced graph C∗-algebra C∗red(E, C) is purely infinite and simple.
Proof. Set A := On and B := Om, where as usual Ok denotes the Cuntz algebra, and identify A = C∗(EX ) and B = C∗(EY ).
Then (C∗red(E, C), φ) is the reduced free product of (On, φn) and (Om, φm), wherewe denote by φk the canonical faithful state
on Ok (see [2, Theorem 2.1]). Set X = {e1, . . . , en}, Y = {f1, . . . , fm}, and pi = eie∗i , rj = fjf ∗j , for 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Observe that φn(pi) = 1/n and φm(fj) = 1/m. Set p = p1, q = e2e1e∗1e∗2, v = e2e1e∗1 . Then vv∗ = q and v∗v = p, and
moreover φn(vx) = 1nφn(xv) for all x ∈ A. Clearly p is full in C∗red(E, C). Note that the centralizer of φm in B = Om contains an
abelian subalgebra D on which φm is diffuse, namely the diagonal C∗-subalgebra D generated by all the elements λλ∗, with
λ a path in EY . (The spectrum of this algebra is a Cantor set.) So the rest of the conditions needed to apply Corollary 3.4 is
verified in the same way as in [14, 3.9(iii)]. 
We now recover the setting of the introduction. Recall that an abelian monoid M is said to be conical in case, for
x, y ∈ M, x+ y = 0 implies x = y = 0. Let F be the free abelian monoid on free generators a1, a2, . . . , an. Let
x =
n
i=1
riai, y =
n
i=1
siai
be nonzero elements in F . Let M be the abelian conical monoid F/ ∼, where ∼ is the congruence on F generated by (x, y).
We shall assume, without loss of generality, that ri + si > 0 for i = 1, . . . , n. (Otherwise the C∗-algebras we consider will
have a finite-dimensional direct summand.)
Let (E, C) be the separated graph associated to the presentation ⟨a1, a2, . . . , an | x = y⟩. To be precise E is a graph with
n + 1 vertices E0 = {v,w1, w2, . . . , wn} and N + M arrows, where M = ni=1 ri and N = ni=1 si, with v being a source
and all wi being sinks. The arrows in E are labeled as α
(i)
j , for 1 ≤ j ≤ si, 1 ≤ i ≤ n; and β(i)j , for 1 ≤ j ≤ ri, 1 ≤ i ≤ n. We
have r(α(i)j ) = r(β(i)k ) = wi, and s(α(i)j ) = s(β(i)k ) = v. There are two elements X, Y in C = Cv , given by
X = {α(i)j | 1 ≤ j ≤ si, 1 ≤ i ≤ n}, Y = {β(i)j | 1 ≤ j ≤ ri, 1 ≤ i ≤ n}.
The C∗-algebra C∗red(E, C) turns out to be the amalgamated free product
(C∗red(E, C),Φ) = (A,ΦA) ∗Cn+1(B,ΦB),
where A = ni=1 Msi+1(C) and B = ni=1 Mri+1(C). We will denote the canonical matrix units in A and B by e(i)jk , 0 ≤ j, k ≤
si, 1 ≤ i ≤ n, and f (i)jk , 1 ≤ j, k ≤ ri, 1 ≤ i ≤ n, respectively. With this notation we can describe the unital embeddings ιA
and ιB of Cn+1 into A and B by the formulas
ιA(ei) = e(i)00, ιB(ei) = f (i)00
for i = 1, . . . , n, where ei, i = 1, . . . , n+ 1 are the minimal projections of Cn+1. The conditional expectationΦA is given as
follows
ΦA

n
i=1
si
j,k=0
a(i)jk e
(i)
jk

=

a(1)00 , a
(2)
00 , . . . , a
(n)
00 ,
1
N
n
i=1
si
j=1
a(i)jj

,
with a similar formula holding forΦB.
In several cases we can show that A is simple, using a generalization of Avitzour’s Theorem ([2, 4.3]) (see [19] for the
original result on free products).
Lemma 4.2. Let (E, C) be the separated graph associated to the presentation ⟨a1, . . . , an |ni=1 riai =ni=1 siai⟩, as described
above. Assume that M ≥ 2 and N ≥ 3. Then the C∗-algebra C∗red(E, C) is simple.
Proof. We shall use [2, 4.3 and 4.4]. Consider the projection in C∗red(E, C) corresponding to the vertex v, which is denoted
by the same symbol. This projection corresponds to (0, . . . , 0, 1) ∈ Cn+1 in the above picture. Observe that
vAv ∼=
n
i=1
Msi(C) and vBv ∼=
n
i=1
Mri(C),
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and the canonical conditional expectations induce the tracial states τvAv and τvBv on vAv and vBv given by
τvAv(x1, x2, . . . , xn) = 1M
n
i=1
Trri(xi), τvBv(x1, x2, . . . , xn) =
1
N
n
i=1
Trsi(xi)
respectively. Let DA and DB denote the canonical maximal commutative subalgebras of vAv and vBv. Then dimC(DA) = M ≥
2 and dimC(DB) = N ≥ 3. We can thus find unitaries a in DA, and b, c in DB such that
τvAv(a) = 0, τvBv(b) = τvBv(c) = τvBv(b∗c) = 0.
These unitaries satisfy all the hypothesis required in [2, Proposition 4.3].
In order to show simplicity, it remains to observe that v is full in A. To see this, it is enough to show thatwi - v in A for
all i. Now given i ∈ {1, . . . , n}, either ri ≠ 0 or si ≠ 0 by the hypothesis that ri + si > 0, so eitherwi - v in A orwi - v in B.
In any case we havewi - v in A, as wanted. We can therefore conclude from [2, Corollary 4.4] that C∗red(E, C) is simple. 
Theorem 4.3. Let (E, C) be the separated graph associated to the presentation ⟨a1, . . . , an |ni=1 riai =ni=1 siai⟩, as described
above, and put M = ni=1 ri and N = ni=1 si. Assume that there is i0 ∈ {1, . . . , n} such that si0 ≥ 1 and ri0 ≥ 1, and that
2 ≤ M < N. Then the C∗-algebra C∗red(E, C) is purely infinite simple.
Proof. Write A = C∗red(E, C). We have (A,Φ) = (A,ΦA) ∗Cn+1(B,ΦB), as described above. By Lemma 4.2, A is a simple
C∗-algebra. Therefore every nonzero projection in A is full.
By hypothesis, there exists i0 ∈ {1, . . . , n} such that si0 ≥ 1 and ri0 ≥ 1. Without loss of generality, we shall assume that
i0 = 1.
Now consider the faithful state γ on Cn+1 given by
γ (x1, x2, . . . , xn+1) = 1n+ 1
n+1
i=1
xi,
and write φ = γ ◦ Φ , which is a faithful state on A.
Let P = (1, 0, . . . , 0) ∈ Cn+1, and consider the projections p = e(1)00 and q = e(1)11 in A. Observe that p = P in A. Let
v = e(1)10 ∈ A, and observe that v is a partial isometry in A such that vv∗ = q, v∗v = p, and φ(vx) = λφ(xv), where λ = 1/N .
Set A0 = pAp + (1 − p)A(1 − p) ∼= C × Ms1(C) ×
n
i=2 Msi+1(C), and set A0 = C∗(A0 ∪ B). We also put
A00 = Cp + Cq + (1 − p − q)A(1 − p − q), and A00 = C∗(A00 ∪ B). Let B be the C∗-subalgebra of (1 − p)A00(1 − p)
generated by {e(i)jj , f (i)kk | 1 ≤ j ≤ si, 1 ≤ k ≤ ri, i = 1, . . . , n}. Note that we have a natural isomorphism
(C∗r (ZN ∗ ZM), τ ) −→ (B, (n+ 1)φ)
sending the canonical spectral projections in C∗r (ZN) to e
(i)
jj , 1 ≤ j ≤ si, 1 ≤ i ≤ n, and the canonical spectral projections in
C∗r (ZM) to f
(i)
kk , 1 ≤ k ≤ ri, 1 ≤ i ≤ n. Since
φ(q) = 1
(n+ 1)N <
1
(n+ 1)M = φ(f
(1)
11 ),
we get that [q] < [f (1)11 ] in K0(B) by [20, Theorem 2]. Since M ≥ 2 and N ≥ 3, it follows from [21, Corollary 3.9] that
C∗r (ZN ∗ ZM) has stable rank one. Therefore we get that q - f (1)11 in B. Observe that B is contained in the centralizer of
φ, so q = zz∗ and z∗z ≤ f (1)11 for some z in the centralizer of φ. Now consider y = zf (1)10 ∈ A00. We have yy∗ = q and
y∗y ≤ f (1)00 = e(1)00 = p. Moreover, since z belongs to the centralizer of φ, we have
φ(y∗x) = µφ(xy∗)
for all x ∈ A, where µ = M . Note that λµ = MN < 1. Set w = y∗v and pk = wk(w∗)k for all k ≥ 1. Then, since y ∈ A00, the
same proof as in Corollary 3.4 gives that the projections pk are A-free.
It remains to check that qA00q contains a unital diffuse abelian subalgebra contained in the centralizer of φ. For this
it is enough to see that qC∗r (ZN ∗ ZM)q ∼= qBq contains a unital diffuse abelian subalgebra, where q is identified with a
minimal projection in C∗r (ZN). Let r be a minimal projection in C∗r (ZM). Let B′ be the C∗-subalgebra of C∗r (ZN ∗ ZM) =
(C∗r (ZN), τN) ∗ (C∗r (ZM), τM) generated by q, 1− q, r, 1− r (where τi is the canonical trace on C∗r (Zi)). By [18, 2.7], we have
(B′, τ |B′) =
(1−q)∧r
C
N−M
NM
⊕C([a, b],M2(C))⊕
(1−q)∧(1−r)
C
1− 1N − 1M
,
for some 0 < a < b < 1. In this picture q corresponds to the projection 0 ⊕

0 0
0 1

⊕ 0 and τ is given by the indicated
weights on the projections (1− q)∧ r and (1− q)∧ (1− r), together with an atomless measure whose support is [a, b]. It
follows that qB′q contains a unital diffuse abelian subalgebra, and the same will be true for qBq. 
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Remarks 4.4. (i) We remark that the above proof, combined with the proof of Theorem 3.3, gives the well-known
description of On as a crossed product when applied to the presentation ⟨a | a = na⟩.
(ii) Theorem 4.3 does not hold if the hypothesis that there is i0 ∈ {1, . . . , n} such that ri0 > 0 and si0 > 0 is suppressed, see
Proposition 5.3.
It is worth to state explicitly the following particular case. Recall that the C∗-algebras C∗red(E(m, n), C(m, n)) provide
higher dimensional generalizations of Cuntz algebras. Indeed, we have C∗red(E(1, n), C(1, n)) ∼= M2(On) (see [2, Example
4.5]). The representation O2 ∼= M2(O2) ∼= M2(C) ∗C2 M3(C) goes back to Choi ([22, Theorem 2.6]).
Corollary 4.5. Assume that 1 ≤ m < n. Then the C∗-algebra C∗red(E(m, n), C(m, n)) is purely infinite simple.
5. The finite case
We will use the following well-known result for the existence of tracial states on an amalgamated free product.
Lemma 5.1. Let (A,Φ) = (A,ΦA) ∗C (B,ΦB) be an amalgamated free product with respect to faithful conditional expectations
ΦA andΦB. Then there is a faithful tracial state on A if and only if there is a faithful state τ on C such that both τ ◦ΦA and τ ◦ΦB
are tracial states on A and B respectively. In this case the tracial state on A is defined by θ = τ ◦ Φ .
We now show the existence of a faithful tracial state in the balanced case, as follows:
Proposition 5.2. Let (E, C) be the separated graph associated to the presentation ⟨a1, . . . , an |ni=1 riai =ni=1 siai⟩, and put
M = ni=1 ri and N = ni=1 si. Assume that N = M. Then the C∗-algebra C∗red(E, C) has a faithful tracial state. In particular it
follows that C∗red(E, C) is stably finite. Moreover, if in addition N = M > 2, then C∗red(E, C) is simple and has a unique tracial
state.
Proof. We put A = C∗red(E, C) and use the notation introduced in Section 4. Define the faithful state τ on Cn+1 by
τ(a1, a2, . . . , an+1) = 1N + n
n
i=1
ai + NN + nan+1.
Since N = M , it is easily checked that τ ◦ ΦA and τ ◦ ΦB are tracial states of A and B respectively. So θ = τ ◦ Φ is a faithful
tracial state on A by Lemma 5.1. 
We now study the case where {i ∈ {1, . . . , n} | ri ≠ 0}{i ∈ {1, . . . , n} | si ≠ 0} = ∅. This case corresponds (by a
Morita-equivalence) to an ordinary free product of finite-dimensional C∗-algebras, with respect to faithful tracial states.
Proposition 5.3. Assume that {i ∈ {1, . . . , n} | si ≠ 0}{i ∈ {1, . . . , n} | ri ≠ 0} = ∅. Then C∗red(E, C) admits a faithful
tracial state. Moreover C∗red(E, C) is simple if 2 ≤ M < N.
Proof. Set I1 = {i ∈ {1, . . . , n} | si > 0} and I2 = {i ∈ {1, . . . , n} | ri > 0}. Then, by hypothesis {1, . . . , n} is the disjoint
union of I1 and I2. Set ni := |Ii| for i = 1, 2, and K := n1M + n2N + NM , where as usual N = ni=1 si and M = ni=1 ri.
Define a faithful state τ on Cn+1 by
τ(a1, . . . , an, an+1) = 1K

M

i∈I1
ai + N

i∈I2
ai + NMan+1

.
Then τ ◦ ΦA and τ ◦ ΦB are tracial states on A and B respectively. We check this for τ ◦ ΦA:
(τ ◦ ΦA)

n
i=1
si
j,k=0
a(i)jk e
(i)
jk

= τ

a(1)00 , . . . , a
(n)
00 ,
1
N

i∈I1
si
j=1
a(i)jj

= 1
K

M

i∈I1
a(i)00 + N

i∈I2
a(i)00 +
NM
N

i∈I1
si
j=1
a(i)jj

= M
K

i∈I1
si
j=0
a(i)jj +
N
K

i∈I2
a(i)00,
which is a trace on A. Similarly τ ◦ΦB is a trace on B. By Lemma 5.1, it follows that τ ◦Φ is a faithful trace on C∗red(E, C). 
We can now provide the proof of Theorem 1.2:
Proof of Theorem 1.2. Assume that 2 ≤ M ≤ N . Set I1 = {i ∈ {1, . . . , n} | si > 0} and I2 = {i ∈ {1, . . . , n} | ri > 0}. If
M < N and I1 ∩ I2 ≠ ∅, then C∗red(E, C) is purely infinite simple by Theorem 4.3. If M < N and I1 ∩ I2 = ∅, then C∗red(E, C)
admits a faithful tracial state by Proposition 5.3. If N = M , then C∗red(E, C) admits a faithful tracial state by Proposition 5.2.
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Fig. 1. The separated graph (E, C).
Assume now that 2 ≤ M ≤ N, N +M ≥ 5 and C∗red(E, C) is finite. Then A is simple by Lemma 4.2 and by the dichotomy
showed before, there exists a tracial state on A. If φ1 and φ2 are two tracial states on A := C∗red(E, C), then since, by Ara and
Goodearl [2, Proposition 4.3]
Φ(x) ∈ co{u∗xu : u unitary in vAv}
for all x ∈ vAv, we get that φ1 and φ2 agree on vAv. Since v is a full projection in A, we obtain that φ1 = φ2. Thus there is
exactly one tracial state on A, as desired. 
In order to have a complete description of the graph C∗-algebras C∗red(E, C) in the one-relator case, it remains to study
the cases where M = 1, and also the cases where N = M = 2 in terms of simplicity and uniqueness of the trace. All cases
are easy to analyze, except two. We first collect the easy cases in a lemma.
Lemma 5.4. Let (E, C) be the separated graph associated to the presentation ⟨a1, . . . , an | ni=1 riai = ni=1 siai⟩, and put
M =ni=1 ri and N =ni=1 si.
(1) If M = 1, then we have C∗red(E, C) ∼= M2(C∗(F)), where F is the graph obtained from E by collapsing v and r(β1) and
eliminating the arrow β1.
(2) If M = N = 2, then there is a faithful tracial state on C∗red(E, C), and there are several cases:
(a) If n = 4, then C∗red(E, C) is Morita-equivalent to C∗r (Z2 ∗ Z2) ∼= C∗(Z2 ∗ Z2), and so it is non-simple.
(b) If n = 3, and either r(α1) = r(α2) or r(β1) = r(β2), then C∗red(E, C) is Morita-equivalent to
(M2(C), Tr2) ∗

C1/2 ⊕ C1/2

.
It is simple with a unique trace.
(c) If n = 2 and r(α1) = r(α2) ≠ r(β1) = r(β2), then C∗red(E, C) is Morita-equivalent to (M2(C), Tr2) ∗ (M2(C), Tr2). It
is simple with a unique trace.
(d) If n = 2 and r(α1) ≠ r(α2) and r(β1) = r(β2), then C∗red(E, C) is also simple with a unique trace.
(e) If n = 1, then C∗red(E, C) is simple with a unique trace.
Proof. (1) It is a straightforward computation.
(2) There is a faithful trace by Proposition 5.2. In cases (b)–(e) one can use [2, Corollary 4.4] to show simplicity and
uniqueness of the trace, because both vAv and vBv are at least 2-dimensional, and at least one of them is a matrix algebra
of size at least 2× 2. 
The two cases remaining to analyze when N = M = 2 are:
• n = 3 and r(αi) = r(βj) for some i, j.
• n = 2 and r(αi) = r(βi) for i = 1, 2.
We now study these two cases, in which we cannot apply the generalization of Avitzour’s theorem. It is enough to
pay attention to the structure of the full corner vC∗red(E, C)v. This is what turns out to be a significant C∗-algebra in these
examples.
We start by analyzing the full C∗-algebras.
Lemma 5.5. (1) Let (E, C) be the separated graph associated to the presentation ⟨a, b, c | a+ b = a+ c⟩ (see Fig. 1). Then the
corner vC∗(E, C)v is the universal unital C∗-algebra generated by a partial isometry.
(2) Let (F ,D) be the separated graph associated to the presentation ⟨a, b | a+ b = a+ b⟩ (see Fig. 2). Then
vC∗(F ,D)v ∼= C∗((∗Z Z2) o Z)
where Z acts on ∗Z Z2 by shifting the factors of the free product. Moreover vC∗(E, C)v is a C∗-subalgebra of vC∗(F ,D)v.
Proof. (1) We have r(α1) = w1 = r(β1) and r(α2) = w2, r(β2) = w3. Let s = β1α∗1 ∈ vC∗(E, C)v. Then s∗s = α1α∗1 =: p
and ss∗ = β1β∗1 =: q. Let G be the universal unital C∗-algebra generated by a partial isometry w. Then there is a unique
unital ∗-homomorphismG→ vC∗(E, C)v sendingw to s. It is not difficult, using the universal property of C∗(E, C), to build
an inverse of this homomorphism.
(2) Herewe have r(αi) = r(βi) = wi for i = 1, 2. Consider the unitary u = β1α∗1+β2α∗2 in vC∗(F ,D)v, and the projection
p0 := α1α∗1 . Let U = C∗(u′, p′) be the universal C∗-algebra generated by a unitary u′ and a projection p′. There exists a
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Fig. 2. The separated graph (F ,D).
unique ∗-homomorphism U → vC∗(F ,D)v sending u′ to u and p′ to p. It is easily seen (again using the universal property
of C∗(F ,D)) that this map is an isomorphism. So we will identify u′ with u and p′ with p, and we shall write U = vC∗(F ,D)v.
We will now show that U ∼= C∗((∗Z Z2) o Z). Write p0 = p and pn = unp(u∗)n. Let (un)n∈Z denote the unitaries in
C∗((∗Z Z2) o Z) corresponding to the generators of the different copies of Z2, and let z be the unitary implementing the
action of Z on ∗Z Z2. We may define a ∗-homomorphism ϕ:U → C∗((∗Z Z2) o Z) by sending u to z and p to 1−u02 . On
the other hand, we have a unitary representation of (∗Z Z2) o Z on U obtained by sending un to 1 − 2pn and z to u. It is
straightforward to check that ϕ and ψ are mutually inverse.
Now we show that the canonical homomorphism η:G → U sending s to up is an isometry. There is a faithful
representation ρ ofG on a separable Hilbert space H such that both (1− ρ(p))H and (1− ρ(q))H are infinite-dimensional.
Therefore there is a unitaryU onH extending ρ(s), so thatUρ(p) = ρ(s). It follows that the ∗-homomorphism ρ:G→ B(H)
factors through U, that is there is a ∗-homomorphism ϕ:U→ B(H) such that ρ = ϕ ◦ η. Since ρ is faithful, we see that η is
injective, and so it is an isometry. 
The universal non-unital C∗-algebra G′ generated by an isometry has recently been studied by Brenken and Niu in [23].
The C∗-algebraG = vC∗(E, C)v of Lemma 5.5(1) is just the unitization ofG′. Some properties of C∗(E, C) can thus be derived
from [23], for instance we see from [23, Corollary 1] that C∗(E, C) is a non-exact C∗-algebra.
The following result was obtained in collaboration with Ken Goodearl.
Proposition 5.6. Let (F ,D) be the separated graph associated to the presentation ⟨a, b | a+ b = a+ b⟩. Then
vC∗red(F ,D)v ∼= C∗r ((∗Z Z2) o Z) ∼= (C∗r (∗Z Z2))or Z.
Proof. We follow with the notation introduced in the proof of Lemma 5.5. We have
(A,Φ) = (C∗red(F ,D),Φ) = (A,ΦA) ∗ (B,ΦB),
where A and B are the usual graph C∗-algebras of the graphs corresponding to the edges {α1, α2} and {β1, β2} respectively,
and the mapsΦA andΦB are the canonical conditional expectations onto Cv + Cw1 + Cw2, as defined in [2, Theorem 2.1].
Put T = M2(C∗r ((∗Z Z2) o Z)), and denote by eij, 1 ≤ i, j ≤ 2 the canonical matrix units in T . Set
p±i =
1∓ ui
2
, i ∈ Z.
We define unital ∗-homomorphisms σA: A → T and σB: B → T by
σA(v) = σB(v) = e11, σA(w1) = σB(w1) = p+0 e22, σA(w2) = σB(w2) = p−0 e22,
σA(α1) = p+0 e12, σA(α2) = p−0 e12, σB(β1) = zp+0 e12, σB(β2) = zp−0 e12.
LetΘ: T → Ce11 + Cp+0 + Cp−0 be the conditional expectation given by
Θ

a11 a12
a21 a22

= τ(a11)e11 + τ(p+0 a22p+0 )p+0 + τ(p−0 a22p−0 )p−0 ,
where τ is the canonical faithful trace on the reduced group C∗-algebra C∗r ((∗Z Z2) o Z). In order to check that (A,Φ) ∼=
(T ,Θ), it suffices to show that the conditions (1)–(5) in Definition 2.2 are satisfied. All conditions are easily verified, with
the exception of (4).
To show (4), we compute the kernels ofΘ|σA(A) andΘ|σB(B) to be Z0 = Cu0e11+A0e12+A0e21 and Z1 = Cu1e11+A1ze12+
A0z∗e21 respectively, where Ai = C1+Cui is the subalgebra of C∗r ((∗Z Z2)oZ) generated by ui. Then we have to show that
Θ(α) = 0 for every α ∈ Λo(Z0, Z1). This is shown by induction on the length of α. In order to prove it, we introduce the
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following notation. For i ∈ Z, denote by Fi the linear span of the set of reduced words in {un : n ∈ Z} ending in ui. We will
write F≤i =j≤i Fj andF≤i = C1+ F≤i, and similarly for F≥i andF≥i.
One shows by induction on the length of α ∈ Λo(Z0, Z1) that if α ends in Z0, then
α ∈ L(0)11 e11 + L(0)12 e12 + L(0)21 e21 + L(0)22 e22,
where
L(0)11 = F≤0 +
n
i=1
[F≤i]z i + n
j=1
[F≤−j](z∗)j,
L(0)22 = [F≥1]A0 +
n−1
i=1
[F≥i+1]Aiz i +
n
j=1
[F≥−j+1]A−j(z∗)j,
and L(0)21 = A0 + L(0)11 , L(0)12 = A0 + L(0)22 , for suitable n ≥ 0.
Correspondingly, if α ends in Z1, then
α ∈ L(1)11 e11 + L(1)12 e12 + L(1)21 e21 + L(1)22 e22,
where
L(1)11 = L(1)21 = F≥1 +
n
i=1
[F≥i+1]z i +
n+1
j=1
[F≥−j+1](z∗)j,
and
L(1)22 = L(1)12 = [F≤−1]A0 +
n+1
i=1
[F≤i−1]Aiz i + n−1
j=1
[F≤−j−1]A−j(z∗)j.
This concludes the proof. 
Corollary 5.7. Let (F ,D) be the separated graph associated to the presentation ⟨a, b | a+b = a+b⟩. Then C∗red(F ,D) is a simple
C∗-algebra.
Proof. By Proposition 5.6, it is enough to show that Cr((∗Z Z2) o Z) is simple. First observe that
(C∗r (∗Z Z2), τ ) = ∗i∈Z(C∗r (Z2), τi),
that is C∗r (∗Z Z2) is the reduced crossed product of countablymany group C∗-algebras C∗r (Z2), with respect to their canonical
tracial states τi, and so it is simple by an application of Avitzour’s theorem. By Kishimoto’s Theorem [24, Theorem 3.1],
in order to show that C∗r (((∗Z Z2) o Z)) ∼= (C∗r (∗Z Z2))or Z is simple, it is enough to show that the action of each non-
trivial element of Z on C∗r (∗Z Z2) is outer. To show this, we first show that the relative commutant of B := C∗r (∗Z Z2) in
C := Cr((∗Z Z2)oZ) is trivial. For this,weuse an argument similar to the one in [13, Proof of Claim3].WeputG := (∗Z Z2)oZ.
Suppose that x ∈ C and x commutes withB. Wewill show that x0 = x−τ(x)1 is zero. Suppose, to obtain a contradiction,
that x0 ≠ 0. Since τ is faithful, ∥x0∥2 = τ(x∗0x0)1/2 > 0. Choose ϵ > 0 so that 0 < ϵ < ∥x0∥23 . There is an element y in the
group algebra CG such that
y =

g∈F
λgg,
where F is a finite subset of G\{1}, λg ∈ C\{0}, and ∥x0−y∥ < ϵ. We consider the canonical expression of elements in G, as
wz j, wherew is a reducedword in the ui’s and j is an integer. Let I be the finite subset of Z consisting of those integers n such
that un is involved in the canonical expression of some of the elements of F . Let J be the (finite) set of integers that appear as
powers of z in the canonical expression of the elements of F . TakeN ∈ N big enough so thatN > max{i, i′−j | i, i′ ∈ I, j ∈ J},
and write v = uN .
We claim that vy and yv are orthogonal with respect to the inner product on C induced by τ , that is, τ(v∗y∗vy) = 0.
Indeed we have
τ(v∗y∗vy) = τ

g,h∈F
λgλhuNg−1uNh

= 0,
because of the choice of N . Now, by orthogonality of vy and yv, we have ∥vy − yv∥ ≥ ∥vy − yv∥2 > ∥vy∥2 = ∥y∥2, and
thus
∥vx0 − x0x∥ ≥ ∥vy− yv∥ − 2ϵ > ∥y∥2 − 2ϵ ≥ ∥x0∥2 − 3ϵ > 0,
contradicting the fact that x0 centralizesB.
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It is now easy to see that, for every nonzero integerm, the actionαm is outer onB. Indeed, ifαm is an inner automorphism
of B, induced by a unitary d in B, then there is λ ∈ T such that d = λzm in C = Bor Z, which is a contradiction. Finally,
Kishimoto’s Theorem [24, Theorem 3.1] gives that C, and so C∗red(F ,D), is a simple C∗-algebra. 
Finally, we show that the embedding of vC∗(E, C)v into vC∗(F ,D)v established in Lemma 5.5(2) extends to the reduced
setting.
Proposition 5.8. Adopt the notation of Lemma 5.5. Then there is a trace-preserving embedding vC∗red(E, C)v ↩→ vC∗red(F ,D)v.
Proof. Consider the subalgebraD = (1⊕w2)M2(C∗red(F ,D))(1⊕w2) ofM2(C∗red(F ,D)). Set C = Cv⊕Cw1 ⊕Cw2 ⊕Cw3.
Define Φ:D→ C by
Φx11 x12x21 x22

= (Φ(x11), τw2(x22)w3),
whereΦ: C∗red(F ,D)→ Cv⊕Cw1⊕Cw2 is the canonical conditional expectation and τw2 is the state ofw2C∗red(F ,D)w2 given
byΦ(x) = τw2(x)w2 for x ∈ w2C∗red(F ,D)w2. We look C as a C∗-subalgebra ofD by sending v,w1, w2 to the corresponding
vertices in (1⊕ 0)M2(C∗red(F ,D))(1⊕ 0) and sendingw3 to 0⊕w2. With this embedding in mind, Φ is a faithful conditional
expectation fromD onto C .
Write C∗red(E, C) = A1 ∗C A2, whereA1 = C∗(C, α1, α2) andA2 = C∗(C, β1, β2).Wedefine∗-homomorphismsσi: Ai → D
by sending canonically C toD as above, and putting
σ1(α1) = α1 ⊕ 0, σ (α2) = α2 ⊕ 0, σ2(β1) = β1 ⊕ 0, σ2(β2) =

0 β2
0 0

.
In order to show that these maps define an isomorphism from C∗red(E, C) onto C∗(σ1(A1) ∪ σ2(A2)), it suffices to check
conditions (1)–(5) of Definition 2.2. All properties are obvious with the exception of (4). In order to check (4), set
Z1 = {1− 2α1α∗1 , α1, α∗1 , α2, α∗2}, Z2 = {1− 2β1β∗1 , β1, β∗1 , β2, β∗2 },
and let a1a2 · · · an ∈ Λo(Z1, Z2), where ai ∈ Zιi , with ιi ≠ ιi+1 for i = 1, . . . , n − 1. Then we have to prove thatΦ(σι1(a1)σι2(a2) · · · σιn(an)) = 0. This is obvious if all the letters in a1a2 · · · an are different from β2 and β∗2 . The nonzero
expressions involving β2 or β∗2 give terms inDwhich have one of the following forms:
0 aβ2
0 0

,

0 0
β∗2a 0

, or

0 0
0 β∗2aβ2

,
with Φ(aβ2) = 0,Φ(β∗2a) = 0, and Φ(β∗2aβ) = 0 in the respective cases. Consequently, Φ(σι1(a1)σι2(a2) · · · σιn(an)) = 0
in all cases, as desired. 
It remains an open problem to determine whether the C∗-algebra C∗red(E, C) considered in the above result is simple.
6. Some remarks on K -theory
We recall from [2] the following conjecture:
Conjecture 6.1 ([2, 7.6]). Let (E, C) be a finitely separated graph. Let M(E, C) be the abelian monoid with generators {av | v ∈
E0} and relations given by av = e∈X ar(e) for all v ∈ E0 and all X ∈ Cv . Then the natural map M(E, C) → V(C∗(E, C)) is an
isomorphism.
Let L(E, C) be the dense ∗-subalgebra of C∗(E, C) generated by the canonical generators of C∗(E, C). It was shown in
[1, Theorem 4.3] that there is a natural isomorphism M(E, C) → V(L(E, C)), sending av to [v] ∈ V(L(E, C)), where
V(L(E, C)) is the abelian monoid of isomorphism classes of finitely generated projective right modules over L(E, C). So
the above conjecture is equivalent to the question of whether the natural induced map V(L(E, C)) → V(C∗(E, C)) is an
isomorphism. The answer is positive in the non-separated case [5, Theorem 7.1].
We now make two weaker conjectures, which can be checked in various situations of interest.
Conjecture 6.2. Let (E, C) be a finitely separated graph. Then the natural map
M(E, C)→ V(C∗(E, C))
is injective.
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Conjecture 6.3. Let (E, C) be a finitely separated graph. Let (G(E, C),G(E, C)+) be the Grothendieck group of M(E, C), with
the canonical pre-ordered structure given by taking G(E, C)+ = ι(M(E, C)), where ι:M(E, C)→ G(E, C) is the canonical map
(note that ι does not need to be injective). Then we have a natural homomorphism
(G(E, C),G(E, C)+)→ (K0(C∗(E, C)), K0(C∗(E, C))+)
of partially pre-ordered abelian groups. We conjecture that this map is an isomorphism. By [2, Theorem 5.2] the map G(E, C)→
K0(C∗(E, C)) is an isomorphism, so the conjecture is that the order structure in K0(C∗(E, C)) is the one given by G(E, C)+.
Let us show that Conjecture 6.1 implies a positive answer to a question of Rørdam and Villadsen [25, Question 2.1(a)].
Recall that an ordered group is a pair (G,G+)where G is an abelian group, G+ ⊆ G, and
G+ + G+ ⊆ G+, G+ − G+ = G, G+ ∩ −G+ = {0}.
Remark 6.4. If Conjecture 6.1 holds, then for every ordered abelian group (G,G+) there is a stably finite C∗-algebraA such
that (K0(A), K0(A)+) ∼= (G,G+).
Indeed, since G+ is a conical abelian monoid, we may take a presentation ⟨X | R⟩ of G+ as indicated in the proof of
[1, Proposition 4.4]. Then, with (E, C) being the separated graph associated to this presentation, we have M(E, C) ∼= G+
([1, 4.4]). Since the Grothendieck group of G+ is G we obtain from Conjecture 6.1 that (G,G+) ∼= (K0(A), K0(A)+), where
A = C∗(E, C). It remains to verify that A is stably finite. But since V(A) ∼= G+ embeds into a group, it is clear that all
projections inM∞(A) are finite, as desired.
However the validity of Conjecture 6.1 seems to be known in very few cases in the non-separated case.
The validity of the weaker Conjectures 6.2 and 6.3 can be checked in several cases. For instance, it holds for the separated
graph (E, C) with just one vertex and the sets in the partition C reduced to singletons, because then C∗(E, C) is just the
full group C∗-algebra C∗(Fn), where n is the number of edges, and for the C∗-algebras C∗(E(n, n), C(n, n)) (see the proof of
[2, Theorem 6.3]). For the C∗-algebras A = Mk(C) ∗ Ml(C), with gcd(k, l) = 1 and at least one of k or l prime, it follows
from [25, Theorem 3.6] that (K0(A), K0(A)+) ∼= (Z, ⟨k, l⟩), with the integers k, l represented in K0(A) by the classes of
the minimal projections in Ml(C) and Mk(C) respectively. The algebra A is Morita-equivalent to the C∗-algebra of the
separated graph associated to the presentation ⟨a, b | ka = lb⟩, and so we obtain for these particular values of k, l that
both Conjectures 6.2 and 6.3 are true.
As another interesting example, we consider the C∗-algebraA = On ∗ Om = C∗(E, C) treated in Proposition 4.1. In this
case K0(A) = K0(A)+ ∼= Zd, where d = gcd(n− 1,m− 1) (by [2, Theorem 5.2]), and
M(E, C) = ⟨a | a = na = ma⟩ = ⟨a | a = (d+ 1)a⟩
so both Conjectures 6.2 and 6.3 hold. Note that C∗red(E, C) is purely infinite simple by 4.1, and that K0(A) ∼= K0(C∗red(E, C))
by Germain’s Theorem ([26]), so we obtain the very precise information V(C∗red(E, C)) = ⟨a | a = (d+ 1)a⟩ for the reduced
graph C∗-algebra.
In contrast, the natural mapM(E, C)→ V(C∗red(E, C)), defined by composing the natural mapM(E, C)→ V(C∗(E, C))
with the homomorphism induced by the natural surjection C∗(E, C)→ C∗red(E, C), fails to be injective or surjective in many
cases. Using our main result, we will show that it may even happen that M(E, C) is stably finite (i.e. x + y = x H⇒ y =
0 ∀x, y ∈ M(E, C)) but C∗red(E, C) is purely infinite simple. To see this, we need a monoid-theoretic lemma.
Lemma 6.5. Let F be the free abelian monoid on free generators a1, a2, . . . , an. Let
x =
n
i=1
riai, y =
n
i=1
siai
be nonzero elements in F . Let M be the conical abelian monoid F/ ∼where∼ is the congruence on F generated by (x, y). Then M
contains infinite elements if and only if either x < y or y < x in the usual order of F .
Proof. If x < y or y < x then clearly [x] and [y] are infinite elements inM .
Observe that∼ agrees with the congruence on F defined as follows: For a, b ∈ F , set a w b in case there exists a sequence
z0, z1, . . . , zr , r ≥ 0, of elements of F such that a = z0, b = zr and for each i = 0, . . . , r − 1, either zi = yi + x and
zi+1 = yi + y for some yi ∈ F , or zi = yi + y and zi+1 = yi + x for some yi ∈ F . Hence, if a ∼ b then there is t ∈ Z such that
b = a+ t(y− x) in the free abelian group Zn. Thus if a ∼ a+ c with c ∈ F \ {0}, then there is t ∈ Z such that c = t(y− x),
and this implies either x < y or y < x. 
It is interesting to observe that the conditions giving that M(E, C) is stably finite are the same as the ones giving that
C∗(E, C) is stably finite, as the following proposition and the above lemma show. This provides further evidence to the
validity of Conjecture 6.1. Recall that a C∗-algebra A is termed residually finite dimensional if it admits a separating family of
finite-dimensional ∗-representations.
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Proposition 6.6. Let (E, C) be the separated graph associated to the presentation ⟨a1, . . . , an |ni=1 riai =ni=1 siai⟩. Consider
the nonzero vectors r = (r1, . . . , rn) and s = (s1, . . . , sn) in Zn. Then the following conditions are equivalent:
(i) C∗(E, C) is residually finite dimensional.
(ii) C∗(E, C) admits a faithful tracial state.
(iii) C∗(E, C) is stably finite.
(iv) C∗(E, C) is finite.
(v) r ≮ s and s ≮ r in the usual order of Zn.
Proof. The implications (i) H⇒ (ii) H⇒ (iii) H⇒ (iv) are general, well-known facts.
(iv) H⇒ (v). If r < s or s < r in the usual order of Zn then one can easily see that the projection
v ∼
n
i=1
ri · wi ∼
n
i=1
si · wi
is infinite in C∗(E, C).
(v) H⇒ (i). Assume that r ≮ s and s ≮ r in the usual order of Zn. Then we shall show that C∗(E, C) is residually finite
dimensional by applying [27, Theorem 4.2], which asserts that a full amalgamated free product A ∗C B of finite dimensional
C∗-algebras is residually finite dimensional if and only if there are faithful tracial states τA on A and τB on Bwhose restrictions
to C agree.
Since r ≮ s and s ≮ r, either r = s or there are indices i, j such that ri < si and sj < rj. In the former case, it follows from
Proposition 5.2 that there is a faithful state τ on C = Cn+1 such that τA = τ ◦ ΦA and τB = τ ◦ ΦB are faithful tracial states
on A and B respectively. So [27, Theorem 4.2] gives the result. In the latter case, without loss of generality, we shall assume
that r1 < s1 and s2 < r2.
We will use the concrete representations of A = C∗(EX ) and B = C∗(EY ) as finite products of matrix algebras introduced
in Section 4, so that A = ni=1 Msi+1(C), B = ni=1 Mri+1(C) and C = Cn+1, and the embeddings ιA: C → A and ιB: C → B
are as specified in Section 4. We want to define faithful tracial states τA = ni=1 γiTrsi+1 on A and τB = ni=1 δiTrri+1 on B,
with γi > 0 and δi > 0 for all i, and
n
i=1 γi =
n
i=1 δi = 1, such that the restrictions of τA and τB to C = Cn+1 agree. This
is equivalent to the identities:
δi =

ri + 1
si + 1

γi, i = 1, . . . , n. (6.1)
For i = 2, . . . , n, put
∆i =

ri + 1
si + 1

−

r1 + 1
s1 + 1

.
Set Γ = (r2 + 1)(s1 + 1)− (s2 + 1)(r1 + 1), and observe that Γ > 0 by our hypothesis that r1 < s1 and s2 < r2. Set
γ ′1 =
(s1 + 1)(r2 − s2)
Γ
, γ ′2 =
(s2 + 1)(s1 − r1)
Γ
, (6.2)
and observe that γ ′1 > 0, γ
′
2 > 0 and γ
′
1 + γ ′2 = 1. Now define γ1, γ2 by
γ1 = γ ′1 +
n
i=3

∆i
∆2
− 1

γi, γ2 = γ ′2 −
n
i=3

∆i
∆2

γi, (6.3)
where γ3, . . . , γn are chosen to be positive numbers small enough to make γ1 and γ2 both positive. With this choice of
γ1, . . . , γn one has that γi > 0 for all i and that
n
i=1 γi = 1. Now, the Eq. (6.1) define positive numbers δi, and it is easily
checked that
n
i=1 δi = 1.
Hence, the formulas τA =ni=1 γiTrsi+1 and τB =ni=1 δiTrri+1 define faithful tracial states on A and B respectively, such
that the restrictions of τA and τB to C = Cn+1 agree. It follows from [27, Theorem 4.2] that C∗(E, C) = A ∗C B is residually
finite dimensional. 
We observe that, in view of Lemma 5.5 the above result incorporates [23, Theorem 2.2].
Example 6.7. There exists separated graphs (E, C) such thatM(E, C) is a stably finite monoid and C∗(E, C) is a stably finite
C∗-algebra, but C∗red(E, C) is purely infinite simple, and moreover the natural mapM(E, C)→ V(C∗red(E, C)) is not injective.
Proof. Take for instance the separated graph associated to the one-relatormonoid ⟨a, b | 3a+2b = 2a+4b⟩. By Lemma 6.5,
M(E, C) is a stably finite monoid and, by Proposition 6.6, C∗(E, C) is a stably finite C∗-algebra. However, by Theorem 4.3, we
have that C∗red(E, C) is purely infinite simple. In particular we obtain thatV(C
∗
red(E, C))\{0} = K0(C∗red(E, C)) is cancellative.
Thus a ≠ 2b inM(E, C) but a = 2b in V(C∗red(E, C)). This shows the result. 
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