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ABSTRACT
In many real-word scenarios, e.g., multimedia applications,
data often originates from multiple heterogeneous sources
or are represented by diverse types of representation, which
is often referred to as “multi-modal data”. The definition
of distance between any two objects/items on multi-modal
data is a key challenge encountered by many real-world ap-
plications, including multimedia retrieval. In this paper, we
present a novel online learning framework for learning dis-
tance functions on multi-modal data through the combina-
tion of multiple kernels. In order to attack large-scale mul-
timedia applications, we propose Online Multi-modal Dis-
tance Learning (OMDL) algorithms, which are significantly
more efficient and scalable than the state-of-the-art tech-
niques. We conducted an extensive set of experiments on
multi-modal image retrieval applications, in which encour-
aging results validate the efficacy of the proposed technique.
Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Retrieval
models; H.2.8 [Database Applications]: Image databases
General Terms
Algorithms, Experimentation
Keywords
Online Learning; Graph Laplacian; Multi-modal Distance;
Multimedia Retrieval
1. INTRODUCTION
Similarity search plays a fundamental role in a variety
of multimedia retrieval tasks [29, 25, 11, 19, 7, 52], which
has been extensively studied in multimedia and computer
vision fields, especially for Content-Based Image Retrieval
(CBIR) [38, 18, 34]. The crux of similarity search is to
find some proximity function that can effectively measure
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distance/similarity between images [1, 30, 33]. In a conven-
tional CBIR system, given images represented in a vector
space, the typical choices of such proximity functions are
Euclidean distance and its variants, which are often not flex-
ible enough to measure the proximity of images due to the
nature of the fixed rigid functions.
In recent years, researchers have noticed the limitations of
conventional rigid proximity functions for visual similarity
search. To address this issue, one group of active research
is the Distance Metric Learning (DML) studies [13, 18, 36,
28, 46, 17, 47], which usually learn to optimize the Ma-
halanobis distance metric on some vector space to improve
visual similarity search for various multimedia retrieval ap-
plications. Despite their successes for improving visual sim-
ilarity search, most existing DML studies are limited in that
they usually do not effectively handle the distance measure
of multi-modal data that may originate from multiple re-
sources and not necessarily be represented in a vector space.
Recently, the Multiple Kernel Partial Order Embedding
(MKPOE) [32] has attempted to address this limitation by
adopting multiple kernel learning techniques for integrating
multiple sources of heterogeneous data into a single, unified
distance space. Despite their pioneering study, MKPOE is
limited in two key aspects: (i) it cannot preserve the intrinsic
geometric structure of the underlying data, which has been
shown to be able to improve the performance of many related
applications; (ii) it has poor efficiency and scalability, which
cannot be applied to large-scale applications.
To overcome the limitations of MKPOE, this paper pro-
poses a novel Online Multi-modal Distance Learning (OMDL)
scheme, which exploits the local dependency of underly-
ing data distributions to enhance the learning efficacy of
MKPOE, and further improves the efficiency and scalability
by exploring online learning techniques.
The OMDL task is however very challenging because it
must on one hand learn an optimal distance function for
each kernel in each modality, and on the other hand deter-
mine an optimal combination of multiple kernels in build-
ing the final distance function with all modalities. To at-
tack the challenges, we propose an online learning algorithm
for OMDL, which learns both the optimal distance function
with each individual kernel and the optimal combination of
multiple kernels in an effective and scalable online learning
framework. In particular, we apply the online passive ag-
gressive learning technique [8] to learn the distance function
for each individual kernel, and the Hedging learning tech-
nique to learn the optimal combination weights of multiple
kernels, from a sequence of triplet training data.
As a summary, our main contributions include:
• We propose a novel OMDL framework, which exploits
local dependency of underly data distribution for learn-
ing distance on multi-modal data using multiple ker-
nels via an online learning scheme.
• We present effective OMDL algorithms, which learn
both the optimal proximity function with an individual
kernel and the optimal combination of multiple kernels
in an efficient and scalable online learning approach.
• We conduct an extensive set of experiments to evaluate
the performance of the proposed technique for multi-
modal image retrieval on several image data sets, in
which the encouraging results show clear advantages
of OMDL over the state-of-the-art techniques.
The rest of this paper is organized as follows. Section 2
reviews related work. Section 3 gives some preliminaries
of related techniques in literature. Section 4 introduces the
problem definition and presents the proposed online learning
algorithm for OMDL. Section 5 discusses the experimental
results, and section 6 sets out the conclusion of this work.
2. RELATED WORK
This section reviews related work which can be generally
grouped into two major categories as follows.
2.1 Distance Metric Learning
Distance Metric Learning (DML) from side information
has been actively studied in CBIR for years. In general, most
DML works aim to learn an optimal distance metric in the
family of Mahalanobis distances, which can be viewed as an
equivalent problem of learning an optimal linear embedding
of original data, where Euclidean distance can be adopted
to measure proximity between the embedded objects.
In literature, various DML techniques have been proposed
in both machine learning [4, 48, 43] and multimedia com-
munities [18, 36, 10, 28, 45, 50, 45, 47]. Some well-known
techniques include Relevant Component Analysis (RCA) [4],
Discriminative Component Analysis (DCA) [18], Large Mar-
gin Nearest Neighbor (LMNN) [43], Information-Theoretic
Metric Learning (ITML) [22], Regularized Metric Learn-
ing [36], and Laplacian Regularized Metric Learning (LRML)
[17], and so on.
We also note that several kernel-based distance metric
learning algorithms [6, 51, 52, 22] were proposed for learning
distance functions in CBIR. Despite their successes, most ex-
isting DML studies are limited in that they usually do not
effectively handle the distance measure of multi-modal data
that may originate from multiple resources and not neces-
sarily be represented in vector space.
2.2 Multiple Kernel Learning
Our work is also closely related to Multiple Kernel Learn-
ing (MKL) studies [27, 39], which aim to find the optimal
combination of multiple kernels for learning classifiers to-
wards a given classification task. Exemplar algorithms in-
clude the convex optimization [27], the Semi-Infinite Linear
Program (SILP) approach [39], and the level method [49].
In addition, several recent studies [54, 23] address multiple
kernel learning for multi-class and multi-labeled data, and
some other works aim at improving its efficiency and gener-
ality [41, 42, 21].
Despite sharing the common goal of finding the optimal
combination of multiple kernels, our technique differs signif-
icantly from the existing MKL studies in two key aspects.
First, we aim to learn kernel-based distance functions for
multimedia search tasks while conventional MKL studies of-
ten address classification tasks. Second, the training data
used by conventional MKL studies are in the regular form
of single data instances with class label, while the training
data in our problem are in the form of triplet instances.
Recently, the Multiple Kernel Partial Order Embedding
(MKPOE) [32] adopts multiple kernel learning techniques
for integrating multiple sources of heterogeneous data into a
single, unified distance space. Our work is partially inspired
to overcome the limitations of MKPOE by adopting graph
Laplacian to capture the underlying data structure so as to
improve the effectiveness of MKPOE, and tackling the effi-
ciency and scalability issue by solving the learning problem
via online learning.
We should note that this work was also inspired by our
previous work on Online Multiple Kernel Learning [24, 16].
The OMKL technique was proposed to learn classifiers by
finding an optimal combination of multiple kernels for clas-
sification tasks, while the goal of this work is to learn the
distance function from triplets for multimedia retrieval [16].
Unlike the regular classification task, special care is needed
in the design of algorithms to handle the triple constraints
for multimedia retrieval.
3. PRELIMINARIES
To better motivate our work, in this section, we introduce
an important previous work, i.e., Multiple Kernel Partial
Order Embedding (MKPOE) [32], for learning distance with
multiple kernels. For problem setting, assume we are given
a set of n objects X = {xi|i = 1, 2, . . . , n}, and a collection
of triplet constraints C = {(it, jt, kt), t = 1, 2, . . . , T}, where
each triplet (it, jt, kt) indicates that object xit is similar to
object xjt , but dissimilar to object xkt . For simplicity, we
will simply denote xit as xi for the rest of discussion.
We first consider the case of learning distance with a single
kernel. In particular, it first maps the data into a Reproduc-
ing Kernel Hilbert Space (RKHS) [2] H via a feature map φ
with corresponding kernel function κ(x,y) = 〈φ(x), φ(y)〉H;
then the data is mapped to Rd by a linear projection M :
H → Rd. The embedding function g : X → Rd is therefore
the composition of the projection M with φ:
g(x) =M(φ(x)) (1)
It is further extended to the multiple kernel case by defining
the embedding function as the concatenation:
g(x) = (Mp(φp(x)))mp=1 (2)
where the index of kernel p ∈ {1, 2, . . . ,m} and (·)mp=1 de-
notes concatenation. By invoking the representer theorem [35]
for each Mp:
M
p = Np(Φp)⊤ (3)
where Np ∈ Rd×n is a real-valued matrix, Φp is a matrix
representation of X in H (i.e., Φpi = φp(xi) for xi ∈ X ).
So the embedding function can now be written as:
g(x) = (Mp(φp(x)))mp=1 = (N
p
K
p
x)
m
p=1 (4)
where Kpx is the column vector formed by evaluating the
kernel function κp at x against X .
Further we use a Positive Semi-Definite (PSD) matrix
Wp = (Np)⊤(Np). The optimization problem of MKPOE
can be formally written as follows:
min
Wp,ξ
m∑
p=1
tr(WpKp) +
β
|C|
∑
∀(i,j,k)∈C
ξijk (5)
s.t. d(xi,xj)
.
=
m∑
p=1
(Kpi −Kpj )⊤Wp(Kpi −Kpj )
d(xi,xj) + 1 ≤ d(xi,xk) + ξijk, ξijk ≥ 0,∀(i, j, k) ∈ C
W
p  0 p = 1, 2, . . . ,m
where Kp is the kernel matrix corresponding to κp, Kpi is
the i-th column of it, and β is a trade-off parameter.
4. ONLINE MULTI-MODAL DISTANCE
LEARNING (OMDL)
4.1 Overview
In this section, we present a framework of Online Multi-
modal Distance Learning (OMDL) using multiple kernels.
We first give our formulation of multi-modal distance learn-
ing and then propose the online algorithms.
4.2 Multi-modal Distance Learning
Let us denote by f(xi,xj) a similarity function that mea-
sures the similarity between any two data points xi and xj ,
and S ∈ Rn×n is a similarity matrix where each element
Sij = f(xi,xj) ≥ 0. Note that f(·, ·) does not have to be a
kernel function that satisfies the Mercer’s condition. Given
n data instances, a kernel matrix K can be expressed as
K = V′V  0, where V = [v1, . . . ,vn] is the matrix of the
embedding of the n data instances. The regularizer of the
kernel matrix K, which captures the local dependency [15,
14, 53] between the embeddings of vi and vj (i.e., the low
dimensional embedding [37] of similar instances should be
similar w.r.t. the similarity Sij) can be defined as:
Ω(V,S) =
1
2
n∑
i,j=1
Sij‖ vi√
Di
− vj√
Dj
‖22 (6)
= tr(VLV′) = tr(LK)
where L is the graph Laplacian matrix defined as:
L = I−D−1/2SD1/2 (7)
where D = diag(D1, D2, . . . , Dn) is a diagonal matrix with
the diagonal elements defined as Di =
∑n
j=1 Sij . By incor-
porating graph Laplacian regularizer, we can formulate the
optimization problem of the proposed multi-modal distance
learning:
min
Wp,ξ
m∑
p=1
tr(KpWpKpLp) +
β
|C|
∑
∀(i,j,k)∈C
ξijk (8)
s.t. d(xi,xj)
.
=
m∑
p=1
(Kpi −Kpj )⊤Wp(Kpi −Kpj )
d(xi,xj) + 1 ≤ d(xi,xk) + ξijk, ξijk ≥ 0,∀(i, j, k) ∈ C
W
p  0 p = 1, 2, . . . ,m
In the above, the first regularizer term of the objective func-
tion enforces the smoothness of the distance on the mani-
fold, which is the key difference as compared to the previous
MKPOE approach. The above optimization can be solved
by applying projected gradient descent by following a solu-
tion similar to MKPOE [32]. However, such an approach
can be computationally intensive, which is hardly scalable
for large-scale application. In the following, we will present
an online learning algorithm to tackle this challenge.
4.3 Algorithms for OMDL
In this section, we present an online learning scheme which
aims to sequentially updates the multi-modal distance func-
tion from a sequence of triplet constraints. In particular,
given any received triplet constraint (i, j, k), it can be used
to update two sets of target variables: (i) the parameters
of the distance function defined on each individual kernel,
i.e., Wp, p = 1, 2, . . . , m and (ii) the combination weights
assigned to different kernels, denoted as µp, p = 1, 2, . . . ,m.
Figure 1 shows the system flow of the proposed OMDL al-
gorithm which learns distance functions from a sequence of
triplet constraints.
Figure 1: The system flow of the proposed OMDL
algorithm from a sequence of training triplets.
Given these variables, the class of the combined kernel can
be expressed as:
Kµ =
m∑
p=1
µpK
p
W
p
K
p (9)
Correspondingly, the embedding function is:
g(x) = (
√
µpN
p
K
p
x)
m
p=1 (10)
The inner products between embedded points take the form:
Aij = 〈g(xi), g(xj)〉 (11)
=
m∑
p=1
(
√
µpN
p
K
p
i )
⊤(
√
µpN
p
K
p
j )
=
m∑
p=1
µp(K
p
i )
⊤(Np)⊤(Np)(Kpj )
Thus, the squared Euclidean distance can be expressed as:
d(xi,xj) = ‖g(xi)− g(xj)‖2 (12)
=
m∑
p=1
µp(K
p
i −Kpj )⊤(Np)⊤(Np)(Kpi −Kpj )
=
m∑
p=1
µpdp(xi,xj)
Therefore, the key challenges of online multi-modal dis-
tance learning are to find effective and efficient solutions for
solving both W p and µp at each online learning round.
4.3.1 Algorithm on a Single Kernel
We first start by presenting the solution for online distance
learning on a single kernel.
By following the principle of online passive aggressive learn-
ing [8], we can rewrite the formulation of the Online Distance
Learning (ODL) as the following optimization for a single
triplet (i, j, k) at some round t:
min
W,ξ
1
2
‖W −Wt−1‖2F + C1tr(KWKL) + C2ξ (13)
s.t. d(xi,xj)
.
= (Ki −Kj)⊤W(Ki −Kj)
d(xi,xj) + 1 ≤ d(xi,xk) + ξ, ξ ≥ 0
W  0
where ‖ · ‖F denotes the Frobenius norm.
In the following, we derive the solution to the ODL prob-
lem. At first, we solve the optimization problem without
considering the PSD constraint, i.e., W  0. Then the PSD
constraint is applied by projecting onto the feasible set. The
following proposition shows the analytic solution to the op-
timization without the PSD constraint.
Proposition 1. The closed-form solution to the optimiza-
tion task in (13) can be expressed as follows:
W =Wt−1 − C1KLK− τK(Eij −Eik)K (14)
where τ is calculated by
τ = min{C2, h(lt−1)‖K(Eij −Eik)K‖2F
} (15)
h(x) = max{0, x} is the hinge loss function, Eij = (ei −
ej)(ei − ej)⊤ and
lt−1 = −C1tr(KLKK(Eij −Eik)K)
+tr(Wt−1K(Eij −Eik)K) + 1
Proof. We define the Lagrangian as:
f(W, ξ, λ, τ ) =
1
2
‖W −Wt−1‖2F +C1tr(KWKL) + C2ξ
−λξ + τ (1− ξ + 〈W,K(Eij −Eik)K〉F )
where λ ≥ 0 and τ ≥ 0 are Lagrangian multipliers. By
setting ∂f(W,ξ,λ,τ)
∂W
= 0, we have the following:
W −Wt−1 + C1KLK+ τK(Eij −Eik)K = 0 (16)
and therefore
W =Wt−1 − C1KLK− τK(Eij −Eik)K (17)
Next by setting ∂f(W,ξ,λ,τ)
∂ξ
= 0, we have:
C2 − λ− τ = 0 (18)
Since λ ≥ 0, we have τ ≤ C2. Thus, we have the following:
f(τ )
=
1
2
‖W −Wt−1‖2F + C1tr(KWKL) + τ
+τ 〈W,K(Eij −Eik)K〉F
=
1
2
‖W −Wt−1‖2F − tr(W(W−Wt−1)) + τ
= −1
2
‖W −Wt−1‖2F − tr(Wt−1(W−Wt−1)) + τ
= −1
2
‖C1KLK+ τK(Eij −Eik)K‖2F
+C1tr(Wt−1KLK) + τ tr(Wt−1K(Eij −Eik)K) + τ
Further, by setting ∂f(τ)
∂τ
= 0, we have
∂f(τ )
∂τ
= −C1tr(KLKK(Eij −Eik)K)− τ‖K(Eij −Eik)K‖2F
+tr(Wt−1K(Eij −Eik)K) + 1
= 0
Thus, we have
τ =
lt−1
‖K(Eij −Eik)K‖2F
(19)
where
lt−1 = −C1tr(KLKK(Eij −Eik)K)
+tr(Wt−1K(Eij −Eik)K) + 1
Combining the fact that τ ≤ C2, we have
τ = min{C2, lt−1‖K(Eij −Eik)K‖2F
} (20)
Further by considering τ ≥ 0, we have:
τ = min{C2, h(lt−1)‖K(Eij −Eik)K‖2F
} (21)
where h(x) = max{0, x} is the hinge loss function.
4.3.2 Algorithm on Multiple Kernels
We now extend the above online distance learning on a
single kernel to the setting of online multi-modal distance
learning with multiple kernels. In particular, we tackle the
challenges of the online multi-modal distance learning task
by two steps: (i) we apply the previous online distance learn-
ing algorithm for learning distance function for each individ-
ual kernel; and (ii) we attempt to find the optimal combi-
nation of multiple kernels using the Hedging online learning
algorithm by following the similar idea in [24]. Specifically,
we denote by µp(t) the combination weight of the p-th kernel
at t-th learning round. We iteratively update the following
combination weight according to the online learning perfor-
mance:
µp(t) = µp(t− 1)ηzp(t) (22)
where η ∈ (0, 1) is a discounting parameter, and zp(t) is an
indicator which outputs 1 when dp(xi,xj) > dp(xi,xk), and
0 otherwise. The details of the proposed OMDL algorithm
are shown in Algorithm 1.
Algorithm 1 Online Multi-modal Distance Learning
(OMDL)
INPUT:
• n objects X = {xi|i = 1, 2, . . . , n}
• m kernel matrices Kp, p = 1, 2, . . . ,m
• m graph Laplacian matrices Lp, p = 1, 2, . . . ,m
• tradeoff parameter C1 > 0, C2 > 0
• discount weight η ∈ (0, 1)
1: Initialize: Wp0 = I, µp(0) = 1, p = 1, 2, . . . ,m
2: for t = 1, 2, . . . , T do
3: receive a triplet (i, j, k)
4: for p = 1, 2, . . . ,m do
5: compute τpt in (15).
6: compute Wpt in (14).
7: PSD projection: λi 7→ max(0, λi), i = 1, 2, . . . , n
8: if dp(xi,xj) > dp(xi,xk) then
9: zp(t) = 1
10: else
11: zp(t) = 0
12: end if
13: update µp(t) = µp(t− 1)ηzp(t)
14: end for
15: end for
OUTPUT: mapping g : X → Rm×n
4.4 Fast OMDL Algorithm
In this section, we propose a fast OMDL algorithm by
low rank approximation (OMDL-LR). Specifically, instead
of learning a high dimensional matrix W of d × d, we at-
tempt to learn a matrix WLR of dimensionality dLR × dLR
(dLR ≪ d). Following [5], we generate a d × dLR random
projection matrix P based on Gaussian distribution, and use
PWLRP
⊤ to approximateW. Once the random projection
matrix is chosen, it is straightforward for improving the rest
of the algorithm by projecting the columns of kernel values
accordingly, i.e., Ki ← P⊤Ki. One may also consider other
low-rank approximation methods, such as Nystro¨m [44].
5. EXPERIMENTS
To evaluate our proposed scheme, we first test it on small-
scale data sets. Then we apply it in image retrieval appli-
cations on some standard benchmark data sets. At last we
report the results on a large-scale image retrieval data set.
5.1 Experimental Testbed
We form our experimental testbed1 by adopting three
publicly available image data sets. These three data sets
have been widely used for the benchmark of image retrieval,
classification and recognition tasks.
The first testbed is the “Caltech256” database2, which has
been widely adopted for object recognition and image re-
trieval tasks [12, 26, 9, 7]. This database contains 256 object
categories (excluding the background category) and a total
of 30607 images. Following the similar experiments as the
previous work [7], we pick 10, 20 or 50 out of the 256 classes
to form three subsets (the same sets as used in [7]), which
are named as “Caltech10”, “Caltech20”, and “Caltech50”, re-
spectively.
1http://www.cais.ntu.edu.sg/~chhoi/OMDL/
2http://www.vision.caltech.edu/Image_Datasets/
Caltech256/
The second testbed is the “Corel5000” database [18]. The
image testbed consists of real-world photos from COREL
image CDs. It has 50 categories, with each category contains
exactly 100 images that are randomly selected from relevant
examples in the COREL image CDs.
The third testbed is the“ImageCLEF”database3, which is
a medical image data set for image retrieval benchmark eval-
uation. To examine the scalability, we also combine “Image-
CLEF” with a collection of 1,000,000 social images crawled
from Flickr, which is named “ImageCLEF+”. For the Flickr
images, we treat all of them as the background noise, which
are mainly used to test the scalability of our algorithms.
5.2 Experimental Setup
For each data set, we randomly select a subset from each
class to make sure that all classes have the same number of
images as the one has least images in the original data set.
This can avoid the performance being dominated by some
single class of large number of images. Based on the data
set, we then randomly select 50% examples from each class
to form a training set, 10% examples to form a validation
set, 10% examples to form a query set, and the rest 30%
examples to form the test set for retrieval evaluation. The
validation set is mainly used to determine the best parame-
ters and the best cases of the compared algorithms.
We need to generate side information in the forms of
triplet and pairwise training instances. In our approach,
we generate side information by sampling triplet constraints
from the feedback of images in the training set. The feed-
back information is simply derived from class labels in this
study, which can be collected from the relevance feedback
mechanism in a practical CBIR system [20]. Specifically, we
select 40% from the training set to form the training queries
and the rest as the database pool. For each training query,
we generate 5 triplets. A triplet (q, p+, p−) is generated
by first randomly choosing an image p+ from the database
pool which belongs to the same class as the training query
q, then choosing another image p− from the database pool
which belongs to another class. As a result, two pairwise
constraints, (q, p+,+1) and (q, p−,−1), can be derived from
(q, p+, p−). For the small-scale experiment, the triplets for
validation (test) are generated in the similar manner as that
of the training set, but restrict q from validation (query) set,
p+ and p− from the test set. The final results are averaged
over 5 random sets of training data. We measure both mean
and standard deviation of the results, and highlight the best
case by performing student t-tests with the significance level
α = 0.05.
The performance of the small-scale experiment is evalu-
ated by the prediction accuracy on triplets from the test set.
For the image retrieval experiments, we evaluated the per-
formance by standard performance metrics for multimedia
retrieval. Specifically, for each query image, all the images
in the database are ranked according to their similarities to
the query. We can measure the precision at top n ranked im-
ages by computing the number of top-n images of the same
class label as the query image. We also adopt the stan-
dard mean Average Precision (mAP) [31] to evaluate the
retrieval result. In particular, the Average Precision (AP)
value is the area under precision-recall curve for a query.
The mAP value is calculated based on the average AP value
of all the queries. The precision value is the ratio of relevant
3http://imageclef.org/
Table 1: Experimental results on three small-scale data sets
Dataset Metric Kernel-Best Kernel-U Kernel-W MKPOE OMDL OMDL-LR
Caltech(S) accuracy 0.4700 0.6200 0.5900 0.6967 0.7933 0.7900
std ±0.0000 ±0.0000 ±0.0000 ±0.0681 ±0.0058 ±0.0100
time(s) - - - 150.5669 5.6428 0.4364
std ±1.1985 ±0.0793 ±0.0088
Corel(S) accuracy 0.6900 0.6200 0.6700 0.7167 0.8067 0.7967
std ±0.0000 ±0.0000 ±0.0000 ±0.0153 ±0.0351 ±0.0306
time(s) - - - 149.4588 5.6499 0.4446
std ±1.3813 ±0.3046 ±0.0262
ImageCLEF(S) accuracy 0.7700 0.7400 0.7500 0.8600 0.9333 0.9333
std ±0.0000 ±0.0000 ±0.0000 ±0.0300 ±0.0058 ±0.0289
time(s) - - - 152.1280 5.6533 0.4364
std ±0.5545 ±0.0050 ±0.0071
examples over the total retrieved examples, while recall is
the ratio of the relevant examples retrieved over the total
relevant examples in the database.
Two parameters for the proposed OMDL algorithm are set
as follows: (i) k— the number of nearest neighbors for graph
Laplacian L is set to 5 for the small-scale experiment in
Table 1 and 50 for the image retrieval applications in Table 2;
(ii) dLR — the dimensionality of the low-rank matrix WLR
for OMDL-LR is set to 20 for the small-scale experiment
and 100 for the image retrieval application. Finally, all the
experiments were running in MATLAB on a Linux machine
with 3GHz Intel CPU and 16GB RAM.
5.3 Feature Descriptors and Kernel Functions
Here we describe feature descriptors for image represen-
tation and the set of kernel functions used.
5.3.1 Feature Descriptors for Image Representation
We adopt both global and local feature descriptors to ex-
tract features for representing images.
For global features, we extract five kinds of features from
images, including (1) color histogram and color moments
(81 dimensions), (2) edge direction histogram (37 dimen-
sions), (3) Gabor wavelets transform (120 dimensions), (4)
Local Binary Pattern (59 dimensions), and (5) GIST fea-
tures (512 dimensions). These global features have been
widely adopted in previous CBIR studies.
For local features, we extract the bag-of-words features
using two types of descriptors: (i) the SIFT descriptor, in
which we adopt the Hessian-Affine interest region detector
with threshold 500; and (ii) the SURF descriptor, in which
we use the SURF detector with threshold 500. For the clus-
tering step, we adopt a forest of 16 kd-trees and search
2048 neighbors to speed up the clustering task. Finally,
we adopt the TF-IDF weighing scheme to generate the final
bag-of-words for the local features. By choosing different
descriptors (SIFT/SURF) and vocabulary sizes (200/1000),
we totally extracted four kinds of local features: SIFT200,
SIFT1000, SURF200 and SURF1000.
We apply PCA to all kinds of features and keep the first 50
dimensions (if the original dimension is less than 50, we keep
all dimensions) to improve the efficiency of the experiment.
5.3.2 Kernel Functions
In the above, we represent each image in our database
by a total of 9 types of different features. Based on these
features, we can build a series of kernel functions on these
features. Specifically, we adopt RBF kernel functions to
build kernels on each kind of feature, which thus results
in a total of 9 different kernels. RBF kernel is computed
as κ(x,x′) = exp(− d(x,x′)
γ
), where d(·, ·) is the Euclidean
distance, the kernel parameter γ is selected as the mean of
the pairwise distance.
5.4 Experiment I: Learning Distance on
Small-Scale Data Sets
In this section, we follow the same setting as [32]. We
build 3 small-scale data sets from the above benchmark
data sets by first choosing 10 object categories, and then
randomly sampling 20 examples from each category. We
name them “Caltech(S)”, “Corel(S)” and “ImageCLEF(S)”
respectively. We adopt 5 kernels built from global features
described in section 5.3 augmented by a set of kernels with
five“noise”kernels, each of which was generated by sampling
random points from the unit sphere in R3 and applying the
RBF kernel.
5.4.1 Comparison Algorithms
In this experiment, we implemented the following algo-
rithms for comparison:
• Kernel-Best: we test the performance of all the kernels
on the validation set by adopting kernel value as simi-
larity, and then select the best kernel with the highest
performance;
• Kernel-U: we build a new kernel as the uniform com-
bination of all kinds of kernels;
• Kernel-W: we test the performance of all kinds of ker-
nels on the validation set by adopting kernel value as
similarity, and then build a kernel as the weighted com-
bination of all kinds of kernels where the weight is
computed as emAPp , p = 1, 2, . . . ,m;
• MKPOE: the existing MKPOE algorithm in [32];
• OMDL: the proposed algorithm in Algorithm 1;
• OMDL-LR: the proposed fast OMDL algorithm in Sec-
tion 4.4 which learns a low rank matrix by random
projection to speed up OMDL.
5.4.2 Experimental Results
Table 1 summarizes the experimental results of the com-
pared algorithms on three small-scale data sets. Some ob-
servations can be drawn from the results as follows.
First, we can see that both Kernel-U and Kernel-W beat
Kernel-Best on “Caltech(S)”, but fail on the other two data
sets. This implies that kernel combination is possible to
improve the performance, but if the combination weight is
not assigned appropriately, it could even decrease the per-
formance.
Second, we found that MKPOE significantly outperforms
Kernel-Best, Kernel-U, and Kernel-W, which shows the im-
portance of learning the multi-modal distance.
Third, we found that OMDL not only significantly im-
proves the accuracy performance of MKPOE, but also spends
much less time. On average, OMDL is about 30 times faster
than MKPOE.
Finally, OMDL-LR can further improve the efficiency while
maintain comparable performance with OMDL. On overage,
OMDL-LR is about 450 times faster than MKPOE.
5.5 Experiment II: Learning Distance for
Medium-scale Image Retrieval Applications
In this section, we examine the proposed algorithm on
some medium-scale image retrieval data sets, which have
been widely used for benchmarking.
5.5.1 Comparison Algorithms
To examine the efficacy of the proposed algorithms ex-
tensively, we have compared our technique with a variety of
state-of-the-art algorithms as follows:
• Kernel-Best: we test the performance of all the kernels
on the validation set by adopting kernel value as simi-
larity, and then select the best kernel with the highest
performance;
• RCA-Best: we train RCA [3] model on the training
set for all the features and test each model on the val-
idation set, and then select the best feature with the
highest mAP for RCA;
• KRCA-Best: we train KRCA [40] model on the train-
ing set for all the kernels and test each model on the
validation set, and then select the best kernel of the
highest mAP for KRCA;
• LMNN-Best: we train LMNN [43] model on the train-
ing set for all the features and test each model on the
validation set, and then select the best feature of the
highest mAP for LMNN;
• OASIS-Best: we train OASIS [7] model on the train-
ing set for all the features and test each model on the
validation set, and then select the best feature of the
highest mAP for OASIS;
• Kernel-Con: we build a kernel on the concatenation of
all kinds of features together;
• RCA-Con: we concatenate all kinds of features to-
gether first, and then run RCA;
• KRCA-Con: we concatenate all kinds of features to-
gether first, and the run KRCA;
• LMNN-Con: we concatenate all kinds of features to-
gether first, and then run LMNN;
• OASIS-Con: we concatenate all kinds of features to-
gether first, and then run OASIS;
• Kernel-U: we build a new kernel as the uniform com-
bination of all kinds of kernels;
• Kernel-W: we test the performance of all kinds of ker-
nels on the validation set by adopting kernel value as
similarity, and then build a kernel as the weighted com-
bination of all kinds of kernels where the weight is
computed as emAPp , p = 1, 2, . . . ,m;
• OMDL-LR: the proposed fast OMDL algorithm in Sec-
tion 4.4 which learns a low rank matrix by random
projection to speed up OMDL.
Remark. We note that we will only apply OMDL-LR to
the rest experiments and exclude MKPOE and OMDL be-
cause of two key reasons: (i) MKPOE is not practical for
large data sets due to its extremely low efficiency, which
can be seen from the previous experiment; (ii) OMDL-LR is
able to improve the efficiency of OMDL while maintaining
comparable learning efficacy.
5.5.2 Experimental Results
Table 2 summarizes the experimental results of mAP per-
formance of the compared algorithms on some standard bench-
mark data sets, and Figure 2 illustrates the details of the
top-n precision results on one of the data sets. We can draw
some observations from the results as follows.
First, by comparing Kernel-Best with Kernel-U and Kernel-
W, it is obvious that kernel combination can lead to bet-
ter performance, and the weighted combination outperforms
uniform combination.
Second, we found that those methods based on concate-
nated feature outperform those based on best feature in
some cases, such as “Corel5000” and “ImageCLEF” , but fail
on the other data sets. This implies that feature concatena-
tion is not optimal to combine different kinds of features.
Finally, by examining the results of OMDL-LR, we found
that it outperforms the other algorithms on all the data
sets. This promising result shows that the proposed OMDL
algorithm is able to learn an effective distance function on
multi-modal data.
5.6 Experiment III: Learning Distance for Large-
scale Image Retrieval Applications
In this section, we apply the proposed algorithm on a
large-scale image retrieval application to test its scalability.
The data set we use is “ImageCLEF+”, which is a combi-
nation of “ImageCLEF” and 1 million social photos crawled
from Flickr. The compared algorithms are the same as those
in the previous section. Experimental results of mAP per-
formance are shown in the last column of Table 2. Figure 3
also illustrate the details of the top-n precision results.
Similar observations can be drawn from these results. Ker-
nel combination (Kernel-U and Kernel-W) can lead to bet-
ter performance than Kernel-Best, and the weighted com-
bination outperforms uniform combination. Those methods
based on concatenated feature outperform those based on
best feature on this data set. And it is obvious that OMDL-
LR outperforms all the other algorithms. The promising
results show that the proposed algorithm can learn an effec-
tive distance function with multi-modal data for large-scale
image retrieval applications.
Table 2: Experimental results of distance learning for image retrieval applications.
Algorithm Metric Caltech10 Caltech20 Caltech50 Corel5000 ImageCLEF ImageCLEF+
Kernel-Best mAP 0.2315 0.1657 0.1010 0.1789 0.4090 0.0959
std ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000
RCA-Best mAP 0.2343 0.1714 0.1012 0.1801 0.4709 0.1098
std ±0.0003 ±0.0001 ±0.0001 ±0.0001 ±0.0004 ±0.0002
KRCA-Best mAP 0.2489 0.1867 0.1087 0.2113 0.5497 0.1078
std ±0.0004 ±0.0003 ±0.0001 ±0.0002 ±0.0012 ±0.0008
LMNN-Best mAP 0.2365 0.1696 0.1049 0.1909 0.4939 0.1069
std ±0.0013 ±0.0014 ±0.0002 ±0.0002 ±0.0013 ±0.0019
OASIS-Best mAP 0.2472 0.1852 0.1010 0.1797 0.4325 0.1062
std ±0.0036 ±0.0052 ±0.0000 ±0.0054 ±0.0087 ±0.0115
Kernel-Con mAP 0.2115 0.1609 0.0998 0.2518 0.3959 0.1598
std ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000
RCA-Con mAP 0.2173 0.1699 0.1040 0.2591 0.5044 0.2176
std ±0.0001 ±0.0002 ±0.0000 ±0.0002 ±0.0006 ±0.0009
KRCA-Con mAP 0.2404 0.1955 0.1114 0.3240 0.5797 0.1936
std ±0.0008 ±0.0001 ±0.0001 ±0.0002 ±0.0012 ±0.0005
LMNN-Con mAP 0.2419 0.1781 0.1097 0.2768 0.5373 0.2272
std ±0.0009 ±0.0013 ±0.0002 ±0.0005 ±0.0021 ±0.0030
OASIS-Con mAP 0.2350 0.1633 0.1001 0.2518 0.4518 0.1560
std ±0.0044 ±0.0043 ±0.0004 ±0.0077 ±0.0119 ±0.0047
Kernel-U mAP 0.2536 0.2133 0.1247 0.3310 0.4415 0.2554
std ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000
Kernel-W mAP 0.2557 0.2148 0.1253 0.3321 0.4602 0.2682
std ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000 ±0.0000
OMDL-LR mAP 0.3377 0.2498 0.1356 0.3639 0.6136 0.3147
std ±0.0047 ±0.0025 ±0.0004 ±0.0068 ±0.0098 ±0.0220
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Figure 2: Top-n precision of retrieval results on “Caltech10” data set.
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Figure 3: Top-n precision of retrieval results on “ImageCLEF+” data set.
6. CONCLUSIONS
This paper addressed an important challenge of learning
proximity functions on multi-modal data for multimedia re-
trieval. Unlike the previous Multiple Kernel Partial Order
Embedding (MKPOE) which suffers from poor efficiency
and scalability, this paper proposed a novel framework of
Online Multi-modal Distance Learning (OMDL), which on
one hand enhances the learning efficacy of MKPOE by ex-
ploiting underlying data distribution via the graph Lapla-
cian, and on the other hand significantly improves the ef-
ficiency and scalability via an online learning scheme. In
this paper, we developed efficient online learning algorithms
and extensively evaluated the proposed OMDL algorithms
on several public image data sets. The empirical results
showed that the proposed OMDL algorithms are not only
more effective than the MKPOE technique, but also signif-
icantly more efficient and scalable for large-scale applica-
tions. Future work will explore theoretical analysis of our
technique.
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