Abstract. A smooth quartic curve in the complex projective plane has 36 inequivalent representations as a symmetric determinant of linear forms and 63 representations as a sum of three squares. These correspond to Cayley octads and Steiner complexes respectively. We present exact algorithms for computing these objects from the 28 bitangents. This expresses Vinnikov quartics as spectrahedra and positive quartics as Gram matrices. We explore the geometry of Gram spectrahedra and we find equations for the variety of Cayley octads. Interwoven is an exposition of much of the 19th century theory of plane quartics.
Introduction
We consider smooth curves in the projective plane defined by ternary quartics f (x, y, z) = q 1 (x, y, z) 2 + q 2 (x, y, z) 2 + q 3 (x, y, z) 2 ,
where the q i (x, y, z) are quadratic forms. The representation (1.2) is of most interest when the real curve V R (f ) consists of two nested ovals. Following HeltonVinnikov [13] and Henrion [14] , one seeks real symmetric matrices A, B, C whose span contains a positive definite matrix. The representation (1.3) is of most interest when the real curve V R (f ) is empty. Following Hilbert [16] and PowersReznick-Scheiderer-Sottile [24] , one seeks quadrics q i (x, y, z) with real coefficients. We shall explain how to compute all representations (1.2) and (1.3) over C. The theory of plane quartic curves is a delightful chapter of 19th century mathematics, with contributions by Aronhold, Cayley, Frobenius, Hesse, Klein, Schottky, Steiner, Sturm and many others. Textbook references include [4, 18, 26] . It started in 1834 with Plücker's result [22] that the complex curve V C (f ) has 28 bitangents. The linear form = αx + βy + γz of a bitangent satisfies the identity f (x, y, z) = g(x, y, z) 2 + (x, y, z) · h(x, y, z)
for some quadric g and some cubic h. This translates into a system of polynomial equations in (α : β : γ), and our algorithms start out by solving these equations.
Let K denote the corresponding splitting field, that is, the smallest field extension of Q that contains the coefficients α, β, γ for all 28 bitangents. The Galois group Gal(K, Q) is very far from being the symmetric group S 28 . In fact, if the coefficients c ijk are general enough, it is the Weyl group of E 7 modulo its center, (1.4) Gal(K, Q) ∼ = W (E 7 )/{±1} ∼ = Sp 6 (Z/2Z).
This group has order 8!·36 = 1451520, and it is not solvable [12, page 18] . We will see a combinatorial representation of this Galois group in Section 3 (Remark 3.13).
It is based on [18, §19] and [5, Thm. 9] . The connection with Sp 6 (Z/2Z) arises from the theory of theta functions [4, §5] . For further information see [12, §II.4] . Naturally, the field extensions needed for (1.2) and (1.3) are much smaller for special quartics. As our running example we take the smooth quartic given by E(x, y, z) = 25 · (x 4 + y 4 + z 4 ) − 34 · (x 2 y 2 + x 2 z 2 + y 2 z 2 ).
We call this the Edge quartic. It is one of the curves in the family studied by William L. Edge in [7, §14] , and it admits a matrix representation (1.2) over Q: by factoring the above rank-3 matrix as H T ·H where H is a complex 3×6-matrix. The real quartic curve V R (E) consists of four ovals and is shown in Figure 1 .
Each of the 28 bitangents of the Edge quartic is defined over Q, but the four shown on the right in Figure 1 are tangent at complex points of the curve. The following theorem and Table 1 summarize the possible shapes of real quartics. Theorem 1.7. There are six possible topological types for a smooth quartic curve V R (f ) in the real projective plane. They are listed in the first column of Table 1 . Each of these six types corresponds to only one connected component in the complement of the discriminant ∆ in the 14-dimensional projective space of quartics.
The classification result in Theorem 1.7 is due to Zeuthen [31] . An excellent exposition can be found in Salmon's book [26, Chapter VI] . Klein [17, §5] proved that each type is connected in the complement of the discriminant {∆ = 0}. We note that ∆ is a homogeneous polynomial of degree 27 in the 15 coefficients c ijk of f . As a preprocessing step in our algorithms, we use the explicit formula for ∆ given in [27, Proposition 6.5 ] to verify that a given quartic curve V C (f ) is smooth.
The present paper is organized as follows. In Section 2 we present an algorithm, based on Dixon's approach [3] , for computing one determinantal representation (1.2). The resulting 4×4-matrices A, B and C specify three quadratic surfaces in P 3 whose intersection consists of eight points, known as a Cayley octad. In Section 3 we use Cayley octads to compute representatives for all 36 inequivalent classes of determinantal representations (1.2) of the given quartic f . This is accomplished by a combinatorial algorithm developed by Hesse in [15] , which realizes the Cremona action [5] on the Cayley octads. The output consists of 36 symmetric 8×8-matrices (3.4). These have rank 4 and their 28 entries are linear forms defining the bitangents.
In Section 4 we focus on Vinnikov quartics, that is, real quartics consisting of two nested ovals. Helton and Vinnikov [13] proved the existence of a representation (1.2) over R. We present a symbolic algorithm for computing that representation in practice. Our method uses exact arithmetic and writes the convex inner oval explicitly as a spectrahedron. This settles a question raised by Henrion [14, §1.2] .
In Section 5 we identify sums of three squares with Steiner complexes of bitangents, and we compute all 63 Gram matrices, i.e. all 6×6-matrices of rank 3 as in (1.6), again using only rational arithmetic over K. This ties in with the results of Powers, Reznick, Scheiderer and Sottile in [24] , where it was proved that a smooth quartic f has precisely 63 inequivalent representations as a sum of three squares (1.3). They strengthened Hilbert's theorem in [16] by showing that precisely eight of these 63 are real when f is positive.
Section 6 is devoted to the boundary and facial structure of the Gram spectrahedron. This is the six-dimensional spectrahedron consisting of all sums of squares representations of a fixed positive ternary quartic f . We show that its eight special vertices are connected by 12 edges that form two complete graphs K 4 . We also study the structure of the associated semidefinite programming problems.
Section 7 is devoted to the variety of Cayley octads [5, §IX.3] . We discuss its defining equations and its boundary strata, we compute the discriminants of (1.2) and (1.3), and we end with a classification of nets of real quadrics in P 3 . We have implemented most of the algorithms presented in this paper in the system SAGE 1 . Our software and supplementary material on quartic curves and Cayley octads can be found at math.berkeley.edu/∼cvinzant/quartics.html.
Computing a Symmetric Determinantal Representation
We now prove, by way of a constructive algorithm, that every smooth quartic admits a symmetric determinantal representation (1.2). First we compute the 28 bitangents, = αx + βy + γz . Working on the affine chart {γ = 1}, we equate f x, y, −αx − βy = (κ 0 x 2 + κ 1 xy + κ 2 y 2 ) 2 , eliminate κ 0 , κ 1 , κ 2 , and solve the resulting system for the unknowns α and β. This constructs the splitting field K for the given f as a finite extension of Q. All further computations in this section are performed via rational arithmetic in K.
Next consider any one of the 28 3 = 3276 triples of bitangents. Multiply their defining linear forms. The resulting polynomial v 00 = 1 2 3 is a contact cubic for V C (f ), which means that the ideal v 00 , f in K[x, y, z] defines six points in P 2 each of multiplicity 2. Six points that span three lines in P 2 impose independent conditions on cubics, so the space of cubics in the radical of v 00 , f is 4-dimensional over K. We extend {v 00 } to a basis {v 00 , v 01 , v 02 , v 03 } of that space. Max Noether's Fundamental Theorem [9, § 5.5] can be applied to the cubic v 00 and the quartic f . It implies that a homogeneous polynomial lies in v 00 , f if it vanishes to order two at each of the six points of V C v 00 , f . The latter property holds for the sextic forms v 0i v 0j . Hence v 0i v 0j lies in v 00 , f for 1 ≤ i ≤ j ≤ 3. Using the Extended Buchberger Algorithm, we can compute cubics v ij such that
We now form a symmetric 4×4-matrix V whose entries are cubics in K[x, y, z]:
The following result is due to Dixon [3] , and it almost solves our problem.
Proposition 2.2. Each entry of the adjoint V adj is a linear form times f 2 , and
Hence, if det(V ) = 0 then f −2 · V adj gives a linear matrix representation (1.2).
Proof. Since v 00 ∈ f , the condition (2.1) implies that, over the quotient ring K[x, y, z]/ f , the matrix V has rank 1. Hence, in the polynomial ring K[x, y, z], the cubic f divides all 2 × 2 minors of V . This implies that f 2 divides all 3 × 3 minors of V , and f 3 divides det(V ). As the entries of V adj have degree 9, it follows that V adj = f 2 ·W , where W is a symmetric matrix whose entries are linear forms. Similarly, as det(V ) has degree 12, we have det(V ) = δf 3 for some δ ∈ K, and δ = 0 unless det(V ) is identically zero. Let I 4 denote the identity matrix. Then
Dividing by f 2 and taking determinants yields
This implies the desired identity det(W ) = δ 3 f .
We now identify the conditions to ensure that det(V ) is not the zero polynomial.
Theorem 2.3. The determinant of V vanishes if and only if the six points of V C (f, 1 2 3 ), at which the bitangents 1 , 2 , 3 touch the quartic curve V C (f ), lie on a conic in P 2 . This happens for precisely 1260 of the 3276 triples of bitangents.
Proof. Dixon [3] proves the first assertion. , and the other two points in V C (f, q) must be the contact points of the bitangent 4 . Algorithm 2.5. Given a smooth ternary quartic f ∈ Q[x, y, z], we compute the splitting field K over which the 28 bitangents of V C (f ) are defined. We pick a random triple of bitangents and construct the matrix V via the above method. If det(V ) = 0, we compute the adjoint of V and divide by f 2 , obtaining the desired determinantal representation of f over K. If det(V ) = 0, we pick a different triple of bitangents. On each iteration, the probability for det(V ) = 0 is 2016 3276 = 8 13 . Example 2.6. The diagram on the left of Figure 1 shows an azygetic triple of bitangents to the Edge quartic. Here, the six points of tangency do not lie on a conic. The representation of the Edge quartic in (1.5) is produced by Algorithm 2.5 starting from the contact cubic v 00 = 2(y + 2z)(−2x + z)(x − 2y).
Cayley Octads and the Cremona Action
Algorithm 2.5 outputs a matrix M = xA+yB+zC where A, B, C are symmetric 4×4-matrices with entries in the subfield K of C over which all 28 bitangents of V C (f ) are defined. Given one such representation (1.2) of the quartic f , we shall construct a representative from each of the 35 other equivalence classes. Two representations (1.2) are considered equivalent if they are in the same orbit under the action of GL 4 (C) by conjugation M → U T M U . We shall present an algorithm for the following result. It performs rational arithmetic over the splitting field K of the 28 bitangents, and it constructs one representative for each of the 36 orbits.
Theorem 3.1 (Hesse [15] ). Every smooth quartic curve f has exactly 36 equivalence classes of linear symmetric determinantal representations (1.2).
Our algorithms begins by intersecting the three quadric surfaces seen in M :
These equations have eight solutions O 1 , . . . , O 8 . This is the Cayley octad of M . In general, a Cayley octad is the complete intersection of three quadrics in P 3 (C). The next proposition gives a bijection between the 28 bitangents of V C (f ) and the lines O i O j for 1 ≤ i ≤ j ≤ 8. The combinatorial structure of this configuration of 28 lines in P 3 plays an important role for our algorithms. 
Expanding det(M ) and sorting for terms containing b ij shows that f = det(M ) is congruent to det(M ) 2 modulo b ij . This means that b ij is a bitangent.
Let O be the 8 × 4-matrix with rows given by the Cayley octad. The symmetric 8×8-matrix OM O T has rank 4, and we call it the bitangent matrix of M . By the definition of O, the bitangent matrix has zeros on the diagonal, and, by Proposition 3.3, its 28 off-diagonal entries are precisely the equations of the bitangents: 
Remark 3.5. We can see that the octad O 1 , . . . , O 8 consists of K-rational points of P 3 : To see this, let K be the field of definition of the octad over K. Then any element σ of Gal(K : K) acts on the octad by permutation, and thus permutes the indices of the bitangents, b ij . On the other hand, as all bitangents are defined over K, σ must fix b ij (up to a constant factor). Thus the permutation induced by σ on the octad must be the identity and Gal(K : K) is the trivial group. x + 2y 2x + z y − 2z 5x+5y+3z 5x−3y+5z 3x+5y−5z −x+y+z x + 2y 0 y + 2z −2x + z x−y+z 3x+5y+5z −5x+3y+5z 5x+5y−3z 2x + z y + 2z 0 x − 2y −3x+5z +5y x−z +y 5x+3z −5y 5x+5z +3y y − 2z −2x + z x − 2y 0 −3y+5z −5x −5y−3z +5x −y−z − x 5y−5z −3x 5x+5y+3z
x−y+z −3x+5z +5y −3y+5z −5x 0 24y + 12z −12x + 24z 24x + 12y 5x−3y+5z 3x+5y+5z
x−z +y −5y−3z +5x 24y + 12z 0 24x − 12y 12x + 24z 3x+5y−5z −5x+3y+5z 5x+3z −5y −y−z −x −12x + 24z 24x − 12y 0 24y − 12z −x+y+z 5x+5y−3z 5x+5z +3y 5y−5z −3x 24x + 12y 12x + 24z
Each principal 4×4-minors of this matrix is a multiple of E(x, y, z), as in (3.7).
Each principal 3×3-minor of the bitangent matrix (3.4) is a contact cubic 2b ij b ik b jk of V C (f ) and can serve as the starting point for the procedure in Section 2. Hence, each principal 4×4-minor M ijkl of (3.4) represents the same quartic:
However, all these 8 4 = 70 realizations of (1.2) lie in the same equivalence class. In what follows, we present a simple recipe due to Hesse [15] for finding 35 alternate bitangent matrices, each of which lies in a different GL 4 (C)-orbit. This furnishes all 36 inequivalent determinantal representations promised in Theorem 3.1. We begin with a remark that explains the number 1260 in Theorem 2.3. 
2 , and this reveals a conic containing the eight points of contact.
Consider the following matrix which is gotten by permuting the entries of M ijkl :
This procedure does not change the determinant:
This gives us 70 linear determinantal representations (1.2) of the quartic f , one for each quadruple I = {i, j, k, l} ⊂ {1, . . . , 8}. These are equivalent in pairs: Proof. Fix I = {1, 2, 3, 4} and note the following identity in 
Thus the transformation from M ijkl to M ijkl corresponds to the Cremona action cr 3,8 on Cayley octads, as described on page 107 in the book of Dolgachev and Ortland [5] . Each Cremona transformation changes the projective equivalence class of the Cayley octad, and altogether we recover the 36 distinct classes. That M I is equivalent to M J when I and J are disjoint can be explained by the following result due to Coble [2] . See [5, §III.3] for a derivation in modern terms. The Cremona action on Cayley octads was known classically as the bifid substitution, a term coined by Arthur Cayley himself. We can regard this as a combinatorial rule that permutes and scales the 28 entries of the 8×8 bitangent matrix: The linear form b ij is a scalar multiple of
Proof. The first case is the definition of M 1234 . For the second case we note that (3.12) . For the last case we consider any pair {i, j} ⊂ {5, 6, 7, 8}. We know that b ij = νb kl , for some ν ∈ K * and {k, l} ⊂ {5, 6, 7, 8}, by the previous two cases. We must exclude the possibility {k, l} ∩ {i, j} = ∅. = {i, j} : 1≤i<j≤8 . For instance, the bifid partition 1234|5678 determines the permutation in Corollary 3.11. Hesse [15, page 318] wrote these 35 permutations of
explicitly in a table of format 35×28. Hesse's remarkable table is a combinatorial realization of the Galois group (1.4). Namely, W (E 7 )/{±1} is the subgroup of column permutations that fixes the rows.
We conclude this section with a remark on the real case. Suppose that f is given by a real symmetric determinantal representation (1.2), i.e. f = det(M ) where M = xA + yB + zC and A, B, C are real symmetric 4 × 4-matrices. By [30, §0] , such a representation exists for every smooth real quartic f . Then the quadrics uAu From the possible numbers of real octad points we can infer the numbers of real bitangents stated in Table 1 . If 2k of the eight points are real, then there are 4 − k complex conjugate pairs, giving 
Spectrahedral Representations of Vinnikov Quartics
The symmetric determinantal representations f = det(M ) of a ternary quartic f ∈ Q[x, y, z] are grouped into 36 orbits under the action of GL 4 (C) given by M → T T M T . The algorithms in Sections 2 and 3 construct representatives for all 36 orbits. If we represent each orbit by its 8×8-bitangent matrix (3.4), then this serves as a classifier for the 36 orbits. Suppose we are given any other symmetric linear matrix representation M = xA + yB + zC of the same quartic f , and our task is to identify in which of the 36 orbits it lies. We do this by computing the Cayley octad O of M and the resulting bitangent matrix OM O T . That 8×8-matrix can be located in our list of 36 bitangent matrices by comparing principal minors of size 3×3. These minors are products of azygetic triples of bitangents, and they uniquely identify the orbit since there are 2016 = 36 · 56 azygetic triples.
We now address the problem of finding matrices A, B and C whose entries are real numbers. Theorem 1.7 shows that this is not a trivial matter because none of the 36 bitangent matrices in (3.4) has only real entries, unless the curve V R (f ) consists of four ovals (as in Figure 1 ). We discuss the case when the curve is a Vinnikov quartic, which means that V R (f ) consists of two nested ovals.
As shown in [13] , the region bounded by the inner oval corresponds exactly to (x, y, z) ∈ R 3 : xA + yB + zC is positive definite , a convex cone. This means that the inner oval is a spectrahedron. The study of such spectrahedral representations is of considerable interest in convex optimization. Recent work by Henrion [14] underscores the difficulty of this problem for curves of genus g ≥ 2, and in the last two paragraphs of [14, §1.2], he asks for the development of a practical implementation. This section constitutes a definitive computer algebra solution to Henrion's problem for smooth quartic curves.
Example 4.1. The following smooth quartic is a Vinnikov curve:
Running the algorithm in Section 2, we find that the coefficients of the 28 bitangents are expressed in radicals over Q. However, only four of the bitangents are real. Using Theorem 4.3 below, we conclude that there exists a real matrix representation 1.2 with entries expressed in radicals over Q. One such representation is
The expression in radicals is given by the following maximal ideal in Q[a, b, c, d, u]:
A picture of the curve V R (f ) in the affine plane {x = 1} is shown in Figure 2 .
The objective of this section is to establish the following algorithmic result:
Suppose f (x, 0, 0) = x 4 and f (x, y, 0) is squarefree, and let K be the splitting field for its 28 bitangents. Then we can compute a determinantal representation
where I is the identity matrix, D is a diagonal matrix, R is a symmetric matrix, and the entries of D and R are expressed in radicals over K. Moreover, there exist such matrices D and R with real entries if and only if V R (f ) is a Vinnikov curve containing the point (1 : 0 : 0) inside the inner oval.
The hypotheses in Theorem 4.3 impose no loss of generality. Any smooth quartic will satisfy them after a linear change of coordinates (x : y : z) in P 2 .
Proof. Using the method in Section 2, we find a first representation f (x, y, z) = det(xA + yB + zC) over the field K. However, the resulting matrices A, B, C might have non-real entries. The matrix A is invertible because we have assumed det(xA) = f (x, 0, 0) = x 4 , which implies det(A) = 1. The binary form f (x, y, 0) = det(xA + yB) is squarefree. That assumption guarantees that the 4×4-matrix A −1 B has four distinct complex eigenvalues. Since its entries are in K, its four eigenvalues lie in a radical extension field L over K. By choosing a suitable basis of eigenvectors, we find a matrix U ∈ GL 4 (L) such that
T j Au i and, by switching indices, we get u
Since B is symmetric, the difference of the last two expressions is zero, and we conclude
is the real symmetric matrix representation required in (4.4).
In order for the entries of D and R to be real numbers, it is necessary (by [13] ) that V R (f ) be a Vinnikov curve. We now assume that this is the case. The existence of a real representation (4.4) is due to Vinnikov [30, §0] . A transcendental formula for the matrix entries of D and R in terms of theta functions is presented in equations (4.2) and (4.3) of [13, §4] . We need to show how our algebraic construction above can be used to compute Vinnikov's matrices D and R.
Given a quartic f ∈ Q[x, y, z] with leading term x 4 , the identity (4.4) translates into a system of 14 polynomial equations in 14 unknowns, namely the four entries of D and the ten entries of R. For an illustration of how to solve them see Example 4.6. We claim that these equations have at most 24·8·36 = 6912 complex solutions and all solutions are expressed in radicals over K. Indeed, there are 36 conjugation orbits, and per orbit we have the freedom to transform (4.4) by a matrix T such that T T T = I and T T DT is diagonal. Since the entries entries of D are distinct, these constraints imply that T is a permutation matrix times a diagonal matrix with entries ±1. There are 24 · 16 possible choices for T , but T and −T yield the same triple (I, D, R), so the number of solutions per orbit is 24 · 8.
We conclude that, for each of the 36 orbits, either all representations (4.4) are real or none of them is. Hence, by applying this method to all 36 inequivalent symmetric linear determinantal representations constructed in Section 3, we are guaranteed to find Vinnikov's real matrices D and R. See also [21, Section 2] for additional examples and a more detailed discussion.
The above argument for the simultaneous diagonalizability of A and B is taken from Greub's linear algebra text book [11] . We could also handle the exceptional case when A −1 B does not have four distinct eigenvalues. Even in that case there exists a matrix U in radicals over K such that U T AU and U T BU are diagonal, but the construction of U is more difficult. The details are found in [11, §IX.3] .
Corollary 4.5. Every smooth Vinnikov curve has a real determinantal representation (1.2) in radicals over the splitting field K of its 28 bitangents.
We close with the remark that the representation (4.4) generally does not exist over the field K itself but the passage to a radical extension field is necessary. 
Sums of Three Squares and Steiner Complexes
Our next goal is to write the given quartic f as the sum of three squares of quadrics. Such representations (1.3) are classified by Gram matrices of rank 3. A Gram matrix for f is a symmetric 6 × 6 matrix G with entries in C such that
We can write G = H T · H, where H is an r × 6-matrix and r = rank(G). Then the factorization f = (Hv)
T · (Hv) expresses f as the sum of r squares. It can be shown that no Gram matrix with r ≤ 2 exists when f is smooth, and there are infinitely many for r ≥ 4. For r = 3 their number is 63 by Theorem 5.1.
Gram matrices classify the representations (1.3): two distinct representations
correspond to the same Gram matrix G of rank 3 if and only if there exists an
The objective of this section is to present an algorithmic proof for the following result.
Theorem 5.1. Let f ∈ Q[x, y, z] be a smooth quartic and K the splitting field for its 28 bitangents. Then f has precisely 63 Gram matrices of rank 3, all of which we compute using rational arithmetic over the field K.
The fact that f has 63 Gram matrices of rank 3 is a known result due to Coble [2, Ch. 1, §14]; see also [24, Prop. 2.1]. Our contribution is a new proof that yields a K-rational algorithm for computing all rank-3 Gram matrices. Instead of appealing to the Jacobian threefold of f , as in [24] , we shall identify the 63 Gram matrices with the 63 Steiner complexes of bitangents (see [26, §VI] 
and [4, §6]).
We begin by constructing a representation f = q 
for some quadric u ∈ C[x, y, z] 2 , after rescaling p by a constant. Over C, the identity (5.2) translates directly into one of the form:
Remark 5.4. Just as systems of contact cubics to V C (f ) were behind the formula (1.2), systems of contact conics to V C (f ) are responsible for the representations (1.3). The simplest choice of a contact conic is a product of two bitangents.
In (5.3) we wrote f as a sum of three squares over C. There are 28 2 = 378 pairs { , } of bitangents. We will see Theorem 5.10 that each pair forms a syzygetic quadruple with 5 other pairs. This yields 378/6 = 63 equivalence classes. More importantly, there is a combinatorial rule for determining these 63 classes from a Cayley octad. This allows us to compute the 63 Gram matrices over K. Equation (5.2) can also be read as a quadratic determinantal representation
with q 0 = , q 1 = p, and q 2 = u. This expression gives rise to the quadratic system of contact conics {λ The formula (5.5) shows that f = q 0 q 2 − q
T . We now extend q 0 , q 1 , q 2 to a basis q = (q 0 , q 1 , q 2 , q 3 , q 4 , q 5 ) of C[x, y, z] 2 . Let T denote the matrix that takes the monomial basis v = (x 2 , y 2 , z 2 , xy, xz, yz) to q. If G is the 6 × 6 matrix with C −1 in the top left block and zeros elsewhere, then
Thus, G = T T GT is a rank-3 Gram matrix of f . This construction is completely reversible, showing that every rank-3 Gram matrix of f is obtained in this way.
The key player in the formula (5.6) is the quadratic form given by C. From this, one easily gets the Gram matrix G. We shall explain how to find G geometrically from the pair of bitangents , . The following result is taken from Salmon [26] :
Proposition 5.7. Let f = det(Q) where Q is a symmetric 2 × 2-matrix with entries in C[x, y, z] 2 as in (5.5). Then Q defines a quadratic system of contact conics λ T Qλ , λ ∈ P 1 (C), that contains exactly six products of two bitangents.
Sketch of Proof. To see that λ
T Qλ is a contact conic, note that for any λ, µ ∈ C 2 ,
The expression Q ij Q kl − Q ik Q jl is a multiple of det(Q) = f , and hence so is the left hand side of (5.8). This shows that λ T Qλ is a contact conic of V C (f ). The set of singular conics is a cubic hypersurface in C[x, y, z] 2 . As λ T Qλ is quadratic in λ, we see that there are six points λ ∈ P 1 (C) for which λ T Qλ is the product of two linear forms. These are bitangents of f and therefore K-rational.
Remark 5.9. If the Gram matrix G is real, then it is positive (or negative) semidefinite if and only if the quadratic system Q = {λ T Qλ | λ ∈ P 1 (C)} does not contain any real conics. For if G is real, we may take a real basis (q 0 , q 1 , q 2 )
If Q does not contain any real conics, then the matrix C representing Q with respect to the basis (q 0 , q 1 , q 2 ) is definite. Using C instead of C in the above construction, we conclude that C −1 is definite and hence G is semidefinite. The converse follows by reversing the argument.
We now come to Steiner complexes, the second topic in the section title. (1) The reducible quadrics 1 1 , . . . , 6 6 lie in a system of contact conics λ T Qλ, λ ∈ P 1 (C), for Q a quadratic determinantal representation (5.5) of f . Proof. This is a classical result due to Otto Hesse [15] . The proof can also be found in the books of Salmon [26] 
Type
Type || This combinatorial encoding of Steiner complexes enables us to derive the last column in Table 1 in the Introduction. We represent the quartic as (1.3) with A, B, C real, as in [30] . The corresponding Cayley octad {O 1 , . . . , O 8 } is invariant under complex conjugation. Let π be the permutation in S 8 that represents complex conjugation, meaning O i = O π(i) . Then complex conjugation on the 63 Steiner complexes is given by the action of π on their labels. For instance, when all O i are real, as in the first row of Table 1 , then π is the identity. For the other rows we can relabel so that π = (12), π = (12)(34), π = (12)(34)(56) and π = (12)(34)(56) Proof and Algorithm for Theorem 5.1. We take as input a smooth ternary quartic f ∈ Q[x, y, z] and any of the 63 Steiner complexes { 1 , 1 }, . . . , { 6 , 6 } of bitangents of V C (f ). From this we can compute a rank-3 Gram matrix for f as follows. The six contact conics i i span a 3-dimensional subspace of K[x, y, z] 2 , by Theorem 5.10 (1), of which { 1 1 , 2 2 , 3 3 } is a basis. The six vectors i i lie on a conic in that subspace, and we compute the symmetric 3×3-matrix C representing this conic in the chosen basis. We then extend its inverse C −1 by zeroes to a 6×6 matrix G and fix an arbitrary basis {q 4 , q 5 , q 6 } of span{ 1 
T . Then G = T T GT is the desired rank-3 Gram matrix for f , and all rank-3 Gram matrices arise in this way. Note that G does not depend on the choice of q 4 , q 5 , q 5 .
Remark 5.11. Given f , finding a Steiner complex as input for the above algorithm is not a trivial task. But when a linear determinantal representation of f is known, and thus a Cayley octad, one can use the criterion in Theorem 5.10 (3).
Example 5.12. We consider the quartic f = det(M ) defined by the matrix
The complex curve V C (f ) is smooth and its set of real points V R (f ) is empty. The corresponding Cayley octad consists of four pairs of complex conjugates: Here the 8×8 bitangent matrix OM O T = (b ij ) is defined over the field K = Q(i) of Gaussian rationals, and hence so are all 63 Gram matrices. According to the lower right entry in Table 1 The above Gram matrix has rank 3 and is positive semidefinite, so it translates into a representation (1.3) for f as the sum of three squares of quadrics over R.
The Gram spectrahedron
The Gram spectrahedron Gram(f ) of a real ternary quartic f is the set of its positive semidefinite Gram matrices. This spectrahedron is the intersection of the cone of positive semidefinite 6×6-matrices with a 6-dimensional affine subspace. By Hilbert's result in [16] , Gram(f ) is non-empty if and only if f is non-negative. In terms of coordinates on the 6-dimensional subspace given by a fixed quartic The main result of [24] is that a smooth positive quartic f has exactly eight inequivalent representations as a sum of three real squares, which had been conjectured in [23] . These eight representations correspond to rank-3 positive semidefinite Gram matrices. We call these the vertices of rank 3 of Gram(f ). In Section 5 we compute them using arithmetic over K. We define the Steiner graph of the Gram spectrahedron to be the graph on the eight vertices of rank 3 whose edges represent edges of the convex body Gram(f ). This theorem means that the eight rank-3 Gram matrices are divided into two groups of four, and, for G and G in the same group, we have rank(G + G ) ≤ 5. The second sentence asserts that rank(G + G ) = 5 holds for generic f . For the proof it suffices to verify this for one specific f . This we have done, using exact arithmetic, for the quartic in Example 5.12. For instance, the rank-3 vertices T in their kernel, so that rank(G + G ) ≤ 5. But this vector spans the intersection of the kernels, hence rank(G + G ) = 5, and every matrix on the edge has rank 5.
We also know that there exist instances of smooth positive quartics where the rank along an edge drops to 4. One such example is the Fermat quartic, x 4 +y 4 +z 4 , which has two psd rank-3 Gram matrices whose sum has rank 4. We do not know whether the Gram spectrahedron Gram(f ) has proper faces of dimension ≥ 1 other than the twelve edges in the Steiner graph K 4 K 4 . In particular, we do not know whether the Steiner graph coincides with the graph of all edges of Gram(f ).
Proof of Theorem 6.2. Fix a real symmetric linear determinantal representation M = xA + yB + zC of f . The existence of such M when f is positive was proved by Vinnikov [30, §0] . The Cayley octad {O 1 , . . . , O 8 } determined by M consists of four pairs of complex conjugate points. Recall from Section 5 that a Steiner complex corresponds to either a subset I ⊂ {1, . . . , 8} with |I| = 2 (type ) or a partition I|I c of {1, . . . , 8} into two subsets of size 4 (type ||). We write S I for the Steiner complex given by I or I|I c and G I for the corresponding Gram matrix. Theorem 6.2 follows from the more precise result in Theorem 6.3 which we shall prove further below. Our proof of Theorem 6.3 consists of two parts: (1) showing that the above Steiner complexes give the positive semidefinite Gram matrices and (2) showing how they form two copies of K 4 . We will begin by assuming (1) and proving (2):
By Theorem 5.10, for any two pairs of bitangents { 1 , 1 } and { 2 , 2 } in a fixed Steiner complex S, there is a conic u in P 2 that passes through the eight contact points of these four bitangents with V C (f ). In this manner, one associates with every Steiner complex S a set of Proof. Suppose S = {{ 1 , 1 }, . . . , { 6 , 6 }}. Let Q be a quadratic matrix representation (5.5) such that the six points 1 1 , . . . , 6 6 ∈ P(C[x, y, z] 2 ) lie on the conic {λ T Qλ : λ ∈ P 1 (C)}. By the construction in the proof of Theorem 5.1, we know that the projective plane in P(C[x, y, z] 2 ) spanned by this conic is ker(G S ) ⊥ . Consider two pairs { 1 , 1 }, { 2 , 2 } from S and let u ∈ conics(S) be the unique conic passing through the eight contact points of these bitangents with the curve V C (f ). By our choice of Q, we can find λ, µ ∈ P 1 such that λ T Qλ = 1 1 and µ T Qµ = 2 2 . Equation (5.8) then shows that u = λ T Qµ. From this we see that u ∈ span{Q 11 , Q 12 , Proof. Every syzygetic set of four bitangents 1 , 2 , 3 , 4 determines a unique conic u passing through their eight contact points with V C (f ). There are three ways to collect the four bitangents into two pairs, so u appears in conics(S) for exactly three Steiner complexes. Thus for two Steiner complexes S I and S J , we have conics(S I )∩conics(S J ) = ∅ if and only if there are bitangents 1 , 2 , 3 , 4 such that { 1 , 2 }, { 3 , 4 } ∈ S I and { 1 , 3 }, { 2 , 4 } ∈ S J . This translates into |I ∩J| = 2.
To complete the proof of Theorem 6.3, it remains to show that the eight listed Steiner complexes give positive semidefinite Gram matrices. Recall that a Steiner complex S I is real if and only if I is fixed by the permutation π coming from conjugation. As stated in Section 3, there are 15 real Steiner complexes, namely, [24] that exactly eight of these give positive semidefinite Gram matrices, it suffices to rule out the seven Steiner complexes in (2) and (3). Every Steiner complex S I gives rise to a system of contact conics Q I = {λ T Q I λ, λ ∈ P 1 (C)}, where Q I is a symmetric 2×2-matrix as in (5.5), and a rank-3 Gram matrix G I for f . The following proposition is a direct consequence of Remark 5.9. (3), then the system Q ij contains a real conic.
The symmetric linear determinantal representation M gives rise to the system {λ T M adj λ | λ ∈ P 3 (C)} of (azygetic) contact cubics (see [4, §6.3] ). The main idea of the following is that multiplying a bitangent with a contact conic of f gives a contact cubic, and if both the bitangent and the cubic are real, then the conic must be real. The next lemma identifies products of bitangents and contact conics inside the system of contact cubics given by M .
Proof. After a change of coordinates, we can assume that O i , O j , O k , O l are the four unit vectors e 1 , e 2 , e 3 , e 4 . This means that M = xA + yB + zC takes the form
Consider the three 3×3-minors complementary to the lower 2×2-block of M . They are e Semidefinite programming over the Gram spectrahedron Gram(f ) means finding the best sum of squares representation of a positive quartic f , where "best" refers to some criterion that can be expressed as a linear functional on Gram matrices. This optimization problem is of particular interest from the perspective of Tables 1 and 2 in [20] , because m = n = 6 is the smallest instance where the Pataki range of optimal ranks has size three. For the definition of Pataki range see also equation (5.16) in [25, §5] . The matrix rank of the exposed vertices of a generic 6-dimensional spectrahedron of 6×6-matrices can be either 3, 4 or 5.
The Gram spectrahedra Gram(f ) are not generic but they exhibit the generic behavior as far as the Pataki range is concerned. Namely, if we optimize a linear function over Gram(f ) then the rank of the optimal matrix can be either 3, 4 or 5. We obtained the following numerical result for the distribution of these ranks by optimizing a random linear function over Gram(f ) for randomly chosen f :
Rank of optimal matrix 3 4 5 any Algebraic degree 63 38 1 102 Probability 2.01% 95.44% 2.55% 100% Table 2 . Statistics for semidefinite programming over Gram spectrahedra.
The sampling in Table 2 was done in matlab 2 , using the random matrix generator. This distribution for the three possible ranks appears to be close to that of the generic case, as given in [20, Table 1 ]. The algebraic degree of the optimal solution, however, is much lower than in the generic situation of [20, Table 2 ], where the three degrees are 112, 1400 and 32. For example, while the rank-3 locus on the generic spectrahedron has 112 points over C, our Gram spectrahedron Gram(f ) has only 63, one for each Steiner complex.
The greatest surprise in Table 2 is the number 1 for the algebraic degree of the rank-5 solutions. This means that the optimal solution of a rational linear function over the Gram spectrahedron Gram(f ) is Q-rational whenever it has rank 5. For a concrete example, consider the problem of maximizing the function The drop from 1400 to 38 for the algebraic degree of optimal Gram matrices of rank 4 is dramatic. It would be nice to understand the geometry behind this. We finally note that the algebraic degrees 63, 38, 1 in Table 2 were computed using Macaulay2 3 by elimination from the KKT equations, as described in [25, §5] .
The Variety of Cayley Octads
The Cayley octads form a subvariety of codimension three in the space of eight labeled points in P 3 . A geometric study of this variety was undertaken by Dolgachev and Ortland in [5, §IX.3] , building on classical work of Coble [2] . This section complements their presentation with several explicit formulas we found useful for constructing examples and for performing symbolic computations. Besides convex algebraic geometry [13, 14, 25] , our results have potential applications in number theory (e.g. arithmetic of del Pezzo varieties [5, §V] ) and integrable systems (e.g. 3-phase solutions to the Kadomtsev-Petviashvili equation [6] ). In Theorem 7.5 we compute the discriminant of the quartics (1.2) and (1.3), and in Proposition 7.8 we discuss an application to nets of real quadrics in P 3 .
denote the 4×4-minor of the 4×8-matrix O that represents our configuration of eight points in P 3 . Consider the condition that O is mapped to a configuration projectively equivalent to its Gale dual O * if we relabel the points by the permutation (18)(27)(36)(45). We express this condition using the Plücker coordinates p ijkl . Before discussing the proof of this theorem, we first explain why the shape of the above equations is plausible. Consider the condition for six points (x i : y i : z i ) in P 2 to be self-dual, in the sense above. This condition means that the six points lie on a conic, and we write this algebraically in terms of Plücker coordinates as Applying the symmetric group S 8 to the indices, we obtain equations for the codimension 4 locus of octads that lie on a twisted cubic curve. This locus is a divisor in the compactified space of Cayley octads, as in [5, §IX.3] . Equivalently, the equations (7.4) imply those in Proposition 7.2.
We now shift gears and examine the three types of boundary divisors from the perspective of the desirable representations (1.2) and (1.3) of a ternary quartic f . In other words, we wish to identify the conditions, expressed algebraically in terms of these two representations, for the quartic curve V C (f ) to become singular.
Recall that the discriminant ∆ of f is a homogeneous polynomial of degree 27, featured explicitly in [27, Proposition 6.5], in the 15 coefficients c ijk of (1.1). If we take f in the representation (1.2) then each coefficient c ijk is replaced by a polynomial of degree 4 in the 30 = 10 + 10 + 10 entries of the symmetric matrices A, B and C. The result of performing this substitution in the discriminant ∆(c ijk ) is denoted ∆ (A, B, C) . This is a homogeneous polynomial of degree 108 in 30 unknowns. We call ∆(A, B, C) the Vinnikov discriminant of a ternary quartic.
Similarly, if we take f in the representation (1.3) then each coefficient c ijk is replaced by a polynomial of degree 2 in the 18 = 6+6+6 coefficients of the quadrics q 1 , q 2 and q 3 . The result of performing this substitution in the discriminant ∆(c ijk ) is denoted ∆(q 1 , q 2 , q 3 ). This is a homogeneous polynomial of degree 54 in 18 unknowns. We call ∆(q 1 , q 2 , q 3 ) the Hilbert discriminant of a ternary quartic. where P has degree 30 and corresponds to the boundary divisor (2), while M has degree 48, and this is the mixed discriminant corresponding to both (1) and (3). The irreducible factorization of the Hilbert discriminant equals (7.7) ∆(q 1 , q 2 , q 3 ) = Q(q 1 , q 2 , q 3 ) · R(q 1 , q 2 , q 3 ) 2 ,
where Q has degree 30 and the degree 12 factor R is the resultant of q 1 , q 2 and q 3 .
This theorem is proved by a computation, the details of which we omit here. It has been pointed out to us by Igor Dolgachev and Giorgio Ottaviani that the factorization (7.6) was already known to Salmon [26] , who refers to M(A, B, C) as the tact invariant. See also [10, Section 10] for a modern treatment.
We discuss the geometric meaning of the factors in (7.6) and (7.7). The polynomials M, P, Q, and R are absolutely irreducible: they do not factor over C.
The polynomial P represents the condition that the span of A, B and C in the space of 4×4-symmetric matrices contains a rank-2 matrix. Note that the variety of such rank-2 matrices has codimension 3 and degree 10. The Chow form of that variety is precisely our polynomial P, which explains why P has degree 3·10 = 30.
Non-vanishing of the mixed discriminant M is the condition for the intersection of three quadrics in P 3 to be zero-dimensional and smooth. A general formula for the degree of such discriminants appears in [19, Theorem 3.1] . It implies that M is tri-homogeneous of degree (16, 16, 16) in the entries of (A, B, C) , so the total degree of M is 48. Note that vanishing of M represents not just condition (1) but it also subsumes condition (3) that the quadrics intersect in a twisted cubic curve.
The resultant R of three ternary quadrics (q 1 , q 2 , q 3 ) is tri-homogeneous of degree (4, 4, 4) since two quadrics meet in 4 points in P 2 . Thus R has total degree 12. The extraneous factor Q of degree 30 expresses the condition that, at some point in P 2 , the vector (q 1 , q 2 , q 3 ) is non-zero and lies in the kernel of its Jacobian.
We close this paper by reinterpreting Table 1 as a tool to study linear spaces of symmetric 4×4 matrices. Two matrices A and B determine a pencil of quadrics in P 3 , and three matrices A, B, C determine a net of quadrics in P 3 . We now consider these pencils and nets over the field R of real numbers. A classical fact, proved by Calabi in [1] , states that a pencil of quadrics either has a common point or contains a positive definite quadric. This fact is the foundation for an optimization technique known in engineering as the S-procedure. The same dichotomy is false for nets of quadrics [1, §4] , and for quadrics in P 3 it fails in two interesting ways. Proof. For a real net of quadrics, N = R{A, B, C}, the Vinnikov discriminant ∆(A, B, C) in (7.6) is independent (up to scaling) of the basis {A, B, C}, and thus can be denoted ∆(N ). If ∆(N ) is non-zero, the polynomial det(N ) = det(xA + yB + zC) defines a smooth curve, which depends on the choice of basis {A, B, C} only up to projective change of coordinates in [x : y : z]. This real quartic falls into precisely one of the six classes in Table 1 . The first four classes correspond to our case (a). The fifth class corresponds to our cases (b) and (c) by the Helton-Vinnikov Theorem [13] . As a Vinnikov quartic has definite and non-definite real determinantal representations, both (b) and (c) do occur [30] . For an example, see [21, Ex. 5.2] . The last class corresponds to our case (d).
Given a net of quadrics N = R{A, B, C}, one may wish to know whether there is a common intersection point in real projective 3-space P 3 (R), and, if not, one seeks the certificates promised in parts (b)-(d) of Theorem 7.8. Our algorithms in Sections 3, 4 and 5 furnish a practical method for identifying cases (b) and (d). The difference between (b) and (c) is more subtle and is discussed in detail in [21] .
