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Abstract. We analyze the North American budget for carbon
monoxide using data for CO and formaldehyde concentra-
tions from tall towers and aircraft in a model-data assimila-
tion framework. The Stochastic Time-Inverted Lagrangian
Transport model for CO (STILT-CO) determines local to
regional-scale CO contributions associated with production
from fossil fuel combustion, biomass burning, and oxidation
of volatile organic compounds (VOCs) using an ensemble
of Lagrangian particles driven by high resolution assimilated
meteorology. In many cases, the model demonstrates high ﬁ-
delity simulations of hourly surface data from tall towers and
point measurements from aircraft, with somewhat less satis-
factory performance in coastal regions and when CO from
large biomass ﬁres in Alaska and the Yukon Territory inﬂu-
ence the continental US.
Inversions of STILT-CO simulations for CO and formalde-
hydeshowthatcurrentinventoriesofCOemissionsfromfos-
sil fuel combustion are signiﬁcantly too high, by almost a
factor of three in summer and a factor two in early spring,
consistent with recent analyses of data from the INTEX-
A aircraft program. Formaldehyde data help to show that
sources of CO from oxidation of CH4 and other VOCs rep-
resent the dominant sources of CO over North America in
summer.
Correspondence to: S. M. Miller
(scot.m.miller@post.harvard.edu)
1 Introduction
Carbon monoxide is a key species for both atmospheric
chemistry and public health. In the United States, it is one
of the original six criteria air pollutants in the Clean Air Act
of 1970, and many urban areas remain either in violation of
ambient CO air quality standards or at risk of violation (US
EPA, 2007b). Effective emissions control strategies require
accurate emissions inventories and models that can forecast
concentrationsacrossNorthAmerica. Carbonmonoxidealso
plays important roles in ozone production, in regulating con-
centrations of OH radicals, and indirectly in climate forcing
(Thompson, 1992; Daniel and Solomon, 1998; Warneke et
al., 2006).
Primary emissions of CO arise from incomplete combus-
tion. Motor vehicle exhaust accounts for 85–95% of fossil
fuel sources (US EPA, 2007a). Other major sources include
biomass burning and secondary production from oxidation
of methane and other volatile organic compounds (VOCs)
emitted from anthropogenic sources, wetlands, and vegeta-
tion(Granieretal.,2000;GoldsteinandGalbally,2007). The
principal sink for CO is oxidation by the OH radical, giving
a mean atmospheric lifetime of two months (Logan et al.,
1981).
The present paper develops a model-data fusion frame-
work to provide accurate CO source magnitudes on re-
gional/continental scales and to attribute source strengths
to speciﬁc processes. Despite a long history of emissions
estimates, substantial uncertainty remains in knowledge of
Published by Copernicus Publications on behalf of the European Geosciences Union.7674 S. M. Miller et al.: Sources of carbon monoxide and formaldehyde in North America
carbon monoxide sources. IPCC (2007) indicates that remote
sensing efforts have helped constrain CO emissions, but sev-
eral recent studies suggest that EPA’s 1999 National Emis-
sions Inventory (NEI-1999) may overestimate anthropogenic
CO emissions by 50–300% (Parrish, 2006; Turnbull et al.,
2006; Warneke et al., 2006; Hudman et al., 2008). Attempts
to estimate another major CO source - secondary production
from biogenic VOC emissions – stretch back as far as the
1970s (Zimmerman, 1979; Guenther et al., 1995; Stewart et
al., 2003; Chang et al., 2005; Simon et al., 2006; Guenther et
al., 2006). VOCs are emitted by anthropogenic and biogenic
sources, but biogenic VOC emissions, particularly isoprene
and monoterpenes from plants, constitute 80% of the total
global source (Olivier et al., 2001).
Recent studies have attempted to improve knowledge of
VOC sources by using remote sensing measurements of
formaldehyde (e.g., Palmer et al., 2003, 2006). Neverthe-
less, the magnitude and distribution of VOC sources remain
very controversial. For example, the commonly-used GEIA
biogenic VOC inventory differs from prior estimates by as
much as a factor of ﬁve (Guenther et al., 1995).
The combination of remote sensing and in situ data for
CO and formaldehyde can help distinguish production of
CO from different sources. When methane and VOCs de-
cay to CO, both decay to a common intermediate species:
formaldehyde (HCHO) (Duncan et al., 2007). The atmo-
spheric lifetime of formaldehyde is only a few hours or less,
and the CO yield is near unity (Palmer et al., 2003; Duncan
et al., 2007). Formaldehyde data have been used to validate
emissions estimates of VOCs and CO in a number of recent
studies (Abott et al., 2003; Palmer et al., 2003; Martin et al.,
2004; Shim et al., 2005; Millet et al., 2006; Palmer et al.,
2006; Millet et al., 2008).
Sources of CO from biomass ﬁres are also poorly con-
strained. Biomass burning contributes 15–30% of all global
CO emissions (IPCC, 2001; Petron et al., 2004; M¨ uller and
Stavrakou, 2005; Arellano and Hess, 2006; Duncan et al.,
2007). Individual ﬁres can be vast and persist for signiﬁcant
periods of time. For example, during one episode, Canadian
ﬁres enhanced carbon monoxide concentrations over Ireland
by almost 60% (Forster et al., 2001). A variety of methods
have been used to estimate biomass burning sources of CO:
historical written ﬁre records (e.g., Liu , 2004), inverse mod-
els (e.g., Wotowa and Trainer, 2000), and satellite data (e.g.,
Pﬁster et al., 2005; Wiedinmyer et al., 2006). Remote sens-
ing instruments have been used to quantify monthly or even
daily variations in biomass burning emissions (Duncan et al.,
2003; Ito and Penner, 2004; Wiedinmyer et al., 2006). How-
ever, even after careful processing and assessment, satellite
estimates still differ markedly from historical ﬁre records;
one of the most recent satellite estimates (Wiedinmyer et al.,
2006), disagrees with its predecessors by as much as a factor
of two. Uncertainties in emissions estimates arise from un-
certainties in fuel loadings (estimates of biomass per area),
in emissions factors (volume of emissions per mass burned),
in combustion efﬁciency (fraction of biomass burned), and
from the inability of satellites to detect ﬁres through cloud
cover (Wiedinmyer et al., 2006).
Lagrangian models like STILT-CO are particularly well-
suited to determine the magnitude and distribution of CO
sources. If a measurement site is located in a rural area, the
carbon monoxide record will show distinct peak event peri-
odsseparatedbydiscretenon-peakperiods. Thepeaksreﬂect
transport from intense localized sources (urban areas, ﬁres).
The background arises because CO has an atmospheric life-
time of about two months – enough time to transport the pol-
lutant over long distances but not enough time for the pollu-
tant to build up to very high levels in the absence of intense
localized sources (Pﬁster et al., 2004). If the model overes-
timates or underestimates peak pollution events, the results
suggest well-deﬁned adjustments to the original emissions
inventories.
Time-inverted Lagrangian models have been used in a
number of studies to characterize regional pollution sources
for a variety of trace gases. Moody et al. (1998) deﬁned
patterns of backward particle trajectories and matched these
transport patterns with ﬂuctuations in pollution measure-
ments taken at Harvard Forest in Massachusetts. Vermeulen
et al. (2006) used the Lagrangian model COMET on small
spatial scales (5×5km to 10×20km) to explain the ob-
served variance in methane concentrations at measurement
sites downwind of urban sources in Europe. Warneke et
al. (2006) applied Lagrangian modeling to carbon monox-
ide using the FLEXPART model to estimate CO concentra-
tions at measurement sites in New England. Warneke et al.
(2006) modeled CO only from anthropogenic and biomass
burning sources with no photochemical loss; FLEXPART
obtained a model-measurement ﬁt of r2=0.30–0.45 and in-
ferred that EPA’s NEI-99 inventory may be too high by 50%
in Boston/New York urban outﬂow.
The present paper describes the Stochastic Time-Inverted
Lagrangian Transport Model for CO (STILT-CO), incorpo-
rating anthropogenic emissions, biogenic VOCs, biomass
burningemissions, andassociatedatmosphericchemicalpro-
cesses into an hourly model of CO and formaldehyde con-
centrations over North America at a high spatial resolution
(45km). STILT-CO allows us to create very detailed repre-
sentations of carbon monoxide and formaldehyde concentra-
tions in time and space, which can be compared to a wide
variety of observations from tall towers and aircraft. We
then use a Bayesian optimization technique to reﬁne current
estimates of anthropogenic CO emissions and CO produc-
tion from VOC emissions. We also examine more generally
some of the challenges in source-receptor Lagrangian mod-
eling that arise, for example, in coastal areas.
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2 Methodology
2.1 The STILT-CO model
The Stochastic Time Inverted Lagrangian Transport Model
(STILT) of Lin et al. (2003) and Gerbig et al. (2003) is a La-
grangian Particle Dispersion model (LPDM) that forms the
foundation for STILT–CO. STILT calculates concentrations
of a trace gas at a single point, known as a receptor point,
deﬁned as a location in space and time that corresponds to
a measurement (e.g. at a tall tower or on an aircraft ﬂight).
A series of ambient air measurements taken every hour at a
towerforonedaywouldcountas24differentreceptorpoints,
all with the same location but at different times. A time-
invertedLPDMreleasesanensembleofimaginaryairparcels
or particles from the receptor point that travel upwind (back-
ward in time), and the trace gas sources that these particles
encounter while traveling upwind are then used to calculate
concentrations at the receptor point. The very detailed ren-
dition of concentration ﬂuctuations provided by the LPDM
canbevalidatedagainstindividualmeasurementstakenatthe
receptor, providing a powerful framework for assessing up-
wind surface or volume sources. The following sections de-
scribe in detail the STILT transport model and its subsequent
application to carbon monoxide and formaldehyde concen-
trations.
2.1.1 The modeled advected boundary condition
The STILT lateral tracer boundary condition, developed by
Gerbig et al. (2003), uses CO and CH4 levels observed at
Paciﬁc stations of the NOAA monitoring network to derive
a boundary condition for all altitudes at the 145◦ W merid-
ian. Most particles (∼65%) released in our domain cross the
145◦ W boundary after six days or less, while some of the
remainder may stay a long time in the domain (Gerbig et al.,
2003). When a particle reaches the terminal time step set
in the model (typically 10 days), or when it reaches 145◦ W,
the boundary condition is taken from its latitude and altitude
projected, if needed, onto the 145◦ W meridian (Gerbig et
al., 2003). The boundary condition has daily temporal reso-
lution and 2.5◦ latitude by 0.5km altitude spatial resolution
(Matross et al., 2006). Because the lifetime of formaldehyde
is a few hours or less, we set formaldehyde to zero at the
boundary.
To form the lateral tracer boundary condition, Gerbig et al.
(2003) used CO and CH4 measurements from three differ-
ent monitoring stations on the NOAA GMD network: Cape
Kumakahi, Hawaii; Cold Bay, Alaska; and Barrow, Alaska.
Matross et al. (2006) supplemented these measurements with
aircraft data over Carr, Colorado; Poker Flats, Alaska; and
Park Falls, Wisconsin. These data were interpolated over all
latitudes and times on the western domain boundary. Ger-
big et al. (2003) then used a Green’s function ﬁt to available
aircraft data over the Paciﬁc in order to derive a boundary
condition to all altitudes. Transport of CO and CH4 from the
boundary in STILT allows for chemical loss due to oxidation
in transit to the receptor point, as outlined in Sects. 2.1.5 and
2.1.6.
We do not include any VOC boundary conditions. Mea-
surements from Millet et al. (2004) provide an estimate of
VOC concentrations in air at Trinidad Head, CA, advected
from the Paciﬁc Ocean. They found an average acetone con-
centration of 0.6ppb from air transported over the Paciﬁc.
We estimate that the lack of an acetone boundary condi-
tion within the model contributes 0.07-0.08ppb uncertainty
in formaldehyde model results.
2.1.2 The STILT meteorological transport model
The STILT model calculates the change in the concentration
of a trace gas at a receptor point with location xr and time
tr, 1C(xr,tr), by multiplying the spatially and temporally
resolved source S(x,t) (units: µmolm−2 s−1), by the inﬂu-
ence function I(xr,tr|x,t) (units: ppm/(µmolm−2 s−1)) of
the source location on the receptor point and integrating over
thedomainV (Eq.1, term1). ThesecondterminEq.(1)pro-
vides the contribution from the advection of the initial tracer
ﬁeld, taken from the boundary condition (Lin et al., 2003).
1C(xr,tr) =
R tr
t0 dt
R
V d3x I(xr,tr|x,t)S(x,t)
+
R
V d3x I(xr,tr|x,t0)C(x,t0) (1)
I(xr,tr|x,t) =
ρ(xr,tr|x,t)
Ntot
(2)
To calculate the inﬂuence I of a particular location (x,t)
in space and time, the model divides the density of particles
computed by the LPDM at (x,t), ρ(xr,tr|x,t), by the total
number of particles, Ntot, released backward in time from the
receptor (see Eq. 2) (Lin et al., 2003).
The model computes the source function S(x,t) associ-
ated with a surface ﬂux F(x,t) by distributing mass emit-
ted at the surface through the atmosphere to a mixing height
h, set as a fraction of the planetary boundary layer (PBL)
height. Gerbig et al. (2003) found that varying h between
10% and 100% of the planetary boundary layer (PBL) did
not signiﬁcantly affect model results. We set this initial mix-
ing height for surface sources equal to half the PBL height in
the current paper.
Equation (1) can be made more directly applicable to sur-
face ﬂuxes by integrating over the grid elements and time
step of the model (τ), to obtain Eq. (3). Here 1Cm,i,j(xr,tr)
is the contribution to the concentration from the volume el-
ement at the surface due to gases emitted between time tm
and tm+τ. f(xi,yj,tm) is the footprint function deﬁned by
the expression in brackets. mair is the molar mass of air. The
total concentration change due to all surface sources in the
domain, 1CCO(xr,tr), is obtained by summing over all m, i,
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and j (Eq. 4). Equation (4) accounts for direct CO emissions
at the surface with ﬂux FCO (1st term), CO produced from
the chemical degradation of CH4 and VOCs emitted from
the surface with ﬂux F[VOCs,CH4] (2nd term), and CO loss
by reaction with OH to CO2 (3rd term). The second term in-
cludes a chemistry function R(xi,yj,tm|xr,tr) that accounts
forcreationofCOduetochemistryonprecursorgases(emis-
sion ﬂuxes F[VOCs,CH4]) during particle transit to the recep-
tor, and the third term describes CO loss due to chemistry
en route to the receptor point (OH oxidation with rate con-
stant kOH). Summing over all footprint elements for different
CO and VOC sources yields the concentration due to surface
sources that is seen at the receptor.
1Cm,i,j(xr,tr)
=
"
mair
(hρ(xi,yj,tm))
Z tm+τ
tm
dt
Z (xi+1x)
xi
dx
Z (yj+1y)
yj
dy
Z h
0
dzI(xr,tr|x,t)
#
·F(xi,yj,tm) = f(xr,tr|xi,yj,tm)F(xi,yj,tm) (3)
1CCO(xr,tr)
=
X
CO from direct anthropogenic emissions + CO
from VOCs and CH4 − loss of CO (from direct ﬂuxes,
VOCs, and CH4) en route to the receptor
=
X
i,j,m
n
f(xi,yj,tm)FCO(xi,yj,tm)
+f(xi,yj,tm)F[VOCs,CH4](xi,yj,tm)
Z tr
tm
R(xi,yj,tm|xr,t)dt
−f(xi,yj,tm)F[CO,VOCs,CH4](xi,yj,tm)
Z tr
tm
kOH[OH]dt
o
(4)
Equation 5 describes the similar approach taken for
formaldehyde. The HCHO signal at the tower from sur-
face sources (1CHCHO(xr,tr)) equals the inﬂuence of
formaldehyde surface sources (1st term), the inﬂuence of
VOC and CH4 surface ﬂuxes that decay to formaldehyde
(2nd term) and the decay of formaldehyde given by the de-
cay rate jHCHO (described in more detail in Sect. 2.1.5) (3rd
term). The emissions from each back trajectory location and
time (xi,yi,tm) are summed to ﬁnd the inﬂuence of advected
continental sources (1CHCHO(xr,tr)).
CHCHO(xr,tr) = 6i,j,m
n
f(xi,yj,tm)FHCHO(xi,yj,tm)
+f(xi,yj,tm)F[VOCs,CH4](xi,yj,tm)
Z tr
tm
R(xi,yj,tm|xr,t)dt
−f(xi,yj,tm)F[HCHO,VOCs,CH4](xi,yj,tm)
Z tr
tm
jHCHOdt
o
(5)
The domain for the STILT model over North America ex-
tends from 11◦ N latitude to 70◦ N and from −145◦ longi-
tude to −51◦. The transport grid size is 45km and the sur-
face emissions ﬂuxes are gridded with maximum resolution
of 1/6◦ latitude by 1/4◦ longitude. All particle trajectories are
run ten days backward in time, or until the particles leave the
domain, whichever is shorter.
STILT utilizes a dynamic re-gridding scheme when calcu-
lating the inﬂuence footprint. As particles track far from the
receptor, the footprint covers larger areas, and the statistical
probability of ﬁnding a particle in a particular grid square
becomes small. The STILT-CO model produces results with
less statistical noise by dynamically aggregating the grid of
surface ﬂuxes as the particle ensemble disperses (Gerbig et
al., 2003).
We initially used three assimilated meteorological drivers
to run the particle ensembles back in time: the ﬁnal data as-
similation of the National Centers for Environmental Predic-
tion model (FNL) (Stunder, 1997), the Eta Data Assimila-
tion System 40km (EDAS-40) (NOAA ARL, 2004), and the
Brazilian adaptation of the Regional Atmospheric Modeling
System (BRAMS) (Pielke et al., 1992; Cotton et al., 2004;
Sanzhez-Ccoyllo et al., 2006). The FNL and EDAS-40 ﬁelds
produced substantial mass violation, and therefore, BRAMS
is the primary meteorological driver used for all model runs.
Our BRAMS core model (v. 3.2) is strongly based on
RAMS solver, with several optimizations for faster solution,
developments for enhanced portability, and new parameter-
izations for convection (shallow and deep) and turbulence.
We modiﬁed the diagnostic outputs from BRAMS to ensure
mass conservation to very high accuracy and applied a spe-
ciﬁc mass conservation ﬁx from Medvigy et al. (2005). The
domain consisted of a single, 45-km horizontal resolution
grid, covering most of North America. The simulated period
was from 1 February 2004 to 1 March 2005. The vertical
coordinate was terrain-following with a resolution ranging
from 150m at the bottom of the domain to 850m at the top
of the domain (20600m maximum altitude).
Interactions between the atmosphere, biosphere, and soil
were solved using LEAF-3 surface sub-model (Walko et
al., 2000). Sub-grid convective clouds were parameterized
using the Grell and Devenyi (2002) scheme, from which
we retrieved mass ﬂuxes due to convection, entrainment
and detrainment. We also computed the average vertical
Lagrangian time scale, based on Hanna (1982), and re-
trieved the boundary layer height, following Vogelezang et
al. (1996). The model timestep was 60s. The variables
needed for STILT were output every 10min to ensure con-
sistency between RAMS and STILT transport and to enhance
mass conservation.
2.1.3 Overview of CO and HCHO sources
STILT-CO incorporates primary CO sources at the surface
from two distinct processes: fossil fuel combustion and
biomass burning, plus volume sources of CO produced
from the oxidation of biogenic VOCs emitted at the sur-
face. The CO model also accounts for CO production
from the oxidation of methane (from surface sources and
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the boundary condition) and CO loss due to oxidation to
CO2. The formaldehyde model incorporates HCHO from
anthropogenic formaldehyde sources, from the decay of bio-
genic VOCs, and from methane decay (both from continen-
tal sources and from the methane boundary condition). The
formaldehyde model also accounts for HCHO losses to CO
via oxidation and photolysis. We assume negligible HCHO
loss due to deposition. The following sections describe the
surface ﬂux emissions inventories and the chemistry mecha-
nisms within the model.
2.1.4 Surface ﬂuxes
TheSTILT-COmodelutilizesavarietyofdifferentemissions
inventories for the purpose of comparing different source es-
timates. This paper primarily relies upon the US EPA’s 1999
National Emissions Inventory (NEI-1999) for anthropogenic
CO and formaldehyde emissions over the US, Canada, and
Mexico (US EPA, 2004; Frost and McKeen, 2007). Newer
less detailed EPA inventories through 2006 are relatively
similar in magnitude: EPA estimates that 2006 emissions are
amodest14%lowerthanin1999, duemostlytoreductionsin
highway vehicle emissions (US EPA, 2007c). Two other in-
ventories for anthropogenic CO provide comparison: an EPA
1993 northeastern regional inventory interpolated across the
United States using the correlation between CO and NOx
emissions (Benkovitz et al., 1996; Gerbig et al., 2003) and
the Emissions Database for Global Atmospheric Research
2000 inventory (EDGAR-2000) (Olivier et al., 2005). The
EDGAR-2000 inventory has a 1◦ latitude × 1◦ longitude res-
olution whereas both EPA inventories have been re-gridded
from counties to a 1/6◦ latitude by 1/4◦ longitude resolu-
tion. The EPA-1993 and EDGAR-2000 inventories average
emissions over the year; the STILT-CO model then applies
hourly and weekday/weekend scaling factors (Ebel et al.,
1997). The NEI-1999 gives average hourly emissions rates
over summer months and weekday/weekend scaling factors
are applied.
For biogenic VOC emissions, STILT-CO uses the
MEGAN (Model of Emissions from Gases and Aerosols
from Nature) inventory (Guenther et al., 2006). The
MEGAN framework calculates ecosystem-speciﬁc emis-
sions scaled to leaf area, light, and temperature. Here
we use GEOS-Chem (http://www.as.harvard.edu/chemistry/
trop/geos/index.html), a global Eulerian atmospheric chem-
istry model driven by GEOS-4 meteorological ﬁelds, to cal-
culate MEGAN ﬂuxes for STILT-CO simulations. We utilize
biogenic isoprene, monoterpenes, acetone, and alkenes emis-
sions over the North American continent with a 2-hourly,
2◦×2.5◦ resolution. Figure 1 displays a map of mean midday
biogenic VOC ﬂuxes (at 01:00p.m. CST/11:00a.m. PST)
over North America from 1 June to 15 August from the
MEGANinventory(Milletetal.,2006;Hudmanetal.,2008).
STILT-CO does not include anthropogenic VOC sources: we
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Fig. 1. Mean midday vegetation VOC ﬂuxes over North America
from the MEGAN inventory (Guenther et al., 2006). The highest
VOC emissions occur over the American Deep South.
estimate this likely contributes ∼2–4ppb to model uncer-
tainty for CO.
The EDGAR 1995 inventory provides anthropogenic
emissions estimates of methane (Olivier et al., 2001). Kort
et al. (2008) applied the STILT model to methane and
found that natural wetland sources over North America con-
tributed only 3% of the total methane model enhancement
(the model prediction minus the advected boundary condi-
tion). Most of the methane contribution in the STILT-CO
model comes from the decay of methane at the boundary
condition (97.5%). Given the relatively small contribution
of continental methane sources to the CO budget, we include
only anthropogenic methane sources in the model. We es-
timate a possible model uncertainty from natural methane
ﬂuxes of ∼3-5% in the boundary layer near wetland source
regions.
The biomass burning component of the STILT-CO model
uses daily satellite estimates of biomass burning from Wied-
inmyer et al. (2006), who used the MODIS Aqua and Terra
satellites to identify ﬁres of size 100m2 or larger in North
America. The Wiedinmyer et al. (2006) study produces
a daily 1km by 1km grid estimate of biomass burning
emissions across North America (10–71◦ N and −175 to
−55◦ W). The emissions were subsequently regridded to a
1/6×1/4 degree latitude/longitude resolution for the STILT-
CO model.
2.1.5 VOC chemistry
In order to reduce the computational expense of the La-
grangian model, VOC chemistry in the STILT-CO model
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is simpliﬁed from the VOC reactions that occur in nature.
We follow as tracers isoprene, monoterpenes, acetone, and
higher order alkenes, and represent their decay to HCHO,
CO, and ﬁnally CO2. Reactions (R1)–(R3) show the simpli-
ﬁed model chemistry. Because not all carbon atoms in VOCs
are converted to HCHO or CO, the model applies a yield fac-
tor (α) to R1. The yield of CO from HCHO is subsequently
assumed to be one. The model utilizes yield factors of 0.28
(Palmer et al., 2006), 0.15 (Granier et al., 2000), 0.25 (Som-
nitz et al., 2005), and 0.24 (Duncan et al., 2007) for isoprene,
monoterpenes, acetone, and alkenes respectively. The yield
factor for isoprene is based upon low NOx concentrations,
the condition most likely to prevail over the domain sampled
by the WLEF tower (see Fig. 9). We take mean VOC decay
lifetimes to formaldehyde from empirical satellite formalde-
hyde column observations: seven hours for isoprene and ﬁve
hours for monoterpenes (Palmer et al., 2006). We also use a
decay lifetime to formaldehyde for acetone of 15 days (Singh
et al., 2004; de Reus et al., 2003). These lifetimes scale in-
versely with diurnal ﬂuctuations in OH from Martinez et al.
(2003).
α ∗ VOC → HCHO (R1)
HCHO + OH/hv → CO (R2)
CO + OH → CO2 (R3)
Equations (6)–(9) show how VOCs decay to HCHO and
CO in the STILT-CO model, where k1 is the decay constant
for VOCs, j2 is the decay constant of HCHO, k3 is the oxida-
tion rate constant for CO from NASA’s Jet Propulsion Labo-
ratory (2006), and α represents the yield factor. HCHO loss
rates are taken from the GEOS-Chem model on a 2-hourly
2×2.5 degree latitude-longitude resolution, and CO and CH4
loss rates are calculated from chemical rate equations. Equa-
tion (6) describes the decay of VOCs to HCHO (1st term)
and the decay of HCHO to CO (2nd term). Solving Eq. (6)
for HCHO gives an expression (Eq. 7) for the concentration
of HCHO from VOCs at the receptor after the gases have
been transported for time t. Similarly, Eq. (8) expresses the
creation of CO from decaying formaldehyde (1st term) and
the loss of CO to oxidation (2nd term). Solving this equation
produces Eq. (9): the concentration of CO produced from
VOCs at the receptor after gases have been transported for
time t from the source (xi,yj,tm) to the receptor (xr,tr).
d
[HCHO]
dt
= αk1[VOC] − j2[HCHO] (6)
[HCHO]VOCs(t) =
k1α[VOCt=0]
(k1−j2)
(e−j2t−e−k1t) (7)
d
[CO]
dt
= j2[HCHO] − k3[OH][CO] (8)
[CO]VOCs(t)=
α[VOCt=0](k1 ∗ j2)
(j2−k1)(j2−k3[OH])
(e−j2t−e−k3[OH]t)
−
α[VOCt=0](k1 ∗ j2)
(j2 − k1)(k3[OH]−k1)
(e−k1t − e−k3[OH]t) (9)
2.1.6 Additional model chemistry
In addition to VOC chemistry, the model incorporates chem-
istry from CH4 loss to HCHO, HCHO loss to CO, and
CO loss to CO2. These reactions are included in calculat-
ing the CO advected boundary condition, CO and HCHO
from the CH4 boundary condition and surface ﬂuxes, and
chemical loses of HCHO surface ﬂuxes. The model cal-
culates CH4 losses using the reaction constant from NASA
JPL (2006) and 2-hourly OH concentrations from the GEOS-
Chem model.
2.2 Model optimization framework
Inverse modeling provides a powerful tool for using hourly
model results to improve emissions estimates and reduce the
uncertainty in these inventories. Many existing studies use
inverse models to characterize CO sources (e.g., Kasibhatla
et al., 2002; Heald et al., 2003; Petron et al., 2004; Pﬁster
et al., 2005). None of these previous inversions use regional-
scaleLagrangianmodelswheresource-receptorrelationships
are highly resolved and transparent.
The Bayesian inversion framework used here closely fol-
lows the framework of Gerbig et al. (2003) and Matross et al.
(2006) in their studies of CO2 ﬂuxes from vegetation. Here
we optimize for overall scaling factors for the anthropogenic
CO, biomass burning, and biogenic VOC inventories respec-
tively, incorporating estimates of prior uncertainties in the
model and emissions inventories in order to produce a pos-
teriori emissions scaling factors. This optimization cannot
correct for problems in the spatial distribution of emissions
or errors in the transport ﬁeld, as discussed below.
Following the general inverse methods outlined by Rogers
(2000), CO measurements at a tall tower can be related to
CO surface sources through the following equation:
y = K0 + ε (10)
where y is the hourly measured concentration at the tall
tower, K is the Jacobian matrix relating the vector of mea-
sured values to the state vector, 0 is the vector of a posteriori
scaling factors, and ε is a vector of errors in the measure-
ments and hourly model results. In the inversion framework,
the state space refers to the elements being optimized by the
inversion, in this case anthropogenic CO emissions, biogenic
VOC emissions, and biomass burning estimates. The non-
state space refers to elements other than those being opti-
mized. More speciﬁcally, Eq. (11) calculates the a posteriori
scaling factors and Eq. (12) calculates the a posteriori uncer-
tainty in trace gas sources.
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0post = (KTS−1
ε K + S−1
prior)−1(KTS−1
ε y + S−1
prior0prior) (11)
Spost = (KTS−1
ε K + S−1
prior)−1 (12)
In Eq. (11), y is the measured CO source signal at the
tower: the hourly tall tower CO measurements minus the
modeledlateraltracerboundarycondition. Foragivenmodel
run with m hourly data points, y is a vector of length m. The
Jacobian matrix K of dimensions mx n relates the measure-
ments to the state vector (where n is the number of factors
being optimized). In this case, the ﬁrst column of the matrix
contains the modeled CO fossil fuel signal (for all m receptor
points). The second and third columns list the modeled CO
signal from VOCs and from biomass burning respectively.
0prior, a vector of length n, represents the a priori scaling
factors in the state space. Because none of the sources are
scaled prior to the inversion, the 0prior vector is set to one.
0post, calculated in Eq. (11), gives the a posteriori scaling
factors that optimize the CO sources in the state space. The
Bayesian framework presented here produces three a posteri-
ori scaling factors to scale the CO source from anthropogenic
emissions, VOCs, and biomass burning, respectively.
The Sprior matrix with dimensions nx n is the prior error
covariance matrix of the elements in the state space. The
diagonal elements of the matrix represent the uncertainty in
each of the three elements. EPA does not provide error es-
timates for the NEI-1999, so the uncertainty is estimated at
60% in accordance with the inventory error as estimated by
Hudman et al. (2008). Wiedinmyer et al. (2006) and Pﬁster
et al. (2005) estimate uncertainty in the biomass burning in-
ventory at a factor of two. Therefore, we use 100% as the
a priori uncertainty in the biomass burning estimates. For
the CO contribution from VOCs, we use an uncertainty of
30%. Palmer et al. (2006) used the GOME satellite to val-
idate the MEGAN biogenic VOC inventory. They ﬁnd that
duringthesummerof2001, MEGANfallswithin30%ofiso-
prene measurements inferred from satellite-measured HCHO
columns. We do not include uncertainty from CO/HCHO
yields or chemistry in Sprior because this error is not ran-
dom – it is a single number affecting only the scaling of the
prior, not its error covariance. To obtain the variance for the
Sprior matrix, we multiply these relative uncertainties by the
respective CO signal and then square the result to obtain the
weighted variance. The errors in the different source emis-
sions are uncorrelated, so we set the non-diagonal elements
of the covariance matrix at zero. The Spost matrix (dimen-
sions nx n) given in Eq. (12) lists the a posteriori uncertainty
of the elements in the state space.
Sε is the covariance matrix for all non state space elements
(dimensions mxm). Non state space errors include uncer-
tainties in the lateral tracer boundary condition, tall tower
CO measurements, and the number of particles used in the
STILT-CO model. The variance, or diagonal elements of Sε,
can be represented by the following equation:
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Fig. 2. Argyle tower CO measurements plotted against mean CO
values in the PBL taken from COBRA-2004 aircraft measurements
within 50km of the tower. The mean bias between COBRA and
Argyle measurements is −0.423ppb and the standard deviation is
7.8ppb.
Sε = Sobs + Sbackground + Spart + Seddy + Stransp + Saggr (13)
We neglect non-diagonal covariance elements in the error
covariance matrix. Sobs represents the instrumentation error
in observed CO concentrations at the WLEF tower. We es-
timate the uncertainty in measured CO values at 5ppb based
on the high and low calibration values measured at the tower.
Sobs is therefore (5ppb)2. Sbackground represents error in the
modeled background. Gerbig et al. (2003) estimate the un-
certainty in modeled background at 22ppb. Spart quanti-
ﬁes the error introduced by using a ﬁnite number of parti-
cles, in this case 100 particles. Gerbig et al. (2003) estimate
Spart at 13% of the modeled surface ﬂux CO signal, making
Spart=[.13∗(modeled signal)]2.
Seddy represents the variance in the data caused by unre-
solved turbulent eddies within the planetary boundary layer.
Entrainment of surface sources into the boundary layer and
uneven vertical mixing cause signiﬁcant variance of CO con-
centrations within the boundary layer; this unresolved vari-
ability is estimated by Seddy. We quantiﬁed Seddy by sam-
pling all COBRA-2004 CO aircraft vertical measurement
proﬁles for the PBL within 50km of the Argyle tower in
Bangor, ME. We subtracted measured CO values at Argyle
tower from CO aircraft measurements averaged over the en-
tire height of the PBL (see Fig. 2). The square of the stan-
dard deviation in the mean difference represents the variance
of Seddy, 59.1ppb2.
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Fig. 3. Height of the PBL as measured in COBRA aircraft proﬁles
is plotted against the PBL height set by the BRAMS domain. The
grey line is a 1:1 line superimposed over the data.
Stransp represents the effect of errors in the modeled height
of the planetary boundary layer on modeled CO (see Fig. 3).
Matross et al. (2006) calculated observed PBL heights for
over 900 COBRA-2004 vertical proﬁles by examining po-
tential temperature proﬁles. To approximate Stransp, we run
the STILT transport model a very small step backward in
time and record the PBL height as set by the BRAMS me-
teorological driver. The BRAMS driver sets the PBL at the
midpoint between two vertical layers in the meteorological
driver, resulting in discreet modeled PBL heights. We cal-
culate percentage bias in modeled PBL height as outlined
in Eq. (14), where zmeasured is the measured PBL hight and
zmodeled is PBL height as modeled by BRAMS. The corre-
lation (r) between modeled and observed PBL height was
0.64. We multiply the variance in the percentage error by
the hourly modeled CO fossil fuel and VOC signals at the
tall tower. The method presented here follows that of Gerbig
et al. (2003) and Matross et al. (2006). The modeled PBL
height shows a mean bias of −96m, relatively small com-
pared to the typical height of the PBL (1000–2000m).
Percentage error =
(zmeasured − zmodeled)
zmodeled
(14)
Saggr represents the aggregation error, the uncertainty from
formulating the state space as a single scalar for the three
source components. To make a conservative estimate of
Saggr, we model hourly CO levels at WLEF tower using both
the highest possible inventory resolution and the coarsest res-
olution for surface ﬂuxes (16 times larger grid cells than the
original inventory) (see Fig. 4). The results show an average
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Fig. 4. A plot showing the hourly modeled CO signal with sur-
face ﬂuxes at the highest and lowest resolutions. This plot shows
the modeled CO signal, meaning that the results do not include CO
from the boundary condition. The red line is a 1:1 line superim-
posed over the data.
bias of only 0.67ppb, but the variance of 89.17ppb2 is com-
parable to other error variances and is therefore included in
the model.
The Bayesian inversion minimizes the cost function
adapted from Rogers (2000) given by Eq. (15).
J(0) = (y − K0)TS−1
ε (y − K0) + (0 − 0prior)TS−1
prior(0 − 0prior) (15)
2.3 Study site descriptions
Two instrumented towers of the NOAA tall tower network
and several aircraft missions provide the data for testing
the STILT-CO model and for deriving CO emission rates
over the Midwest and Northeast of North America. We
focus on data from 1 March–15 August 2004, when com-
prehensive atmospheric observations are available. The
107m cell phone tower at Argyle, Maine, just north of Ban-
gor (45.03◦ N, 68.68◦ W), was the anchor ground station of
the CO2 Boundary-layer Regional Airborne Experiment in
Maine (COBRA-2004), an extensive measurement program
using the University of Wyoming King Air platform (NOAA
ESRL-GMD, 2007). Modeling carbon monoxide at the Ar-
gyle tower allows for direct comparison with a substantial
body of previous work on CO2 modeling at that site. WLEF,
a 450m tall TV tower near Park Falls in northern Wisconsin
(45.93◦ N, 90.27◦ W) (Bakwin et al., 1998), provides a sec-
ond important site for assessing the STILT-CO model and the
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a priori emission inventories. Because WLEF lies in the mid-
dle of the continent, it sees very different synoptic transport
patterns and emission sources than the coastal region near
Argyle. WLEF also received signiﬁcant CO emissions from
biomass burning in both northern Canada and in the south-
eastern US during the study period, summer 2004 (Turquety
et al., 2007).
COBRA-2004 aircraft missions, originating at Bangor,
ME, complement the tower data. There were 59 ﬂights dur-
ing the summer of 2004 with over 900 vertical measure-
ment proﬁles recording CO concentrations at 1Hz (Lin et
al., 2006; Matross et al., 2006). We also use aircraft data on
temperature and water vapor to aid in assessing the model
boundary condition through comparisons with free tropo-
spheric measurements. Aircraft ﬂights in the Intercontinen-
tal Chemical Transport Experiment (INTEX-A) also mea-
sured carbon monoxide at 1Hz, along with formaldehyde,
and other trace gas concentrations in the troposphere over
the continental United States from 1 July to 15 August 2004
(Singh et al. , 2006). We examine here INTEX-A vertical
measurement proﬁles within 1000km of WLEF tower in or-
der to evaluate the model’s ability to simulate the transport
of CO from surface sources to altitude. Two different instru-
ments aboard the DC8 aircraft reported HCHO data during
INTEX-A: from the National Center for Atmospheric Re-
search (NCAR) and from University of Rhode Island (URI).
They disagree by 30%, apparently reﬂecting a difference in
calibration (Heikes et al., 2001; Wert et al., 2003; Roller et
al., 2006). This difference creates challenges in validating
model results, as discussed in Sect. 3.4.
3 Results and discussion
3.1 STILT-CO model characteristics
Particles traveling ten days backward in time from WLEF
may reach as far as eastern Russia. Figure 5 shows sam-
ple particle trajectories for midday on 18 August 2004. The
top panel of the ﬁgure displays the model inﬂuence func-
tion color coded by the time since the particles left the tower.
The middle panel shows the footprint inﬂuencing the WLEF
tower at this time, using the full resolution within the model
the entire way back in time, whereas the bottom third of the
ﬁgure shows the inﬂuence footprint after dynamically aggre-
gating surface sources and particle locations far from the re-
ceptor. With 100 particles sent out from the receptor point,
the inﬂuence function calculated from an individual particle
is disjoint, but a smooth pattern emerges once STILT aggre-
gates surface ﬂuxes and footprints.
The model multiplies the surface source inﬂuence by the
surface source inventories, and the sum of the inﬂuence-
weighted surface ﬂuxes is incrementally added to the ad-
vected boundary value to obtain the model concentration at
the receptor point, as illustrated in Fig. 6.
Fig. 5. An example of STILT-CO particle trajectories from 18
August 2004. The top panel of the ﬁgure shows the particles
traveling backward in time away from the WLEF tower. The
particles are color-coded by time away from the tower. The
middle panel shows the logarithmic inﬂuence footprint in units
ln(ppm/(µmolem−2 s−1)) with the maximum resolution while the
bottom panel displays the logarithmic inﬂuence footprint with dy-
namic gridding.
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Fig. 6. An illustration of how the particle trajectories and inﬂuence footprint work in tandem to produce modeled hourly concentrations.
Particle trajectories are color coded by time away from the tower. The inﬂuence footprint is multiplied by the emissions inventories to
produce the enhancement maps. The enhancement contributions are then summed over the entire modeled domain to produce modeled
hourly concentrations. Period A illustrates a time of low concentrations whereas period B is highly inﬂuenced by urban areas such as Detroit
and Chicago.
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Fig. 7. Model results for the INTEX-A aircraft missions as a product of the number of particles used in model simulations.
Gerbig et al. (2003) found a typical standard deviation of
13% in the CO2 surface source signal, due to statistical ﬂuc-
tuation associated with the use of a ﬁnite ensemble of 100
particles. Since sources tend to be more spatially concen-
trated for CO than for CO2, we tested model simulations
using both 100 and 500 particles to determine the number
required for accurate simulations. Figure 7 shows a scatter
plot of simulated CO and formaldehyde concentrations for
INTEX-A aircraft ﬂights using both 100 and 500 particles.
At low trace gas concentrations, both plots show relatively
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CO at Argyle Tower, June 2004 (BRAMS Meteorology)
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Fig. 8. The STILT-CO model result at Argyle with both 100 and 500 particles.
little scatter. These points represent model results at high al-
titudes with small surface ﬂux inﬂuence, and particle num-
ber makes little difference. Model results for higher CO
concentrations represent aircraft receptor points within the
planetary boundary layer that experience signiﬁcant inﬂu-
ence from surface ﬂuxes. These results show signiﬁcantly
higher variance; model particle number is associated with
incomplete sampling of the surface emissions. The effect
on modeled CO of increasing particle number from 100 to
500 was relatively small, however, with a mean difference of
only 0.32ppb for the INTEX-A data and standard deviation
of 7.1ppb. For HCHO, the mean difference and standard
deviation were 0.03ppb and 0.15ppb, respectively. In ad-
dition, we ran 500 particle simulations at Argyle tower but
found no improvement in model-measurement ﬁt over 100
particle simulations (see Fig. 8). Since the associated statis-
tical variance is much smaller than other sources of error, the
marginal improvement in model performance did not justify
the (5×) computational cost.
3.2 Regional CO sources derived from comparing model
and data at a tall tower
The WLEF tower saw substantial inﬂuence from northern
Canada during summer months (Fig. 9). Areas of Nunavut
and Northwest Territories in Canada exerted as much inﬂu-
ence on WLEF tower data as air from Indianapolis and De-
troit, even though the tower is over a thousand kilometers
closer to these American cities.
The a priori model systematically overestimates CO con-
centrations at WLEF compared to measurements (Fig. 10).
The model time series for both EPA NAPAP 1993 and EPA
NEI-1999 show pollution-related peaks well-correlated with
Fig. 9. The mean inﬂuence footprint in units
ln(ppm/(µmolm−2 s−1)) for the WLEF tower averaged over
the summer of 2004.
observations, indicating good spatial accuracy for the as-
sumed emissions, but the magnitudes of pollution peaks are
far too large. The bias appears therefore to be directly at-
tributable to errors in the magnitude of the fossil fuel emis-
sions from the inventories. Model results with EDGAR-2000
reveal large inaccuracies in the inventory both spatially and
in terms of total emissions, with peaks and troughs appearing
where none exist in the tower measurements (see Fig. 10).
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Fig. 10. A comparison of CO concentrations computed by several
a priori anthropogenic CO emissions inventories. All inventories
overestimate anthropogenic CO concentrations.
For the ﬁrst 20 days of June, we ﬁt each fossil fuel inve-
tory along with MEGAN VOC sources using a simple least
squares model. The EPA NEI-1999 and EPA NAPAP 1993
showed the best ﬁt (r=0.73 and r=0.72, respectively), while
EDGAR-2000 showed a substantially lower ﬁt (r=0.62). Ev-
idently EDGAR-2000 does not represent a good prior for
analysis of CO emissions in this region, and we therefore
use the most recent EPA-1999 inventory as our prior (results
are similar using EPA-1993).
We conducted separate model inversions for the WLEF
tower in spring and summer and produced posteriori scal-
ing factors (λ) simultaneously for three factors: λff (an-
thropogenicCO emissions), λbb (biomassburning emissions,
prior from Wiedinmyer et al. (2006)), and λVOC (prior from
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Fig. 11. A visualization of the Bayesian inversion cost function at
WLEF for the summer months. The fossil fuel and VOC scaling
factors are set to discreet values. The biomass burning scaling fac-
tor is allowed to ﬂoat with the inversion. The surface plot shows that
there is no clear single optimum in the Bayesian Inversion. The con-
tour lines show the RMSE of model results for INTEX-A formalde-
hyde aircraft proﬁles near the WLEF tower. Based on this plot, we
choose a ﬁnal fossil fuel scaling factor of 0.3 and a VOC factor of
1.2.
the MEGAN inventory). For early summer (1 June–23 July),
prior to the arrival of large signals from boreal biomass ﬁres,
the optimal values for λff, λbb, and λVOC were 0.24±0.07,
0.50±0.30, 1.57±0.52, respectively. (Note, that value of
λVOC is strictly a constraint on (MEGANﬂuxes)×(COyield),
not on VOC ﬂuxes themselves.).
The scaling factor for VOC emissions in summer (1 June–
23 July) was highly correlated with fossil fuel emissions
(r=0.81), as illustrated in Fig. 11. For this ﬁgure, we set
fossil fuel scaling factors (x-axis) and VOC scaling fac-
tors (y-axis) at prescribed values, and optimized only for
biomass burning scaling factors. The cost function has a
narrow valley: the minimum fell along a line given by
λff=−0.11(λVOC)+0.41.
Formaldehyde data, available for INTEX-A ﬂights, pro-
vide an additional constraint on the inversion to help deter-
mine optimal scaling factors for both VOCs and fossil fuel
CO emissions. The contour lines overlaying the surface plot
show the root mean squared error of the formaldehyde model
result for INTEX-A vertical aircraft proﬁles with the pre-
scribed set of CO and VOC scaling factors (see discussion
in Sect. 3.4, below). Since HCHO emissions from fossil
sources are small, model results are almost independent of
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CO at WLEF Tower, June−July 2004 (BRAMS Meteorology)
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Fig. 12. Hourly model results from WLEF during June 2004. The a priori results are shown on top followed by the a posteriori results
below. The bottom two panels respectively display the relative importance of different CO sources and the corresponding formaldehyde
model results during the period.
the scaling factor for fossil fuels. We can therefore ﬁnd opti-
mum scaling factors on the cost function minimum that also
minimize RMSE for the HCHO model for INTEX-A ﬂights
near the WLEF tower.
Due to the difference in calibrations for URI and NCAR
data, we obtain two different optimal scaling factors (0.65 or
1.2, respectively) for the effective CO sources from VOCs
as indicated by ﬁdelity with INTEX-A HCHO data. The
corresponding optimal fossil fuel scaling factor changes rel-
atively little (0.3 and 0.34, respectively) for the NCAR or
URI calibration. If we use the NCAR results, the minimum
cost function lies very close to the global minimum for the
three-factor optimization on CO data from WLEF, whereas
the lower VOC sources implied by the URI give results that
are less consistent. By this measure the URI calibration ap-
pears to be too low. Additionally, GEOS-Chem simulations
from Millet et al. (2006) capture 70% of the variability in
NCAR formaldehyde measurements but capture only 42%
of the variability in URI measurements (along with a 34%
bias). We therefore use NCAR measurements for the model
optimization.
Table 1 lists the resulting optimization factors, and Table 2
lists indicators for the resulting model-measurement ﬁt. The
inversion reduces the cost function at WLEF (summer) from
353.1 to 76.1 (a 78.5% reduction). The upper two panels
of Fig. 12 display the a priori and a posteriori time series at
WLEF for June and early July, before the advent of high lev-
els of CO from boreal ﬁres (third panel). The bottom panel of
Fig. 12 shows the model-generated concentrations of HCHO
at WLEF, showing that measurements of formaldehyde at
this site would be very effective in distinguishing CO from
fossil fuels versus VOCs.
Our estimated VOC scaling factor (1.2) can be compared
to the results of Palmer et al. (2006), who found that during
early summer months, MEGAN estimates of VOC emissions
were 10% lower than GOME satellite-derived estimates (i.e.,
www.atmos-chem-phys.net/8/7673/2008/ Atmos. Chem. Phys., 8, 7673–7696, 20087686 S. M. Miller et al.: Sources of carbon monoxide and formaldehyde in North America
CO at WLEF Tower, March 9 - April 1 2004 (BRAMS Meteorology)
120
140
160
180
200
220
240
Formaldehyde Concentration (ppb)
0
1
2
3/9/2004 3/15/2004 3/21/2004 3/27/2004
0
20
40
60
80
100
Observations
Model No VOCs
Model w/ VOCs
Boundary Cond.
Source Influcences (%)     White = Fossil Fuels     Red = VOC     Yellow = Biomass Burning
A posteriori
Date (UTC)
C
O
 
(
p
p
b
)
%
 
C
o
n
t
r
i
b
u
t
i
o
n
H
C
H
O
 
(
p
p
b
)
Fig. 13. Hourly WLEF model results during the spring of 2004.
Table 1. STILT-CO posterior scaling factors (including 95% conﬁ-
dence intervals). We use the same scaling factors at WLEF (sum-
mer) for the posterior model at Argyle. The inversion does not pro-
duce a reliable scaling factor for biomass burning at WLEF during
summer months, so we have omitted the value below.
Tower λff λvoc λbb
Wlef summer 0.3±0.05 1.2±0.4 NA
Wlef winter 0.55±0.05 1.01±0.24 0.47±0.28
scaling factor of 1.1). Our estimate of λff also corresponds
roughly to the scaling factor λff=0.4 derived independently
by Hudman et al. (2008) using INTEX-A data for CO, which
we did not use in our optimization.
During the spring, CO emissions from fossil fuel combus-
tion are expected to be higher than in summer, while sources
from VOCs and biomass ﬁres are lower. Table 1 summarizes
the posterior scaling factors (see Fig. 13 for the a posteri-
ori time series). The results suggest notably stronger sea-
sonal variations than adopted in the inventories (see below).
The inversion reduces the cost function from 246.7 to 97.4
(60.5% reduction), with a correlation coefﬁcient (r) of 0.57
(see Table 2). Since fossil fuel emissions are the dominant
source during this period, constraints are strongest for the a
posteriori fossil fuel scaling factor (λff). There were some
biomass ﬁres to the south of the site, only a few hundred
Table 2. Summary of STILT posterior model performance for CO.
Tower Prior RMSE Posterior RMSE r
Wlef summer 34.4 10.4 0.81
Wlef winter 35.2 16.2 0.57
Argyle summer 61.3 22.9 0.40
km away, and these sources are moderately well constrained.
Figure 14 provides a contour plot of the cost function for
the spring inversion. The plot for the spring months shows a
clearer minimum than for summer, albeit with a fairly large
range for λVOC.
The NEI-99 inventory data is only available for typical
mid-week summer days and typical mid-week winter days.
We use the summer inventory as the a priori for all simula-
tions. We note that our scaling factor for the NEI-1999 in-
ventory for simulations in the summer (1 June–15 August)
makes a much larger reduction than the scaling factor for
simulations in the spring months (1 March–30 April). Dur-
ing colder months in the upper Midwest, CO emissions could
be higher because of less efﬁcient combustion from mobile
sources, plus sources from home heating using wood fuel.
In contrast to our model results, the NEI-99 winter inven-
tory predicts that total national CO emissions will be slightly
lower during winter months than during the summer. On-
road sources are predicted to be 5% higher during winter
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months, and area sources such as home fuel burning are
about three times higher during the winter. But non-road
sources such as tractors and construction equipment are es-
timated to be 97% higher during summer months (Frost and
McKeen, 2007). Our results suggest that anthropogenic CO
emissions are higher in spring months than summer months.
We therefore cast doubt on the seasonal adjustments used in
NEI–1999. The EPA-1999 inventory might overestimate the
relative increase in non-road sources from winter to summer
(i.e. tractors, diesel from construction, etc.) and/or under-
estimate the relative increase in area sources (home heating,
ﬁre places, etc.) or increases in CO emissions from power
generation from summer to winter.
TheresultsfromWLEFduringthespringmonthscouldre-
ﬂect regional differences in the seasonal variability of emis-
sions - because the upper Midwest has particularly cold win-
ter and spring months, and more use of wood fuel than other
regions (Fernandes et al., 2007). A study by Meszaros et
al. (2004) found seasonal adjustments in European CO emis-
sions that predicted 10% higher emissions during spring than
during than during summer. Europe is not as cold as the re-
gion around WLEF, so the seasonal trend might be expected
to be even larger in Wisconsin.
Figure 15 shows scatter plots of hourly data (model vs ob-
served) for WLEF in summer and spring and for Argyle, ME,
in summer (using the a posterori scaling from WLEF). As
discussed below, model results at Argyle tower are signiﬁ-
cantly affected by problems in modeling transport near the
coast, and INTEX–A model results appear to be signiﬁcantly
inﬂuenced by errors associated with the boundary condition.
Below we examine model results for these data sets to un-
derstand the factors that limit model performance in order to
guide future model development and to help design strategies
for future observing programs.
3.3 Biomass burning and STILT-CO
In general, STILT-CO appeared to do well at capturing the
inﬂuence of CO from biomass burning emissions in the near
ﬁeld, but it was inconsistent in capturing emissions inﬂuence
from very large ﬁres that were far away. The time series
from WLEF tower in spring 2004 (Fig. 13) shows that even
during the spring months, biomass burning can substantially
inﬂuence pollution levels at the tower site. The inﬂuence of
biomass burning events in Missouri and Arkansas were ac-
curately characterized by STILT-CO during this time period.
Figure 16, an example from WLEF tower during August
2004, displays an example where STILT-CO did provide a
very detailed, high resolution prediction of distant CO source
regions. The particle trajectories left the WLEF tower, trav-
eled backward in time toward northern Canada, and inter-
sected large forest ﬁres near Great Slave Lake, in the Yukon
Territories, and in eastern Alaska. The pollution inﬂuence
was modestly overestimated. Figure 17 displays a time series
from the WLEF tower during the latter half of summer 2004
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Fig. 14. A visualization of the Bayesian inversion cost function for
WLEF during March-April. The plot is constructed in the same way
as Fig. 11. Unlike the summer model results, which show no clear
minimum in the cost function, the spring 2004 model results show
a much clearer optimum.
when WLEF experienced signiﬁcant pollution from forest
ﬁres in Alaska and northern Canada. Most of the time, the
model did ﬁnd inﬂuence from these forest ﬁre inﬂuences but
incorrectly computed the magnitude of this inﬂuence.
Issues affecting very large biomass sources very far away
represent a major challenge to any modeling framework, and
their resolution lies beyond the scope of this paper. The lack
of pyro-convective injection in the model might, in part, ac-
count for why the model performed very well on relatively
small ﬁres in the near ﬁeld but showed mixed performance
in capturing the inﬂuence of very large ﬁres at a long dis-
tance. Time periods affected by long distance biomass burn-
ing emissions are not included in the assessment of source
inventories.
3.4 CO concentration trends with altitude: insights from
the INTEX-A aircraft campaign
We noted above that formaldehyde data provide a potentially
powerful way for independently constraining the inﬂuence
of summertime emissions of VOCs on CO. The STILT-CO
model using the MEGAN inventory and the HCHO yields
from Palmer et al. (2006) captures measured HCHO for
many INTEX-A vertical aircraft proﬁles in the US conti-
nental interior during summer 2004 (see a posteriori results
in Fig. 18), although the results have a fairly large vari-
ance (Fig. 19). The vertical proﬁles of HCHO could vali-
date model chemistry and provide a conﬁrmation of inverse
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Fig. 15. A comparison of model and measurements at Argyle and WLEF towers. The WLEF summer and Argyle summer plots use a
posteriori scaling factors from the inversion at WLEF in June and July. WLEF from spring months is inverted separately.
Fig. 16. An example of the inﬂuence footprint (top) and biomass burning inventory (bottom) on 17 August 2004 - a period when biomass
burning signiﬁcantly inﬂuences pollution levels at the WLEF tower.
model results independent of fossil fuel and biomass burning
CO inﬂuence, if the calibration difference could be resolved.
INTEX-A vertical proﬁles of CO conﬁrm that the STILT-
CO model replicates CO measurements at aircraft receptor
points as well as at tall tower sites, using our optimized val-
ues λVOC=1.2 and λff=0.3, although background values in
the model appear to be about 20ppb too low (Fig. 19).
3.5 Model limitations: case studies from Argyle tower,
Maine
3.5.1 Coastal meteorology
The correlation between model and measurement is gener-
ally much lower at Argyle than at WLEF (RMSE=22.9ppb,
r=0.40; Fig. 15). Figure 20 displays a time series of STILT-
CO results from Argyle during the summer of 2004. The
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CO at WLEF Tower, July−Aug 2004 (BRAMS Meteorology)
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Fig. 17. Hourly modeled result at WLEF tower during July and August 2004, a period that saw signiﬁcant pollution inﬂuence from biomass
burning events in Alaska and northern Canada. INTEX-A aircraft measurements of HCHO taken near the WLEF tower are shown as pink
dots.
model missed pollution peaks much more frequently than at
WLEF. For example, on 14 July modeled air parcels became
caught in low pressure front and just missed urban coastal
sources, whereas the observations indicate strong inﬂuence
from those sources (see Fig. 21). The model also created
pollution peaks that do not exist, such as on 3 June when
parcels traveled along an occluded front and pushed too close
to coastal urban sources, sources that apparently did not in-
ﬂuence Argyle at that time.
The BRAMS assimilated meteorological driver has a 45-
km resolution. Many large sources affecting Argyle lie right
on the coast, and Argyle itself lies within one grid square of
the coast. We infer that our 45-km meteorological grid is not
able to reliably resolve the inﬂuence of strong, very compact
sources that lie on the land-ocean boundary. BRAMS might
also inaccurately simulate the PBL near coastal and ocean
areas. Over the summer of 2004, an average 54% of particles
in each ensemble traveled into the coastal domain for at least
a portion of the particle trajectory, a feature that makes the
receptor at Argyle more difﬁcult to model than WLEF.
The WLEF tower lies close to large water bodies such as
Lake Superior and Lake Michigan. These lakes are large
enough to generate land/water mesoscale circulations, but
they are much smaller than synoptic scales and exert much
less inﬂuence on synoptic meteorology than the ocean. Lake
Superior also lacks large anthropogenic CO sources on the
coastline. Model results for COBRA-2004 aircraft ﬂights
near the New England coast (not shown) similarly show
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CO at Argyle Tower, June 13 −July 16, 2004 (BRAMS Meteorology)
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Fig. 20. Hourly model results from Argyle tower, Maine, during the summer of 2004.
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Fig. 21. An example of problematic meteorological transport from 14 July 2004. The modeled trajectories presumably miss major coastal
sources, and the model underestimates concentrations at the receptor. (Meteorological map from Unisys, 2008).
lower model-measurement ﬁt than INTEX-A aircraft proﬁles
taken in the continental interior.
3.5.2 Advected boundary condition
Previous Lagrangian models of carbon monoxide have used
a constant boundary condition (e.g., Warneke et al., 2006).
However, at the WLEF tower, the advected boundary condi-
tion varies by as much as 40ppb over 10 days (see Fig. 13),
suggestingthevariabilityintheboundaryconditionmaycon-
tribute signiﬁcantly to variability in observed CO. Washen-
felder et al. (2006) drew a similar conclusion for CO2.
Extensive high-altitude measurements (5000–7000m) from
COBRA-Maine airborne near the Argyle tower during the
summer of 2004 provide an excellent opportunity to ex-
amine the model treatment of the lateral tracer boundary
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at WLEF tower during both spring and summer months.
condition in STILT-CO for receptors at the eastern edge of
North America (Lin et al., 2006). During times with rela-
tively little biomass burning inﬂuence, these altitudes pro-
vide free troposphere trace gas concentrations that often ex-
perience little inﬂuence from anthropogenic and vegetation
ﬂuxes of CO and CO2. Measurements therefore approximate
the lateral tracer boundary condition, within a few ppb for
CO and a few ppm for CO2 (Matross et al., 2006).
Comparison between modeled and measured CO in the
free troposphere near Argyle tower shows substantial scatter
(not shown), but in general, the model appears to moderately
underestimate the advected boundary concentrations of CO
– by 19.5ppb±28.1ppb. The notable variability in the free
troposphere measurements indicates that a variable bound-
ary condition is important. The present version of STILT-CO
uses a model boundary condition applied at the western edge
ofthemodeleddomainbecauseneithermeasurementstations
nor global model results were available to deﬁne concentra-
tions at other boundaries. This rough approximation affects
Argyle more than WLEF: as the particles traveled backward
in time from the Argyle tower during the summer of 2004,
10.5% of particles exited the domain to the North, 3% ex-
ited to the East, and 86% remained in the modeled domain.
Hence, East Coast receptors need to be modeled using a dif-
ferent approach for the boundaries, as has been done for CO2
by using Carbon Tracker concentrations (Peters et al., 2007;
Matross, 2006). Global Eulerian models such as GEOS-
Chem may provide another option for boundary conditions
in Lagrangian modeling.
3.6 Relative importance of combustion CO and formalde-
hyde sources
According to our analysis, at WLEF during the summer
of 2004, anthropogenic emissions accounted for only 31%
of CO contributions to observation concentrations, biogenic
VOCs contributed 21.2%, methane decomposition accounted
for 35.3%, and biomass burning for 12.7% (see Fig. 22).
In the formaldehyde model, primary emission sources ac-
counted for only 0.4% of modeled atmospheric HCHO while
VOC and methane decomposition accounted for 70.8% and
28.8% of advected HCHO respectively.
The regional inﬂuence of VOCs as determined by the
STILT-CO model is generally consistent with recent litera-
ture. Granier et al. (2000) found that VOCs contributed 21%
of the global CO burden over the course of the a year, and
Holloway et al. (2000) found biogenic VOCs to be 27% of
the global CO source. Hudman et al. (2008) estimated that
biogenic VOCs contributed 56% of the CO source over the
continental US during the summer. We found a lower rela-
tive VOC contribution likely because our study sites did not
experience signiﬁcant inﬂuence of VOCs from high biogenic
source regions such as the American Southeast. Hudman et
al. (2008) also estimated a higher VOC contribution because
theydidnotincludethemethaneCOsourceincalculatingthe
relative signiﬁcance of different sources. STILT-CO gives a
regional perspective for CO sources in the central US, com-
plementing, at very high resolution, earlier attempts to reﬁne
CO sources (e.g., Palmer et al., 2006; Parrish, 2006; Warneke
et al., 2006; Hudman et al., 2008). The results show that
VOC and CH4 sources of CO signiﬁcantly exceed anthro-
pogenic CO emissions during summer months, even in areas
of relatively lower biogenic VOC emissions such as in Wis-
consin and the upper Midwest. The model reveals that esti-
mates of anthropogenic CO sources in current inventories are
too high by up to a factor of three in summer and a factor of
two in spring.
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4 Conclusions
STILT-CO produces hourly results for carbon monoxide con-
centrations that closely correlate with measurements at a
tall tower site and from aircraft. The model performs well
in the continental interior, resolving the inﬂuence of fossil
fuel combustion, degradation of VOCs and CH4, and for-
est ﬁres (when biomass burning events lie within a few hun-
dred km). STILT-CO can give accurate hourly concentration
levels throughout the lower troposphere at high spatial and
temporal resolutions, providing tests of source inventories on
scales spanning regional to continental.
Our results showed that the fossil fuel inventories were
spatially accurate, at least within the fairly broad footprint of
the WLEF tower, as inferred from the very good model mea-
surement ﬁt at WLEF during the ﬁrst half of the summer,
when biomass burning contributions are relatively small.
When using models of trace gases with more diffuse sources,
like CO2 (e.g., Gerbig et al., 2003; Matross et al., 2006), it
can be difﬁcult to differentiate between model errors that are
caused by trace gas sources and those caused by modeled
meteorology. STILT-CO provides a diagnostic tool for mod-
els of trace gases like CO2 that have more diffuse sources
because it helps distinguish when model-data differences re-
ﬂect errors in transport, versus errors in the underlying emis-
sion ﬁeld.
Model results demonstrate that current fossil fuel
emissions inventories systematically overestimate surface
sources, by roughly a factor of three in summer for EPA’s
NEI-1999, and a factor of two in spring. The seasonal adjust-
ment factors in NEI-1999 also appeared to be inaccurate ac-
cording to our analysis, at least for the upper Midwest. VOC
emissions estimates from Guenther et al. (2006) (multiplied
by the HCHO yield) appeared to be reasonably accurate, as
inferred from both CO and HCHO simulations.
Data from sites in the continental US showed limited abil-
ity to validate biomass burning emissions estimates because
sampling errors and transport errors overshadowed errors in
estimated emission rates for regions in Alaska and northern
Canada, where very large sources at long distances represent
major contributors.
Trace gas modeling of any kind is difﬁcult in coastal re-
gions like the Eastern Seaboard because most meteorological
driversdonotperformwellattheocean-landinterface. Espe-
cially where the sources of the modeled trace gas are diffuse,
these transport problems may not be readily apparent. But
for CO, with concentrated source regions on the coast, the
problems are obvious. Any modeling study must approach
coastal areas with caution, unless the study can assure accu-
rate simulation of coastal meteorology.
Lateral tracer boundary conditions require close attention.
A variable modeled boundary condition is crucial to mod-
eling regardless of the spatial resolution of the model re-
sult. The boundary condition holds special importance when
building models intended for examining trace gas sources on
regional scales. Without an accurate, time-varying boundary
condition, a source-receptor model cannot accurately char-
acterize emissions estimates because the modeled fossil fuel
signal can be conﬂated with background errors.
Our study demonstrates that, from only one tall tower re-
ceptorsite, thehigh-resolutionSTILT-COmodelcanproduce
very detailed information on emission sources and meteorol-
ogy over a large geographic area. The model can also test
and correct emissions inventories for a large portion of the
continent. STILT-CO shows wide promise to model carbon
monoxide and other trace gases to determine sources and
sinks with accuracy and reliability, applicable to any trace
gas that undergoes relatively simple chemistry during trans-
port.
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