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Abstract
This paper focuses on the stability of the zero solution for the impulsive differential system at fixed times by the method of
perturbing Lyapunov functions. Based on the method, some sufficient conditions for the above stability to hold are given.
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1. Introduction
Impulsive differential equations have become more important in recent years in some mathematical models
of real processes and phenomena studied in physics, chemical technology, population dynamics, biotechnology
and economics. There has been a significant development in impulse theory, in recent years, especially in the
area of impulsive differential equations with fixed moments; see the monographs of Bainov and Simeonov [1],
Lakshmikantham et al. [2], and Samoilenko and Perestyuk [3], and the references therein [4]. It is well known that the
theory of stability in the sense of Lyapunov has gotten rich results and the Lyapunov function has played an essential
rule for determining the qualitative properties of the zero solution of the systems of differential equations [5]. The
authors in Ref. [6] introduced the perturbing Lyapunov function method which permitted us to discuss nonuniform
properties of solutions of systems of differential equations under weaker assumptions. This method was considered
from other points of view of many authors (see [7,8]). Furthermore, a single Lyapunov function does not satisfy all the
desired conditions to obtain a desired property, it is then fruitful to perturb that Lyapunov function rather than discard
it [9]. Based on Refs. [10–13], we study the stability of the zero solution of an impulsive differential system with fixed
moments.
The paper is organized as follows. In Section 2, we introduce some preliminary definitions and results which will
be employed throughout the paper. In Section 3, based on perturbing Lyapunov functions, some sufficient conditions
for the stability of the zero solution to hold are given. At last, we draw a conclusion.
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2. Preliminaries
The differential system with impulses at fixed times is described by{
x˙ = f (t, x), t = tk,
x = Ik(x), t = tk, (1)
where x ∈ Rn is the state variable; f ∈ PC(R+ × Rn, Rn) is a piecewise continuous function; R+ = [0,∞);
Ik ∈ C(Rn , Rn) is continuous for every k, k = 1, 2, . . .; x = Ik(x(t)) = x(t+k ) − x(t−k ); 0 < t1 < t2 < · · · < tk <
tk+1 < . . ., tk −→ ∞ as k −→ ∞.
We always assume: x(t) is left continuous, the solution of system (1) exists; x(t; t0, x0) is any solution of (1)
existing on t ≥ t0 with the initial value x(t0) = x0.
We definite the following class of function spaces:
K = {a : a ∈ C(R+, R+) is a strictly increasing function and a(0) = 0}.
S(ρ) = {x : ‖x‖ < ρ, x ∈ Rn}.
Definition 1 ([1]). Let V : R+ × Rn → R+, then V is said to belong to class V0 if
(i) V is continuous in (tk−1, tk ] × Rn and for each x ∈ Rn , k = 1, 2, . . .,
lim
(t,y)→(t+k ,x)
V (t, y) = V (t+k , x)
exists;
(ii) ∀t ∈ R+, V is locally Lipschitzian in x .
For (t, x) ∈ (tk−1, tk ] × Rn , definite





[V (t + s, x + s f (t, x)) − V (t, x)].
Definition 2. The zero solution of (1) is said to be
(i) stable if for ε > 0 and t0 ∈ R+, there exists a δ = δ(t0, ε) > 0 such that ‖x0‖ < δ implies ‖x(t; t0, x0)‖ < ε,
t ≥ t0;
(ii) uniformly stable if δ is independent of t0;
(iii) asymptotically stable if (i) holds and any ε > 0, t0 ∈ R+, there are δ0 = δ0(t0) > 0 and T (t0, ε) > 0 such that
‖x0‖ < δ0 implies ‖x(t; t0, x0)‖ < ε, t ≥ t0 + T ;
(iv) uniformly asymptotically stable if (ii) holds and δ0, T are independent of t0.
Lemma 1. For the following system⎧⎨
⎩
ω˙ = g(t, ω), t = tk ,
ω(t+k ) = Φk(tk, ω(tk)),
ω(t0) = ω0 ≥ 0,
(2)
assume that{
D+V (t, x) ≤ g(t, V (t, x)), t = tk,
V (t+k , x + Ik(x)) ≤ Φk(tk, V (tk, x)), k = 1, 2, . . . ,
and V (t0, x0) ≤ ω0, then V (t, x) ≤ R(t; t0, ω0), where g ∈ C(R2+, R+), Φk ∈ C(R2+, R+) and R(t; t0, ω0) is any
solution of (2).
3. Stability by the perturbing Lyapunov functions
In the following part, we will obtain the stability of the zero solution for the impulsive differential system (1) based
on the method of perturbing Lyapunov functions.
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Theorem 1. Assume that
(i) V1 ∈ PC(R+ × S(ρ), R+), V1(t, x) ∈ V0, V1(t, 0) = 0 and{
D+V1(t, x) ≤ g1(t, V1(t, x)), t = tk,
V1(t+k , x + Ik(x)) ≤ Ψk(tk, V1(tk, x)), k = 1, 2, . . . ,
(3)
where g1 ∈ C(R2+, R+) and g1(t, 0) = 0, Ψk ∈ C(R2+, R+);
(ii) for η > 0, there exists a V2,η ∈ PC(R+ × S(ρ) ∩ Sc(η), R+), V2,η(t, 0) = 0 and V2,η(t, x) ∈ V0, such that
b1(‖x‖) ≤ V2,η(t, x) ≤ a1(‖x‖), a1, b1 ∈ K , (4)
and {
D+V1(t, x) + D+V2,η(t, x) ≤ g2(t, V1(t, x) + V2,η(t, x)),
V1(t+k , x + Ik(x)) + V2,η(t+k , x + Ik(x)) ≤ Fk(tk, V1(tk, x) + V2,η(tk, x)), k = 1, 2, . . . ,
(5)
where g2 ∈ C(R2+, R+) and g2(t, 0) = 0, Sc(η) is the complement of S(η), Fk ∈ C(R2+, R+);
(iii) the zero solution of⎧⎨
⎩
u′ = g1(t, u), t = tk,
u(t+k ) = Ψk(tk, u(tk)), k = 1, 2, . . . ,
u(t0) = u0 ≥ 0,
(6)
is stable and the zero solution of⎧⎨
⎩
v′ = g2(t, v), t = tk,
v(t+k ) = Fk(tk, v(tk)), k = 1, 2, . . . ,
v(t0) = v0 ≥ 0,
(7)
is uniformly stable.
Then the zero solution of (1) is stable.
Proof. For t0 ∈ R+ and 0 < ε < ρ, b1(ε) > 0. Since the zero solution of (7) is uniformly stable, there is
δ′ = δ′(ε) > 0 such that
v0 < δ
′ implies v(t; t0, v0) < b1(ε), t ≥ t0,





On the other hand, the zero solution of (6) is stable, hence for δ′2 > 0 and t0 ∈ R+, there exists a δ3 = δ3(t0, ε) > 0,
such that
u0 < δ3 implies u(t; t0, u0) < δ
′
2
, t ≥ t0, (9)
where u(t; t0, u0) is any solution of (6) with u(t0) = u0.
Choose u0 = V1(t0, x0), for some δ1 > 0, such that
‖x0‖ < δ1 and V1(t0, x0) < δ3.
Let δ = min(δ1, δ2), then ‖x0‖ < δ implies ‖x(t; t0, x0)‖ < ε, t ≥ t0. If it is not true, there exists a solution x(t; t0, x0)
of (1) with ‖x0‖ < δ and t1, t2 such that tk < t1 < t2 ≤ tk+1 for some k, and
‖x(t; t0, x0)‖ < ε, tk ≥ t ≥ t0 and ‖x(t2; t0, x0)‖ ≥ ε, ‖x(t1; t0, x0)‖ = δ2. (10)
Let δ2 = η and the existence of V2,η satisfying the condition (ii) is assured. Let
m(t) = V1(t, x(t; t0, x0)) + V2,η(t, x(t; t0, x0)), t ∈ [t1, t2], (11)
and satisfy
m(t1) ≤ r2(t1; t0, v0), (12)
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where r2(t; t0, v0) is the maximal solution of (7). Hence based on (5) and (11), (12), we obtain
m(t) ≤ r2(t; t0, v0), t ∈ [t1, t2].
Also, we have, by Lemma 1,
V1(t1, x(t1; t0, x0)) ≤ r1(t1; t0, u0),
in view of (9),




where r1(t; t0, u0) is the maximal solution of (6).
According to the condition (ii), (8) and (10),




Hence, by the condition (ii) and V1 ∈ R+, we have
b1(ε) ≤ b1 (‖x(t2)‖) ≤ V2,η(t2, x(t2; t0, x0)) ≤ r2(t2; t0, v0) < b1(ε),
which is a contradiction. The proof is complete. 
Theorem 2. Assume that
(i) the hypotheses (ii), (iii) of Theorem 1 hold except that the zero solution of (6) is stable;
(ii) the zero solution of (6) is uniformly stable;
(iii) V1 ∈ PC(R+ × S(ρ), R+), V1(t, x) ∈ V0, V1(t, 0) = 0 and⎧⎨
⎩
D+V1(t, x) + h(t, x) ≤ g1(t, V1(t, x)), t = tk,
V1(t+k , x + Ik(x)) +
∫ tk
t0
h(s, x)ds ≤ Ψk(tk, V1(tk, x)), k = 1, 2, . . . , (13)
where g1 ∈ C(R2+, R+) and g1(t, u) is nondecreasing in u, Ψk(t, u) is nondecreasing in u, h : R+ × S(ρ) −→ R+





h(s, x(t0, x0))ds +
∫ t2
t1
h(s, x(t+1 , x(t1) + I1(x(t1))))ds
+ · · · +
∫ tk
tk−1
h(s, x(t+k−1, x(tk−1) + Ik−1(x(tk−1))))ds.
Then the zero solution of (1) is asymptotically stable.
Proof. Since the hypotheses (i), (ii) of Theorem 2 hold, choose ε = γ , it is obvious that
‖x0‖ < δ(t0, γ ) implies ‖x(t; t0, x0)‖ < γ, t ≥ t0.
Choose T = T (ε) > δ′2b2(δ(ε)) , such that t0 + T = tk, k = 1, 2, . . .. Now, we claim that there is a t0 in [t0, t0 + T ]
such that h(t, x) < b2(δ(ε)) for any solution of (1) provided ‖x0‖ < δ(t0, γ ).
If it is false, then for all t ∈[t0, t0 + T ], h(t, x) ≥ b2(δ(ε)). Let




For t ∈ [t0, t1], according to Lemma 1, m(t) ≤ r1(t; t0, V1(t0, x0)) = r1(t; t0, u0), for t ∈ (tk−1, tk],
V1(t+k , x + Ik(x)) ≤ Ψk(tk, V1(tk, x)) ≤ Ψk(tk, r1(tk; t0, u0))
≤ Ψk(tk, rk−11 (tk; tk−1, u+k−1)) = u+k ,
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where r1(t; t0, u0) is the maximal solution of (6) and
r1(t; t0, u0) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
r01 (t; t0, u0), t ∈ [t0, t1]
r11 (t; t1, u+1 ), t ∈ (t1, t2]· · ·
rk−11 (t; tk−1, u+k−1), t ∈ (tk−1, tk ]· · ·
.
Suppose that t ∈ (t1, t2], V1(t+1 , x + Ik(x)) ≤ u+1 . Using Lemma 1 and the condition (iii), then
m(t) ≤ r1(t; t0, V1(t0, x0)), t ∈ (t1, t2].
Hence, we obtain
m(t) ≤ r1(t; t0, V1(t0, x0)), t ≥ t0
by induction.
It follows that






− b2(δ(ε))T < 0.
This leads to a contradiction.
This implies that there is a t0 in [t0, t0 + T ] such that h(t, x) < b2(δ(ε)) for any solution of (1) provided
‖x0‖ < δ(t0, γ ). Also, b2(δ(ε)) > h(t, x) ≥ b2(‖x‖), then ‖x‖ < δ(ε), for some t0 in [t0, t0 + T ]. We claim
‖x(t)‖ < ε, t ≥ t0 + T . If not, we proceed as in Theorem 1. Hence, the proof is complete. 
4. Conclusions
This paper has studied the stability of the zero solution for the impulsive differential system with fixed impulsive
interval time via the perturbing Lyapunov functions. Through the functions, some sufficient conditions on the above
stability are obtained.
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