Recent literature suggests that inter-sectoral structural change has a negligible impact on aggregate productivity growth. Through the application of dynamic shift-share methods, this paper presents a re-examination of this perspective using data for 181 European regions from 1980 to 2007. Results suggest that the effect of the intersectoral component is far from negligible and is substantially stronger for those regions towards the higher deciles of the distribution. Moreover, its effects appear to be particularly growth enhancing when the region is either 'high and improving' or 'low and deteriorating.' These results rehabilitate the importance of structural change for growth and convergence.
Introduction
One of the outcomes of the convergence debate has been that regional convergence is seen as conditional on initial regional differences in institutions, economic structures and tastes, while 'club' convergence is observed to occur among regions with similar structural and related conditions (Corrado et al., 2005) . The importance of structural differences has been shown to have weakened over the last few decades as convergence of productive structures has occurred (Cuadrado-Roura et al., 1999; Gil et al., 2002; Le Gallo and Dall'Erba, 2008) and related to this is a strong consensus that the effects of inter-sectoral structural change on aggregate regional productivity growth and convergence are negligible (Esteban, 2000; Ezcurra et al., 2005; Villaverde and Maza, 2008; Le Gallo and Kamarianakis, 2011) .
1
This paper challenges the conventional view that the effects of inter-sectoral structural change on regional productivity growth and convergence are negligible by conducting a detailed econometric investigation of the effect of structural change on labour productivity among EU regions. In doing so it is cognizant of the importance now attached in the emerging debate on regional resilience, of structural or sectoral variety (Simmie and Martin, 2010) and of effecting more significant structural change (Bristow, 2010) in shaping greater resilience.
Early theoretical contributions on the effects of structural change on growth and convergence expected it to be positive on both counts. The beneficial effects on growth come through a reallocation of surplus labour from agriculture to industry and services (Lewis, 1954) and have been referred to by Temple (2001) as the growth bonus. These shifts from the primary to the secondary and tertiary sectors may cause convergence, assuming poor regions have relatively more labour in low-productivity sectors such as agriculture (Abramovitz, 1986) . However, in principle, the movement of labour between sectors in search of higher wages may not be confined to poor regions. Rich regions may also grow faster and diverge from other regions through labour re-allocation generated between and within sectors. Shifts could occur between low productivity sectors such as textiles and high-productivity sectors such as electronics, owing for example to increasing returns from technological progress in the latter.
It is an empirical question as to whether, and the extent to which, structural change has been important for growth and convergence/divergence, and whether this is country-and/or region-specific. The main purpose of this paper is to measure the effects of structural change between 15 sectors, including 7 manufacturing and 6 market services sectors, on the growth and convergence/divergence performance of
EU regions between 1980 and 2007.
This paper builds on the work of O' Leary (2003a, b) and shows that, while structural change, measured as the inter-sectoral contribution, has a smaller growth effect, it becomes progressively more important for the upper deciles of the distribution and is especially important for regions that are 'high and improving' and 'low and deteriorating.'
Policies to stimulate either regional growth or convergence through structural change must be founded, at least in part, on empirical evidence. It is important to know whether, and to what extent, policies that, either by design or through indirect effects reallocate employment from relatively low to relatively high productivity sectors, have an effect on the growth and resilience of regions. Moreover, if it does have an effect on growth, will it contribute to convergence or divergence? If poor regions benefit more, then national and EU policies targeted at facilitating structural change may promote the long-standing policy objective of balanced development.
However, if rich regions gain more from structural change then the policy debate may need to pay attention to a hitherto overlooked source of divergence.
The next section outlines the debate about convergence and structural change.
Sections 3 and 4 describe the data and specify the methodology to be used. Section 5 provides a discussion of the results and Section 6 draws conclusions and policy implications.
Regional convergence and structural change
Among EU regions, Gardiner et al. (2004) have shown that regional convergence has been remarkably slow and that the persistence of regional productivity disparities is a key issue for researchers and policy makers. This paper investigates one factor that has effectively been disregarded in terms of its importance for understanding productivity disparities: inter-sectoral structural change. Structural change is a process involving the re-allocation of labour from relatively low to relatively high productivity sectors, thus boosting aggregate regional or national productivity growth. Lewis (1954) hypothesized that increased growth could be attributable to structural change through surplus labour in agriculture being re-allocated to other industries and Thus, convergence is the outcome when poor regions with relatively more labour in low-productivity sectors, such as agriculture, exhibit faster productivity growth as a result of reallocating labour.
However, it is too restrictive to assume that structural change necessarily results in convergence. Rich regions may also benefit as labour is re-allocated from industry to services or, indeed, within these sectors. This could occur if, in the context of increasing international competition, particular sectors in regions benefit more than others from localized increasing returns from technology spillovers (Martin and Sunley, 1998) or agglomeration effects (Krugman, 1991) . In a world characterized by endogenous growth or new economic geography models, it is plausible to expect that the 'petty trades' referred to by Abramovitz (1986) could be present in rich regions in relatively low productivity manufacturing or service industries. Hence, structural change might lead to regional divergence if rich regions grow faster as a result of labour re-allocation from relatively low to relatively high productivity sectors. The possibilities that (i) rich as well as poor regions and (ii) diverging as well as converging regions might be influenced by structural change are investigated in the empirical part of the paper.
Structural change is neglected in the neoclassical approach to convergence. Paci and Pigliari (1997) show that, in the neoclassical framework, there is no room for structural change since marginal productivity is assumed to be equal across sectors (see also Gil et al., 2002) . Although the standard conditional  convergence method includes the initial agricultural employment share as an independent variable, the purpose is not to estimate the effects of structural change, but instead to control for the effect of aggregate shocks on regional productivity growth (see, for example, Button and Pentecost, 1995, and Hoffer and Worgotter, 1997) . Paci and Pigliaru (1997) extended this standard method, by controlling for the sectoral reallocation effect. They argued that aggregate convergence among Italian regions was largely due to this effect, which is calculated using the shift-share method.
Cuadrado- Roura et al. (1999) showed that the overall convergence of Spanish regions between 1955 and 1995 was not due to convergence among sectors, and instead argued that convergence was attributable to the homogenization of regional productive structures.
In a study of Irish regions, O'Leary (2003a, b) used the shift-share method with the σ convergence measure and found that structural change from the primary sector had a convergent effect. The approach used in this paper is an extension of this method to 15 sectors and 181 EU regions. It involves decomposing aggregate productivity growth for each region between time periods (years) t and t+1 into three components, as follows:
where i refers to 15 sectors and j 181 regions, P is sectoral labour productivity defined as regional gross value added (GVA) per work-hour, S is the sectoral employment share of each region, based on the total number of work-hours, and N is the number of sectors. This intra-sectoral growth measure captures annual aggregate growth due to sectoral productivity growth, and the growth ratio in equation (1) may be used to calculate annual growth rates.
The next component is the inter-sectoral structural growth ratio. This captures the effect of structural change through inter-sectoral labour re-allocation as follows:
Inter-sectoral structural growth ratio in region
The final component is the residual, which is usually small and is the interaction between the intra-sectoral and inter-sectoral components, such that:
Residual productivity growth ratio in region j =
It should be clarified that structural change is captured exclusively in intersectoral component (2). However, structural change also contributes to the residual component, which is an interaction term. 2 For completeness, the overall contribution of structural change is also calculated as the difference between aggregate productivity growth and intra-sectoral productivity growth which, in effect, refers to the combination of both inter-sectoral and residual components, and represents an upperbound on its contribution.
While the shift-share technique has limitations, especially in the area of forecasting (Stevens and Moore, 1980) , it is in widespread use in the analysis of labour re-allocation and growth in the regional literature (see, for example, Le Gallo and Kamarianakis, 2011; Oosterhaven and Broersma, 2007; Ezcurra et al., 2005) . The proposed measures avoid the use of initial year's weights of S i,j , which have been widely used and can lead to an under-estimation of the contribution of structural change over time (Broadberry, 1998) . This problem is overcome by taking previous year values, so that the proposed method can be characterized as dynamic shift-share, although it retains the underlying assumption that each economy is treated as a closed economic system.
Esteban (2000) uses a similar shift-share method and finds that most of the observed inter-regional variance in aggregate productivity among EU regions is attributable to regional productivity differentials. This suggests that inter-sectoral structural change has had a negligible effect on growth. However, this finding may partly be due to Esteban's study being confined to a very small number of years (1986 and 1989). et al. (2005) showed that the regional component had the greatest explanatory power, with a minor role for the structural component. They then conducted a variance decomposition of regional productivity and concluded that the strongest impact came from the regional component. This led to their suggestion that structural change was unimportant and that a one-sector growth model is more relevant for analysing regional disparities. More recently, Le Gallo and Kamarianakis (2011) employed a similar methodology, and obtained similar results.
While the present paper employs a similar methodology, there are some noteworthy differences. In particular, Ezcurra et al. (2005) and Le Gallo and
Kamarianakis (2011) computed the regional and structural components at a point in time with reference to the EU average, which is of course endogenous. This amounts to attributing the difference between aggregate regional growth and the EU average to each region's industry mix and differential components relative to that average.
However, Equations (1) and (2) above show that these components may be computed based on the historical evolution of each region over time, and not with reference to an arbitrary average. In addition, this paper also provides more detailed econometric testing of the effects of structural change on growth.
To develop the argument, the paper continues by estimating the effect of intrasectoral productivity growth and structural change, as measured above, on overall productivity growth. The first step is to investigate the relationship between aggregate productivity growth and aggregate intra-sectoral productivity growth, as follows:
where P i,agg is aggregate regional productivity, defined as total regional GVA per work-hour. It is hypothesized that β is positive and close to unity, which would corroborate the results of Ezcurra et al. (2005) .
The next stage is to analyse the relationship between aggregate productivity growth and the different measures of structural change. These are productivity growth equations focusing on inter-sectoral (Equation (5)), the residual component (Equation (6)) and the inter-sectoral combined with the residual component (Equation (7)), such that:
Again in line with the findings of Ezcurra et al. (2005) , it is hypothesized that the values of β, especially in Equations (5) and (7), which represent the lower and upper bound, respectively, of the contribution of structural change, are close to zero.
In estimating these equations, it is normally assumed that the effects are identical across the whole distribution. This would involve estimating the effects of both intra-and inter-sectoral change on productivity levels, while controlling for the region's productivity relative to average EU regional productivity (denoted by P EU,agg,t ), to capture convergence towards the mean, such that:
It is hypothesized that the values of β 2 and β 3 will vary across the distribution, with β 3, the coefficient on inter-sectoral change, being positive and significant at the top of the distribution (i.e. for relatively rich regions) and at the bottom of the distribution (i.e. for relatively poor regions). A key contribution of this paper is to move away from the restrictive assumption that the effects are the same across the distribution and instead employ quantile regression techniques to identify whether this is an inappropriate and unnecessarily restrictive assumption.
Data description
The empirical analyses use data corresponding to 181 EU regions for the period 1980
2007 that has been extracted from the Cambridge Econometrics (2009) database. This source was also used by Ezcurra et al. (2005) , Villaverde and Maza (2008) Neven and Guoyette, 1995) . In addition, Flevoland in the Netherlands is excluded as it only came into existence in 1986. All 13 regions of Greece are excluded, owing to irregularities with the sectoral data, while Luxembourg is excluded as it is an outlier. With these exclusions, we are left with a balanced set of 181 regions across 13 EU countries for 27 years.
{Insert Table 1 about here}
Econometric approach
To identify stability and consistency in the results, three separate time-series-crosssection estimators were applied. First, the models were estimated initially using random effects and fixed effects with robust variances. Applications of the Hausman test indicated throughout that models using random effects were preferable to those assuming fixed effects.
The application of the above regression approaches implicitly assumes that the disturbance term is identically and independently distributed, yet this may not be the case if the errors are correlated over time. As a result, the model was re-estimated by using a time-series-cross-section estimator with a first-order autoregressive disturbance term (see Baltagi and Wu, 1999) .
The above regression approaches, which are extensions of those used by Ezcurra et al. (2005) , were applied to data over the entire time period and across the whole sample. However, there is the possibility that intra-and inter-sectoral changes have different effects on labour productivity, depending on whether the region is above or below the sample average, and whether the region is converging or diverging from that sample average. To investigate these propositions further, we re-estimated the above models for these four categories.
Application of these regression methods is based on the implicit assumption that the effects of explanatory variables on productivity do not vary with the relative values of regions. This assumption is relaxed through the application of quantile regressions (our fourth econometric approach), which permits an exploration into the differing effects that intra-and inter-sectoral structural change may have on labour productivity over time, depending on where regions lie within the productivity distribution.
Given that regional productivity is not likely to be randomly distributed across space, it is necessary to consider whether spatial heterogeneity is present in the data.
In this context there are potential benefits of applying exploratory spatial data analysis techniques. These are presented and point the reader towards the need to identify theory which could lead to the future construction of appropriate spatial weights matrices and methodological improvements for which there is currently severely limited help in the literature. All the regression models presented above were estimated with time-invariant country-level dummy variables. While these country dummies may account for some spatial effects, they are second best measures in that they could equally capture factors such as idiosyncratic country-level policies.
Results
This section initially presents estimates of the time-series-cross-section estimations of the effects of intra-and inter-sectoral change on labour productivity growth.
i) Aggregate productivity growth and the intra-sector measure
To identify the importance of intra-sectoral change on aggregate productivity growth we estimated Equation (4). The results presented in Panel A of Table 2 indicate that intra-sectoral change had a statistically significant and enhancing effect on aggregate productivity growth. Because of omitted variables, the consistently high R 2 values may overstate the importance of intra-sectoral change per se; nevertheless, this result illustrates the importance of intra-sectoral change for productivity growth at the NUTS 2 regional level and corroborates the findings of Ezcurra et al. (2005) .
{Insert Table 2 about here}
ii) Aggregate productivity growth and the inter-sector measure
To identify the importance of inter-sectoral change on aggregate productivity growth we estimated Equation (5). Here the results presented in Panel B of Table 2 are uniformly insignificant. This suggests that inter-sectoral change is not a major driving force behind productivity growth, a finding that is similar to that of Ezcurra et al. (2005) .
iii) Aggregate productivity growth and the residual component
For completeness, the above methods are applied to the residual measure. Panel C of Table 2 presents the results for Equation (6). Strikingly, the R 2 values are very small, suggesting that the explanatory power of the residual measure on productivity growth is small. This is to be expected as the residual component is usually very small.
iv) Aggregate productivity growth and the combined inter-sectoral and residual components
Application of the econometric methods to the estimation of Equation (7) yields the results presented in Panel D of Table 2 . These results suggest that the combined intersectoral and residual components had a statistically significant and negative association with productivity growth, although the explanatory power is invariably extremely low.
v) Quantile regression
Taken together, the results presented above confirm the findings of authors such as Ezcurra et al. (2005) , by suggesting that a region's rate of productivity growth is mostly explained by intra-sectoral change and that inter-sectoral change and the residual have relatively minor contributory effects. One potential disadvantage of the econometric approaches applied above, which are conventional in the literature, is the implicit underlying assumption that the effects are identical across the whole distribution of regions. This implicit assumption is neither theoretically justifiable nor in line with the work of, for example, Lewis (1954) and Abramovitz (1986) , who focus on the benefits of labour reallocation falling more on poorer regions. In addition regression approaches are based on the presumption that the statistic of interest is the conditional mean and that the distribution is of limited interest.
In order to identify whether this implicit assumption is justifiable, we investigated the effects of intra-sectoral and structural change on labour productivity growth through the application of quantile regressions. Given the findings in panels C and D of Table 2 , which reveal that the effects of the residual component on growth are weak, we focus solely on the inter-sectoral component as the measure of structural change. Estimation of Equation (8), which takes into consideration the relative position of the region in the distribution at time t, as well as the separate intra-and inter-sectoral change effects, yielded the results presented in Table 3 . These new results cast doubt on the stability and validity of our earlier findings for each and every decile in the distribution. The β 1 coefficient, which captures the initial position of a region within the distribution, suggests that a region above (below) the mean will grow slightly faster (slower) than the mean; note that they are not statistically significantly different from unity for the 6 th decile. These results suggest that there is divergence in the sample after account has been taken of the effects of measures of structural change. Also notable are that the models have greater explanatory power as one ascends the distribution. 7 For convenience, the structural change coefficients are graphed in Figure 1 , which emphasises the non-linear effects, especially of intersectoral change, on productivity.
{Insert Table 3 and Figure 1 about here} Figure 1 reveals that the effects of intra-and inter-sectoral change on a region's productivity depend on where it is in the distribution. It shows that the effect of intra-sectoral change on a region's productivity is invariably strongly positive, rising consistently from 0.73 for the first decile to 0.91 for the last. It is noticeable that standard errors for the estimated coefficients are substantially smaller at the top of the distribution than at the bottom.
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Although the results to date emphasise that the effect of inter-sectoral change on productivity is always less than that for the intra-sectoral component, it is also evident that the effect of inter-sectoral change is far from being negligible. Indeed, the inter-sectoral effect depends on where the region is located in the distribution, as it rises from 0.06 at the bottom to 0.69 at the top. Furthermore, the error boundary around the estimate is substantially larger in the first decile, where the true estimate could be as high as 0.20, than at the top of the distribution.
This finding contradicts the proposition that poorer regions are likely to benefit most from structural change, as a result of having large pools of relatively lowproductivity agricultural workers (see, for example, Temple (2001) and O'Leary (2003a, b) ). It supports the possibility that rich regions might benefit from structural change. By conducting the analysis at a greater level of sectoral disaggregation, this paper has uncovered a significant source of benefit to richer regions from structural change.
vi) Above or below the average, improving or deteriorating
Academics and policy makers who read this literature tend to be interested in whether a region is above or below an average and whether its performance is on an upward or downward relative trajectory. Accordingly, it may be practical and valuable to investigate the effects of structural changes on productivity relative to the sample mean for four groups of regions based on a categorisation of productivity performance over the entire time period: (i) those regions that are relatively rich and becoming more so, (ii) those regions that are relatively rich but are deteriorating, (iii) those regions that are relatively poor but improving and (iv) those regions that are relatively poor and are deteriorating. The results of these estimations are presented in Appendix 2 and replicated in Figure 2 (Appendix 3 tabulates the regions in each category).
The effect of intra-sectoral change is consistently strong across the across the four groups, rising from 0.48 for the regions that are 'low and deteriorating' to 0.72 for 'high and improving' regions. It is noticeable that the error boundaries for regions in the middle two categories, regions that are 'low and improving' and those that are 'high and deteriorating', are considerably tighter. However, it is also noticeable that the effect of inter-sectoral change on productivity growth differs depending on how a region is performing. Its effect on growth appears to be particularly strong if the region is 'low and deteriorating' and 'high and improving'. Conversely, the effect is much smaller if the region is 'low and improving' and 'high and deteriorating'. This suggests that structural change may be a strong contributory factor in diverging regions, which again runs counter to the expectations of Abramovitz (1986) that structural change has a convergent effect. The results further reinforce the view that structural change should feature in policy recommendations, as regions cope with negative and positive shocks.
{Insert Figure 2 about here}
vii) Shift-share and relative location
The shift-share econometric approach is based on a number of restrictive assumptions.
One key assumption here is that each region is treated as a closed economic system.
Research into regional productivity patterns should consider the relative location of regions, but to proceed forward and modify this literature would require a strong theoretical rationale for selecting and employing a particular spatial weights matrix in the shift-share analysis. Currently, there are no strong theoretical justifications for modifying the shift-share method through the inclusion of, for example, a specific spatial weights matrix. Moreover, Harris and Kravtsova (2009) warn against the standard approach in the spatial econometrics literature of imposing spatial weights matrices that use contiguous or distance-related measures to weight observations because it imposes a structure of spatial interactions that is untested and potentially misspecified.
In our regional-level productivity case, capturing economic distance, which varies enormously in importance across goods, infrastructures and markets, is extremely problematic because i) we do not have any prior assumptions about the form of spatial dependence and ii) the imposition of a spatial weights matrix collapses all spatial interactions into a single weighted variable, rather than directly testing which regions interact with each other (and the strengths of interactions). Of course, it would be possible to adjust spatial weight matrices here to capture a particular structure of spatial interaction but this would be atheoretical, would be untested and potentially would lead to misspecification. Indeed, Fingleton (2003, p 205) asks "what is the theoretical and empirical basis of assumptions about the spatial reach of externalities, and how can this be enhanced?"
In order to proceed forward on this front, we investigated whether our model has systematically over-or under-estimated by undertaking an exploratory spatial data analysis on the residuals of the quantile regressions. The estimation of a Moran's I scatterplot and accompanying statistic provides a visual and quantitative indication of how important relative location is in these models and whether new developments of shift-share econometrics are needed in order to take full account of the potential spatial autocorrelation that may be affecting the results.
For simplicity, and because there is no strong literature to guide here, a firstorder queen-contiguity spatial weights matrix was selected. contiguous regions. These results suggest that shift-share methods should be augmented to include the spatial dimension, although this may be a momentous shift due to the removal of a steadfast underlying assumption.
{Insert Figure 3 about here} Future research could seek to establish the extent to which regions benefit in terms of productivity growth from labour re-allocation between geographically proximate regions. The results of Le Gallo and Kamarianakis (2011) , which point to the importance of geographical clustering, suggest that this might be a fruitful extension of this line on inquiry. Indeed, this could involve the application and extension of methods proposed by Mayer and Lopez (2008) to introduce spatial dependence in a shift-share model.
Conclusions
This paper presents a set of empirical tests of the effects of structural change on EU regional productivity growth. The empirical approach saw the application of a dynamic shift-share approach to a 15 sector measure of GVA per work-hour for 181
EU regions from 1980 to 2007. The paper is distinctly different from others, such as
Ezcurra (2005), principally because of its more detailed econometric testing of the effects of structural change on growth and the fact that its computation of the contribution of structural change to the change in productivity is based on the historical evolution of each region over time.
The main findings are that:
(i) intra-sectoral change was positively related to regional productivity growth, with inter-sectoral change having much smaller effects;
(ii) for deciles of the distribution, the effect of the inter-sectoral component is far from negligible, and is substantially stronger for those regions towards the top of the distribution;
(iii) the effect of inter-sectoral change appears to be particularly growth enhancing if the region is 'low and deteriorating' and 'high and improving'.
These results rehabilitate the importance of structural change for growth and convergence. They cast doubt on the current convention that the intra-sectoral contribution is the dominant and perhaps only source of productivity growth, and that inter-sectoral structural change has a negligible impact (Ezcurra et al., 2005; Villaverde and Maza, 2008; Le Gallo and Kamarianakis, 2011) . This implies that in addition to the stock of physical capital and research and development expenditure, which have been shown to be key drivers of intra-sectoral productivity growth (Ezcurra et al., 2005) , factors linked to structural change such as the mobility of labour between sectors may also play a role in driving aggregate productivity. Further research is required in order to identify the relative importance of these factors.
This paper has important policy implications. First, the finding that structural change can make a significant contribution to aggregate productivity growth in richer regions suggests that policies should also be targeted at facilitating growth in these regions through education, training and infrastructure measures directed at improving labour mobility, both within and across sectors and regions. Such measures may have contradictory effects on regional convergence/divergence, depending on whether these regions are deteriorating or improving in relative terms. For poor regions that are falling behind average growth, the results suggest that adopting such policies could contribute to either convergence or divergence, again depending on their growth trajectory. Indeed, the finding that structural change may be a driver of poor regions that are deteriorating relative to the average, which was found to be a feature of 16 regions in the sample (including 6 from Spain, 5 from the UK, 2 from Denmark, 2 from Finland and 1 from Sweden; see Appendix 2) is worthy of more detailed investigation by policymakers.
The result that inter-sectoral structural change is important for growth of regional productivity is the most important contribution of this paper. This hypothesis could be tested for data sets with larger numbers of sectors, regions and countries and for longer time periods. The possibility that structural change might affect regional resilience might also be tested empirically.
Although we recognise that our results should be treated with caution as labour productivity is not randomly distributed across space, it is problematic to explicitly integrate relative location into a shift-share approach because it treats each region as a closed economic system and because there is a lack of theoretical reasoning behind the selection of a particular spatial weights matrix. Estimation of a Moran's I statistic using the quantile regression residuals revealed significant global spatial autocorrelation; further research could be directed to develop shift-share methods to account for these spatial components. Includes only the former West German regions.
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Groningen and Flevoland excluded.
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Excluding Azores and Madeira.
5:
North-East Scotland excluded 6:
All 13 regions of Greece excluded. 0.026 Notes: standard errors in parentheses. ***, ** and * signify statistical significance at the 1%, 5% and 10% levels, respectively. Also included in these regressions are country-level fixed effects. In all regressions, the number of regions equals 181 and all Wald tests show significant at the 1% level. Notes: standard errors in parentheses. ***, ** and * signify statistical significance at the 1%, 5% and 10% levels, respectively. Also included in these regressions are country-level fixed effects. In all regressions, the number of regions equals 181 and all Wald tests show significant at the 1% level. These coefficients can be interpreted as marginal effects. Also included in these regressions are country-level fixed effects. Estimations are based on 1,000 bootstraps.
