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Summary
There are many interesting aspects and applications of splines, in particular in the con-
text of arbitrary manifold topology. Starting from the elementary Bézier curve, the
journey towards subdivision surfaces takes us through the steps of smoothly connect-
ing individual segments into B-splines or box splines, the uniform refinement of those
splines (i.e. their two-scale relation) and ultimately the tuning of stencil coefficients
that allows us to associate meshes of arbitrary manifold topology with surfaces that
are globally at least C1 continuous. The mathematical principles involved in these
steps include elegant concepts such as directional convolution, projection of polytopes
and (discrete) Fourier transforms.
Regarding subdivision surfaces, we propose two scientific contributions. First, we
complete a subdivision scheme based on half-box splines, which provides us with a
way to subdivide three-valent meshes of arbitrary manifold topology and define asso-
ciated piecewise cubic surfaces (composed of triangular patches) that connect with C1
continuity. It provides us with insight regarding the (artificial) connection of control
points into a control net — which in this case generally consists of mostly hexagons —
as well as so-called ineffective eigenvectors, which are related to the locally linearly de-
pendent blending functions. It also completes the list of low-degree (box) spline-based
subdivision schemes.
Secondly, we study improved quadrature rules for the subdivision splines associ-
ated with the Catmull–Clark subdivision scheme. The first approach exploits the C2
continuity across patch borders to integrate strips composed of multiple patches more
efficiently compared to a per-patch integration approach using e.g. Gauss–Legendre
quadrature. The integration points and -weights are computed by means of homotopy
continuation, though preliminary results show that a purely numerical optimisation
approach yields the same results. The latter brings us to a second approach to fur-
ther optimise the quadrature rules based on non-linear optimisation, which indicates
that very efficient rules exist to numerically integrate the subdivision splines to high
precision. Both approaches contribute towards overall more efficient numerical simu-
lations when using spline-based methods such as isogeometric analysis on geometries
modelled as (Catmull–Clark) subdivision surfaces.
A third contribution, not related to subdivision surfaces, lies in the realm of vector
graphics. Here, we show that local refinement of bicubic patches facilitates the cre-
ation of resolution-independent illustrations that can be (close to) photorealistic. In
addition to this improvement to the gradient mesh primitive, we propose support for
more flexible topologies (something which can still be generalised even further) as well
as sharp colour transitions. Although web browsers currently lack built-in support to
render these types of vector graphics, an implementation in WebGL 2 shows that fast
and accurate renderings can indeed be achieved.
In addition to the above, various topics from computer graphics, including (non-
uniform) tessellation of quadrilateral and multi-sided domains, as well as (subdivision)
shading, are improved upon and applied in these diverse contexts.
vi
Samenvatting
Splines hebben vele fascinerende kenmerken en toepassingen, vooral in het kader van
variëteiten met een arbitraire topologie. De weg van een eenvoudige Bézierkromme
naar een onderverdelingsvlak (Engels: subdivision surface) leidt ons via glad aaneen-
geschakelde segmenten, die B-splines of box splines vormen, naar verfijningsrelaties
voor deze splines. De verfijningsrelaties kunnen vervolgens worden veralgemeniseerd
naar de bovengenoemde variëteiten. Door de bijbehorende coëfficiënten van deze re-
laties zorgvuldig te kiezen kunnen netwerken of mazen (Engels: meshes) met wille-
keurige connectiviteit worden geassocieerd met oppervlakken die globaal ten minste
C1-continu zijn. De verschillende stappen in dit proces maken gebruik van diverse
wiskundige principes, waaronder richtingsconvolutie, de projectie van polytopen en
(discrete) Fouriertransformaties.
Wat betreft onderverdelingsvlakken presenteren we twee wetenschappelijke bij-
dragen. Allereerst beschouwen we een nieuw schema gebaseerd op half-box splines
wat het mogelijk maakt om netwerken waarbij in elk knooppunt drie lijnen samenko-
men (en over het algemeen grotendeels uit zeshoeken bestaan) te associëren met stuks-
gewijs derdegraads oppervlakken bestaande uit driehoekige segmenten die onderling
C1-continu verbonden zijn. Het schema vertoont enkele bijzondere eigenschappen,
waaronder de zogeheten ineffectieve eigenvectoren die te maken hebben met de plaat-
selijke lineaire afhankelijkheid van de vormfuncties. Tevens voltooit dit schema de lijst
van (op box splines gebaseerde) onderverdelingsschema’s van lage graad.
Ten tweede bestuderen we verbeterde kwadratuurformules voor splines die ge-
associeerd zijn met het Catmull–Clark schema. In de eerste aanpak wordt de C2-
continuïteit tussen de segmenten gebruikt om groepen van deze segmenten op effi-
ciënte wijze tegelijk te integreren (een verbetering vergeleken met het gebruik van bij-
voorbeeld Gauss–Legendre kwadratuur voor elk segment afzonderlijk). Een alternative
benadering die nog verder moet worden onderzocht is gebaseerd op een puur nume-
rieke aanpak en gebruikt niet-lineaire optimalisatie om integratiepunten en -gewichten
te vinden die de splines met hoge nauwkeurigheid numeriek kunnen integreren. De
toegenomen efficiëntie is van groot belang voor numerieke methoden zoals isogeome-
trische analyse voor objecten die als onderverdelingsvlak zijn gemodelleerd.
Ten slotte leveren we een bijdrage in het rijk der vectorgrafiek. We tonen aan dat
het plaatselijk verfijnen van elementen in een zogeheten gradiëntenmaas (Engels: gra-
dient mesh) het vervaardigen van resolutieonafhankelijke en natuurgetrouwe illustra-
ties sterk vereenvoudigt. Daarnaast stellen we voor om de strenge eisen aan de topolo-
gie van een dergelijke maas te verzachten en om demogelijkheid om demaas plotseling
van kleur te veranderen gebruiksvriendelijker te maken. Ondersteuning van webbrow-
sers voor dergelijke afbeeldingen ontbreekt momenteel nog, al laat een implementatie
in WebGL2 zien dat er zeker mogelijkheden zijn.
In aanvulling op de bovenstaande bijdragen worden er enkele onderwerpen uit de
computergrafiek besproken en verbeterd, waaronder de (ongelijkmatige) betegeling








1.1 Content and contributions . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2 About the writing style . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 About the illustrations . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2 Spline basics 8
2.1 Spline curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.1 Bézier curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.1.2 B-spline curves . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.1.3 Alternative representations . . . . . . . . . . . . . . . . . . . . 19
2.2 Spline patches . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.1 Bézier patches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2.2 B-spline patches . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.3 Simplex splines . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2.4 Box splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.5 Half-box splines . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2.6 Alternative representations . . . . . . . . . . . . . . . . . . . . 33
2.3 Refinement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.1 Knot insertion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
2.3.2 Two-scale relation . . . . . . . . . . . . . . . . . . . . . . . . . 40
3 Constructing smooth surfaces of arbitrary manifold topology 44
3.1 G1 composite surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.1 Interpolating curve networks with Bézier patches . . . . . . . . 46
3.1.2 Interpolating curve networks with Gregory patches . . . . . . . 58
3.2 Subdivision surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.2.1 Half-box spline subdivision . . . . . . . . . . . . . . . . . . . . 63
3.2.2 Catmull–Clark subdivision . . . . . . . . . . . . . . . . . . . . . 77
3.2.3 An overview of (half-)box spline-based subdivision schemes . . 81
viii
3.3 Alternatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.1 Approximated Catmull–Clark subdivision surfaces . . . . . . . 83
3.3.2 T-spline surfaces . . . . . . . . . . . . . . . . . . . . . . . . . . 84
4 Spline-based numerical methods 86
4.1 The finite element method (FEM) . . . . . . . . . . . . . . . . . . . . . . 88
4.1.1 Variational formulation . . . . . . . . . . . . . . . . . . . . . . 88
4.1.2 Discretisation, meshing and element types . . . . . . . . . . . . 89
4.1.3 Quadrature and assembly . . . . . . . . . . . . . . . . . . . . . 92
4.1.4 Solving the linear systemKu = q . . . . . . . . . . . . . . . . 96
4.1.5 The patch test . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
4.1.6 Error estimators and refinement . . . . . . . . . . . . . . . . . . 97
4.2 Isogeometric analysis (IgA) . . . . . . . . . . . . . . . . . . . . . . . . . 100
4.2.1 Subdivision-based IgA . . . . . . . . . . . . . . . . . . . . . . . 103
4.2.2 Improving quadrature for Catmull–Clark elements (I) . . . . . 109
4.2.3 Patchification of the limit surface . . . . . . . . . . . . . . . . . 116
4.2.4 Improving quadrature for Catmull–Clark elements (II) . . . . . 118
4.2.5 Refinement for Catmull–Clark elements . . . . . . . . . . . . . 123
4.2.6 The state of the art of subdivision-based IgA . . . . . . . . . . . 125
4.3 The boundary element method (BEM) . . . . . . . . . . . . . . . . . . . 126
4.3.1 The boundary integral representation for 2D Laplace . . . . . . 127
4.3.2 Discretisation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
4.3.3 Quadrature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
4.3.4 BEM and IgA . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.4 Spline-enhanced methods . . . . . . . . . . . . . . . . . . . . . . . . . . 132
4.4.1 Subdivision-enhanced FEM . . . . . . . . . . . . . . . . . . . . 135
5 Rendering aspects of curves and surfaces 138
5.1 Graphics APIs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.1.1 OpenGL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.1.2 Alternatives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.1.3 GPGPU . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
5.1.4 Web-based APIs . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2 Tessellation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.2.1 Tesellation for multi-sided patches . . . . . . . . . . . . . . . . 145
5.3 Subdivision shading . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
6 Colour gradients in vector graphics 156
6.1 Primitives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.2 Gradient meshes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
6.2.1 Local refinement . . . . . . . . . . . . . . . . . . . . . . . . . . 163
6.2.2 More flexible topology . . . . . . . . . . . . . . . . . . . . . . . 170
6.2.3 Sharp colour transitions . . . . . . . . . . . . . . . . . . . . . . 173
6.2.4 Gallery . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.2.5 Colour spaces . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
6.2.6 Gradient meshes and the web . . . . . . . . . . . . . . . . . . . 175
6.3 Diffusion curves . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
ix
6.3.1 Solvers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
6.3.2 Improvements . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
7 Conclusion and future work 182
7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
7.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185
A Local refinement 190
A.1 Hierarchical B-splines . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
A.2 Truncated hierarchical B-splines . . . . . . . . . . . . . . . . . . . . . . 192
B Meshes 193
B.1 Generating three-valent meshes . . . . . . . . . . . . . . . . . . . . . . 193
B.2 A data structure for curve networks . . . . . . . . . . . . . . . . . . . . 194
C Tensors 196
C.1 Terminology and notation . . . . . . . . . . . . . . . . . . . . . . . . . 196





Autumn 2010, a Friday evening in September. I am on a train that just left Eindhoven
and is headed towards Utrecht Centraal, where I will have to change trains to get to
Ede-Wageningen. With a duffle bag full of laundry on the seat next to me, I am on my
way to my parents for the weekend.
I look around for something to read for the remainder of the journey, and find
a newspaper left behind by someone. Browsing through it, an article about a short
upcoming computer-animated film catches my eye. The film is called Sintel and has
apparently been created using only open-source software, in particular some software
called BlendeR. I am intrigued and write down these names. Without smartphone or
functioning WiFi in the compartment, I will have to wait until later that weekend to
look for more information.
A couple of days later I have repeatedly watched the trailer for Sintel and have
downloaded BlendeR. I am impressed but not quite sure how to actually create some-
thing with it. Eventually I stumble upon some online tutorials mentioning modifiers,
in particular subdivision surfaces.
Fast-forwarding a couple of weeks, I am at one of my first group meetings of the
research group that I recently joined to pursue my MSc degree in mechanical engin-
eering. Today’s speaker is Clemens Verhoosel, the lecturer of a course I am looking
forward to. The talk focuses on isogeometric analysis (IgA), which aims at re-using a
geometry’s description to define a solution space used when running numerical ana-
lysis on it. I catch something about splines and free-form shapes, which reminds me of
the subdivision surfaces in BlendeR. Afterwards I have a chat with Clemens and ask
whether he is familiar with subdivision. Although he does not know the details, he
has heard about it and eventually we decide to do a short project on 2D subdivision
surfaces for IgA. Both curious and motivated by the preliminary results, we agree that
a more extensive approach would make a challenging topic for an MSc thesis.
Slowly, my desk is filling up with piles of printed lecture notes on splines (some-
thing which has not changed since), a topic which I have come to appreciate greatly.
So much in fact, that shortly after obtaining my MSc degree, I find myself at the Uni-
versity of Cambridge, researching subdivision surfaces at the department of computer
science. Here I meet Malcolm Sabin, Jiří Kosinka and other people with whom I travel
to my first workshops and conferences. Sharing an office with Jiří allows for daily dis-
cussions about spline-related things and matters that are not directly work-related. It
is an altogether great experience to live and work abroad. Unfortunately, as the year
progresses we learn that the subdivision project we are part of did not get the expected
extension. We will have to leave.
I end up in Leuven, working on an interesting topic for a while until I realise it is
not the right environment for me to pursue a PhD. After long deliberation I decide to
quit.
In the meantime, Jiří has found a position at the University of Groningen, where
he will start next academic year as assistant professor. It turns out it comes with the




In this introductory chapter, I look ahead at the concepts and contributions dis-




And so, I started as a PhD candidate in Groningen — third time indeed proved
to be the charm. Nevertheless, research-wise we initially settled on quite a different
topic: the morphing of surfaces by means of using subdivision in the time domain†.
Following a literature study on the massive research area of morphing, progress was
unfortunately quite slow. Adding to that some personal matters early on in the second
year, ultimately the only thing that morphed was the topic of my PhD — we decided
to look into the use of splines for colour propagation in vector graphics instead, with
some room for other projects.
Several publications and conference presentations later, I am now at the point of
finishing my PhD and the accompanying dissertation. The writing process has been
an insightful as well as enjoyable phase of the project, allowing me to spot new con-
nections and directions for future research. As will become clear later on, at least two
follow-up publications are expected to appear in the near future. Regarding these, pre-
liminary results are included, though the eventual conclusions will naturally have to
wait.
1.1 Content and contributions
Without further ado, let me introduce the main characters of this dissertation — the
splines. They appear in many forms and bring such richness and elegance, that at times
I feel honoured to study them (and even better, make my living by doing so). As they
are involved in most parts of my research, it seems logical to include a chapter focused
on some of their basic theory. Constructions for selected spline curves and surfaces,
along with several useful techniques, are discussed in Chapter 2.
Following these spline basics, I then turn to bivariate splines of arbitrary manifold
topology. Although this specialisation is quite a mouthful, it is actually an intuitive
topic full of beautiful mathematics. Themotivation here is twofold. First, compositeG1
surfaces of arbitrary manifold topology are required in the context of vector graphics
for the study of flexible gradient meshes. Secondly, one of the side projects considers a
completed spline-based bivariate subdivision scheme aimed at the subdivision of three-
valent (think mostly hexagonal) meshes that results in an overallC1 surface composed
of triangular spline patches. These topics are treated in Chapter 3.
Next, I temporarily return to my mechanical engineering roots by considering vari-
ous spline-based numerical methods. With the finite element method (FEM) — in a
spline context nowadays often referred to as isogeometric analysis — as the most prom-
inent one, I take the opportunity to highlight its main facets using a basic example, the
Poisson equation. There are many interesting aspects of FEM, among those numerical
integration and local refinement. The former is discussed in some detail, as it is themain
ingredient for a collaboration on improved quadrature for subdivision splines. The lat-
ter is kept to a minimum, with spline refinement discussed in an appendix. Following
FEM, I take a brief look at the boundary element method (BEM), which somehow is
still a somewhat underexposed topic. The main reason for including it is its use in vec-
tor graphics for a primitive known as the diffusion curve. Finally, the spline-enhanced
approach serves as a middle way between bivariate and trivariate meshing while still
†Thanks to Tom Cashman for sharing his idea with us!
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enjoying the exact geometry. It is the topic of a collaboration I did with some of my
former colleagues from Leuven. Chapter 4 discusses the three methods.
With the mathematical and engineering components present, it is then time to re-
focus on computer science with a more in-depth look at various graphics APIs that are
available nowadays, providing or facilitating tessellation and shading. These are the
contents of Chapter 5.
Finally, I mix most of these topics, add some artistic flavouring, and look into vec-
tor graphics with an improved gradient mesh primitive and an overview of diffusion
curves. This is discussed in the richly illustrated Chapter 6.
The dissertation is then wrapped up with an overall conclusion in Chapter 7, along
with some thoughts on directions suitable for future research.
Summarising, my main contributions are as follows (in order of their discussion in
this dissertation):
• A completed C1 bivariate subdivision scheme based on cubic half-box splines;
see Chapter 3. It completes the list of low-degree (box) spline-based subdivision
schemes and provides insight in the structure of control nets as well as ineffective
eigenvectors.
• Improved quadrature rules for Catmull–Clark subdivision splines (follow-up pub-
lication expected); see Chapter 4. This allows for more efficient numerical simu-
lations in the context of selected spline-based numerical methods.
• An improved gradient mesh primitive supporting local refinement and several
other enhancements (follow-up publication expected); see Chapter 6. It facilitates
the creation of resolution-independent (almost) photorealistic illustrations.
In addition to these, other contributions include:
• A spline-enhanced numerical method based on Catmull–Clark subdivision; see
Chapter 4. It can be interpreted as amethod in between a (classical) finite element
approach for tetrahedral meshes and isogeometric analysis for subdivision solids.
• Various OpenGL tessellation strategies for multi-sided patches; see Chapter 5.
This allows for efficient visualisation of multi-sided patches using the GPU.
• Improved subdivision shading; see Chapter 5. This incremental contribution al-
lows to better fine-tune the shading of subdivision surfaces around extraordinary
vertices.
1.2 About the writing style
The first text I wrote that was of a length longer than a typical report was my BSc
thesis. It was a new experience, using both LATEX and InKscape, and I enjoyed it quite
a bit. As it was on a topic barely documented at that time, I decided to write it from a
somewhat didactical point of view, and in addition provide a web-based tutorial on it.
Over the years I have received quite a few positive emails about it, which inspired me
to do something similar with future texts. In the case of my MSc thesis, I had to rush
5
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it a little as the next position started earlier than the originally planned end date of the
project. As such, only some chapters (including one on box splines) were written in a
similar style.
Writing this dissertation has been another opportunity to hone my educational
writing skills. Most of the text has been written in a somewhat colloquial form — I
often use ‘we’ to refer to the reader and myself, though occasionally it refers to my co-
authors. Furthermore, as I prefer intuitive and visual explanations over abstract math-
ematical ones (a good illustration is worth at least a paragraph, to slightly rephrase a
common saying), formal proofs are rather scarce. Examples are added throughout the
text in order to explain the various concepts introduced. As such, it has resulted in a
style that is similar to the approach taken in textbooks on mathematical topics ‘for en-
gineers’, which is often my default option for a first book on a subject unfamiliar to me.
It also explains the title of this dissertation, which in some sense is also a wink to my
background. Motivated by the positive experience of providing web-based content, I
have decided to do a similar thing here — the plan is to provide lecture notes, interactive
web-based applications and links to personal projects on GitHub on SplinesForEngin-
eers.com.
Ultimately, I believe that communication about one’s research is one of the fun-
damental aspects of a PhD project. With that in mind, why not do it in one’s own
style?
1.3 About the illustrations
Last but not least, some words on the illustrations used throughout the dissertation.
The one on the front cover depicts a mechanical spline, i.e. a thin, flexible strip of wood
pinned down by weights known as spline ducks or whales. On the back, the images
of the characteristic maps associated with the half-box spline subdivision scheme are
shown for a couple of valencies. An example of the improved gradient mesh primitive
adorns the bookmark/invitation.
Illustrations were created in vector format whenever possible, which should help
to ensure a high-quality printed version, as well as provide a pleasant experience when








2 | Spline basics
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Splines form the foundation for the following chapters in this dissertation. As such,
they deserve a preliminary chapter of their own. We discuss a selected set of commonly





We begin our journey in the world of splines by considering Bézier curves and B-spline
curves, followed by a couple of alternative representations of polynomial spline curves.
In the next section we generalise this univariate view to a bivariate one. For a more
in-depth discussion of splines in general, see e.g. [HL93; Far02; FHK02; PBP02; Sal06].
2.1.1 Bézier curves
Béziers are a natural place to start our exposition of splines in general, as they can be
regarded as the building block for a large number of other spline types. Here, we use a
geometric approach to introduce Bézier curves.
Given a sequence of d + 1 points P k ∈ Rn with n ∈ {2, 3}, we are interested
in using these points to define and control a parametric curve in Rn. Our first step
is to construct a control polygon† by connecting consecutive points P k and P k+1 for
k ∈ [0, d − 1] ⊂ Z. The resulting edges between the points can be regarded as linear
interpolations
Pk(t) = (1− t)P k + tP k+1, t ∈ [0, 1], (2.1)








Figure 2.1: Two control polygons, linearly interpolating between control points P k . On
the left we have d = 2, on the right we have d = 3.
Our next step is to fix a value for t ∈ [0, 1] and evaluate all Pk(t) at this value, res-
ulting in a set of d new pointsQk (see Figure 2.2). These points can again be connected
by edges, yielding the linear interpolations
Qk(t) = (1− t)Qk + tQk+1, t ∈ [0, 1]. (2.2)
Evaluation of the Qk(t) at the previously fixed value of t then provides us with
d− 1 new points Ck .
In the case of d = 2, we are now left with a single point C0. Substituting (2.1) in
(2.2), withQk = Pk(t) and C0 = Q0(t) for non-fixed t ∈ [0, 1], we obtain
Q0(t) = (1− t)P0(t) + tP1(t)
= (1− t)2P 0 + 2t(1− t)P 1 + t2P 2, (2.3)
†Control polyline might be a better phrase here, but control polygon is the conventional term. Only for
cyclic curves do we get a true polygon.
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which is a quadratic Bézier curve. For d = 3 and higher, we simply repeat the procedure
until we are left with a single point. Taking d = 3 as example, we linearly interpolate
between C0 = Q0(t) and C1 = Q1(t) to obtain
C0(t) = (1− t)Q0(t) + tQ1(t)
= (1− t)3P 0 + 3t(1− t)2P 1 + 3t2(1− t)P 2 + t3P 3, (2.4)
which is a cubic Bézier curve. The curves associated with the control polygons shown














Figure 2.2: Quadratic Bézier curve (left) and cubic Bézier curve (right) corresponding to
the control polygons from Figure 2.1.
The polynomial functions appearing in (2.3) and (2.4) are the Bernstein polynomials



















Figure 2.3: The quadratic Bernstein polynomials (left) and cubic Bernstein polynomials
(right).
It follows that (2.3) and (2.4) generalise to Bézier curves B(t) of arbitrary degree d







Note that the Bernsteins are — in this setting — a natural by-product of the geo-
metric construction we used, commonly known as de Casteljau’s algorithm. The Bdk(t)
form a basis for the polynomials of degree d, partition unity, and enjoy several other
desirable properties.
Before we study the behaviour of Bézier curves more closely, we first consider their
derivatives. From (2.6) we see that B′(t) = dB(t)dt follows by taking the derivatives ofthe Bernsteins. In turn, the derivative of (2.5) follows from the product rule — sub-
sequently re-writing the result shows that(Bdk)′ (t) = d(Bd−1k−1(t)− Bd−1k (t)). (2.7)
Note that for indices k < 0 and k > d the Bdk(t) vanish. Substituting (2.7) into (2.6)




Bd−1k (t)(P k+1 − P k). (2.8)
The derivatives of the curves shown in Figure 2.2 are plotted in Figure 2.4. The
geometrical significance of these plots is that they visualise the tangent vector at any
point t ∈ [0, 1] on the original curve, which makes them hodographs.





3(P 2 − P 1)
3(P 3 − P 2)2(P 2 − P 1)
2(P 1 − P 0)
Figure 2.4: Derivatives of the quadratic (left) and cubic Bézier curve (right) from Fig-
ure 2.2.
From (2.5) and (2.6) we observe that for any degree d the first and last control point
are interpolated by a Bézier curve, whereas the other points are generally not. Instead,
they merely ‘pull’ the curve in their direction. Secondly, from (2.8) it follows that the
tangent vectors at the start and end of the curve are simply the (scaled) vectors spanned
by the first and second control point, or the penultimate and last point, respectively.
Combining these two observations explains why the cubic Bézier curve is so popular
in design — the degrees of freedom (DoFs) provided by the four control points allow
the user to control the initial and final position of the curve, as well as the tangents at
those positions. Curves of lower order do not provide enough DoFs to do so (e.g. for
quadratic Béziers the two tangents cannot be set indepently as the middle control point
is involved in both). In contrast, curves of higher order provide more DoFs, though
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these are not directly geometrically intuitive in their use (e.g. for quintic Béziers there
are enough DoFs to also control the second derivative at the initial and final position).
Still, for the design of intricately curved shapes, a single cubic Bézier curve is often
not sufficient. Instead of using higher order curves, the common approach is to use
multiple cubic Béziers that are connected to one another, each pair sharing a control
point. It is often the case that these connections are required to be tangent-continuous,
meaning that the direction of the tangents on both sides of the connection should be the
same. Such a connection is also referred to asG1, which stands for geometric continuity
of the first order. If also the magnitude of the tangents is the same, the connection is
C1, which stands for parametric continuity of the first derivative.
Fonts are a good example of composite Bézier design†, see Figure 2.5. Most mod-
ern (e.g. OpenType) fonts use cubic Béziers, whereas the older (e.g. TrueType) fonts
are based on quadratic Béziers. Modern fonts have many interesting attributes‡, but
unfortunately this is not the place to digress on this beautiful topic.at ﬁlm
Figure 2.5: The outline of several glyphs of the Linux Libertine font, including the ligatures
Th and fi.
We remark that quadratic Béziers can be interpreted as cubic ones by the process of
degree-elevation. This is realised by multiplying (2.3) by 1 = ((1− t)+ t), resulting in a
sum of cubic Bernsteins each multiplied by a linear combination of two original control









where d refers to the degree of the degree-elevated curve.
Realising a G1 connection between two Béziers is straightforward, and results in
three co-linear control points in the control polygon. The additional constraint for a
C1 connection is that these three points should be equidistant. For two cubic Bézier
curves — sharing P 3 such that they are C0 continuous — to connect C1, we thus have
P 4 = P 3+(P 3−P 2). Note that we can repeatedly apply (2.8), so that aC2 connection
follows by ensuring the previous conditions and subsequently setting P 5 = P 1 +
2(P 4 − P 2). Likewise, for the two segments to be C3, it follows that P 6 = P 3 +
(P 3 − P 0) + 3(P 1 − P 2) + 3(P 5 − P 4). In this last case, the second segment is
actually a parametric continuation of the first segment.
†Spiro splines [Lev09] are an interesting alternative for font design and are available in FontFoRge and
InKscape.
‡Two of these attributes are kerning and ligatures, which are both used extensively by XƎTEX. Spotting
ligatures in a text is an enjoyable game and often provides a reasonable indication of what a font has to offer!
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The above might raise the question whether composite curves connecting with e.g.
C1 continuity can be represented more efficiently, as the middle of these three co-linear
points is merely a convex combination of the other two. The answer is positive and can
be obtained by studying B-spline curves.
2.1.2 B-spline curves
B-splines† come in many different flavours, can be defined using a variety of ways,
and form an extensive area of research. Merely interpreting them as an efficient way
to represent composite Béziers does perhaps not do them justice, but as this is the
direction we come from, it is our starting point.
An important aspect to consider when connecting Bézier curves is whether all seg-
ments should be defined on parameter intervals of the same length. If we choose to
do so, and set that interval to be of unit length, we obtain a vector of parameter val-
ues Ξ = [0, 1, 2, . . . ,m], wherem indicates the number of segments. These parameter
values indicate where our segments are connected, or tied together, in parameter space.
For this reason, they are often referred to as knots, and Ξ as the knot-vector.
Let us consider a composite quadratic Bézier curve of two segments that connect
with C1 continuity. We thus have control points P 0, . . . ,P 4, with as corresponding
basis functionsM0(t), . . . ,M4(t) the Bernsteins, which for the second curve segment
are shifted by one unit:
M0(t) = (1− t)2 for t ∈ [0, 1],





for t ∈ [0, 1],
for t ∈ [1, 2],
M3(t) = 2(t− 1)(2− t) for t ∈ [1, 2],
M4(t) = (t− 1)2 for t ∈ [1, 2].
These basis functions are visualised in Figure 2.6. The composite curve can now be
expressed as C(t) =∑4k=0Mk(t)P k . Using P 2 = 12P 1 + 12P 3, which holds becauseof the C1 connectivity, we can re-write the expression as









+M3(t)P 3 +M4(t)P 4













P 3 +M4(t)P 4.
This shows that we can omit the middle control point in a set of three co-linear points,
but only if we update the basis accordingly (see Figure 2.6). The result is that C1 con-
tinuity is now hard-coded in the basis.
For a composite C1 quadratic curve withm segments we can apply the same pro-
cedure, substituting P k = 12P k−1 + 12P k+1 for all even k : 0 < k < 2m. The controlpoints between two omitted points then become associated with basis functions that
†The term B-spline means basic spline and usually refers to a basis function. B-spline curve refers to a
parametric curve defined using B-splines, though in practice the term B-spline is often used for both.
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Figure 2.6: Two bases (spanning different spaces) for a composite quadratic curve. At the
top we have the common Bernsteins, at the bottomwe have the modified basis with built-in
C1 continuity of the connection.














2 for t ∈ [0, 1],
1
2 (2− t)2 + 2(t− 1)(2− t) + 12 (t− 1)2 for t ∈ [1, 2],
1
2 (3− t)2 for t ∈ [2, 3].
(2.10)
This basis function is the uniform quadratic B-spline, where uniform refers to the
equally spaced parameter values (knots) in the knot-vector.
Form large enough,M5(t),M7(t) and so on, are simplyM3(t) shifted by one or
more units. In the extreme case, we can define a basis for a composite quadratic curve
solely as a sequence of shifted versions of the uniform quadratic B-spline. Like quad-
ratic Béziers, we still need three control points (and their associated basis functions)
to define the first segment, but unlike composite quadratic Béziers, every additional
control point now provides us with an additional segment that connects with C1 con-
tinuity to the previous segment. A drawback is that the first and last points are no
longer interpolated. An example is shown in Figure 2.7.
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1 1.5 6.5 7 7.5 8 8.5 9
Figure 2.7: Uniform quadratic B-splines with the region satisfying a partition of unity
highlighted in black (top) and a corresponding quadratic B-spline curve (bottom).
Similar procedures can be applied to obtain uniform B-splines (UBS) of any order†,
though other — more straightforward — methods to construct uniform B-splines exist.
To illustrate this, let us consider uniform cubic B-spline curves, which are composed of





2P 4, though merely using this fact would result in a cubic C1 basis.Instead, the observation is that we have P 2 + (P 2 − P 1) = P 4 + (P 4 − P 5). If
we label this position as a new point I , it follows that P 2 and P 4 (and therefore also
P 3) can be obtained from P 1, I and P 5, which allows the construction of a basis with
built-in C2 continuity.
Thenotion of uniformB-splines can be generalised to non-uniformB-splines (NUBS),
which can be constructed starting from a non-uniform knot-vector Ξ (i.e. the knots are
no longer equidistant in this case).
Furthermore, NUBS can be further extended to NURBS [Far91; PT97; Rog00], which
allows the designer to assign scalar weights to control points‡ in order to specify how
much the curve should be attracted to these points. The control points are multiplied
by these weights, which means that the basis functions have to be modified in order to
still partition unity. The result is a set of rational basis functions, which explains the
R in NURBS. They are popular in certain areas of design as — in contrast to NUBS —
NURBS can represent conic sections such as circular arcs exactly.
The concept of knot-vectors can be generalised even further to contain duplicate
knots, which causes the basis to be parametrically continuous only up to a certain
derivative (e.g. non-uniform cubic B-splines with double knots are C1 instead of C2).
Although a detailed discussion of general non-uniform (rational) B-splines and their
evaluation (requiring a derivation of the Cox-de Boor algorithm [Cox72; Boo72]) is
†Note that uniform B-splines of degree d are not merely C1, but Cd−1 continuous.
‡Using the concept of homogeneous coordinates, these scalar weights can be interpreted as an additional
coordinate of the control points.
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somewhat out of scope, the notion of blossoming [Gol02; Man06] — also referred to as
polar forms [Ram89; Sei93] — should be mentioned, albeit only from a pragmatic point
of view. The idea is to assign d consecutive knots from the knot-vector (referred to
as a blossom label) to each control point in the control polygon of a general degree-d
B-spline curve. The d values in a blossom label can be re-ordered in any permutation.
Affine interpolation can be applied between any two blossom labels with d−1matching
knots. Finally, when all d values in a blossom label are identical, a point on the curve
is reached (i.e. the image of the parameter value repeated in the blossom label). It
follows that blossoming is a generalisation of de Casteljau’s algorithm from Béziers to
B-splines; Figure 2.8 shows an example.
(0 1) = (1 0)
(1 4) = (4 1)
(4 5) = (5 4)
(5 7) = (7 5)
(7 7)
(1 1)
(1 3) = (3 1)
(4 3) = (3 4)
(4 4)(3 3)
(5 5)
Figure 2.8: Blossoming in action on a non-uniform quadratic B-spline with knot-vector
Ξ = [0, 0, 1, 4, 5, 7, 7, 7]. Note that the first and last knot are ignored in blossoming.
We conclude this section with an alternative definition of uniform B-splines, which
will be helpful for both the development of bivariate splines and certain refinement re-
lations later in this chapter. The approach is based on the convolution of two univariate
functions.
We first convolve the unit pulse f(t) (also known as the rectangular function or
box(car) function) with itself. This results in the hat function g(t), which is a piecewise
linear function: g(t) = t for t ∈ [0, 1] and g(t) = (2 − t) for t ∈ [1, 2]. The process
is illustrated in Figure 2.9 (left). Next, we convolve the unit pulse f(t) with the hat
function g(t). This involves reflecting f(τ) to f(−τ), shifting the reflected f(t−τ) for
t ∈ [0, 3], and integrating the overlap with g(τ). Note that in general, the convolution
integrand is the product of f(t− τ) and g(τ), but as f is the unit pulse in our case, the
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geometric interpretation is to integrate the overlap of the two functions:∫ t
0








t2 for t ∈ [0, 1],∫ t
t−1
1 · g(τ) dτ =
∫ 1
t−1
1 · τ dτ +
∫ t
1






















t2 + 2t− 1.5
)
= −t2 + 3t− 1.5 for t ∈ [1, 2],∫ 2
t−1








t2 − 3t+ 4.5 for t ∈ [2, 3].
The result is the uniform quadratic B-spline, see Figure 2.9 (right). Additional steps
of convolution with the unit pulse result in uniform B-splines of higher order.
Figure 2.9: Convolution of the unit pulse with itself (left) and convolution of the unit pulse
with the hat function (right). The resulting functions are the hat function (uniform linear
B-spline) and the uniform quadratic B-spline (shown in red), respectively.
Although swapping the roles of f(t) and g(t) in the convolution does not change
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the outcome, i.e. (f ∗g)(t) = (g ∗f)(t), it turns out to be a somewhat more convenient
choice from a notational point of view. The reason is that in the case of (g ∗ f)(t) the






withMd(t) the uniform B-spline of degree d. We can use this definition to derive an





















Apart from Béziers, there are several other ways to represent parametric curves. In
this section we look at two of these alternative representations, Lagrange and Hermite
curves. We will encounter their bivariate counterparts later on.
Lagrange curves
The rationale behind Lagrange curves is that they interpolate all control points of a con-
trol polygon. In certain settings this can be advantageous over Bézier curves, though
the approach can also have its drawbacks.
The first step in the construction of a Lagrange curve is to associate the control
points with parameter values tl at which they should be interpolated. Choosing the unit
domain† t ∈ [0, 1], a natural choice is to associate the control points with equidistant
parameter values. That is, for a quadratic curve, those values are (t0, t1, t2) = (0, 12 , 1),whereas for cubics they are (t0, t1, t2, t3) = (0, 13 , 23 , 1).
Taking the quadratic case as example, we can now use a de Casteljau-like approach
to construct the curve. However, for this to work properly, we have to modify the
control polygon. After all, its first edge P 0 – P 1 is associated with t ∈ [0, 12 ], whereasthe second edge P 1 – P 2 is associated with t ∈ [ 12 , 1]. The idea is to extend both edgessuch that they are associated with t ∈ [0, 1], see Figure 2.10.
Applying de Casteljau’s algorithm, we obtain
L0(t) = (1− t)P 0 + t
(
P 1 + (P 1 − P 0)
)
,
L1(t) = (1− t)(P 1 + (P 1 − P 2)) + tP 2.





Figure 2.10: Construction of a quadratic Lagrange curve using de Casteljau’s algorithm
on a modified control polygon.
Evaluating L0(t) and L1(t) at the same value of t ∈ [0, 1] provides us with two
points Q0 and Q1. Next, we interpolate these two points and again evaluate at the
same value of t to obtain
Q(t) = (1− t)Q0 + tQ1
= (1− t)
(
(1− t)P 0 + t
(








(1− t)2 − t(1− t)
)
P 0 + 4t(1− t)P 1 +
(
t2 − t(1− t)
)
P 2
= L20(t)P 0 + L21(t)P 1 + L22(t)P 2.
Thebasis functionsL2k(t), known as the quadratic Lagrange polynomials, are plotted
in Figure 2.11.
















Figure 2.11: Quadratic Lagrange basis functions (left) and cubic Lagrange basis functions
(right).
An important observation is thatL2k(tl) = δkl, where δkl is theKronecker delta. This
holds for Lagrange polynomials of any order and can be used to construct them in a
more straightforward manner. For example, the cubic Lagrange polynomialL30(t) now









and subsequently scaling it† by 1/(t0 − t1)(t0 − t2)(t0 − t3) to ensure thatL30(t0) = 1.






tk − tl . (2.13)
Partition of unity of the Lagrange polynomials directly follows from the Kronecker
delta property — summing the d+ 1 basis functions yields a degree d polynomial that
attains the value 1 at d+ 1 different parameter values.
A well-known drawback of higher-order Lagrange curves is that they often suffer
from Runge’s phenomenon, meaning that they exhibit undesired oscillatory behaviour.
Hermite curves
The idea here is to construct curves C(t) on t ∈ [0, 1] that satisfy positional and tan-
gential (and possibly higher order) data at t = 0 and t = 1. As such, Hermite curves
can only be defined for odd degrees‡ d ≥ 3.
Taking d = 3 as an example, the aim is to define basis functions such that C(0) =
P 0, C ′(0) = T 0, C ′(1) = T 1 and C(1) = P 1, with P k and T k given positions and
tangent vectors. Setting C(t) = a0 + a1t+ a2t2 + a3t3 with unknown al, we obtain
C(0) = a0 = P 0,
C ′(0) = a1 = T 0,
C ′(1) = a1 + 2a2 + 3a3 = T 1,
C(1) = a0 + a1 + a2 + a3 = P 1.
This leaves us with two equations for a2 and a3,
2a2 + 3a3 = T 1 − T 0,
a2 + a3 = P 1 − P 0 − T 0,
resulting in a2 = 3(P 1 − P 0) − 2T 0 − T 1 and a3 = −2(P 1 − P 0) + T 0 + T 1.
Substituting this in C(t) and re-arranging yields
C(t) = (1− 3t2 + 2t3)P 0 + (t− 2t2 + t3)T 0 + (−t2 + t3)T 1 + (3t2 − 2t3)P 1
= H30(t)P 0 +H31(t)T 0 +H32(t)T 1 +H33(t)P 1, (2.14)
whereH3l (t) are the cubic Hermite basis functions (see Figure 2.12).
The same method can be followed to obtain a quintic Hermite basis (also satisfying
given second derivative data at t = 0 and t = 1) as well as higher-order Hermite bases.
†The scaling factor is obtained by evaluating the initial polynomial at the relevant tl and taking the
reciprocal of it.
‡Not to be confusedwithHermite polynomials, which form orthogonal bases for spaces of any dimension.
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Figure 2.12: Cubic Hermite basis functions H3l (t) (left) and a cubic Hermite curve, also
referred to as a Ferguson cubic (right).
2.2 Spline patches
In this section we extend the ideas introduced in the previous section to the bivariate
setting. We follow a similar order and therefore start with tensor-product and trian-
gular Bézier patches, followed by a selected set of polyhedral splines. We also consider
several alternative representations.
2.2.1 Bézier patches
The definition of Bézier curves can be directly extended to construct tensor-product
patches. Where the curves are images of the unit interval t ∈ [0, 1], the tensor-product
patches are images of the unit square (u, v) ∈ [0, 1]2. Given a (d+1)×(d+1) control net
or grid† of control pointsP kl, we can construct d+1 Bézier curves in either parametric
direction. Assuming we construct them in the u-direction, evaluating all curves at the
same value of u then results in d+ 1 new points that serve as the control points for a
Bézier curve in the other parametric direction, in our case the v-direction. Any point












which we can represent in matrix form as
S(u, v) =
(
Bd0(u) Bd1(u) . . . Bdd(u)
)

P 00 P 01 . . . P 0,d
P 10 P 11 . . . P 1,d
... ... . . . ...







Note that we can also rewrite (2.15) into a single summation over (d+1)× (d+1)
tensor-product Bernsteins multiplied by the control points.
†The grid does not have to be square, but instead can be rectangular, resulting in a patch of different
degrees in u and v.
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An alternative method to evaluate a point on the patch is by extending de Castel-
jau’s algorithm to the bivariate case. Neighbouring control points forming quads in the
control net are interpolated bilinearly for fixed (u, v) values, resulting in new points
(1− v)
(




(1− u)P k,l+1 + uP k+1,l+1
)
.
Note that these points form a d× d grid. Similar to the univariate algorithm, the pro-
cedure is repeated until the grid consists of a single point, which is the point S(u, v).










Figure 2.13: Using the bivariate version of de Casteljau’s algorithm to evaluate the point
corresponding to (u, v) = ( 23 , 13 ) on a biquadratic Bézier patch. The boundary curves arealso shown (right).
In addition to tensor-product Bézier patches, it is also possible to define triangu-
lar Bézier patches. A fundamental aspect in the definition of such patches are the
barycentric coordinates, which are defined as follows. Given a triangular domain with
corners A, B and C , any point p in the triangle can be represented as a linear combin-
ation p = uA+ vB + wC . In other words, u, v and w are the barycentric coordinates
of the point p, and are defined as ratios of areas A() of triangles†:
u =
A(△pBC)
A(△ABC) , v =
A(△pCA)
A(△ABC) , w =
A(△pAB)
A(△ABC) . (2.16)
It directly follows that for any point p in the triangle, the barycentric coordinates
are non-negative and that u+ v + w = 1. Furthermore, u is constant on lines parallel
to the edge BC , and attains its maximum value u = 1 at p = A; mutatis mutandis for
v and w.
The construction of a triangular Bézier patch is now straightforward. Starting from
a triangular control net — with a type-I triangulation‡ — with control points P klm so
that k, l,m ∈ [0, d] and k + l +m = d, we compute a fixed barycentric combination
uP klm + vP k−1,l+1,m + wP k−1,l,m+1
†Because of this definition, barycentric coordinates are also referred to as area coordinates. The definition
can be directly generalised to higher-order simplices.




for every triangle in the control net with its control points P klm, P k−1,l+1,m and
P k−1,l,m+1 ordered anti-clockwise. Like the construction for a quadrilateral patch,
this results in a smaller grid, and repeating the procedure eventually results in a single

















Figure 2.14: Construction of a quadratic (left) and cubic triangular Bézier patch (right) us-





3 ) in both cases.
In the quadratic case, we obtain the following —
T (u, v, w, ) = u
(










uP 101 + vP 011 + wP 002
)
= u2P 200 + 2uvP 110 + v
2P 020 + 2uwP 101 + 2vwP 011 + w
2P 002.
Just like in the univariate setting, we obtain the basis functions, in this case the
triangular Bernstein polynomials Bklm(u, v, w), as a by-product. In general, they are
defined as









Unlike the univariate setting, we do not need a superscript to indicate the degree of the
Bernsteins, as d = k + l +m. The triangular Bézier patches can then be defined as
T (u, v, w) =
∑
k+l+m=d
Bklm(u, v, w)P klm. (2.18)












with similar expressions for partial derivatives with respect to v and w. Like before,
Bernsteins with negative indices vanish. The directional derivative DrBklm, with the
direction r = (a1, a2, a3) defined as the difference of two points expressed in bary-
centric coordinates, then follows as
DrBklm = ∇Bklm · r = d
(
a1Bk−1,l,m + a2Bk,l−1,m + a3Bk,l,m−1
)
. (2.19)
The directional derivative of a triangular Bézier patch is obtained by substituting
(2.19) into (2.18). For the quadratic case, this yields†
DrT (u, v, w) = d
(
a1uP 200 + (a1v + a2u)P 110 + a2vP 020 +




u (a1P 200 + a2P 110 + a3P 101) +
v (a1P 110 + a2P 020 + a3P 011) +




a1 (uP 200 + vP 110 + wP 101) +
a2 (uP 110 + vP 020 + wP 011) +
a3 (uP 101 + vP 011 + wP 002)
)
.
The above shows that the computation of the directional derivative of a triangular
Bézier patch can be incorporated in the triangular de Casteljau algorithm, where either
in the first or in the last step the barycentric combination using (u, v, w) is replaced
by the barycentric combination using r = (a1, a2, a3). In fact, the same applies to the
computation of the derivative in the univariate case.
Note that, by construction, the boundary curves of both the quadrilateral and tri-
angular Bézier patch are Bézier curves themselves.
Finally, we remark that it is possible to construct Bézier patches on general n-gonal
domains [LD89; VSK16] based on generalised barycentric coordinates (GBCs), though
discussion of these constructions is postponed until Chapter 5.
2.2.2 B-spline patches
The generalisation of univariate B-splines (both uniform and non-uniform) to rectan-
gular surface patches is straightforward by means of the tensor-product. Alternative
definitions include simplex splines and box splines, which are discussed next.
2.2.3 Simplex splines
Recall the construction of univariate uniform B-splines by means of convolution, dis-
cussed in Section 2.1.2. As mentioned, every value of t ∈ [0, d + 1] for a degree-d
†Note that B100 = u, B010 = v and B001 = w.
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uniform B-spline is associated with the overlap of the unit pulse and the uniform B-
spline of level d − 1. Taking d = 2 as example, note that these overlaps, illustrated in
Figure 2.9 on the right, can be stacked to form a polyhedron. The result is visualised in
Figure 2.15.
Figure 2.15: Overlaps from the convolution process for constructing a uniform quadratic
B-spline stacked to form a polyhedron.
The key observation is that certain (piecewise) polynomial functions can evidently
be defined as the cross-section of a polyhedron, or in other words, as its projection. The
concept can be generalised to polytopes of any dimension and cross-sections of higher
order (e.g. volumes for a polytope in R4), resulting in polyhedral splines.
Arguably the most elementary subset of polyhedral splines are the simplex splines,
i.e. projections of simplices [DM83]. Given a simplex of any dimension and a paramet-
ric domain of interest, we can consider cross-sections of the simplex orthogonal to this
parametric domain in a continuous fashion. The result is a simplex spline, a piecewise
polynomial function with knots corresponding to the positions where the cross-section
intersects one or multiple vertices. Note that this definition includes projections not
only to R, but to any Rn, the latter resulting in multivariate splines. Assuming non-
degenerate simplices (e.g. excluding tetrahedra with all vertices co-planar), the degree
of the resulting piecewise polynomial is d = m− n, withm the dimension of the sim-
plex and n the dimension of the parameter space projected onto. The parametric con-
tinuity between segments is Cd−v , with v the number of vertices in the cross-section
associated with the connection.
The above definition implies that univariate B-splines (i.e. both uniform and non-
uniform ones) are a subset of simplex splines. Indeed, taking d = 1 as example, linear
B-splines can be defined as projections of triangles. This means that linear B-splines
can be defined using 3 knots. To see this, consider a sequence of knots [t0, t1, t2] on a
univariate parameter domain⊂ R. Next, we place the three vertices defining a triangle
on lines orthogonally intersecting the parameter domain at our knots. The length of
the intersection of our triangle and lines orthogonal to the parameter domain results in
our function values. Now, observe that that we cannot choose just any triangle. After
all, a set of linear B-splines should form a partition of unity, which — in this case —
means that the function value at the middle knot of each linear B-spline should be 1. In
other words, the length of the intersection of our triangle and the line perpendicular to
the parameter domain at t1 should be 1. This splits the triangle into two sub-triangles,
each with a base b of length 1 and heights hL, hR of t1− t0 and t2− t1, respectively. It
follows that only triangles with an area of A = 12b(hL+ hR) = t2−t02 project to linear
26
2.2
B-splines. Figure 2.16 illustrates the construction.
A similar approach can be taken for d = 2, showing that quadratic B-splines
can be defined as projections of tetrahedra. We now consider a sequence of 4 knots
[t0, t1, t2, t3] on a univariate parameter domain. The vertices defining a tetrahedron
should be placed on planes orthogonally intersecting our parameter domain at the
knots. The values of the simplex spline now follow as areas of intersections of our tet-
rahedron and planes orthogonal to the parameter domain. In this case, determining the
conditions so that a set of quadratic B-splines form a partition of unity is considerably
less trivial. Ultimately, it turns out that only tetrahedra with a volume of V = 12Ah =
t3−t0
3 project to quadratic B-splines. For general degree d B-splines, the condition is
that the (hyper-)volume of the projected simplex should equal td+1−t0d+1 [PBP02].




Figure 2.16: Infinitely many triangles project to the same linear B-spline associated with
knots [t0, t1, t2].
Another subset of simplex splines are the normalised simplex splines — the area of
the cross-sections is divided by the volume of the simplex, resulting in simplex splines
with a unit integral. This makes them scale-invariant. Uniform B-splines are in this
subset as they have a unit integral†.
Somewhat surprisingly, simplex splines no longer appear to be an area of much
active research, even though the topic seems far from exhausted.
2.2.4 Box splines
The next subset of polyhedral splines we consider are the box splines [BHR93; PB02].
As the name suggests, these splines are projections of boxes (hypercubes) in Rm onto
Rn. They can be regarded as generalisations of (uniform) B-splines. However, instead
of a knot-vector, box splines are defined using a direction matrix Ξ. The columns of
this matrix are the direction vectors ξk ∈ Rn, with k ∈ [1,m] ⊂ Z, which can be
interpreted as parameter intervals. The direction matrix also specifies the orientation
of the cross-sections. For example, the uniform quadratic B-splineM2(t) is associated
with Ξ = (1 1 1). It is therefore the projection of a cube, and the cross-sections are
oriented such that p ∈ Rm=3 : Ξp = t. Figure 2.17 illustrates the example.
†The integral of a functionh constructed through the convolution of functions f and g equals the product
of the integrals of f and g. As any uniform B-spline is the result of repeated convolution of the unit pulse
with itself, it follows that its integral is 1.
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x+ y + z = 32
x+ y + z = 12
Figure 2.17: The uniform quadratic B-spline defined as a box spline. The orientation of
the cross sections of the (unit) cube are determined by the direction matrix and are in this
case orthogonal to the main diagonal of the cube.
The support of a box splineMΞ, i.e. the region in Rn where it is nonzero, can be




λkξk : 0 ≤ λk ≤ 1, (2.20)
which is a zonotope. Although this means that arbitrary direction vectors can be used,
in practice they are selected such that the gridlines in the resulting support agree
with a regular tessellation. In the case of n = 2, this results in two-directional box
splines whose supports admit square grids, and three-directional and four-directional
box splines, whose supports are type-I and type-II triangulations, respectively†. Short-
hand notation can be introduced for these box splines, where instead of showing Ξ
as the subscript, a vector of length 2, 3 or 4 containing the multiplicities of the dir-
ection vectors is used. For instance, the two-directional box spline corresponding to
Ξ = ( 1 1 1 0 0 00 0 0 1 1 1 ), also known as the uniform biquadratic B-spline, can be written as
M33. Likewise, the three-directional box spline corresponding to Ξ = ( 1 0 10 1 1 ), can be
written asM111.
An alternative method to define box splines is by generalising the approach based
on convolution used to define uniform B-splines. However, in this case we apply dir-
ectional convolution, that is, convolution with the unit pulse aligned with a direction




MΞ\ξk(u− τξk) dτ, (2.21)
where it should be noted that both u ∈ Rn and ξk ∈ Rn, but τ ∈ R. Similarly, the
derivative of a uniform B-spline (2.12) generalises to the directional derivative Dξk of a
box spline,
DξkMΞ(u) =MΞ\ξk(u)−MΞ\ξk(u− ξk). (2.22)
Considering bivariate box splines, the initial function (i.e. the equivalent of the unit
pulse for uniform B-splines) is the indicator functionM11. The directions associated
†Three- or four-directional box splines should not be confused with triangular B-splines [DMS92] (also
referred to as DMS splines), which are a different generalisation of B-splines not discussed here.
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with two-directional box splines, commonly labelled as e1 and e2, are usually chosen
as two orthogonal unit vectors, though for three-directional box splines, they are often
visualised as unit vectors that are 120◦ apart; this highlights the symmetry of a type-I
triangulation. Figure 2.18 shows the convolution of M11 with ξk = e3 = e1 + e2,
which results inM111.
Figure 2.18: Directional convolution ofM11 (rhombus) with e3 (red arrow), resulting in
M111 (its support is outlined using dashed edges).
Box splines can be defined and evaluated using either method†, but this might not
always be the most practical approach to evaluate them. Focusing again on bivariate
box splines, recall that for the two-, three- or four-directional ones, the gridlines in the
support of such a box spline partition it into squares or triangles. Every such square or
triangle corresponds to a polynomial (not piecewise polynomial) part of the box spline.
These parts can therefore be expressed as Bézier patches, which results in the Bernstein-
Bézier (BB) representation of a box spline.
Unfortunately, the concept of blossoming does not seem to extend to general box
splines (although it does generalise to triangular Bézier patches), which would have
provided a means to obtain the BB-representation. We temporarily return to the uni-
variate setting, where in addition to blossoming, there turns out to be an alternative
method to obtain the BB-coefficients of a B-spline. Taking the uniform quadratic B-
splineM2(t) as example again, we can apply (2.12) to obtain its derivative expressed
as the difference of two uniform linear B-splines. The BB-coefficients dl of the lat-
ter are trivial. Then, by expressing each segment of M2(t) as a Bézier curve with
unknown BB-coefficients cl, using (2.8) we can connect these to the BB-coefficients
of M1(t) − M1(t − 1). This results in dl = 2(cl+1 − cl) for the first segment,
dl = 2(cl+2−cl+1) for the second segment, and dl = 2(cl+3−cl+2) for the third. This
gives us 2 ·3 = 6 equations for 7 unknowns cl. However, we also know that c0 = 0 for
any uniform B-spline. This is enough information to compute the BB-coefficients; Fig-
ure 2.19 illustrates the approach. Once the BB-coefficients ofM2(t) are known, they
can be used to compute those ofM3(t), and in general to obtain the BB-coefficients of
anyMd(t) by applying the procedure iteratively.
The procedure generalises to box splines, now using (2.22) for the (directional) de-
rivative, and applying (2.19) to connect the two sets of BB-coefficients. As example we
consider the piecewise quadratic four-directional box spline M1111(u), also known
as the Zwart–Powell spline [Zwa73]. Taking its partial derivative in the direction of
†In addition, there are several alternative definitions of box splines, see [BHR93].
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0 0 2 0 01 1
0 1 −1 0
Figure 2.19: The derivative ofM2(t) expressed as the difference of two uniform linear B-
splines with BB-coefficients d0 = 0, d1 = 1, d2 = −1 and d3 = 0 (top). These coefficients
can be used to obtain the BB-coefficients cl for 2M2(t) (bottom), when we also apply
c0 = 0.
e4 = −e1 + e2 results in the differenceM111(u)−M111(u− e4). AsM111 is piece-
wise linear, its BB-coefficients dkl are trivial. Expressing all triangular parts ofM1111
in Bernstein-Bezier form with unknown coefficients ckl, we see that for an upward-
pointing type-II triangle, e4 corresponds to (0,−2, 2) in barycentric coordinates. This
means that differences of neighbouring coefficients ckl on gridlines in this direction
match the coefficients (dkl)/4. The observation also holds for the type-II triangles in
the other three orientations. The procedure is shown in Figure 2.20. Using it iteratively












































































































Figure 2.20: Obtaining the BB-coefficients of the Zwart–Powell spline using the coeffi-
cients of its directional derivative in the direction of e4.
From the BB-coefficients of a three- or four directional box spline it is readily ob-
served that its triangular parts (i.e. the three or four sets of triangles oriented in the
same direction) partition unity when they are overlapped. As such, they can be used
as blending functions to represent triangular surface patches. Alternatively, instead of
overlapping merely the individual parts, we can place copies of the entire box spline on
a (three- or four-directional) grid such that the centre of support of each copy matches
a gridline intersection. This way, we achieve the same overlap of individual parts,
with the important difference that each individual part now comes from a different
box spline copy. Not only does this reveal the natural pattern of the control points
associated with the blending functions, it also results in a box spline surface that is
composed of triangular patches (meeting with some order of parametric continuity)
upon associating every copy with a control point. The next section, discussing half-box
splines, contains an illustrated example of this concept.
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Note that the above approach also applies to both univariate and bivariate uniform
B-splines (see e.g. Figure 2.7). Tensor-product uniform B-splines are a subset of two-
directional box splines — bivariate non-uniform B-splines or NURBS, however, are not.
2.2.5 Half-box splines
The last subset of polyhedral splines we look into are the half-box splines [Fre71; Sab77;
Pra84]. These are indeed very similar to box splines — using the projection-based defin-
ition, only half of a hypercube is projected in this case. Regarding the convolution-
based definition, the initial function is now a triangle-shaped indicator function — in
other words, only half of the rhombus-shapedM11 that is the starting point for defin-
ing bivariate box splines through directional convolution.
Considering both halves individually using either definition results in two piece-
wise polynomial functions that are mirror-symmetric. Clearly, their sum equals the
box spline associated with the entire hypercube (projection) or rhombus (convolution).
In a bivariate setting, it makes sense to consider three- and four-directional half-box
splines; we focus on the former. In that case, the initial setting is an indicator function
with an up-oriented equilateral triangle△ as support, which can then be convolved in





We choose to convolve once in each of the three directions, and obtain a half-box spline
for which we use the shorthand notation H111(u). It is a piecewise cubic function for
which the parts connect with C1 continuity; see Figure 2.21.
Figure 2.21: Using directional convolution to construct the half-box spline H111(u). In
each of the three steps, the support ofHΞ\ek (grey) is rotated by 180◦ (i.e. the generalisation
of reflecting a function in the case of univariate convolution). This rotated version (black)
is then translated by u ∈ R2, after which its overlap with the current direction vector ek
(red) is integrated. The support of the resulting functionHΞ(u) is outlined (dashed).
Starting instead from the down-oriented equilateral triangle▽ and using the same
construction, we obtain the mirror-symmetric half-box spline H¯111(u). It follows that
H111(u) + H¯111(u) =M221(u).
The procedure followed to obtain the BB-coefficients of box splines can also be
applied to half-box splines [Far82b; Böh83]. The last step in this iterative process to






























































































Figure 2.22: The BB-coefficients of 2H110(u) (left) and the directional derivative of
6H111(u) in the direction of e3 expressed as the difference of two shifted copies of
2H110(u) (middle), see (2.22). Setting the BB-coefficients on the bottom-right boundary
of 6H111 to zero (red), its other coefficients can be determined from those of its directional
derivative (right).
From the Bernstein-Bézier representation of H111(u), we observe that the 13 up-
oriented triangles of H111(u) and H¯111(u) partition unity. Naturally, the same holds
for the 13 down-oriented triangles. In fact, because of this symmetry, we can simply
overlap all triangles of only H111(u) to arrive at the same result. Overlapping (ro-
tated) copies of H111(u) on the three-directional grid, while keeping track of their
centres†, then reveals the natural pattern of the control points associated with a half-
box spline surface patch, see Figure 2.23 (left). This example nicely shows that connec-
tions between the control points (to form the control net) are artificial. In this particular
case, we have two ways to connect the points — either based on the original orienta-
tion of each triangular part, resulting in two separate type-I triangular control nets, or
a single hexagonal control net; see Figure 2.23.
Figure 2.23: The natural pattern of control points associated with a triangular half-box
spline surface patch (left). They can be connected to form either two separate triangular
control nets (middle) or a single hexagonal net (right).
Using the single hexagonal control net seems to be the favourable choice, as it is
considerably less cluttered compared to using the two separate triangular ones. At the
same time, it is a curiosity in the bivariate spline world dominated by quadrilaterals
and triangles. Moreover, it shows aspects of a dual nature, as the shape of the surface
patch does not match that of (the components of) its control net, but instead is its dual.
Nevertheless, the half-box spline patch can easily be represented as a triangular Bézier
†These centres are commonly referred to as Greville abscissae.
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patch — the corresponding control points can be computed using the stencils (i.e. affine













Figure 2.24: The Bézier stencils for the BB-representation of a cubic half-box spline patch
directly follow from the BB-coefficients in Figure 2.22. Normalisation of the coefficients by
a factor of 6 is implied.
Based on the above, I conjecture the existence of a spline patch associated with a
control net composed of octagons and squares (in other words, a control net that is
dual to a type-II triangulation). The corresponding blending functions might be four-
directional half-box splines, though perhaps other fractional-box splines have to be
considered.
2.2.6 Alternative representations
As we have seen, Bézier patches form the elementary building blocks for representing
several other splines and spline patches. However, various other directions to construct
bivariate surface patches have been explored. In addition to Lagrange patches, we
consider Coons’ approach, which — when applied to cubic polynomials — results in
Ferguson patches and Hermite patches as special cases. Detailed discussion of other
patches, including Gregory patches, is postponed until Chapter 3.
Lagrange patches
The principle of Lagrange curves can be extended to both quadrilateral and triangular
patches. In the former case, we can construct the basis functions for a degree d patch
by means of the tensor-product. Considering the unit square (u, v) ∈ [0, 1]2 as the
parameter domain, we can select a set of d + 1 values uk and d + 1 values vk that
control where in parameter space our control points P kl are interpolated. The basis
functions are then defined by the tensor product of (2.13) with itself.
Taking d = 2 as example, the Lagrange polynomial associated with the control
point P 21 is L22,1(u, v) = u−u0u2−u0 u−u1u2−u1 v−v0v1−v0 v−v2v1−v2 . Assuming equidistant values uk
and vk , this becomes L22,1(u, v) = −4u(2u− 1)v(v − 1).
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The basis functions for a triangular Lagrange patch can also be constructed using
the Kronecker delta property that is so characteristic for the Lagrange bases. With the
unit triangle as parameter domain (see Figure 2.25), we can obtain the basis functions
Lklm(x, y) by multiplying the expressions for the lines where they should vanish, and
subsequently scaling the result such that their value equals 1 at the remaining point.
For example, the quadratic L110(x, y) should vanish on the line x = 0 and on the line
x = 1− y or 1− x− y = 0. It should then be scaled by a factor of 4. The expressions
for all quadratic basis functions are
L200(x, y) = (1− x− y)(1− 2x− 2y), L110(x, y) = 4x(1− x− y),
L020(x, y) = x(2x− 1), L011(x, y) = 4xy,











Figure 2.25: The unit triangle (left) and a quadratic Lagrange patch with its control net
(right).
Note that for this particular triangle, the barycentric coordinates can be expressed
as u = 1 − x − y, v = x and w = y. Rewriting the expressions for the basis given
above then reveals its (barycentric) symmetry:
L200(u, v, w) = u(2u− 1), L110(u, v, w) = 4uv,
L020(u, v, w) = v(2v − 1), L011(u, v, w) = 4vw,
L002(u, v, w) = w(2w − 1), L101(u, v, w) = 4uw.
Similar to Bézier patches, the boundary curves of both quadrilateral and triangular
Lagrange patches are Lagrange curves.
Coons patches
The aim of Coons patches is to interpolate a given set of boundary curves meeting at
common corners P kl resulting in a surface patch parameterised on the unit square.
The concept is sometimes referred to as transfinite interpolation.
For a quadrilateral patch, we have two given curves in the u-direction, A(u) and
B(u), and likewise two given curves in the v-direction, C(v) and D(v). These curves
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are connected such that
A(0) = P 00, B(0) = P 01, C(0) = P 00, D(0) = P 10,
A(1) = P 10, B(1) = P 11, C(1) = P 01, D(1) = P 11.
Next, we construct two ruled surfaces (also known as lofted surfaces)
R1(u, v) = (1− v)A(u) + vB(u),
R2(u, v) = (1− u)C(v) + uD(v).
Simply adding R1(u, v) and R2(u, v) does not result in the interpolation of the
given boundary curves†, but if we subtract the bilinear surface
L(u, v) = (1− v)((1− u)P 00 + uP 10)+ v((1− u)P 01 + uP 11),
the boundary is indeed interpolated. As such, we end up with a bilinearly blended
Coons patch,
S(u, v) = R1(u, v) +R2(u, v)− L(u, v). (2.24)
In a similar fashion, we can construct a triangular Coons patch. Using barycentric
coordinates, we assume that the three given boundary curves are defined as A(v, w),
B(u,w) and C(u, v) such that
A(1, 0) = P 010, B(1, 0) = P 001, C(1, 0) = P 100,
A(0, 1) = P 001, B(0, 1) = P 100, C(0, 1) = P 010.
Next, we construct three surfaces
TA(u, v, w) = uP 100 + (1− u)A(v, w),
TB(u, v, w) = vP 010 + (1− v)B(u,w),
TC(u, v, w) = wP 001 + (1− w)C(u, v).
With L(u, v, w) = uP 100+vP 010+wP 001, we can then define a linearly blended
triangular Coons patch as
T (u, v, w) = TA(u, v, w) + TB(u, v, w) + TC(u, v, w)− 2L(u, v, w). (2.25)
We note that there are several alternative constructions for triangular Coons patches‡,
including one based on interpolation between pairs of boundary curves.
†Note that the boundary curves are not required to be polynomial, but can instead be arbitrary paramet-
ric curves. This is a strong point of Coons patches.
‡An obvious alternative would be to simply merge two points of a quadrilateral patch. However, this is




Instead of using linear interpolation between the provided boundary curves, we can
generalise (2.24) and interpolate the boundaries using another pair of blending func-
tions matching the following requirements—they should partition unity, andmoreover,
actually interpolate the corners. A popular choice is to use the cubicHermite basis func-
tionsH30(t) andH33(t) (see Section 2.1.3), which satisfyH30(t)+H33(t) = 1 ∀t ∈ [0, 1],
as well as the second requirement. The concept remains the same, and we obtain
S(u, v) = H30(v)A(u) +H33(v)B(u) +H30(u)C(v) +H33(u)D(v) −(
H30(v)
(H30(u)P 00 +H33(u)P 10)+H33(v)(H30(u)P 01 +H33(u)P 11)),
which is the partially bicubically blended Coons patch.
Something interesting happenswhen the boundary curves are cubicHermite curves;
recall that these curves require two points P as well as two tangent vectors T as input.
Writing the Coons patch in matrix form then gives us
S(u, v) =
(







T u00 0 0 T
u
01
















with T ukl the tangent vector at point P kl for a boundary curve in the u-direction and
T vkl defined similarly. The resulting patch is known as a Ferguson patch.
Hermite patches
With Hermite curves in mind, another generalisation of Coons patches can be derived
by studying (2.26). Instead of simply interpolating between two boundary curvesA(u)
and B(u), we could add two tangent functions AT (u) and BT (u) that specify the tan-
gent vector in the v-direction along A(u) and B(u), and simultaneously blend those
using two blending functions that partition nullity†. The remaining two cubic Hermite
basis functions are a suitable choice for this purpose asH31(t) +H32(t) = 0 ∀t ∈ [0, 1].
We note that AT (u) and BT (u) are commonly referred to as tangent ribbons, as they
define strips or ribbons of tangents along the curves.
We apply the approach in both parametric directions. Now, in order to satisfy all
input data, we have to subtract a patch constructed using this data and the blending
functions we used (cf. the construction of the linearly blended Coons patch). It follows
that this subtracted patch is the previously defined Ferguson patch; the resulting patch
is called a (fully) bicubically blended Coons patch.
We remark that in the above definition, the boundary curves and tangent ribbons
can be arbitrary parametric curves. If the boundary curves are again cubic Hermite
curves, and the tangent ribbons are defined using only the Hermite tangent vectors
†This is not the only requirement — the partial derivatives of the resulting patch should of course inter-
polate the provided tangents. The cubic Hermite functions satisfy this condition.
36
2.3
from the other directions (i.e. AT (u) = H30(u)T v00 + H33(u)T v10), we end up with a
Ferguson patch again.
An alternative is to define AT (u) and the other tangent ribbons as
AT (u) = H30(u)T v00 +H31(u)Dvv00 +H32(u)Dvv10 +H33(u)T v10,
whereDvvkl can be interpreted as second-order derivative information. As everything
is now expressed in Hermite form, the resulting patch is a tensor-product Hermite
patch (i.e. a bicubic Hermite patch). Its matrix form is similar to (2.26), but with the
grey zeroes replaced by Duukl +Dvvkl . These entries are the mixed second-order partial
derivatives of the patch, and are known as twist vectors. From this perspective, the
Ferguson patches we discussed are Hermite patches with vanishing twists.
To conclude, we mention that also triangular Coons patches can be extended to
cubically blended ones, though their construction is not discussed here.
2.3 Refinement
In the process of designing a curve or surface, it often happens that the user requires
more control points to (locally) change the shape of an object. This also implies that
the set of associated basis functions changes —not only do we get more basis functions,
but some of them have to be changed such that the basis still partitions unity. Modific-
ation of the basis functions, or rather their refinement, is also an important aspect of
numerical methods (as we will see in Chapter 4). In this section, we discuss a couple of
techniques for the refinement of both control structure and basis.
2.3.1 Knot insertion
Our first look at refinement considers the notion of knot insertion, which can be inter-
preted in essentially two different ways; both are explored below.
Minimal refinement
Recall that a (possibly non-uniform) B-spline can be defined as the projection of a sim-
plex (see Section 2.2.3). In the following, we focus — without losing generality — on
univariate quadratic B-splines associated with knots [t0, t1, t2, t3].
Observe that the tetrahedron T with volume V = t3−t03 defining a quadratic B-spline M(t) can be split into two tetrahedra Ta and Tb by introducing a new vertex
on the edge connecting the two vertices projecting to the first and last knot ofM(t),
respectively. The split is completed by connecting the new vertex to the other two
vertices. Note that if the new vertex was introduced on any other edge, one of the
resulting tetrahedra would be degenerate. See Figure 2.26.
The key observation is that Ta and Tb project to piecewise quadratic functions
Ma(t) andMb(t), respectively, such thatMa(t)+Mb(t) =M(t). This is a powerful
result that holds in general — any simplex spline can be regarded as the sum of two other
simplex splines. I refer to this concept as minimal refinement.
Note that the volumes ofMa(t) andMb(t) are Va = ξ−t0t3−t0V and Vb = t3−ξt3−t0V ,respectively (the ratios follow from the subdivision of the base of T , the height of both
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2.3 t0 t1 t2 t3 t0 ξ t1 t2 t3Figure 2.26: Splitting a simplex into two smaller simplices by introducing a new vertex
(red).
sub-tetrahedra is the same as that of T ). Regarding the position of ξ, we have the
following cases†:




3 , Vb =
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t2 < ξ < t3 : Va =
ξ−t0





This shows that in most cases,Ma(t) andMb(t) are scaled B-splines, an important
detail which we will touch upon below.
Regular refinement
Consider now a knot-vector Ξ = [0, 0, 1, 4, 5, 7, 7, 7], which for d = 2 defines 5 non-
uniform quadratic B-splines Mk(t). Each B-spline is then associated with a control
point P k , such that a curve C(t) =
∑4
k=0Mk(t)P k can be defined.
We decide to insert the knot ξ = 3 into Ξ, which then defines 6 quadratic B-splines
M¯k(t). How are these basis functions defined? And where does the extra control
point come from (after all, we have one more basis function, and each of those should
be associated with a control point)?
The first question is straightforward to answer, as we already saw that each quad-
ratic B-spline is defined using 4 consecutive knots (also called local knot vectors) from
Ξ, sharing d + 1 = 3 knots with the next B-spline. Looking at the new knot-vector
Ξ = [0, 0, 1, 3, 4, 5, 7, 7, 7], we see that the new knot appears in the 4 local knot vectors
defining the new M¯0(t), . . . ,M¯3(t). The remaining local knot vectors are not affected,
so M¯4(t) =M3(t) and M¯5(t) =M4(t). See Figure 2.27.
In order to answer the question regarding the new control point, we look again
at the knot-insertion, now using the previously introduced concept of minimal re-
finement. Observe that the new knot ξ = 3 lies in the parameter domain of the
three original B-splines Mk(t) for k ∈ {0, 1, 2}. This means that their associated
tetrahedra Tk can each be split into two smaller tetrahedra Tk,a and Tk,b, resulting in














0 0 1 3 4 5 7 7 7
Figure 2.27: The supports of the B-splines before knot-insertion (top) and after knot-
insertion (bottom). Instead of the parameter domain, we have visualised the supports in
the index domain, where knots are equidistant regardless of their values.
Mk,a(t) +Mk,b(t) =Mk(t) for k ∈ {0, 1, 2}. Considering the three cases discussed
above, we see that
M0,a(t) : [0, 0, 1, 3], V0,a = (3−0)(4−0) (4−0)3 = (3−0)3 = 1,
M0,b(t) : [0, 1, 3, 4], V0,b = (4−3)(4−0) (4−0)3 = (4−3)3 = 13 ,
M1,a(t) : [0, 1, 3, 4], V1,a = (3−0)(5−0) (5−0)3 = (3−0)3 = 1,
M1,b(t) : [1, 3, 4, 5], V1,b = (5−3)(5−0) (5−0)3 = (5−3)3 = 23 ,
M2,a(t) : [1, 3, 4, 5], V2,a = (3−1)(7−1) (7−1)3 = (3−1)3 = 23 ,
M2,b(t) : [3, 4, 5, 7], V2,b = (7−3)(7−1) (7−1)3 = (7−3)3 = 43 .
It follows thatM0,a(t) andM2,b(t) are the B-splines M¯0(t) and M¯3(t), respect-
ively, whereas the others are scaled B-splines. In fact,M0,b(t) andM1,a(t) are both




3 . In the same fashion,M1,b(t) andM2,a(t) are both scaled versions of M¯2(t),
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whose simplex has a volume of 5−13 = 43 . Therefore, we have
































P 2 + M¯4(t)P 3 + M¯5(t)P 4



















M¯3(t)P 2 + M¯4(t)P 3 + M¯5(t)P 4.
The resulting control polygon is shown in Figure 2.8, where the grey points are the
two new control points, effectively replacing P 1. The designer now has more DoFs to
locally modify the shape of the curve.
A general formula for knot-insertion for quadratic B-splines readily follows and can
be extended to B-splines of arbitrary degree d.
Summarising, the difference between the two approaches is that knot-insertion can
be applied to either a single B-spline (the knot is inserted in a local knot-vector, affecting
only one function), or to a set of B-splines (the knot is inserted in the global knot-vector,
generally affecting multiple functions). Only the latter approach results in new control
points; in the former approach, the existing control point is now associated with both
Ma(t) andMb(t)†. Insertion in a local knot-vector is often used in numerical methods
to refine an approximation space; insertion in the global knot-vector is also used in
modelling.
2.3.2 Two-scale relation
Motivated by the geometrical interpretation of knot-insertion, one might wonder if a
similar approach can be applied to box splines. Although we can certainly split unit
hypercubes into two and project the individual parts (recall that half-box splines are
based on this principle), the results might not be what we are looking for. Instead, we
can take a different approach and subdivide each edge of a unit hypercube inm equal
parts. This effectively subdivides a hypercube in Rd in md smaller hypercubes. The
important observation here is that each small hypercube projects to a dilated version
of the original box splineMΞ. The support of these dilated versions scales by a factor 1mcompared to the support of the original box spline, whereas their value scales by a factor
( 1m )
d−dim(supp(MΞ)). Due to the different locations of the smaller hypercubes in the
original hypercube, the resulting dilated versions ofMΞ are shifted by combinations
of the direction vectors, also scaled by 1m . In other words, a box spline can be writtenas a sum of shifted, dilated versions of itself. This concept is known as the two-scale
†An alternative way to interpret this case is that the existing control point is cloned, each copy associated
with only one function.
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relation [ML95]; usually,m = 2 is assumed, though it holds for generalm ∈ N. Below,
we illustrate the concept from two different perspectives.
Projection approach
Considering the unit cube and its projection onto R, recall that — when using the dir-
ection matrix Ξ = (1 1 1) — the result is the quadratic uniform B-splineM2(t) (see
Figure 2.17). Bisecting each edge of the cube results in 23 = 8 smaller cubes, each with
a volume of 18 . Note that some of the scaled cubes project to the same shifted, dilatedversion ofM2(t); see Figure 2.28.
Figure 2.28: Bisecting the edges of the cube results in 8 smaller cubes. Groups of small
cubes project to the same shifted, dilated version of the original box spline.
As dim(supp(M2)) = 1, it follows thatM2(t) = 14
(
M2(2t) + 3M2(2t − 1) +
3M2(2t− 2) +M2(2t− 3)
)
. Figure 2.29 illustrates the relation.
0 1 2 3
Figure 2.29: The uniform quadratic B-splineM2(t) (black) can be expressed as the sum
of shifted, dilated versions of itself (red).
Fourier approach





with hˆ(0) = 1. Shifting h(t) to the right half a unit then yields f(t) = M0(t), the













As illustrated, higher-order uniform B-splines can be defined using convolution.
As the Fourier transform of a convolution is equivalent to the multiplication of the





































1 + 3e−iω/2 + 3e−iω + e−3iω/2
)
Mˆ2(ω/2), (2.31)
which is the Fourier transform of the sum of shifts of dilated versions ofM2(t). The
coefficients in the brackets, [1, 3, 3, 1], match those we found using the projection ap-





3 | Constructing smooth surfaces
of arbitrary manifold topo-
logy
Parts of this chapter have been published as
• Pieter J Barendrecht, Malcolm A Sabin and Jiřı́ Kosinka. “A bivariate C1 subdi-
vision scheme based on cubic half-box splines”. In: Computer Aided Geometric
Design 71 (2019), pp. 77–89. See Section 3.2.1.
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Given the infinite variety of 3D shapes, the possibility to model objects as smooth
surfaces of arbitrary topology is indispensable for designers. In this chapter we take
a detailed look at composite G1 Bézier surfaces and subdivision surfaces, two popular




3.1 G1 composite surfaces
Soon after the discovery of Bézier patches, the quest on how to construct composite
G1 Bézier surfaces began. Many approaches have been explored [Wij86; Sar87; Pip87;
SS87; Du88; Wat88; LH89; Deg90; Pet90a; Pet91b; Loo94]; nowadays this direction
of research appears to be mostly complete [Pet02; Kic16; BM17]. In this section, we
discuss the interpolation of cubic curve networks by Bézier patches. In addition, we
consider Gregory patches [Gre74; CK83] as a possible alternative.
3.1.1 Interpolating curve networks with Bézier patches
Assume we are given a quad-triangle mesh of arbitrary manifold topology, possibly
with boundaries. Instead of edges connecting the vertices in the mesh, we have cu-
bic Bézier curves connecting the vertices such that the tangent vectors of the curves
meeting at a common vertex all lie in a common tangent plane. In other words, the
vertices of the mesh act as the first and last control points of the cubic Bézier curves.
The two interior control points of each curve — controlling its tangent vectors — are
provided† in addition to the mesh and do not coincide with its vertices. We refer to
such a structure as a cubic curve network.
Our aim is to interpolate cubic curve networks using quadrilateral and triangular
Bézier patches, one patch per original quad or triangle in themesh, such that the overall
result is G1. This means that for any point on a curve Γ shared by two patches, the
three tangent vectors — the transversal tangent of both patches (also referred to as the
cross-boundary derivative) and the versal tangent along the shared curve Γ— should be
co-planar. As such, the first step is to find expressions for the transversal tangent at the
boundaries of quadrilateral and triangular patches. In the former case, the expression


















Bdl (v) (P 1,l − P 0,l) . (3.1)
The triangular case is more complicated, as there is not a single tangent vector that
is logically orthogonal to the patch boundary. Instead, there are two tangent vectors,
each aligned to an edge of the parameter domain. Technically, we could choose either
one of these aligned tangents to work with. However, if we instead use a combination
of them, known as the radial derivative [Far82a], we obtain a symmetrical expression
that is nicer to work with. Assuming, without loss of generality, that the shared curveΓ
is parameterised in the v-direction, the aligned tangents are the directional derivatives
in the barycentric directions r1 = (1, 0,−1) and r2 = (0, 1,−1), respectively. From
†The interior control points can either be provided manually or be defined by the projection of points
on the original edge to the vertex’ tangent plane (cf. PN triangles [Vla+01]).
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(2.19) it then follows that for a degree d triangular patch we have
Dr1T (u, v, w)|w=0 = d
∑
k+l+m=d−1






Bd−1k (v)(P d−k,k,0 − P d−k−1,k,1). (3.2)
This second step works because all Bklm(u, v, w) withm ̸= 0 vanish on the w = 0
boundary curve, leaving only the basis functions associated with the control points
defining this boundary curve of the patch. Recall that these are defined as in (2.17), so
that e.g. for quadratics we have u2, 2uv and v2. As u+ v = 1 on this boundary curve,
we can set u = (1 − v), resulting in the functions (1 − v)2, 2(1 − v)v and v2. These
are the univariate quadratic Bernsteins; evidently, this approach works for any d. In
the same fashion, we obtain
Dr2T (u, v, w)|w=0 = d
d−1∑
k=0
Bd−1k (v)(P d−k−1,k+1,0 − P d−k−1,k,1). (3.3)
The radial derivative is an affine combination of (3.2) and (3.3), namely





(1− v)(P d−k,k,0 − P d−k−1,k,1)+






















B2k(v)(P k+1 − P k). (3.5)
Figure 3.1 summarises the layout of the control points for the different patches and
the shared curve.
With the expressions for all tangents given, we introduce the shorthand notation
TL(v) for the transversal tangent of the patch on the left side of the shared curve Γ(v)
when traversing it in increasing v direction, and TR(v) for the transversal tangent of
the patch on the right side of Γ(v). A patch is either a tensor-product Bézier patch or
a triangular Bézier patch, so both TL(v) and TR(v) can either refer to the transversal
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Figure 3.1: A cubic triangular Bézier patch T (u, v, w) (left), the shared cubic curve Γ(v)
(middle) and a bicubic tensor-product Bézier patch S(u, v) (right).
the following condition†,
det (TL(v),Γ′(v),TR(v)) = 0 ∀ v ∈ [0, 1] for all curves Γ. (3.6)
Unfortunately, this expression is generally understood not to be very constructive
for determining the inner control points of the patches such that the connections are
everywhere G1 [Liu86; DeR90]. An alternative expression is
α(v)TL(v) + γ(v)Γ
′(v) = β(v)TR(v) ∀ v ∈ [0, 1] for all curves Γ (3.7)
for some unknown coefficient functions α(v), β(v) and γ(v), which we assume to be
polynomial‡. The idea is to express the coefficient functions in BB-form, such that
the individual terms in (3.7) can be written as combinations of higher-order Bern-
steins [DS88; DS90; DS91].
For now, let us focus on quadrilateral patches only, with the additional assumption
that all patches are of the same bi-degree d = 3. To start with, we assume α(v) and
β(v) to be linear. In that case, γ(v) can be quadratic, as both TL(v) and TR(v) are of
degree d = 3, whereas Γ′(v) is of degree 2. We thus have, for some αk, βk, γk ∈ R,
α(v) = (1− v)α0 + vα1,
β(v) = (1− v)β0 + vβ1,
γ(v) = (1− v)2γ0 + 2(1− v)vγ1 + v2γ2. (3.8)
Note that we can already determine the values of all coefficients except γ1 by eval-
uating (3.7) at v = 0 and v = 1, which correspond to the endpoints of the curves Γ.
Here, the tangents are simply the differences of the second and first-, or fourth and
third control points (scaled by a factor 3) of the different curves. Clearly, these given
tangent vectors are co-planar by definition of the cubic curve network. It is also the
reason why α(v) and β(v) can, in general, not be constant in this context. Now, ob-
serve that at both endpoints we have one scalar degree of freedom (DoF); we choose to
†To be precise, this is only themain condition. There are three additional conditions— the patches should
connectG0, should be oriented properly to avoid cusps, and have well-defined normalsTL(v)×Γ′(v) ̸= 0
along the shared curve.
‡Note that we could also choose to use rational functions, e.g. α(v)/β(v), γ(v)/β(v) and 1, though
this takes out some of the symmetry of the problem.
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with ().x and ().y the x- and y-components of the tangent vectors. Naturally, they also
have a z-component, but two components are sufficient to solve this system†.
Instead of constructing another 2×2 system to solve for β1 and γ2, we can consider
the shared curve and the patches from the opposite direction (i.e. reverse the paramet-
erization in v). It follows that our unknowns β1 and γ2 become the unknowns α0 and
γ0 in this reversed orientation, respectively. Moreover, α1 becomes β0, which is in
fact the reason we chose to set both to 1. The system to compute β1 and γ2 thus looks
identical to (3.9), but note that e.g. TL(0) in this orientation refers to TR(1) in the
original orientation. In other words, we can compute all coefficients (except for the γ1)
for the entire cubic curve network by looping over all vertices and solving (3.9) for all
curves connected to each vertex. It also shows that the problem is symmetric, i.e. it
does not matter which orientation we consider.
We now substitute (3.8) into (3.7), and obtain
α(v)TL(v) = 3
(




















































γ0 (P k+1 − P k)+
2k(4− k)
12
γ1 (P k − P k−1) + k(k − 1)
12
γ2 (P k−1 − P k−2)
)
,
wherePL2,k refers to the control point immediately to the left ofP k , andPR1,k the con-
trol point immediately to the right (see Figure 3.1). Additionally, note that the indices
of the control points go out of range, though this only happens when they are multi-
plied by 0; it can therefore be safely ignored. Rewriting (3.7) using the above results
†The z-component could be added, resulting in a 3× 2 matrix and 3× 1 right-hand side, making (3.9)























γ0 (P k+1 − P k) + 2k(4− k)
12
γ1 (P k − P k−1)+
k(k − 1)
12











PR1,k−1 − P k−1
))
B4k(v) = 0. (3.10)
Recall that the Bernsteins form a basis, which implies that the term for each k in
(3.10) should vanish. We thus end up with d+ 2 = 5 vectorial equations. For example,
for k = 0 we have
α0
(
P 0 − PL2,0
)
+ γ0 (P 1 − P 0)− β0
(
PR1,0 − P 0
)
= 0, (3.11)
which is equivalent to (3.9); for k = 4 we have a similar (symmetric) result.
We now focus on determining the interior control points of the patch. First, we

















γ0 (P 2 − P 1) + 1
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γ0 (P 2 − P 1)+
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P 0 − PR1,0
)
.
From a geometrical point of view, this is not a very clean expression — in general
α0 ̸= 0 (and therefore α0 + β0 ̸= 1), which means that the linear combinations of the
isolated control points are in general not affine combinations. We can improve this by














γ0 (P 2 − P 1) + 2
3




P 0 − PR1,0
)
. (3.13)
At first sight, with two unknowns and only one equation, it might seem as though



















Figure 3.2: The unknown vectors I l defining the interior control points are each shared
among three patches, which leads to a cyclic system for solving them.
point is actually shared among three patches†, which ultimately results in a cyclic sys-
tem [Wij86; DS88; Pet91b]. See Figure 3.2.
Again, we introduce new notation for certain control points and vectors. The n
curves connected to the central vertex P 0 get subscripts l ∈ [0, n − 1], resulting in
Γl(v). The control points defining these curves get the same indices l as superscripts,
e.g. P l1 and P l2. Observe that for e.g. l = 1 we then have that PL2,0 = P 01 and PR1,0 =
P 21. The unknowns become (PL2,1−P 0) = I0 and (PR1,1−P 0) = I1. Finally, for the
right-hand side of (3.13) we use the shorthand notationF l. Ultimately, for the example
shown in Figure 3.2 we obtain the system
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For general n (i.e. the valency of the central point), we denote this matrix asMn.
As it turns out, this matrix is singular for even n [DS88]. To prove this, we express its




determinant using co-factor expansion along the first row:
det(Mn) = β00 det

β10 0 . . . 0
α20
. . . . . . ...
0
. . . . . . 0









. . . . . . 0
... . . . . . . βn−20















For the next step in this proof, observe that if we take the cross-product of (3.11)
with (P 1 − P 0), we obtain [DS88]





(PR1,0 − P 0)× (P 1 − P 0)
(P 0 − PL2,0)× (P 1 − P 0)
=
(PR1,0 − P 0)× (P 1 − P 0)
(P 1 − P 0)× (PL2,0 − P 0)
.








(P k+11 − P 0)× (P k1 − P 0)
(P k1 − P 0)× (P k−11 − P 0)
= 1,







which — together with (3.15) — proves det(Mn) = 0 for even valencies. □
Let us look at an example of n even, say, n = 4. Because of the structure of the
matrix, it is not too difficult to see that it has rankn−1 = 3. Applyingmatrix operations
to the augmented matrix (M4|F ) with Rk indicating the kth row ofM4 results in
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0 α20 β
2
0 0 F 2














0 0 0 F 1
0 α20 β
2


























0 0 0 F 1
0 α20 β
2








































0 0 0 F 1
0 α20 β
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0 0 F 2



























In other words, and generalising for arbitrary even n ∈ Z, the right-hand side of










F j = 0, (3.17)
again with k understood modulo n. This is known as the vertex enclosure constraint
(VEC) or compatibility equation, and is an additional constraint that has to be satisfied
for even n in order for a G1 connection to be possible.
We note that there is an alternative method to arrive at (3.17), which follows from
the observation that the mixed second-order partial derivatives of neighbouring Bézier
patches should match at shared corners [Wat88; DS91; Loo94]. Taking the partial de-









Assuming bicubic patches, using the same coefficient functions as in (3.8), and eval-
uating at the corner (u, v) = (0, 0) then yields
(α1 − α0)
(




(P 1 − PL2,1)− (P 0 − PL2,0)
)
+
2(γ1 − γ0) (P 1 − P 0) + 2γ0
(
(P 2 − P 1)− (P 1 − P 0)
)
= (β1 − β0)
(




(PR1,1 − P 1)− (PR1,0 − P 0)
)
. (3.19)
The outlined terms are the mixed partials, or twist vectors. Isolating these yields the
same matrix as in (3.14), though the resulting system has a subtly different right-hand
side. Note, however, that we can subtract a multiple of (3.11) from (3.19),
4
(
α0(P 0 − PL2,0) + γ0(P 1 − P 0)− β0(PR1,0 − P 0)
)
= 0,
which then results in a multiple of (3.12), making the two equivalent [DS91].
Returning to our running example using bicubic patches, we now stumble upon the
following issue — the values of the γl1 in the F l are still unknown. Observe that they
appear in the cyclic systems on both ends of the curveΓl(v). As such, we cannot include
them as unknowns in the computation of the I l without ending upwith a global system
computing all interior points for the curve network at once, which is usually undesired.
It also leaves us without DoFs to satisfy (3.17) for even n (more on this below). One
option is to assume γl(v) to be linear and subsequently degree-elevate it to a quadratic
polynomial, thereby obtaining a value for γl1, but this limits the possible outcomes. In
addition, we have yet another vectorial equation to satisfy (associated with k = 2), see
(3.10), without further available DoFs. This shows that the problem is overdetermined,




Our next approach is to consider bi-degree d = 4 patches. Now, TL(v) and TR(v)
are both of degree d = 4, though Γ′(v) is still of degree 2. As such, with α(v) and β(v)
linear, γ(v) can be cubic:
γ(v) = (1− v)3γ0 + 3(1− v)2vγ1 + 3(1− v)v2γ2 + v3γ3.
Setting β0 = 1 and α1 = 1, we can still apply (3.9) to compute α0 and γ0, and
when reversing the orientation, β1 and γ3. Only γ1 and γ2 remain unknown. Instead


















3(3− k)(4− k)(5− k)
240
γ0 (P k+1 − P k) + 9k(4− k)(5− k)
240
γ1 (P k − P k−1)+
9k(k − 1)(5− k)
240
γ2 (P k−1 − P k−2) + 3k(k − 1)(k − 2)
240













B5k(v) = 0, (3.20)
withQk theP k degree-elevated to quartics. We thus have d+2 = 6 vectorial equations
to satisfy for a G1 connection between two patches. The cases k = 0 and k = 5 are
identical to the setting with bicubic patches†.
Similarly, as with bicubic patches, k = 1 (and by symmetry, k = 4) results in a
cyclic system, only with slightly different expressions for the F l in this case. Note
that the structure of the matrixMn remains the same regardless of the degree of the
patches; the VEC from (3.17) is a general result. An advantage of using quartic patches
in combination with a cubic γ(v) is that we now have a separate coefficient for each
end of the curve (i.e. γ1 and γ2) that can be used as DoFs to potentially satisfy (3.17).
Figure 3.3 illustrates this and compares the use of cubic and quartic patches.
The expression for F l follows from (3.20) as
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βl0(Q
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1 − P 0) +
1
4
βl1(P 0 −Ql+11 )





1 − P 0) = F kl + F ul ,
with F kl as shorthand for the known terms of F l, and F ul for the unknown terms. Then,











†Even though we now have quartic patches, the patch boundaries are still only cubic. The PL2,k and
PR1,k are now degree-elevated points, and are the reason for the appearance of a factor 34 for k = 0 and












































































Figure 3.3: Diagrams of the control points involved in (3.10) for k ∈ [0, 4] (top) and those
involved in (3.20) for k ∈ [0, 5] (bottom). The vectors (P l−P l−1) are colour-coded, where
red corresponds to γ0, yellow to γ1, green to γ2 and blue to γ3. The degree-elevated points





















Looking at this component-wise (i.e. in terms of x-, y- and z-components), we have
a 3× n system, in other words, 3 equations and n unknowns. For even n ≥ 4 we thus
have an underdetermined system. Although this might sound like good news, observe




1 − P 0)
also lives in the same plane. However, F kj contains the term 38γj0(P j2 − P j1), which istypically not co-planar with the other vectors. Unfortunately, this means that there are
only two cases for which a solution exists:
1. The weighted sum of 38γj0pj(P j2 − P j1) cancels out the component that is notco-planar. This only happens for surfaces that locally agree with some second
fundamental form [Pet91b].
2. All γj0 are zero. This only happens for n = 4 when the opposite tangent vectors
are pair-wise co-linear [Sar87] (i.e. Pm1 , P 0 and Pm+21 are co-linear for m ∈
{0, 1}). This is sometimes referred to asX-tangents.
Again, this is a general result — neither increasing the degree d of the patches,
nor increasing the degrees of the coefficient functions α(v), β(v) and γ(v) improves
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the situation†. This means that, when neither of these cases is satisfied, we are out
of options for a cubic curve network. A possible workaround would be to degree-
elevate the curves to quintics and allow the middle two control points (R2 andR3) to
be modified, affecting the original curves.
Still, for a cubic curve network with all interior valencies n ∈ {3, 4, 5} and X-
tangents (i.e. vanishing γl0 and/or γl3 coefficients) for all vertices of valency n = 4, a
G1 interpolation should indeed be possible using biquartics. What is left is a strategy
to tune the γl1 (and by symmetry γl2) for both odd and even n [BM17], and solving a
2× 2 system to satisfy (3.20) for k = 2 and k = 3 simultaneously. Tuning coefficients
can be done by (iteratively) optimising different objective functions, e.g. minimising the
difference w.r.t. a preferred reference layout of the interior control points. The system
for solving the remaining two interior points follows from (3.20),
 α0 β0 = 1







with shorthand notationGk for the right-hand sides for k ∈ {2, 3}. This is generally a
regular system, unless the tangent vectors associated with the α and β coefficients are
pair-wise mirror-symmetric w.r.t. the tangents associated with the γ coefficients. Note
that the matrix can be deduced directly from Figure 3.3 (bottom).
In practice it frequently happens that solutions which are mathematically G1 (i.e.
satisfy the above equations for all k) are not visually appealing. As such, more DoFs
are required to further tune the solutions. For this reason, bi-degree 5 patches are
commonly used [Pet90a; PF10]. The process for biquintics is largely similar to that for
biquartics, with the difference that there are now 2× 2 remaining interior points that
are governed by only 3 equations (i.e. associated with k ∈ {2, 3, 4}). This provides a
vectorial DoF for tuning the outcome. Moreover, a quartic γ(v) also provides a scalar
DoF γ2.
Finally, we generalise the approach to include triangular patches. Assuming a mix
of biquartic patches and quartic triangular patches for the moment, observe that with
a degree-elevated boundary curve (from cubic to quartic), the degree-elevated control








†Increasing the degree of α(v) and β(v) to cubics or higher allows the use of coefficients α1 and β1




such that (3.4) can be written as





































Note that the last expression is very similar to the transversal derivative for a tensor-



























Figure 3.4: Radial derivative of a quartic triangular patch (left). If the boundary curves
are cubics, the radial derivative simplifies (right).
Quartic triangles are generally unsuitable for the same reasons bicubic patches are.
Going up a degree, quintic triangular patches combine nicely with biquartic patches
— both have quartic transversal derivatives and three interior control points. Like-
wise, sextic triangles combine nicely with biquintic patches, and provide more DoFs
for tuning the positions of control points [Loo94]. The required adaptations for plug-
ging triangles into (3.7) are minimal†.
So far, we have not considered boundary patches (including corner patches). These
are actually easier to deal with than interior patches, as for boundary patches there is
no cyclic system (and therefore no VEC) to satisfy at the boundary. As such, there are
more DoFs to tweak the interior points.
For completeness, we remark that the degrees of α(v), β(v) and γ(v) are bounded.
†It is entirely possible to combine quintic triangles with biquintic patches, or sextic triangles with bi-
quartic patches. However, due to the different degrees of the transversal derivatives (and therefore different
degrees of α(v) and β(v)) and different numbers of interior control points, the changes are more significant.
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This follows from (3.6), which is of degree d(TL) + d(Γ′) + d(TR). As such, the
degrees of α(v), β(v) and γ(v) can be at most d(Γ′) + d(TR), d(TL) + d(TR) and
d(TL) + d(Γ
′), respectively†. For a formal proof we refer to [LH89; Pet02].
To conclude, we mention that there are several workarounds to either satisfy or
avoid the VEC. Moreover, there are related problems, where the starting point is not
a curve network, but instead a quad-triangle mesh, possibly with provided tangent
planes at the vertices [Pet90a]. Modification of the input data was already mentioned
as a possible approach to satisfy the VEC. Another popular method is to split a single
patch into multiple smaller patches, thereby creating more DoFs; work using these so-
called macro-patches includes [Far83; Pip87; Pet90b; HB00; HBC08]. Less common is
the approach to use a singular parameterisation [Pet91a]. Finally, using rational patches
such as Gregory patches, the VEC can be avoided altogether [CK83; SS90; Man+92;
Bos+12]. We briefly discuss this option in the next section.
3.1.2 Interpolating curve networks with Gregory patches
Let us go back to the approach of using bicubic patches to interpolate a given cubic
curve network, using linearα(v) and β(v) and a quadratic λ(v). However, this time we
disregard the cyclic nature of the problem. In other words, we only focus on the shared
curves Γ(v) between two patches, and compute 2× 2 interior points for each Γ(v). In
that case, we have 5 vectorial equations, the first and last of which are automatically
satisfied by the tangents of the curve network. We are then left with 3 equations to
determine the 4 interior points. Combining these equations, we obtain the following
system:

α0 β0 = 1 0 0
α1 = 1 β1 α0 β0 = 1













with shorthand notation Hk for the right-hand sides for k ∈ {1, 2, 3}. The same
remarks as for (3.22) apply‡. Note that theHk contain the unknown coefficient γ1; its
value can either be optimised for (with the objective function based on what follows
below), or be obtained through degree-elevation from a linear γ(v):










Assuming the matrix in (3.24) is regular, the underdetermined system can be solved
using a minimum norm approach with respect to some preferred solution [BP93]. For
an interior patch, this results in 8 interior control points — two per corner. By rationally
†Note that (3.6) results in a set of scalar equations that are, in general, independent [DeR90], whereas
(3.7) results in a set of vectorial equations.
‡And again, the matrix can be obtained directly from Figure 3.3 (top).
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blending these pairs of control points [CK83], we obtain 4 interior control points;
P 12 =
uP v12 + (1− v)P u12
u+ (1− v) , P 22 =
(1− u)P v22 + (1− v)P u22
(1− u) + (1− v) ,
P 11 =




, P 21 =
(1− u)P v21 + vP u21
(1− u) + v , (3.25)
see also Figure 3.5. These blends can be associatedwith the bicubic BernsteinsBkl(u, v),
for k, l ∈ {1, 2}, and used to define a bicubic Gregory patch. The patch boundaries
are still Bézier curves, though the interior of the patch is now rational rather than
polynomial (which — in the interior — results in more complex partial derivatives). This
is the price we pay for avoiding the VEC (the mixed second-order partial derivatives,
or twist vectors, are no longer compatible) while still interpolating the network with
patches connecting G1.
A triangular Gregory patch can be defined along the same lines. Consider using
quartic triangular patches to interpolate a curve networkwithout sharing twist vectors
between neighbouring patches. Following the same approach as above, we end up with
pairs of control points at the corners once more (see Figure 3.5). There are various ways



















whereas Longhi [Lon85] proposed
P 211 =
(1− v)wP v211 + v(1− w)Pw211
(1− v)w + v(1− w) ,
P 121 =
(1− w)uPw121 + w(1− u)P u121
(1− w)u+ w(1− u) ,
P 112 =
(1− u)vP u112 + u(1− v)P v112
(1− u)v + u(1− v) . (3.27)
Observe that also for triangular Gregory patches, the patch boundaries are still
Bézier curves.
In addition to introducing (3.25)†, [CK83] also introduced an interesting approach
to achieve a G1 connection between two bicubic patches. Given the control points
defining the boundary curves of a left- and a right patch meeting at Γ(v), the left patch
is temporarily replaced by a basis patch. This is a virtual bicubic patch with a quadratic
transversal derivative. Regarding (3.7), if we then assume both α(v) and γ(v) to be
†These actually follow as an application of Gregory’s square, which was introduced by Gregory in the






































Figure 3.5: Bicubic Gregory patch (left) and quartic triangular Gregory patch (right).
linear and β(v) to be constant, we obtain
α(v)TL(v) + γ(v)Γ
′(v) = TR(v),
((1− v)α0 + vα1)
2∑
k=0







which uses notation reminiscent of that in the original paper (see Figure 3.6). Re-






















which results in the four equations
α0b
′




























γ1c1 = a2, α1b
′





















Figure 3.6: TheG1 connection between a bicubic virtual basis patch with quadratic trans-
versal derivative (left) and a bicubic patch (right).
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With b′0 and b′2 defined as normalised versions of PR10 − PL20 and PR13 − PL23,
respectively†, the coefficients of α(v) and γ(v) follow from the first and last equation.





2 , our unknowns PR11 and PR12 follow from the second and thirdequation.
If we apply the same approach by temporarily replacing the right patch by a basis
patch, the b′k now opposite in direction, observe that the two basis patches then con-
nect with C1 continuity. This means that, by transitivity‡, our original bicubic patches
connect G1.
The approach can be generalised to include quartic triangular patches. Applying it
to all shared curves Γ(v) and subsequently blending the resulting pairs of interior con-
trol points at corners ultimately results in a composite Gregory surface that is overall
G1. In general, the result is visually pleasing [CK83; Chi86], but can still be further
tuned as demonstrated in [SS90; FH12].
3.2 Subdivision surfaces
The first publications on bivariate subdivision appeared 40 years ago [DS78; CC78].
These works introduced spline-based subdivision schemes generalising the subdivi-
sion of uniform biquadratic and bicubic tensor product B-spline surfaces to surfaces
of arbitrary manifold topology, as well as preliminary techniques to analyse the be-
haviour of the resulting surface. Since then, a multitude of other schemes has been
proposed, such as schemes based on three- and four-directional box splines [Loo87;
PR97; VZ01; Dod+09], and schemes that are not spline based, including interpolatory
schemes [DLG90] and the √3 scheme [Kob00]. For a more complete overview, we
refer the reader to one of the surveys [Ma05; Cas12] or books [WW01; PR08; AS10] on
subdivision surfaces.
Our discussion of subdivision surfaces starts with a quick study of subdivision
curves [Sab10]. Recall that in Section 2.3.2 we introduced the two-scale relation. For
uniform B-splines of low degree, it can be nicely illustrated through the projection of
shifted and dilated hypercubes, though for higher degrees, the Fourier approach (see
Section 2.3.2) is more practical. Indeed, obtaining the coefficients for a uniform cu-
bic B-spline requires the projection of a unit tesseract divided into 24 = 16 smaller
tesseracts, which is a bit challenging to visualise properly. In contrast, using the Four-
ier approach the coefficients are readily obtained. In fact, observe from (2.30) that the
coefficients follow from the binomial theorem (and therefore correspond to a row of
Pascal’s triangle). As such, the coefficients can also be obtained by discrete convolution
of [1, 1] and the coefficients of the B-spline of one degree lower, in this case, [1, 3, 3, 1].
The result is [1, 1] ∗ [1, 3, 3, 1] = [1, 4, 6, 4, 1], scaled by ( 12 )4−dim(supp(M
3)) = 18 ; see(2.31).
Now, observe what happens for a uniform cubic B-spline curveC(t) upon applying
†The original paper defined them as unit vectors orthogonal to the shared boundary Γ(v), but were
updated to the current definition in a later paper [Chi86].
‡With the basis patches connectingC1 to each other, and individuallyG1 to our original cubic patches,
G1 connectivity of our cubic patches follows.
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M3(2(t− k)) + 4M3(2(t− k − 1
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6M3(2(t− k − 1)) + 4M3(2(t− k − 3
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The refinement coefficients appear as shifted columns in the matrix above, and show
that neighbouringM3(t − k) share d = 3 dilated and shifted versions of themselves.
The more important observation, however, is that the rows of the matrix represent af-
fine combinations†. Recall that we have seen something similar in Section 2.3.1 on
knot-insertion. In fact, the approach is equivalent to global midpoint knot-insertion. It
follows that the affine combinations can be applied to the control points P k in order
to obtain the refined control polygon of the curve C(t).
This concept is known as uniform B-spline subdivision. In this context, the se-
quence of coefficients appearing as columns is referred to as the subdivision mask.
The affine combinations appearing as rows are the subdivision stencils. Note that the
(unnormalised) stencils can be obtained from the mask by extracting every other coef-
ficient from it.
Repeated application of the stencils to the control polygon results in ever closer
approximations of the actual curve. Eventually, the control polygon converges to the






 4 41 6 1
4 4




 1 4 11 4 1
1 4 1
 P 0P 1
P 2
 , (3.29)
which computes the limit position of P 1, with [1, 4, 1] the limit stencil‡. Note that the
coefficients of the limit stencil match the values ofM3(t) evaluated at its interior knots,
†With the exception of the first- and last d = 3 rows.
‡Because stencils are always affine combinations, the normalising factor (in this case 1
6




which also follows from its Bernstein-Bézier form (see Figure 2.19). This proves that the
limit point lies on the curve itself; an alternative way to see this is to apply blossoming.
Bivariate subdivision generalises the notions briefly touched upon above— the two-
scale relation resulting in the subdivision mask, the subdivision stencils, and most im-
portantly, limit behaviour and analysis — to surfaces of arbitrary topology. We are
mostly interested in the limit surface rather than its approximation by a control net
that is repeatedly subdivided. Nevertheless, the latter is certainly useful in various
settings, including the use of computer graphics in e.g. feature films as visual effects
(VFX), animated movies or video games.
We focus on two different subdivision schemes to explain some of the theory be-
hind subdivision surfaces. The first one, based on half-box splines, is the topic of the
publication associated with this section [BSK19] and is discussed in detail. The second
one is the well-known Catmull–Clark scheme that has been studied extensively since
its publication over forty years ago [CC78]. We will be considerably more concise in
this case and return to selected applications in Chapter 4.
3.2.1 Half-box spline subdivision
I first came across half-box splines while working on a literature review on box splines
for my MSc thesis [Bar13]. Initially I thought them an oddity, but later realised that
subdivision of a three-valent control net (composed of mostly hexagons) would be a
nice addition to the available arsenal of bivariate subdivision schemes. In Cambridge I
worked on the topic for a while together with Malcolm Sabin and Jiří Kosinka. After
some initial tuning and encountering ineffective eigenvalues (both to be discussed be-
low), I summarised our efforts and presented them at a workshop in Bernried, Germany
(which was, coincidentally, my first). Then my focus shifted to another topic and I put
the project on the ever-expanding virtual shelf of future projects. After gathering vir-
tual dust for a couple of years, I returned to it — and here we are.
Although most work on bivariate subdivision focuses on triangular or quadrilat-
eral meshes (or a combination thereof), a number of publications considers subdivision
of three-valent meshes either as their main topic or as an illustrative example. As
mentioned in [CBV02], hexagonal meshes can be subdivided using various factors, in-
cluding 3, 4 and 7. Naturally, higher factors are also possible. However, the higher the
factor, the faster the number of n-gons grows upon subdivision, which therefore makes
it less attractive. Like most honeycomb schemes, [CBV02] construct a scheme that gen-
erates 3 new hexagons (or n-gons, in general) for each original one, and can be inter-
preted as a dual of the√3 scheme. The standard subdivision tools are used to tune the
stencils and verify the necessary properties of the characteristic map. Boundary rules
are added in [BCV02]. Likewise, [AS02] propose a factor-3 honeycomb scheme using
the same topological approach but with different stencils. The related paper [Akl+04]
considers the subdivision of three-valent pentagonal meshes.
The above schemes are not spline-based, but instead have subdivision stencil tuning
as starting point. In contrast, a spline-based scheme starts with the subdivision of
ordinary regions of the piecewise polynomial surface and extends from there. We note
that stencils for subdividing the ordinary regions of half-box spline surfaces are known
[PB02]. Extraordinary regions can be either approached using a hole-filling approach
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(such as the method described in [PU99]), or using subdivision, as aimed for in this
section.
Interestingly, [OS03] briefly describe an approach on how to handle extraordinary
regions in a half-box spline scheme using a composition of subdivision operations in
one of its examples, but does not go into detail. [Dod05] also mentions the theoretical
existence of a half-box spline scheme in a systematic overview of bivariate subdivision
schemes. Finally, [DLL92] and in particular [DLS03] both consider factor-4 honeycomb
schemes. These are however not spline based, although they use the same topological
split.
Summarising, there is a small body of literature considering the use of three-valent
meshes and the subdivision thereof. We are not aware of published work discussing
the details of tuning stencils (such as the degrees of freedom) for extraordinary regions
or boundaries in a half-box spline context, nor any discussions on the peculiarities of
such a scheme, including the occurrence of ineffective eigenvectors.
We take off from the definition of half-box splines given in (2.23) with the aim to
find the two-scale relation for H111(u), with u ∈ R2. With the freshly introduced no-
tion of discrete convolution in mind, we consider the indicator function with upward-
pointing triangle △ as support and quadrisect it by bisecting its edges. Note that this
is the equivalent of bisecting the constant uniform B-spline M0(t) in the univariate
setting. Subsequently, we apply directional convolution in each of the three directions
e1, e2 and e3, stressing that also the direction vectors are bisected. Using this iterat-
ive approach, we obtain the coefficients of the two-scale relation for H111(u), or in



















Figure 3.7: Obtaining the subdivision mask forH111(u) through directional convolution
with bisected direction vectors.





withHk111(u) shorthand notation for either a shifted copy ofH111(u) or a shifted copy
of the mirror-symmetric H¯111(u), we can follow the same approach as taken in (3.28)
and express each Hk111(u) as the sum of dilated, shifted, and in this case, also rotated









with ml the mask coefficients. If, for a moment, we consider the so-called functional









111(u) = 1. (3.32)
We can then rewrite the above such that each hkl111(u) appears only once†, multi-
plied by a sum of mask coefficients ml. As the hkl111(u) sum to ( 12 )5−dim(supp(H111)) =
( 12 )
3 = 18 , this implies that the sums of coefficients are equal to 8. We then normaliseso that the sums of coefficients are 1 (which in turn implies scaling hkl111 by a factor
8). Going back to our spatial setting with P k ∈ R3, this means that the sums of coef-
ficients are affine combinations that are applied to the control points P k (compare to
(3.28)). In other words, these sums are our subdivision stencils.
The stencils can also be obtained following a more visual approach. Selecting a
single hkl111(u), we can determine all Hk111(u) it contributes to. Writing down the rel-
evant mask coefficient ml next to the centre of each Hk111(u) then results in a visual-







Figure 3.8: A visual approach to determine the two stencils associated with the half-
box spline H111(u). The coloured outlines correspond to the mask coefficients shown in
Figure 3.7.
With these two stencils, S1 and S2, we can now subdivide a three-valent hexagonal
control net (or mesh) and its corresponding half-box spline surface. However, as can
easily be shown using the Euler-Poincaré characteristic, the set of surfaces that can
be modelled using a three-valent hexagonal mesh is extremely limited in a topological
sense. Considering closed meshes, these are surfaces that are homeomorphic to a torus.
In order to model other surfaces, we have to mix in different n-gons (e.g. pentagons or
heptagons), referred to as extraordinary faces (EFs), or allow vertices with valencies
n ̸= 3, so called extraordinary vertices (EVs). We limit ourselves to EFs‡, and therefore
have to construct new stencils for general n-gons; see Figure 3.9.
†Similar to the example in the univariate case, each hkl111(u) contributes to multipleHk111(u).‡Allowing EVs in this schemewould correspond to allowing EFs in e.g. Loop’s subdivision scheme, which






















Figure 3.9: Half-box spline subdivision stencils S1 and S2 for a hexagonal mesh (left) and
for a mesh containing general n-gons (right).
Determining the coefficients for the new stencils — such that the limit surface is
visually pleasing — is the main challenge of developing a new subdivision scheme. A
toolbox to facilitate this task has been developed and extended [DS78; BS86; BS88; BS90;
Rei95; PR08] since the first subdivision schemes were published. In short, the following
steps are taken. First, a mesh M is composed by surrounding an isolated n-gon by a
ring of hexagons. Then, a general subdivision matrixAn that describes the subdivision
of this mesh is established. Upon applying this matrix to the mesh, a special spline ring
composed of spline patches (in our case, half-box spline patches) is constructed above
the ordinary regions of the subdivided mesh (i.e. the parts not containing the EF). If
this spline ring satisfies certain conditions, the limit surface is C1 at the limit position
of the EF (i.e. its vertices have converged to a single point). Away from the EF, the limit
surface is composed of the spline patches and has the usual continuity (which in our


















Figure 3.10: An isolated pentagon in an otherwise hexagonal mesh M and its vertex
labelling (left). Subdivision of the mesh, resulting in two rings of hexagons surrounding a
scaled pentagon (middle). Characteristic spline ring composed of half-box spline patches
defined using the ordinary part of the subdivided mesh (right).
Using the notation for the stencil coefficients introduced in Figure 3.9 (right) and
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the ordering of the vertices shown in Figure 3.10 (left), we construct A5:
A5 =

a0n 0 0 0 a
1
n 0 0 0 a
2
n 0 0 0 a
3
n 0 0 0 a
4
n 0 0 0
bn dn 0 0 cn 0 0 0 0 0 0 0 0 0 0 0 cn 0 0 0
1/2 1/8 1/8 0 0 0 0 0 0 0 0 0 0 0 0 0 1/8 1/8 0 0
1/2 1/8 0 1/8 1/8 1/8 0 0 0 0 0 0 0 0 0 0 0 0 0 0
a4n 0 0 0 a
0
n 0 0 0 a
1
n 0 0 0 a
2
n 0 0 0 a
3
n 0 0 0
cn 0 0 0 bn dn 0 0 cn 0 0 0 0 0 0 0 0 0 0 0
1/8 1/8 0 0 1/2 1/8 1/8 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1/2 1/8 0 1/8 1/8 1/8 0 0 0 0 0 0 0 0 0 0
a3n 0 0 0 a
4
n 0 0 0 a
0
n 0 0 0 a
1
n 0 0 0 a
2
n 0 0 0
0 0 0 0 cn 0 0 0 bn dn 0 0 cn 0 0 0 0 0 0 0
0 0 0 0 1/8 1/8 0 0 1/2 1/8 1/8 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 1/2 1/8 0 1/8 1/8 1/8 0 0 0 0 0 0
a2n 0 0 0 a
3
n 0 0 0 a
4
n 0 0 0 a
0
n 0 0 0 a
1
n 0 0 0
0 0 0 0 0 0 0 0 cn 0 0 0 bn dn 0 0 cn 0 0 0
0 0 0 0 0 0 0 0 1/8 1/8 0 0 1/2 1/8 1/8 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1/2 1/8 0 1/8 1/8 1/8 0
a1n 0 0 0 a
2
n 0 0 0 a
3
n 0 0 0 a
4
n 0 0 0 a
0
n 0 0 0
cn 0 0 0 0 0 0 0 0 0 0 0 cn 0 0 0 bn dn 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1/8 1/8 0 0 1/2 1/8 1/8 0
1/8 1/8 1/8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1/2 1/8 0

.
Observe that A5 is a block-circulant matrix with 4× 4 lower-triangular blocks Ak .
This is the case for all n ≥ 3, defining An as
An =

A0 A1 . . . An−1
An−1 A0 . . . An−2
... ... . . . ...
A1 A2 . . . A0
 , (3.33)




n 0 0 0
bn dn 0 0
1/2 1/8 1/8 0




n 0 0 0
cn 0 0 0
0 0 0 0




n 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
,
. . . , An−2 =
 a
n−2
n 0 0 0
0 0 0 0
0 0 0 0




n 0 0 0
cn 0 0 0
1/8 1/8 0 0
0 0 0 0
 .
The red zeroes in A1 and An−1 come from the “skipped” vertex in stencil S1 (see
Figure 3.9) but have no further significance.
BecauseAn is a square matrix, it can be applied arbitrarily many times to the mesh
M , which causes it to converge to some limit mesh. The behaviour of the converging
mesh is strongly related to the eigenstructure of the subdivision matrix. To study it,
we apply the discrete Fourier transformation (DFT) to An, which turns it into a block
diagonal matrix Dn. As we will see, the eigenstructure follows almost directly from
Dn. Before that, in order to gain some insight in the DFT, consider the definition of a
















The DFT matrix Fn, with n the valency of the n-gon, is constructed such that each
entry corresponds to the point ω raised to the power kl, where the indices refer to the
kth row and lth column of the matrix, both starting from 0. Note that this results in a
symmetric matrix, and that ωkl = ωkl−n. The inverse of Fn is its conjugate transpose
F ∗n divided by n. As example, consider n = 3:
F3 =
 1 1 11 ω ω2
1 ω2 ω4
 =







A geometric interpretation of multiplication by ω is a clockwise rotation by 2pin onthe unit circle. Each row (or column) of Fn is therefore associated with a frequency,
that is, how fast the equally-spaced points on the complex unit circle are sampled. The











Figure 3.11: The point ω on the unit circle for n ∈ {5, 6, 7} shown in red. Application
of Fn results in clockwise rotations of the point. The resulting sequence of points (red and
black) forms an n-gon inscribed in the unit circle.
In order to obtain Dn, we first take the Kronecker product of the DFT matrix Fn
with the unit matrix of the same size as the blocksAk , which yields a block-DFTmatrix
Fn,4 = Fn ⊗ I4. We then obtain







The remarkable result is that the following expression captures all blocksDl, with







ωklakn 0 0 0





























Observe that as all blocks Ak are lower triangular, the blocks Dl are as well. This
means that the eigenvalues ofDn follow directly as the union of diagonal entries of the




Anw⃗ = λw⃗, (3.35)
where w⃗ = Fn,4v⃗. It follows that the matrix Dn is similar to An. That is, they share
the same eigenvalues, but in general have different right eigenvectors. The right ei-
genvectors of Dn are the right eigenvectors of the blocks Dl vertically padded with





w the left eigenvectors of An.
Subdivision surface theory [PR08] now states the following two well-known neces-
sary conditions for a subdivision scheme to be C1:
1. An should have a single dominant eigenvalue of value 1 (which is satisfied by
the top-left eigenvalue inD0 in our case),
2. An should have two subdominant eigenvalues, coming from the blocks D1 and
Dn−1.
These subdominant eigenvalues also indicate the rate of contraction of a subdivision




ωklakn, or λ = Fna, (3.36)





















































4n k = 0,





which is in fact the same expression as the one which appeared in [DS78]. Note that
for n = 6 we have to use the original stencil S1, as unfortunately it is not captured by
(3.37). We will comment on this observation later on.
As for tuning stencil S2, note that a modification of its coefficients would result in
a subdivision scheme that is no longer uniform. In other words, a three-valent vertex
would then be treated differently depending on the valency of the n-gon it is part of.
For now we leave S2 to be unchanged, but we will come back to this towards the end
of the section.
With the subdivision matrixAn complete, we can study what happens to the mesh
M when it is subdivided arbitrarily many times. To do so, we consider the eigendecom-
position An = V ΛV −1, where V contains the right eigenvectors of An as columns,
Λ is a diagonal matrix† containing the eigenvalues of An and V −1 contains the left
eigenvectors ofAn as rows‡. Now, becauseAn contains a single dominant eigenvalue




n M = lim
m→∞V Λ
mV −1M





















Furthermore, as the individual rows ofAn add up to 1, the right eigenvector w⃗0 as-
sociated with λ0 is a column of ones. It follows that (3.38) reduces toM (pre-)multiplied
by the left eigenvector ←w0 associated with λ0, which shows that ←w0 is in fact the limit
stencil cf. (3.29).
We now arrive at the last step that comes with the third necessary condition for a
scheme to be C1:
3. The characteristic map, that is, the limit surface associated with the mesh defined
by the right eigenvectors w⃗1 and w⃗n−1 associated with the subdominant eigen-
values λ1 and λn−1, should be injective and regular.
Let us pause here to see why w⃗1 and w⃗n−1 can be interpreted as the x- and y-
coordinates of vertices forming a mesh. First, note that the blocks D1 and Dn−1 are
complex conjugates, which means that also their eigenvectors are complex conjug-
ates. Determining the (4× 1) eigenvector g⃗ of D1 associated with λ1 = 12 and vertic-ally padding it with zeroes gives us v⃗1. Using the DFT, in particular the first column
[1, ω, ω2, . . . , ω(n−1)]T of Fn, then results in w⃗1; see (3.35). Observe that w⃗1 contains
n counter-clockwise rotations of g⃗. Similarly, we obtain v⃗n−1 fromDn−1 (though note
that v⃗1 and v⃗n−1 are not complex conjugates). Applying the DFT matrix again, more
†A subdivision matrix can be defective, in which case it cannot be diagonalised. Instead, the Jordan
normal form can then be used, resulting in generalised eigenvectors and a matrix Λ that is block-diagonal.
‡Recall that the dot product of right- and left eigenvectors associated with different eigenvalues vanishes.
The dot product of right- and left eigenvectors associated with the same eigenvalue can be assumed to be 1
by scaling the eigenvectors. It follows that V −1 contains the left eigenvectors.
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specifically, the last column [1, ω−1, ω−2, . . . , ω−(n−1)]T of Fn, yields w⃗n−1, contain-
ing n clockwise rotations of g⃗∗, the complex conjugate of g⃗. It follows that also w⃗1
and w⃗n−1 are complex conjugates. Visualising either in the complex plane C shows a
(logically) rotationally symmetric structure that can be interpreted as a mesh, which is
known as the natural configuration [BS86]. Note that w⃗1 and w⃗n−1 can be redefined as
its real and imaginary components, respectively. In that case, interpreting them as x-
and y-coordinates of the vertices naturally yields the same result in R2.
Next, we express the meshM in terms of the right eigenvectors, that is, find coef-








This can always be done as the w⃗k form a basis. The coefficients follow as V −1M .
Then, we have that





























If we now assume the meshM to be translated such that its limit position coincides
with the origin, i.e. c0 = ←w
T
0M = 0, the subdominant components c1w⃗1 + cn−1w⃗n−1
become dominant upon repeatedly subdividing M . In other words, any mesh locally
converges to (a linear transformation of) the natural configuration. The associated limit
surface is referred to as the characteristic map, which — as stated above — should be
injective and regular for the scheme to beC1. Effectively, this means that we can locally
use the characteristic map as parameter domain of the limit surface, and furthermore,
that the Jacobian of the characteristic map does not vanish.
In addition, the above suggests that the plane containing the natural configuration
is tangent to the limit surface at the limit position of the EF. This tangent plane is
spanned by the two coefficients (i.e. vectors) c1 and cn−1, which reveals that ←w1 and←
wn−1 are tangent limit stencils (note that the coefficients of each ←wm sum to zero for
m ≥ 1). With c1 = (1, 0, 0) and cn−1 = (0, 1, 0)we retrieve the natural configuration.
Observe that with increasing steps of subdivision, an increasingly large part of the
mesh becomes ordinary. As shown in Figure 3.10 (right), these ordinary regions then
can be associated with spline rings. When this is applied to the natural configuration,
we obtain characteristic spline rings. Because of rotational symmetry and the scaling
property of these spline rings composing the characteristic map (recall that the natural
configuration is an eigenvector), analysis of the Jacobian on one sector of a single ring
suffices to verify that the third necessary condition is met [WW01]. Figure 3.12 shows
characteristic maps for selected valencies when using the original S2.
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3.2 Figure 3.12: Natural configurations (grey) and images of the characteristic map for n ∈
{3, 4, 5, 6, 7, 8} (black).
Although the characteristic map satisfies the required conditions for all depicted
valencies, the natural configurations for n = 3 and n = 4 exhibit unusual behaviour.
In both cases there are coinciding vertices, resulting in degenerate polygons. Further-
more, for n = 3 the natural configuration contains self-intersecting polygons. For
applications where the subdivided mesh (as opposed to the limit surface) is the object
of interest, this could lead to undesirable results. As such, we can reconsider tuning S2
to potentially improve things.
When tuning S2, the condition for bounded curvature at the limit position of the
n-gons comes into play, which states that
4. An should have three subsubdominant eigenvalues µ, equal to the squared value
of the subdominant eigenvalues, coming from the blocksD0, D2 and Dn−2.
In our case, we have to ensure that µ = 14 . The only way to satisfy this is to set
dn = µ. Clearly, we also have the condition bn + 2cn + dn = 1, which now yields the
condition bn + 2cn = 34 . This leaves us with only one DoF, which then theoreticallyresults in a range of admissible values of bn and cn. Figure 3.13 shows improved natural
configurations and their associated characteristic maps using empirical values of b3 =
0.45 and b4 = 0.35.
Boundaries and creases
Support for boundaries in a subdivision scheme, and likewise for (sharp) creases, sig-
nificantly increases the versatility of the objects that can be modelled with it. Adding
boundary rules to honeycomb schemes has been considered in [BCV02], and for selec-
ted three-directional box splines in [SB03]. In our case, we have cubic surface patches




Figure 3.13: Improved natural configurations and their characteristic maps for n = 3
(left) and n = 4 (right).
Figure 3.14 illustrates our approach at an ordinary boundary (i.e. a contiguous set
of hexagons at the boundary of a three-valent mesh). The Bézier points controlling the
boundary curve are highlighted in red, green and black. Using e.g. blossoming [Ram89],
it is readily observed that the green points form the control polygon of a cubic B-spline
curve with double knots. The subdivision scheme for such a curve, which can act as
either a boundary or as a sharp crease, is known [KSD13]. Corners of the mesh (such
as the black point) can be reflected in the B-spline curve by using a triple knot.
Figure 3.14: Original (left) and subdivided (right) hexagonal mesh (grey) with triangu-
lar surface patches (red). The red, green and black points are the Bézier points defining
the boundary curves (which is piecewise C1 cubic). At the boundary, the hexagons are
truncated into pentagons and triangles to form an auxiliary structure (blue).
We use the control polygon of the B-spline to truncate the hexagons at the bound-
ary. Rather than using half-polygons as used in [BCV02], we build an auxiliary struc-
ture composed of pentagons and triangles (blue), which is defined by the green and
black Bézier boundary points and the interior points (yellow and orange). Showing
this structure to the user instead of the contiguous set of hexagons at the boundary
clearly provides a more intuitive preview of the eventual boundary curve associated
with the mesh.
Direct interaction with the boundary control polygon proves difficult. Indeed, mov-
ing a single green point requires the update of other points of the boundary hexagon
it lies within, which in turn influence the position of neighbouring green points. As
such, interaction quickly turns into solving a global system, which is not an accept-
able approach. We defer handling interaction, along with handling the various types
of corners (there are two convex and two concave configurations) to future research.
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Evaluation of the limit surface
With the subdivision stencils tuned and the C1 smoothness requirements satisfied, it
is time to take a more pragmatic look at our scheme. Given a three-valent mesh of ar-
bitrary manifold topology, possibly with boundaries, we are interested in its associated
limit surface (in the context of our half-box spline subdivision scheme) and the eval-
uation thereof. As mentioned before, ordinary regions correspond to half-box spline
surface patches. The remaining regions either contain EFs or lie on the boundary. Fo-
cusing on the former case, we assume that all EFs are separated in the sense that no
two EFs share a common edge. In case EFs are not separated, the mesh can be (locally)
subdivided by applying the appropriate stencils.
The extraordinary regions now form control netsN for the remaining surface patch-
es. These control nets are composed of the n-gon (i.e. the EF) and two hexagons, and
therefore consist of n+7 control points. We assume all patches to be parameterised on
the unit triangle Ω. As illustrated for the characteristic map before, every subdivision
step effectively changes part of the extraordinary region into an extension of the or-
dinary region, which then becomes associated with ordinary surface patches. As such,
the resulting extraordinary patch S(u) is composed of an infinite sequence of layers of
three ordinary patches each. The unit triangle is partitioned such that each ordinary
patch S(u)∣∣
Ωk,l
corresponds to a tile Ωk,l, where k ∈ {1, 2, 3} indexes the tiles in the







Figure 3.15: The domain triangle Ω partitioned into tiles Ωk,l (left). A control netN con-
taining an EF (grey) and its associated surface patch with the partitioning of the parameter
domain projected onto it (right). The control net subdivided using A¯Sn is shown in black.
We can now extend Stam’s approach for evaluating limit surfaces of other subdivi-
sion schemes [Sta98a; Sta98b] to our scheme. Given barycentric coordinates (u, v, w)
in the domain triangle, we can readily determine the indices of the tile Ωk,l containing
the point — the layer can be obtained as l = floor(− log2(u))+1, whereas the value for
k then follows from v and/orw. To virtually subdivide the control netN†, we construct
(n + 7) × (n + 7) subdivision matrices ASn . We apply this matrix (l − 1) times to N .
In addition, we need (n + 16) × (n + 7) extended subdivision matrices A¯Sn to obtain
the 9 vertices in the ordinary region, see Figure 3.15 (right). We apply this matrix once.




Using 13 × (n + 16) extraction matrices Xkn we can then extract the appropriate 13
control points associated with our ordinary patch. Finally, using maps tk,l(u, v, w) we
map Ωk,l to Ω to evaluate the patch.
A key point of Stam’s approach is to eigendecompose the subdivision matrixASn =
VnΛnV
−1
















withHT111(u) the blending functions, i.e. the 13 parts of the half-box spline H111(u).
The eigendecomposition also reveals two alternative representations of (3.40) in terms

















with λn,m and w⃗n,m themth eigenvalue and right eigenvector ofASn , respectively. This








wherePm are the control points forming themeshN , and cm are the coefficients when
N is expressed in terms of the right eigenvectors, see (3.39). In addition, observe that
the eigenfunctions satisfy the scaling relation†
ψn,m(u/2) = λn,mψn,m(u). (3.44)
From (3.42) it follows that ψn,0(u) = 1‡. Moreover, the scaling relation (3.44) hints
at the following (though does not directly prove it) — the eigenfunctions associated
with λn,m = 12 are linear, and those associated with µn,m = 14 are piecewise quadratic.Taking (directional) derivatives of the eigenfunctions results (due to the definition
of tk(u) and the chain rule) in a multiplicative factor 2l. Together with the already
present λl−1n,m, this yields a factor 2(2λn,m)l−1. As the derivative of ψn,0(u) van-
ishes, this shows that the eigenfunctions associated with the subdominant eigenvalue
λn,m =
1
2 dominate the behaviour of the limit surface near the limit point. In fact,these eigenfunctions are the characteristic map.
Finally, wemention that the evaluation of limit surfaces near boundaries is a straight-
forward extension, which follows the methods described in [SES04; LB07], both based
on so-called ghost points and the Jordan normal form of subdivision matrices.
†If the point u is contained in tile Ωk,l, u/2 is contained in Ωk,l+1. Then, HT111(tk,l(u)) =
HT111(tk,l+1(u/2)), and the relation follows.‡Recall that w⃗n,0 is a vector of ones, that the rows of any subdivision matrix sum to 1, and that the parts
ofH111(u) form a partition of unity. Then, it must be that ψn,0(u) = λ0 = 1.
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To recap this section — we can now evaluate limit surfaces associated with our
scheme at arbitrary points; Figure 3.16 shows an example of a half-box spline subdivi-
sion surface evaluated at and around a pentagon, and Figure 3.17 the subdivision of a
mesh I like to refer to as Hexakitten. In addition, we have gained insight in the repres-
entation of the surface patches using either subdivision splines or eigenfunctions.
Figure 3.16: A half-box spline subdivision surface evaluated at and around a pentagon.
The resulting spline rings are offset for visualisation purposes only. The result is flat-shaded
on the left to highlight the individual patches, and smooth-shaded on the right.
Figure 3.17: Initial mesh of Hexakitten (left), one step of half-box spline subdivision
(middle left), the flat-shaded limit surface (middle right) and the smooth-shaded limit
surface (right).
Ineffective eigenvectors
To conclude our discussion on half-box spline subdivision, we discuss the notion of
ineffective eigenvectors [PR08]. Given a set of blending functions that is not linearly
independent, a nullspace (kernel) associated with these blending functions exists. Ob-
serve that this is the case for ourHT111(u), which contains 13 blending functions (i.e.
the parts of H111(u)) to represent a cubic patch. However, at most 10 basis functions
are required to represent a cubic patch. Computation (using the BB-form) shows that
the associated nullspace of our blending functions is of dimension 3.
Next, consider the evaluation of an extraordinary patch S(u) as in (3.43) using the
eigenfunctions ψn,m(u) of (3.42). Note that A¯Sn extends the right eigenvector w⃗n,m of
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length (n+7) to a vector ⃗¯wn,m of length (n+16), and thatXkn subsequently extracts 13




, it follows that
ψn,m(u) vanishes on the tiles Ωk,l on all layers for this specific k. In fact, it turns out
that ψn,m(u) vanishes on the entire domain Ω. If the associated eigenvalue λn,m = 0,
this clearly has no effect, but if λn,m ̸= 0, it does. In the latter case, the eigenvector
w⃗n,m is referred to as ineffective.
The consequence of an ineffective eigenvector is that part of the spectrum of ASn
does not contribute to the resulting surface. This can pose a problem for the analysis
of a subdivision scheme if eigenvectors associated with the dominant, subdominant or
subsubdominant eigenvalues coming from the appropriate block(s) Dl are ineffective.
Ineffective eigenvectors associated with other eigenvalues do not affect the analysis
and can be considered harmless.
A possible approach is to check for each individual eigenvector whether it is effect-
ive or not, and if it is not, to remove it by modifying the subdivision matrix [PR08].
Alternatively, it is sufficient to verify whether the set of eigenvectors relevant for C1
continuity (and possibly those associated with bounded curvature) is effective; if one
or more turn out to be ineffective, they can be removed using the same procedure.
For the ordinary valency n = 6, the vectors ⃗˜wn,m contain the same entries as
the original eigenvectors w⃗n,m (though in different order). As such, we can directly
check whether they are in the kernel of our blending functions. It turns out that in
this case there are three ineffective eigenvectors. To our knowledge, this is the first
non-artificial subdivision scheme that exhibits this phenomenon. The three ineffective
eigenvectors are associated with eigenvalues 12 , 14 , 14 , which looks problematic at firstsight. However, eigenanalysis in the Fourier domain shows that these eigenvalues do
not come from relevant blocks Dl. These ineffective eigenvectors are therefore harm-
less, although it results in the peculiar property that our half-box spline scheme has a
triple subdominant eigenvalue.
3.2.2 Catmull–Clark subdivision
TheCatmull–Clark subdivision scheme is a generalization of midpoint knot-refinement
for uniform bicubic B-spline surfaces. The associated mask can easily be obtained by
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The stencils can then be extracted from the mask by selecting every other entry
from every other row. They are highlighted in different shades and are visualised in
Figure 3.18.
The tensor-product stencils suffice for the subdivision of quad meshes for with all
vertices have valency n = 4, though just as with three-valent meshes, we need to allow
EVs or EFs in the mesh to permit the design of meshes of arbitrary manifold topology.
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Catmull–Clark supports both, though after the first subdivision step, all n-gons are
turned into quadrilaterals. As such, we focus on stencils to update EVs. Developing
these can be done in various ways. The original paper by Catmull and Clark [CC78]
used an empirical approach, whereas [DS78] used a more analytical method to derive
























Figure 3.18: Stencils for the Catmull–Clark subdivision scheme. The ordinary vertex sten-
cil (left) is generalised to arbitrary valencies n ≥ 3 (right).
Although various improvements have been suggested (see e.g. [ADS06; ZSC18] and
the references therein), the rules proposed by Catmull and Clark are still the most pop-
ular ones. These stencil coefficients can be expressed as simple expressions valid for
every valence n ≥ 3:









We now have a complete set of stencils and can apply Catmull–Clark subdivision
to any closed quadrilateral mesh. Adding boundary rules to this scheme is straight-
forward, as the boundaries are simply uniform cubic B-splines. However, it should be
mentioned that — especially for concave sections of the boundary — the default bound-
ary stencils can be improved [BLZ00]. Figure 3.19 shows a mesh containing several EVs
of valencies n ∈ {3, 5, 6}, two subdivision steps and the resulting limit surface.
Although incomplete attempts at proving C1 continuity for Catmull–Clark ap-
peared not long after the original publication, a complete proof was published years
later in [PR98] based on the characteristic map. We note that for n ̸= 4, the subdom-
inant eigenvalues λ ̸= 12 , which leads to different rates of contraction around EVs.Furthermore, for n ̸= 4 the subsubdominant values µ ̸= λ2, which results in zero or
unbounded curvature at the limit point. Modifications have been proposed to amelior-
ate this [ADS06]. The scheme does not exhibit ineffective eigenvectors as the uniform
bicubic B-splines are linearly independent.
Evaluation of arbitrary points on the limit surface can by done by Stam’s method,
whose original publication [Sta98a] focused solely on the Catmull–Clark scheme. Every
quadrilateral surface patch is parameterised on the unit square Ω, which is partitioned
into tilesΩk,l, see Figure 3.20. The patch consists of an infinite number of layers of three
tiles each, all connecting with C2 continuity. Only at the EV does the continuity de-
crease toC1. For a given point (u, v), the layer is determined as floor(− log2(max(u, v))
+ 1, after which k follows using u and/or v.
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Figure 3.19: An initial mesh followed by two steps of Catmull–Clark subdivision and
the corresponding limit surface (top). The ordinary regions of the limit surface can be
directly evaluated as uniform bicubic B-splines (bottom left). The extraordinary regions
are filled with spline rings connecting C2, though the continuity is reduced to C1 at the




















Figure 3.20: Every quadrilateral surface patch is parameterised on the unit squareΩ (left),
which is partitioned into tiles Ωk,l (middle). Before an ordinary patch associated with a
tile Ωk,l can be evaluated, the tile needs to be mapped to Ω using a map tk,l(u, v) (right).
For each valency, a (2n+8)×(2n+8) subdivision matrixASn is constructed, which
is applied (l − 1) times as virtual subdivision to the control net N for a patch S(u, v).
The matrix can be eigendecomposed as ASn = VnΛnV −1n . An extended subdivision
matrix A¯Sn of size (2n+17)× (2n+8) is applied afterwards. To extract the 16 control
points required to evaluate the ordinary patch associated with the tile Ωk,l, we use
extraction matricesXkn of size 16× (2n+ 17). Finally, the tile is mapped to Ω using a
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with MT44(u, v) the 16 parts of the uniform bicubic B-spline. Figures 3.20 and 3.21
illustrate the approach. Note that our ordering of control points differs from the one
Stam uses — ours slightly simplifies the implementation ofASn .
We remark that similarities in notation regarding the evaluation of half-box spline

















Figure 3.21: The control net N for a quadrilateral face containing an EV with n = 5
along with the ordering of its control points (left). The associated patch is composed of
an infinite number of layers, each composed of three ordinary patches. Using an extended
subdivision matrix, 9 additional control points are obtained (middle). The 16 control points
for evaluating an ordinary patch are then extracted usingXkn (right).
Expressions for the subdivision splines ϕn,m(u, v) and eigenfunctions ψn,m(u, v)
















Catmull–Clark subdivision is without a doubt the most commonly used subdivision
scheme in the entertainment industry. Software packages such as Maya and BlendeR
include efficient implementations of the scheme. More recently, Pixar open-sourced
its set of libraries collectively referred to as OpenSubdiv using e.g. the GPU to allow
high-performance rendering of the limit surface (or an approximation thereof).
The presence of subdivision modelling is less prominent in CAD/CAE software
packages, though recently some have adopted this workflow. Notable examples in-
clude the introduction of the Realize Shape environment in NX 9, the Mesh Modeler in
AutoCAD 2010, the Imagine & Shape module in CATIA 5 and the Freestyle extension
in PTC CReo.
In Chapter 4 we will get back to Catmull–Clark subdivision splines and derive im-
proved quadrature rules for efficient numerical integration.
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3.2.3 An overview of (half-)box spline-based subdivision schemes
With any (half-)box spline satisfying the two-scale relation, the list of potential subdi-
vision schemes is virtually endless. However, the majority of these schemes would not
be very practical — associated surface patches of high degree or a lack of (rotational)
symmetry of the spline quickly renders a scheme useless. As such, a list of relatively
low degree (half-)box splines that are ‘mostly’ symmetric provides a decent overview
of the possibilities in the context of subdivision schemes. Table 3.1 aims to show ex-
actly this information. For the masks and stencils for most of these splines, we refer to
[Dod+09].
Note that some numbers in the fifth column have been highlighted. Green indicates
that the patch is undercomplete, i.e. that the blending functions do not span the com-
plete approximation space. In the case ofM222, the patch is quartic, which is typically
defined using 15 basis functions. However, the box spline only supplies 12 blending
functions, which means that 3 of them are missing (which is indicated with the −3
in brackets). On the other hand, red indicates that a patch is overcomplete, i.e. that
there are too many blending functions (indicating linear dependence). The surplus of
blending functions is indicated in brackets. For this last group of blending functions,
the occurrence of ineffective eigenvectors is likely, but not certain. Take for instance
the Zwart–Powell splineM1111, using 7 blending functions to define a quadratic patch.
Eigenanalysis shows that, although there is an eigenvector that is in the kernel of these
blending functions, its associated eigenvalue is 0, which means it is not classified as an
ineffective eigenvector.
Secondly, there are a couple of remarks to be made with regard to half-box splines.
These are only shown for the three-directional setting (note that in the first column
the associated box spline is mentioned in grey). Although half-box splines can also be
defined for the two- and four-directional cases, the resulting supports of the splines do
not have a nice rotational symmetry. However, there is another group of box splines —
the six-directional ones — for which there are splines with rotational symmetry similar
to half-box splines. Figure 3.22 showsM111111 andH000111, where the fourth, fifth and
sixth directions are secondary directions each resulting from summing two principal
directions.
Figure 3.22: The quarticC3 six-directional box splineM111111 (left) and a cubicC2 spline
H000111 (left), obtained by applying directional convolution to the triangular indicator
function in the fourth, fifth and sixth direction.
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M33 2× 2 C1 3× 3 Doo–Sabin [DS78]
M44 3× 3 C2 4× 4 Catmull–Clark [CC78]
Md+1d+1 d× d Cd−1 (d+1)×(d+1) Stam [Sta01]
M222 4 C
2 12 (-3) Loop [Loo87]
M333 7 C
4 27 (-9) —
H111
(M221)
3 C1 7 + 6 (+3) Ours [BSK19]
H222
(M332)
6 C3 19 + 18 (+9) —
M1111 2 C
1 7 (+1) Simplest [PR97]
M2211 4 C
2 14 (-1) Mentioned in [PS04b]
M1122 4 C
2 17 (+2) —
M2222 6 C
4 28 4-8 [VZ01]
Table 3.1: An overview of the properties of mostly symmetric (half-)box splines of relat-
ively low degree.
As mentioned above, not all subdivision schemes are based on (half-)box splines,
and neither are all schemes uniform and stationary. An overview of the multitude of
remaining schemes is somewhat out of scope. Notwithstanding, we briefly mention
some special schemes, or rather, concepts. One of those is known as guided subdi-
vision, which yields curvature-continuous surfaces by sampling piecewise polynomial
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guide surfaces around EVs [KP07]. Another approach is referred to as polar subdivision,
which doubles the valency of specific vertices every subdivision step and converges to
a C2 surface [MP09]. Finally, there is the NURBS-compatible subdivision scheme, which
extends subdivision surfaces to the realm of NURBS [Cas10].
Finally, we remark that there might be other extensions of subdivision that have
not yet been explored in detail. One direction are the rep-tiles, which are (2D) shapes
that can be composed of scaled, shifted and often rotated versions of themselves. Us-
ing a rep-tile as the support of an indicator function† and subsequently following the
directional convolution approachwould then guarantee a two-scale relation for the res-
ulting function‡. Irrep-tiles expand this class considerably by allowing different scaling
factors — an extreme example is the hexagon, which can be tessellated using an infinite
number of smaller hexagons using scaling factors that are powers of 13 . The conceptscan be extended to higher dimensions, for which I think self-tessellating shapes would
be an apt description. See also [Pet14], which discusses related matters.
Proceeding into the same direction brings up the notion of self-tiling tilesets [Sal12;
Sal14]. The idea would be to work with k functions that can be expressed as weighted
sums of dilated and shifted versions of each other. Although in a different setting,
an example is discussed in [LS07], which considers two (piecewise) bilinear functions,
each with a square support, where one is rotated by 45◦ and scaled by a factor√2. It is
placed in the context of four-directional box-splines, and are actually referred to as half-
box splines, though it does not match the definition we have used so far (i.e. a pair of
half-box splines should sum to a box spline of the same type). The example also shows
some aspects of an irrep-tile, though note that the dilated versions of these functions
have to overlap in order to compose each other — which is of course a fundamental
aspect of a (generalised) two-scale relation, as overlap enables connections of higher
continuity. Naturally, for both extensions, the shifts (and rotations) of the selected and
resulting function(s) should still partition unity in order to be fit for subdivision.
3.3 Alternatives
In addition to composite G1 Bézier and Gregory surfaces and subdivision surfaces,
there are a few other ways to obtain or model a smooth surface of arbitrary topology.
We shine light on some of these, but do not elaborate.
3.3.1 Approximated Catmull–Clark subdivision surfaces
This approach is a combination of subdivision surfaces and composite G1 Bézier or
Gregory surfaces. The idea is to replace the infinite sequences of spline rings at EVs (or
EFs) by either Bézier patches [LS08] or by Gregory patches [Loo+09]. Arguably, there
are very few applications where the exact shape of the subdivision surface around the
†It appears to be quite difficult to use something different from a constant function (i.e. the indicator
function) such that the result still adheres to a two-scale relation.
‡Although the shape of some rep-tiles might not be practical to use for surface patches, the directions
in which it is convolved might divide it into one or more shapes better suitable for the task (compare this to




EV is the desired shape. As such, approximation is a very sensible approach. It can
be interpreted as a method in between repeated subdivision of an initial mesh to get a
visually smooth result (usually after 4-6 steps) and the actual exact limit surface.
The method using Gregory patches [Loo+09] also supports quad-triangle meshes
(designers often add an occasional triangle in an otherwise quadrilateral mesh). It uses
the quartic Gregory patch fromWalton andMeek [WM96], though the work by Longhi
[Lon85] is cited, which is not correct in their context.
The OpenSubdiv library supports a very similar (though not identical) approach
to approximate Catmull–Clark limit surfaces, and has recently added support for Loop
subdivision surfaces as well.
3.3.2 T-spline surfaces
The original T-splines [Bak01] were developed to merge multiple NURBS surfaces de-
fined using different knot vectors (resulting in T-sections in the mesh, hence the name
T-splines). This is accomplished through the use of point-based splines (PB-splines),
which are rational splines not constrained to a grid layout. In order to support surfaces
of arbitrary manifold topology, they were combined with subdivision surfaces into T-
NURCCS [Sed+03] using the NURSS framework [Sed+98]. More recent versions of T-
splines appear to have replaced the subdivision approach around extraordinary vertices





4 | Spline-based numericalmeth-
ods
Parts of this chapter have been published as
• Pieter J Barendrecht, Michael Bartoň and Jiřı́ Kosinka. “Efficient quadrature rules
for subdivision surfaces in isogeometric analysis”. In: Computer Methods in Ap-
plied Mechanics and Engineering 340 (2018), pp. 1–23. See Section 4.2.2.
• Francesco Greco, Pieter J Barendrecht, Laurens Coox, Onur Atak and Wim Des-
met. “Finite element analysis enhanced with subdivision surface boundary rep-
resentations”. In: Finite Elements in Analysis and Design 137 (2017), pp. 56–72.
See Section 4.4.1.
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Numerical methods cover a vast area of research. In this chapter, we mostly restrict
ourselves to numerical methods for solving partial differential equations (PDEs). The
main focus lies with finite element analysis (FEA) and the closely related approach
nowadays known as isogeometric analysis (IgA). In addition, we briefly discuss the
boundary element method (BEM) and spline-enhanced FEM as alternatives.
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4.1 The finite element method (FEM)
There are many different flavours of the finite element method, some specialised in cer-
tain types of PDEs, others borrowing aspects of related numerical methods to extend
and improve. Here, we will only discuss and apply linear FEM [Joh12; Bat96; ZTZ05;
Wei16; Hug87]. This still allows us to consider various PDEs on a variety of domains.
Although the discussion of the univariate case is instructive — in addition to the func-
tional setting, it can also be used to solve PDEs on curves embedded in R2 or R3 —
we will focus on the bivariate case. The application of FEM on planar domains in R2
allows us to introduce and explain the most relevant concepts. Similar to the univariate
case, it can be applied to surfaces embedded in R3 with only minor modifications (e.g.
using the Laplace-Beltrami operator [Wal15] instead of the Laplace operator). It is also
a popular approach to study PDEs on manifolds capturing the behaviour of (thin) shells
following the descriptions of e.g. Kirchhoff-Love or Reissner-Mindlin [CB10]. Finally, it
should be mentioned that FEM can be applied to volumes (solids), though in the context
of e.g. isogeometric analysis [CHB09] there is still much work to be done in this area.
This is the main reason for us to look into BEM [Bec92; SPG08] and spline-enhanced
FEM [SFH08] towards the end of this chapter.
The running example in this section considers Poisson’s equation on a planar do-
main for an unknown scalar field u. We consecutively discuss the strong and weak
formulations of the problem, the discretisation, numerical integration (quadrature) and
(local) refinement.
4.1.1 Variational formulation
Given a region Ω ∈ R2 with its boundary Γ = ΓD ∪ ΓN such that ΓD ∩ ΓN = ∅, we
define the following boundary value problem (BVP) for the Poisson equation:








= f in Ω, (4.1)
u = bD on ΓD, (4.2)
∂u
∂n
= ∇u · n = bN on ΓN , (4.3)
with f , bD and bN all known functions of (x, y), and n the outward unit normal to
the boundary Γ. Note that (4.2) and (4.3) are the Dirichlet and Neumann boundary
conditions†, also referred to as essential and natural boundary conditions in this setting.
The objective is to find the unknown u ∈ H1(Ω), where H1(Ω) is the Hilbert space
whose elements and their first order partial derivatives belong to L2(Ω), i.e. are square
integrable. Together, this is known as the strong form.
We now multiply both sides of (4.1) by an arbitrary test function v ∈ H10 (Ω) =
H1(Ω) such that v = 0 on ΓD . Subsequently, we integrate both sides over the domain,
†In the case of domain symmetry, it often suffices to consider only a part of the domain, though it requires










vf dΩ ∀v ∈ H10 (Ω). (4.4)





A · ndΓ, (4.5)
with A any vector-valued function on Ω. If we set A = v∇u, we get (by applying the
product rule)∫
Ω
∇ · (v∇u) dΩ =
∫
Ω
∇v · ∇u+ v∆u dΩ =
∫
Γ







which is also known as Green’s first identity. Rewriting (4.4) then yields∫
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vbN dΓ ∀v ∈ H10 (Ω), (4.6)
where the integral over ΓD has vanished because v ∈ H10 (Ω). This is known as the
variational formulation or weak form†; the requirements on the continuity of our un-
known u are weaker compared to the strong form (4.1).
4.1.2 Discretisation, meshing and element types
Our next step is to discretise the weak form. As such, we need to select a subspace of
H1(Ω); in FEA, this is typically some piecewise polynomial space Vh. Denoting the
basis functions spanning our subspace as Nk(x, y), we express a discretisation of our




ukNk(x, y) = u
TN(x, y) =NT (x, y)u, (4.7)
with uk ∈ R. Following the (Bubnov-)Galerkin approach, we express discretisations of




vkNk(x, y) = v
TN(x, y) =NT (x, y)v. (4.8)
Substituting both in (4.6), we obtain∫
Ω



















NbN dΓ ∀vT , (4.9)













As (4.9) has to hold for all vT , we can omit these columns of coefficients, which
then results in













K is called the stiffness matrix. Note that the entry at (k, l) — both indices starting
from zero — corresponds to∇Nk(x, y)·∇Nl(x, y), which shows thatK is symmetric†.
We use q as a general notation for the right-hand side of the system.
It is often convenient to express f and bN in terms of the basis functions Nk as
f =
∑
k fkNk = N
Tf and bN = NT bN , where in the latter case only the basis
functions with support on the boundary are associated with (nonzero) coefficients. The
resultingmatrices ∫
Ω
NNT dΩ and ∫
Γ
NNT dΓ are known as themassmatrixM and
the boundary mass matrix B, respectively.
Finally, we can incorporate the Dirichlet boundary condition by projecting the
given function bD onto the basis, which results in nodal values (i.e. coefficients bD)‡.
The stiffness matrix can then be condensed, i.e. the rows of K corresponding to the
Dirichlet coefficients are removed and the associated columns are subsequently moved
to the right-hand side. It might be useful to capture this procedure in a condensed
example, 
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·
· · · · · ·





























where the node associated with a Dirichlet boundary condition has been highlighted
in green, and the one associated with a Neumann boundary condition in red. It is a
straightforward approach to apply the Dirichlet boundary conditions, though it is by
no means the only one.
†So a trivial optimization step is to compute only half ofK .
‡For interpolating bases such as the Lagrange polynomials, a Dirichlet boundary condition is often ex-
pressed directly in terms of nodal values.
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Observe that, so far, we have made a few assumptions. First, the unknown solution
u might not be an element of our subspace Vh, making uh only an approximation. In
fact, this is usually the case; it is known as the discretisation error. In addition, the same
likely holds for the functions f , bD and bN . In the next few sections, we will encounter
additional error sources. The key to the proper application of FEA is to carefully balance
these.
Let us take a closer look at the basis functionsNk(x, y). Currently, they are global
basis functions. However, as we have seen in Chapter 2, the basis functions used to
define curves or surfaces usually have local support. In addition, in the setting of curves
and surfaces, each basis function is associated with a control point. In the setting of
FEM, we currently just have a region Ω. We proceed to partition this region into ele-
ments Kl, which together form a mesh. The elements are usually triangular or quadri-
lateral, and can be linear or of higher degree. It is not uncommon that the mesh only
approximates the domain (i.e.∪lKl ̸= Ω) — for example, consider a curved domain that
is approximated by a mesh consisting of linear elements. This error source is known as
the geometry error.
In the context of FEM, the control points of the mesh are referred to as nodes. The
nodes are associated with local basis functions, which in a FEM setting are known
as shape functions. It follows that the equivalent of surface patches in FEM are the
elements. They can be parameterised on the unit triangle or unit square, which are
referred to as the reference element (also known as the parent or master element).
Certainly, an important question is what type of element(s) to choose to partitionΩ.
A common (and convenient) approach is to use isoparametric elements, which means
that the basis selected for Vh is also used to define the elementsKl. In other words, the
nodes then correspond to coefficient triples (xk, yk, uk). Of course, in the case of e.g.
a rectangular domain, we could choose to use linear elements, while using a basis of
higher degree to span a suitable Vh. The elements are then referred to as subparametric.
The opposite case results in superparametric elements.
Assuming an isoparametric approach, a classical choice for triangular elements are
the Lagrange elements (which include linear elements), see Section 2.2.6. Note that for
these elements, the space spanned by the shape functions corresponds to the degree
of the element. That is, for a quadratic triangular Lagrange element, the 6 shape func-
tions span the space of quadratic polynomials that is also spanned by the power basis
{1, x, y, x2, xy, y2}.
Lagrange elements are also often used for quadrilateral elements. However, ob-
serve that for e.g. a quadratic quadrilateral Lagrange element, the space of quadratic
polynomials is only a subspace of the span of its basis functions. In terms of the power
basis, we have {x2y, xy2, x2y2} as additional functions. Clearly, the resulting space
is not complete in the sense that it covers all cubic or quartic polynomials, only some
of them. There is an interesting alternative family of elements known as the serendip-
ity elements that aims at removing most of the interior nodes† of an element while
still spanning the complete space of degree d polynomials. For quadratic and cubic
serendipity elements, all interior nodes can be removed, resulting in 8- and 12-node
elements, respectively. For quartics and higher, however, there have to be one or more
†It is a common misconception that for any serendipity element all interior nodes can be removed.
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interior points to satisfy symmetry conditions of an element (known as spatial isotropy)
and to span the entire polynomial space. Serendipity elements are compatiblewith Lag-
range elements, as both sets of shape functions reduce to univariate Lagrange functions
on the boundary.
4.1.3 Quadrature and assembly
Once the region Ω has been partitioned into elements Kl, we can move on to com-
puting the stiffness matrix K , mass matrix M and boundary mass matrix B (4.11).
The integrals over Ω and ΓN are split into integrals over single elements, resulting in
element matrices (i.e. local matrices) Kl, M l and Bl. Now, instead of defining the
shape functions for each element Kl individually and subsequently integrating in the
physical domain (x, y), we use the reference element Kˆ and integrate in the parametric







xl,kRk(ξ, η) = x
T







yl,kRk(ξ, η) = y
T
l R(ξ, η), (4.14)
withRk(ξ, η) local shape functions in parameter space (i.e. shape functions defined on
the reference element). Using shorthand notation we express this map as Fl, so that















with Lk(x, y) local shape functions in physical space (i.e. shape functions defined on
a single physical element). Rk
(
F−1l (x, y)
) is also referred to as the push-forward of a
shape function on the parametric domain to the physical domain. The physical shape
functions generally span a different space than the polynomial space spanned by the
shape functions over the reference element due to distortions of the element (e.g. aspect
ratio distortion, angular/parallelogram distortion and distortion due to curved bound-
aries). This clearly affects the approximation properties of the element —constant and
linear functions can always be represented, but quadratic and higher-order degree func-
tions might not. For instance, neither a quadratic nor a cubic serendipity element can
reproduce all quadratic functions in the case of angular distortion; quadratic Lagrange
elements still can, however in the case of distortion due to curved boundaries, also
these elements lose the ability to fully represent quadratics [LB93; ZTZ05].
Now, recall that upon changing the domain of integration, the line-, area- or volume
element of integration changes as well. This is best illustrated in the univariate case for
the integration of a function g(x)withx = x(ξ); see Figure 4.1. The integral ∫
D
g(x) dx
















Figure 4.1: Visualisation of the change of line element upon changing the domain of
integration. Note that∆x ≈ dxdξ∆ξ, i.e. it is a local linearisation of x(ξ) that approximateshow much the increment (line piece) ∆ξ should be scaled to be of the same length as the
increment (line piece) ∆x. It turns into dx = dxdξ dξ when ∆ξ becomes infinitesimallysmall.








where J is the Jacobian of Fl. It is a local linearisation of Fl that approximates how
much the increment (parallelogram)∆ξ∆η should be scaled to cover the same area as











It follows that an entry of the element mass matrixM l can be calculated as∫
Kl
Lm(x, y)Ln(x, y) dxdy =
∫
Kˆ
Rm(ξ, η)Rn(ξ, η) det(J)dξdη. (4.16)
















From the chain rule it follows that the gradient ofLm with respect to ξ and η, which
we express as∇ξη , is
∇ξηLm =




















so that∇xyLm = J−T∇ξηLm. The result is that∫
Kl









An important aspect we have not yet touched upon is how to perform the actual in-
tegration. Although in the current setting — i.e. solving the BVP for Poisson’s equation
on a planar domain — (4.16) is polynomial and (4.18) is rational† and might therefore be
integrated analytically, the general approach is to integrate numerically using a suit-
able set of quadrature rules. However, the latter might not yield exact integrals, and as
such introduces a quadrature error.
A general approach to construct appropriate quadrature rules is to consider a space
of functions that should be integrated exactly by them. For example, consider the space
of univariate cubic polynomials {1, x, x2, x3} on the unit interval [0, 1]. The challenge
is to find suitable points xk with associated weightswk such that for any function f(x)






An initial approach could consider two unknown points {x1, x2} and two unknown
weights {w1, w2}, providing 4 DoFs to integrate any function in our 4-dimensional


































Using an iterative approach with a reasonable initial guess (e.g. we require w1 +
w2 = 1) yields the symmetric solution (x1, w1) = (0.211324865405188, 0.5) and
(x2, w2) = (0.788675134594813, 0.5). Also note that this is a minimal (also called
Gaussian) quadrature rule —it is not possible to integrate all functions in this space
using only a single integration point x1 (e.g. consider a parabola with its root at x1).




Unfortunately, for larger spaces (especially in the multivariate setting) this ap-
proach becomes increasingly more difficult. Luckily, there is an alternative known
as the Gauss–Legendre rules. First, we construct a set of orthogonal polynomials on the
unit interval, starting with 1 and subsequently considering powers of x that are made
orthogonal to the other basis functions by means of the Gram-Schmidt procedure. This
results in the Legendre polynomials Pk(x)†.
Next, we consider a degree 2d−1 polynomial space whose functions f(x)we want
to integrate exactly. Dividing f(x) by the Legendre polynomial function Pd(x) yields
f(x) = Q(x)Pd(x) +R(x), (4.21)
where both Q(x) and R(x) are polynomials of (at most) degree d − 1. Writing Q(x)
in terms of Legendre polynomials asQ(x) =∑k ckPk(x) and using the orthogonality














Finally, we expressR(x) in terms of a degree d−1 Lagrange basis (see Section 2.2.6),
though instead of using uniform nodes for the Lagrange polynomials, we use the d roots





where dl ∈ R are the coefficients assuming the role of control points (we are in the
functional setting after all). Recall that a Lagrange curve interpolates its control points
— in other words, we have dl = R(xl). Although we do not know R(x), from (4.21) it















showing that a degree 2d− 1 polynomial can be integrated using d integration points
xl (i.e. the roots of the Legendre polynomial Pd(x)) and weights wl (i.e. the integrals
of the Lagrange polynomials Ld−1l (x)).
In the bivariate setting, tensor-products of the Gauss–Legendre rules can be used to
integrate polynomial functions defined on the unit square. The univariate weights are
multiplied, which leads to the somewhat curious result that an a× b rule can integrate
all 4ab basis functions spanning the space of (2a − 1) × (2b − 1) degree polynomials
using a mere 3ab DoFs. For example, a 2 × 2 rule suffices to integrate all 16 basis
functions spanning the space of bicubic polynomials, which comes down to only 12
DoFs (i.e. 2 × 2 different u and v coordinates of the integration points and an equal
number of weights that are the products of the univariate weights).




For triangular domains the Gram-Schmidt procedure yields a set of bivariate ortho-
gonal functions (i.e. on the unit triangle), but unfortunately these are not symmetric
with respect to x and y. As such, they are not used — development of suitable quad-
rature relies on the generalisation of the approach taken in (4.20) and can be found in
e.g. [Dun85].
With quadrature for polynomials now at our disposal, the integrals in (4.16) and
(4.18) can be approximated. The typical approach is to use numerical integration that
is exact for the polynomial shape functions, though due to the presence of the determ-
inant of the Jacobian (and for the stiffness matrix, its inverse), the results are seldom
exact. In the case of f and bN , an alternative to their projection onto Vh and the use
of the (boundary) mass matrix is to evaluate these functions directly at the quadrature
points.





which from an implementation point of view comes down to proper bookkeeping of
indices. The global numbering of nodes can be a significant aspect in solving the system,
as it determines the bandwidth of the stiffness matrix (in other words, elements whose
node indices are far apart influence the structure of the global matrix).
4.1.4 Solving the linear systemKu = q
Finally, with the element matrices computed and assembled into global matrices, the
linear system (4.10) can be solved. There are several observations to be made. First,
note thatK is sparse, which follows from the fact that the shape functions have local
support (i.e. only a few shape functions have support over an element El). Second,
recall thatK is symmetric. Together, this allows the use of special solvers.
Although for small systems a direct solver could be used, typically an iterative ap-
proach is applied. The solutions obtained might not be exact, but instead match a cer-
tain tolerance, resulting in the solver error (which might also occur when using direct
solvers because of roundoff/precision errors). There is a large body of literature on the
topic of solvers and related matters such as preconditioning, discussion of which is out
of scope here; we refer to [Saa03; Vor03] for details.
4.1.5 The patch test
The idea of the patch test is to check whether the approximation space spanned by the
physical shape functions is complete in the sense that it can represent all constant and
linear functions [ZTZ05]. It is established by running two sets of tests on a small mesh
of elements referred to as the patch (not to be confused with a surface patch S(u, v))
containing at least one interior node. In addition, the elements in the patch should
not be scaled or dilated versions of the reference element. The first test considers rigid
body motions by applying a translation (i.e. x, y or x + y) or rotation to all boundary
nodes of the patch — if the interior node(s) match the expected value(s) for all possible
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rigid body motions, this test is considered passed. The second test applies minimal
Dirichlet boundary conditions to the patch so that it cannot translate or rotate upon
the imposition of (Neumann) boundary conditions elsewhere. The latter are applied
such that the analytic solution is linear, yielding a constant derivative. Historically, this
was applied within the context of linear elasticity, imposing loads on certain boundary
nodes resulting in a linear displacement and therefore a constant strain [IR72]. The
test is considered passed if the resulting approximation uh matches the expected linear
function.
In theory, isoparametric elements automatically satisfy the patch test because the
shape functions form a partition of unity. Clearly, this allows for the representation of
constants. Moreover, since x =∑k xkRk and y =∑k ykRk , it follows that by using

















ykRk = α0 + α1x+ α2y,
which shows that indeed any constant or linear field uh can be represented on the
element (regardless of the type of distortion asmentioned above) [FB07]. As a side note,
we mention that bi-quadratic precision requires at least biquartic elements [LB93].
In practice, the patch test for an isoparametric element depends on the choice of
quadrature. If the selected rule is not accurate enough, the numerical integration might
not yield a result that is within an acceptable tolerance of the solution, and as such
actually fail the patch test. On the other hand, if the selected quadrature rule requires
an enormous amount of integration points, it is probably not a practical rule; whether
or not efficiency should be included as a criterion for passing the patch test is open for
discussion.
We conclude with a note that there exist higher-order patch tests, which might be
useful in the study of higher-order PDEs. The classic by Zienkiewicz et al. [ZTZ05]
devotes an entire chapter to the matter.
4.1.6 Error estimators and refinement
Once we have solved the linear system of equations and are provided with a solution
(likely visualised in 3D using a suitable colour map as a post-processing step), how can
we make sure that it is in fact a reasonable approximation? After all, there are quite a
few error sources — for convenience, we have summarised them below:
• Modelling error (the PDE describing a physical phenomenonmight be a simplific-
ation). In our case, we did not mention a specific application, and used Poisson’s
equation as starting point.
• Discretisation error (the space Vh usually does not contain the exact solution u).
• Boundary condition and source term error (likewise, Vh might not contain bD ,
bN or f ).
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• Geometry error (the domain might be merely approximated by the union of ele-
ments, i.e. the mesh).
• Quadrature error (the numerical integration applied to compute the element ma-
trices is usually not exact).
• Solver error (the iterative procedure for solving the linear system requires a ter-
mination condition, usually based on some tolerance).
In case of the first error source, we have no other option than to compare it to results
of an actual experiment†. As such, we ignore this source in the remainder of the discus-
sion. The following three error sources can intuitively be reduced by partitioning the
domain into smaller elements, higher order elements or a combination of the two. This
should likely be done only locally; we will get back to this below. Quadrature errors
might be reduced by choosing a better quadrature rule, though this requires detailed
knowledge of the integrands. Simply raising the degree of e.g. Gauss–Legendre quad-
rature does not always result in the desired improvement — the integrand is sampled
at an increasing number of points which are not equally distributed on the domain and
are not nested (see Figure 4.2), so local features of the integrand might not be detec-
ted. Gauss–Legendre effectively interprets the samples as coefficients (i.e. 1D control
points in the functional setting) associated with Lagrange polynomials and integrates
the resulting polynomial function exactly. Finally, solver errors might be ameliorated
by setting a stricter tolerance or switching to a more suitable (e.g. more robust) solver.
Figure 4.2: Gauss–Legendre integration points for d ∈ [2, 50]. The corresponding weights
w ∈ [0.0029, 0.5] are encoded in the diameters of the integration points.
In the case of elliptic PDEs (like our Poisson problem), so-called a priori error es-
timates can be obtained that are usually expressed as ‖u−uh‖H1(Ω) ≤ Chd|u|Hd+1(Ω),
with C a constant, h some measure on the mesh (e.g. the maximal element diameter)
†Clearly, an alternative and also follow-up is to derive the mathematical model of the phenomenon again
based on theoretical or empirical insights.
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and d the degree of the elements. Note that ‖ · ‖H1(Ω) is the norm associated with the
Hilbert space H1(Ω) and | · |Hd+1(Ω) the semi-norm associated with the Hilbert space
Hd+1(Ω) [Joh12]; similar expressions based on norms in different spaces (e.g. L2) are
available [BS08]. This estimate tells us something about the rate of convergence when
the elements are uniformly refined or increased in degree. This might influence our
initial choice of element type, as well as our refinement strategy.
Unfortunately, an a priori error estimate does not provide us with local information
about the result that we obtain upon solving the linear system. However, we do know
that it is the best approximation possible. This follows by taking the difference of the
weak form before and after discretising it:∫
Ω
∇(u− uh) · ∇vh dΩ = 0 ∀vh ∈ Vh,
with v = vh also before discretising, which is a valid choice as Vh ⊂ H1(Ω). It is
known as Galerkin orthogonality and shows that the error u− uh is orthogonal to the
space Vh (with respect to the bilinear form on the left-hand side).
Finally, this brings us to a posteriori error estimators. The general idea is to con-
struct an error estimator (with both a lower- and an upper bound) that can be split into
contributions over single elements. Considering the original PDE, a common approach
is to use the residual f(x, y) + ∆uh(x, y) as the main ingredient to compute element
refinement indicators. Subsequently, different marking strategies can be used to de-
cide which elements to refine (e.g. a certain percentage of the elements or all elements
whose indicators are within a certain percentage of the average or maximal element
indicator).
Clearly, the above is only a very concise outline of error estimation — for more
details, we refer to e.g. [AO11].
Once it has been decided which regions of the mesh need to be refined, we can
proceed to locally enrich our space Vh. Regardless of the type of refinement (i.e. h-
refinement which means splitting elements or p-refinement which means increasing
the degree of elements), basis functions are added to Vh (usually replacing others). It is
important that this is done in a hierarchical or nested fashion, that is, that the previously
obtained approximation is still an element of Vh following its enrichment; this way, the
new approximation cannot be worse than the one preceding it.
In the case of a mesh composed of linear triangular elements, the typical workflow
is to split elements by introducing new nodes and connecting them to surrounding
nodes in a way that no hanging nodes are introduced (i.e. corner nodes of elements that
live on edges of other elements). Care should be taken not to introduce elements with
small angles. In addition, in regions with a very low error, one could experiment with
merging elements (i.e. coarsening instead of refining), though this usually violates the
hierarchical condition mentioned above. Note that for linear elements, the Laplacian of
our approximation,∆uh(x, y), vanishes, which requires the use of a different indicator.
For higher-order elements, we can follow a similar approach, though remember
that new nodes have to be introduced in such a way that the former solution can still
be constructed. This essentially comes down to knot-insertion like we discussed in
Section 2.3.1. For these higher-order elements, we can use a residual-based refinement
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indicator. However, classical elements are typically onlyC0 across element boundaries,
which means that the Laplacian of the shape functions results in Dirac delta functions
at the boundaries. This results in the appearance of an additional term in the compu-
tation of the refinement indicator commonly referred to as the jump term. As a side
note, this illustrates how convenient the weak form is, as it only considers integrals
of first-order partial derivatives of uh(x, y). Using C0 shape functions, these partial
derivatives are square-integrable, which is in fact the reason for selecting the space
H1(Ω) when we formulated the BVP. When considering a fourth-order PDE contain-
ing e.g. the biharmonic operator, the weak form also considers second-order partials,
which requires C1 shape functions and motivates the use of the spaceH2(Ω). We will
get back to this in the next section.
Alternatively, the order of the elements can be increased. The standard example is
to consider linear triangular elements and degree-elevate them to become quadratic.
As this is typically done locally, so-called transition elements are required to connect
the linear parts of the mesh with the quadratic parts.
The next section will consider h-refinement in more detail for the specific case of
using Catmull–Clark subdivision splines as basis functions.
4.2 Isogeometric analysis (IgA)
With the basics of FEM introduced, the notion of isogeometric analysis (IgA) is now
straightforward to define — it simply reverses the concept of isoparametric elements in
the sense that instead of constructing the mesh based on the choice of the space Vh to
approximate u(x, y), the approximation space is now spanned by the basis functions
describing the geometry of the object that we want to run FEA on. Because of this,
the geometry error usually vanishes. At the same time, meshing is now straightfor-
ward as the elements directly correspond to surface patches or subdivisions thereof.
This can save quite a bit of time compared to classical FEA, where meshing can be a
time-consuming aspect of the entire process [CHB09], especially in the trivariate case.
Moreover, in a classical setting, re-meshing and refinement often requires manual in-
tervention, even more so when no parameterisation of the geometry is available (the
object of interest might be defined using e.g. constructive solid geometry). Evidently,
an iterative workflow where a geometry (e.g. a mechanical part) is repeatedly modi-
fied based on numerical simulation results provided by FEA benefits from a closer link
between CAGD and FEA. Shape- and topology optimization are exemplary applications
that fit into this framework.
From the point of view of approximation, IgA enjoys the favourable properties of
the splines that are used to model the geometries of interest. These are often C1 or
higher-order continuous and carry over their smoothness to the approximationuh(x, y).
This high-order continuity across element boundaries allows for more faithful repres-
entations of physical quantities. Taking linear elasticity as an example, the strain ϵ and
stress σ depend on the first-order derivatives of the displacement, which is usually the
unknown field solved for. With classical C0 Lagrange elements, the resulting strain
and stress fields are therefore C−1 — using IgA instead allows for continuous and pos-
sibly smooth representations of these fields. Additionally, the high-order continuity
of the basis functions facilitates the consideration of higher-order PDEs including e.g.
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fourth-order partial derivatives. The larger overlap of spline basis functions compared
to classicalC0 ones, along with their non-negativity and (therefore) improved stability,
typically results in smaller stiffness matrices (i.e. there is a higher efficiency per node)
which might also have a lower condition number compared to the classical approach.
Finally, refinement relations (such as knot-insertion or the two-scale relation) and
degree-elevation known from CAGD can be directly applied to implement h- and p-
refinement†.
It should also be mentioned that IgA comes with certain drawbacks. A practical ex-
ample is the imposition of boundary conditions, particularly the Dirichlet ones. Recall
that, unlike Lagrange basis functions, splines generally do not interpolate their control
points. As such, nodal values do not reflect physical values of the field uh(x, y) at the
nodes. We already mentioned that boundary conditions can be projected onto Vh, but
did not yet elaborate. In short, there are several approaches to (weakly) enforce essen-
tial boundary conditions, including various variants of least-squares fitting [HCB05;
MGT11], the use of Lagrange multipliers or penalty methods [Bab73a; Bab73b] and
Nitsche’s method [EDH10].
An apparent disadvantage of IgA might be the multitude of spline types that can be
used to model an object, which would result in an equal number of different element
types. However, recall that a polynomial spline curve can always be expressed as a
sequence of connected Bézier curves (and therefore the splines themselves as combin-
ations of Bernsteins). In the context of IgA this is referred to as Bézier extraction or
Bézier decomposition [Bor+11; Sco+11]. It is a useful shortcut to implement IgA, and
usually the only way to incorporate IgA in existing software packages as a user. It is
applied only during the computation of the element matricesKl. The idea is to con-
sider virtual Bézier elements — such that all elements have a common basis — and use
element extractionmatrices to represent the relevant parts of the B-spline basis on each
element. Note that the approach does not actually use the Bézier representation of the
object to perform the analysis, as doing so would result in a uh(x, y) that is merely C0
and thereby negate one of IgA’s main benefits. Of course, instead of Bernstein poly-
nomials, any other polynomial basis can be used for the same purpose. With Lagrange
elements being a popular choice in classical FEA, Lagrange extraction [SRN16] might
seem a more natural choice‡.
To summarise Bézier extraction and Lagrange extraction, Figure 4.3 shows three
bases for a univariate example with 4 elements. Both the Bézier and Lagrange repres-
entations are readily obtained from the B-spline basis through repeated knot-insertion
— in the former case it results in the Bernstein basis, whereas in the latter case it
provides the nodal values that can be multiplied by the Lagrange basis functions.
Finally, we use the example from Figure 4.3 to compare the stiffness matrices res-
ulting from IgA and classical FEA, respectively. The dimension of the element stiffness
matrices is not affected by changing the approach and is 3 × 3 in both cases, though
the amount of overlap differs per approach. For IgA, we obtain a 6× 6 stiffness matrix,
†In addition to h- and p-refinement, in IgA there is another type of refinement referred to as k-
refinement; it is a combination of order-elevation followed by knot-insertion (note that these are not com-
mutative).
‡The notion of Bézier decomposition had just been published back when I started with my MSc in-
ternship, which involved the implementation of IgA in a commercial FEA package [Bar12a]. Being used to
classical FEA as a student, I considered using Lagrange extraction instead, but ultimately did not pursue it.
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Figure 4.3: Univariate non-uniform quadratic C1 B-spline basis associated with Ξ =
[0, 0, 0, 1, 2, 3, 4, 4, 4] resulting in 4 elements connecting with C1 continuity (top). The
quadratic C0 Bernstein and Lagrange bases are visualised as well (middle and bottom,
respectively). Note that the B-spline basis consists of only 6 basis functions, whereas the
Bernstein and Lagrange bases both contain 9 basis functions.
whereas FEA yields a 9 × 9 stiffness matrix; see (4.23). The bandwidth of d + 1 = 3
directly follows from the size of the element stiffness matrices (note that in the bi- or
trivariate case we do not have such a simple relation because of the ordering of nodes).
The 6× 6 matrix was also used in (4.12) with a Dirichlet boundary condition imposed
on the first node and a Neumann boundary condition on the last one.
K =

· · · 0 0 0
· · · · 0 0
· · · · · 0
0 · · · · ·
0 0 · · · ·




· · · 0 0 0 0 0 0
· · · 0 0 0 0 0 0
· · · · · 0 0 0 0
0 0 · · · 0 0 0 0
0 0 · · · · · 0 0
0 0 0 0 · · · 0 0
0 0 0 0 · · · · ·
0 0 0 0 0 0 · · ·





Following this brief introduction to IgA with its advantages and drawbacks, a his-
torical note is in order. The insight that splines and FEA go well together predates the
notion of IgA; a good example is the use of B-splines in FEA [Höl03], and in our con-
text, the use of subdivision splines in FEA [COS00; CO01]. An overview of precursors
of IgA is given in [Pro19]. Nevertheless, it is undeniable that the publication of [HCB05;
CHB09] is largely responsible for the considerable interest in spline-based numerical
methods for PDEs nowadays.
4.2.1 Subdivision-based IgA
Let us now move our focus to subdivision splines in the context of IgA. Back when I
started working on this topic, the existing literature was modest. In addition to the
work of Fehmi Çırak and co-authors [COS00; CO01; Cir+02] using Loop subdivision,
there were two sets of publications based on Catmull–Clark — Anna Wawrzinek’s
work [WHP11] and Daniel Burkhart’s work [BHU10; Bur11] — and one publication
using Doo–Sabin [DSO12]. Nowadays, the literature regarding subdivision-based IgA
is much more extensive — some of it is referred to in the relevant sections below.
We chose to work with the Catmull–Clark scheme, mainly because of its prevalent
use in the entertainment industry. Following an MSc exploratory project on planar
subdivision-based IgA [Bar12b] late 2012 (written in article style but never submit-
ted as such), I moved on to my MSc thesis on the same subject [Bar13] (initially with
the ambitious thought to include subdivision solids, which quickly proved infeasible).
Following the implementation of several test cases and benchmarks, the necessity for
better quadrature rules became clear. In addition, it was evident that the approach
would benefit from a local refinement approach.
Evidently, the main ingredient of subdivision-based IgA are the subdivision splines
ϕn,m(u, v) and eigenfunctions ψn,m(u, v), see Section 3.2.2. Recall that for Catmull–
















The bilinear maps tk,l(u, v) are defined as
t1,l =
(
2lu− 1, 2lv) , t2,l = (2lu− 1, 2lv − 1) , t3,l = (2lu, 2lv − 1) . (4.26)
Furthermore, the level l is determined as l = floor(− log2(max(u, v))) + 1. It
follows that the eigenfunctions adhere to the scaling relation
ψn,m(u/2, v/2) = λn,mψn,m(u, v). (4.27)
Given the control net for a Catmull–Clark subdivision surface with at most one
EV per face, each quad corresponds to a surface patch S(u, v), which also acts as an
element. It is defined by 2n+8 control points and their associated subdivision splines,
where n refers to the valency of the EV — in the case of a bicubic B-spline patch, n
defaults to 4. By construction, x, y and z are already expressed in terms of subdivision
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splines. Reversing the isoparametric principle, uh is then also expressed in terms of
ϕn,m(u, v). Eventually, the computation of the element mass- and stiffness matrices as
formulated in (4.16) and (4.18) requires the integrals of products of subdivision splines
and integrals of products of first-order partial derivatives of subdivision splines, in the
latter case pre-multiplied by the inverse of the transpose of the Jacobian.
Now, recall that the subdivision splines are composed of an infinite number of piece-
wise bicubic layers, or in other words, are infinitely piecewise bicubic. Integrating them
might therefore appear challenging. However, observe that — restricted to a tile Ωk,l
— any ϕn,m(u, v) can be integrated exactly by integrating the bicubic B-splinesM44,
which is readily accomplished using a 2 × 2 Gauss–Legendre quadrature rule with
weights wG and points (sG, tG). The bilinear map tk,l (mapping the tile to the unit
square) results in a constant Jacobian of ( 14)l = 14 · ( 14)l−1. As such,∫
Ωk,l













Next, we can integrate over all three tiles in a single level l simply by adding the
extraction matrices; we defineXn = X1n+X2n+X3n. Finally, to integrate over all levels



























In other words, the sum of powers of ( 14Λn) forms a geometric series, which con-verges because the largest entry in Λn is the dominant eigenvalue 1, which is scaled
by 14 . We therefore obtain∫
Ω












Only after deriving the above, I found out that it had already been discovered before
and was hiding in an appendix of [HKD93]; apparently, I was not the only one who
initially overlooked it†.
When considering integrals of pth-order partial derivatives of the subdivision splines
w.r.t. u or v, the only differences in (4.29) are the appearance of an additional factor
2pl = 2p · 2p(l−1) due to the map tk,l, and the replacement ofM44 by the appropriate
partial derivative of the bicubic B-splines. For p = 1 it is straightforward to see that the
geometric series converges. For p = 2 it also converges — the dominant eigenvalue 1 is
associated with the constant eigenfunction ψn,0(u, v), whose partial derivatives evid-
ently vanish. The subdominant eigenvalue λn is associated with the eigenfunctions
ψn,1(u, v) and ψn,n−1(u, v), whose second-order partials do not vanish because they
are not linear using Stam’s parameterisation (which follows directly from the scaling
relation (4.27)). Given that λn > 12 for n > 4, the series therefore does not convergefor p ⩾ 3 for these valencies.
†Personal correspondence with Jörg Peters.
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In the case the product of two subdivision splines, we now need to integrate the
16×16matrix of products of bicubic B-splines. This results in bisextic functions, which














so that we can express the integral of the product of subdivision splines ϕn,a and ϕn,b
over a tile Ωk,l as∫
Ωk,l
















where the constant Jacobian has been split as ( 14)l = 14 · ( 12)l−1 · ( 12)l−1 so that itcan be distributed, resulting in 12Λn on both sides. Note that we can no longer simplyreplace Xkn by Xn as this would result in cross-terms. Instead, we choose to integrate
over the tilesΩk,l for all levels l for each k individually. Introducing another shorthand




nCknΓ0n + Γ1nCknΓ1n + · · ·+ ΓrnCknΓrn = Ckn + ΓnSknΓn. (4.32)
Writing the above expression per entry (i, j) of Skn , we get
















Note that (4.29) can also be expressed in this way, though the original expression is
more compact. In fact, triple- and higher-order products can be expressed in a similar
manner, although this requires the use of tensors (i.e. multidimensional matrices). We
discuss this in Appendix C.
For the product of two pth-order partial derivatives of the subdivision splines, we
now obtain a factor 2p · 2p(l−1) on both sides, and the 16× 16 matrix of bisextic func-
tions is replaced by a matrix containing the appropriate derivatives. For p = 1, the
result is integrable (using the argument considering the vanishing partials of the con-
stant eigenfunction), which shows that using Stam’s parameterisation, the subdivision
splines are elements of the Hilbert space H1. However, for p = 2, the result is not
integrable (following the argument that the second-order partials of ψn,1 and ψn,n−1
do not vanish), which means that the subdivision splines are not inH2 using this para-
meterisation.
Let us take a small detour to consider alternative partitions and parameterisations.
Instead of Stam’s partition of the unit square Ω (using dyadic splits of the domain), we
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could partition it based on the value of the subdominant eigenvalue λn, see Figure 4.4.
Using modified bilinear maps tk,l(u, v), we then obtain the scaling relation
ψn,m(λnu, λnv) = λn,mψn,m(u, v).
However, also in this case the resulting ψn,1 and ψn,n−1 are not linear, which is readily
established by visual inspection of their first-order partials. Note that the new scaling
relation is a necessary condition to obtain linear functions, but not a sufficient one.
An alternative is to parameterise the eigenfunctions on a sector of the image of
the characteristic map [WW01]. Recall that the characteristic map is defined as the
limit surface using the right eigenvectors w⃗n,1 and w⃗n,n−1 as the ξ- and η-ordinates
of the control points. That is, (ξ, η) = χn(u, v) = (ψn,1(u, v), ψn,n−1(u, v)). Extend-
ing the control points to (ξ, η, ζ) ∈ R3, using one of these eigenvectors as ζ-ordinate,
we obtain meshes (w⃗n,1, w⃗n,n−1, w⃗n,1) and (w⃗n,1, w⃗n,n−1, w⃗n,n−1) defining the lin-
ear eigenfunctions ζ = ξ and ζ = η. Note that the required scaling relation holds
by construction over the entire domain (each subdivision of the mesh — composed of
eigenvectors — effectively results in a new spline ring, which is a copy of the previous
one scaled by λn). Re-formulating the scaling relation as
ψn,m(ξ, η) = λn,mψn,m(ξ/λn, η/λn),








suggests constant first-order partials for the eigenfunctions associated with the λn (as
expected — we just showed that these are linear on χn); mutatis mutandis for η. Their
second- and higher-order partials vanish, suggesting that the subdivision splines are in
H2. In [RS01] it is shown that this is indeed the case.





Also this approach comeswith a drawback, as there is no closed-form expression for
the inverse of the characteristic map χ−1n (ξ, η). However, using an iterative approach,
it can be inverted point-wise, as explained in [BZ04; WP16].
The above observations allow us to sketch some informal proofs. First, the multi-
plicities of the eigenvalues λn,m of a subdivision scheme naturally imply the desired
order of their associated eigenfunctions ψn,m. That is, the dominant eigenvalue should
be associated with a constant eigenfunction, the subdominant eigenvalues λn with lin-
early independent linear ones, and the subsubdominant eigenvalues µn with linearly
independent quadratic ones. In addition, the corresponding right eigenvectors w⃗n,m
should be effective. In this view, the effective multiplicities of λn and µn should clearly
not exceed two and three, respectively, and in fact match these quantities exactly.
Next, the two eigenfunctions associated with the two subdominant eigenvalues
should form a mesh (the natural configuration) such that its associated limit surface
(the characteristic map χn) is injective and regular. This means that it can be used as a
domain to parameterise the eigenfunctions themselves. Thoughψn,0 is a constant func-
tion regardless of the parameterisation domain, whether ψn,1 and ψn,n−1 are linear or
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Figure 4.4: Two different partitions of the domain Ω (top). On the left we have Stam’s
dyadic partition, on the right we have the lambda-partition using λ8. The images of the
bilinear maps tk,l(u, v) are shown. For each partition, we visualise the eigenfunction
ψ8,1(u, v) (middle) and its first-order partial derivative with respect to u (bottom). Note
that the latter cannot be evaluated at the origin as it is unbounded there. Stam’s para-
meterisation yields subpatches with C2 continuity, but the resulting function is not linear.
The alternative parameterisation results in C−1 continuity between the subpatches when
using (modified) bilinear maps tk,l(u, v), though adheres to the necessary scaling relation.
not clearly depends on the choice of parameterisation. On χn they are, which means
that their second- and higher-order partials vanish. As a result, the subdivision splines
ϕn,m are inH2, which — for (infinitely) piecewise polynomial functions — implies that
they are C1 continuous.












Figure 4.5: The definition of a surface patch S(u, v) ∈ R3 using Stam’s partition of the
unit square Ω, and its reparameterisation Sχ(ξ, η) based on the (inverse of the) charac-
teristic map χn.
ing relation
ψn,m(ξ, η) = µnψn,m(ξ/λn, η/λn).
Taking its pth-order partial derivative with respect to ξ or η results in an additional
factor 1/λpn. For p = 2 the resulting factor µn/λ2n determines the curvature behaviour
around EVs of the resulting limit surface. It also suggests that for µn = λ2n, the second-
order partials of these three eigenfunctions are constant. If we can get them to be
quadratic on χn, their third- and higher-order partials vanish. Assuming that all other
eigenvalues have (absolute) values less thanµn should then result in subdivision splines
that are inH3, which can then be used to model C2 continuous limit surfaces.
Finally, observe that setting λn = 12 for all valencies n ⩾ 3 not only results in anatural contraction rate of the spline rings around an EV for a binary scheme (as men-
tioned in the previous chapter), but also makes the scaling relation for Stam’s para-
meterisation (4.27) the one required for linear ψn,1 and ψn,n−1. It results in bounded
first-order partials of the eigenfunctions; setting µn = λ2n = 14 ensures bounded first-and second-order partials for the three eigenfunctions associated with µn. Recalling
theC2 continuity between subpatches in Stam’s parameterisation, this suggests that —
with these eigenvalues — the subdivision splines would be inH2. Note that the Doo–
Sabin scheme and our new scheme based on half-box splines satisfy this distribution of
eigenvalues by construction, which means that although they are both C1 continuous,
they enjoy these satisfactory properties out-of-the-box.
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Ultimately, the occurrence of (inverses of) Jacobians in FEA integrands prevents
us from applying these exact integration approaches in the context of IgA (still, the
exact approaches have their use, as demonstrated later on). We are left with various
alternatives, including the following:
1.) Using tensor-product Gauss–Legendre on the unit square Ω. Simply increasing
the order of the quadrature rule samples the integrand at an increasing number
of positions (see Figure 4.2). However, there is no indication that this is actually
useful in the case of subdivision splines [Bar13]. Sampling more points away
from the EV should not be necessary as the polynomial pieces are relatively large
in these regions. Near the EV matters are reversed as the pieces eventually get
infinitesimally small here, requiring more points.
2.) Using tensor-product Gauss–Legendre on individual tiles Ωk,l [Sco11; NKP14].
This results in an increasing density of integration points towards the EV, which
remedies the shortcoming of the above approach. However, there are an infinite
number of levels — in practice the integration can of course only be applied to
a finite number of them. At which level to truncate seems to be an empirical
matter.
3.) Deriving quadrature rules for macro patches (i.e. patches spanning several tiles)
that are more efficient than the per-tile approach. In Section 4.2.2 we show that
this can be done because of the continuity between subpatches. Like the per-tile
approach, we need to truncate the integration after a certain number of levels.
4.) Deriving new quadrature rules for subdivision splines by generalising the ap-
proach demonstrated in (4.20). In Section 4.2.4 we look into this.
Two alternative approaches referred to as barycenter quadrature andmid-edge qua-
drature are compared to 1.) and 2.) in [Jüt+16] in the context of Loop subdivision. Their
conclusion is that 2.) is the most robust option, albeit rather expensive because of the
high number of integration points.
For completeness, wemention other approximatingmethods in general IgA context
discussed in [MJ15; CST17], based on interpolation and look-up tables, and weighted
quadrature per row of the element matrices, respectively.
4.2.2 Improving quadrature for Catmull–Clark elements (I)
Motivated by improved quadrature rules for IgA [HRS10; Aur+12] and optimal ones for
splines [BC16a; BC16b; BC17], we joined forces with Michael Bartoň to derive quad-
ratures for macropatches by means of homotopy continuation. In short, this can be
interpreted as numerically tracing a curve from a known source quadrature rule to a
target quadrature rule which is known to exist [MP77].
In the setting of subdivision splines and EVs, the idea is to derive quadrature rules
for multiple tiles Ωk,l at once, in other words, quadrature for a macro patch. As Fig-
ure 4.6 shows, there are several options.
The strip macro patch consists of three tiles in a single ring, two in one element
and the third one in a neighbouring element. In the case of subdivision splines, the
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Figure 4.6: The five elements around an EV of valency n = 5 collectively partitioned into
rings. Various macro patches can be defined. At the bottom left we have three copies of the
strip macro patch, which consists of three tiles in a single ring. At the top right a macro
element is shown that covers the same area of the domain as the three strips together. Both
macro elements are C2 in the interior. Illustration by Jiří Kosinka and Pieter Barendrecht.
relevant space on this macro patch is (3, 2)× (3, 2), which denotes a space that is cubic
andC2 continuous in both u and v. It turns out that the long side of the macro element
requires 3 integration points; see Figure 4.7. The short side only covers a single tile, so
it uses the default 2 Gauss–Legendre integration points.
Alternatively, macro patches with tiles from multiple levels can be considered. The
idea is to consider a strip macro patch on a certain level r, and extend it back to level 1
such that it (partially) covers tiles from the previous levels. Before a quadrature rule can
be determined for such a macro patch, the knot-lines from level r have to be extended
back to level 1. This virtual knot-insertion is shown in Figure 4.6 on the right for the
r = 3 macro element. For the space of subdivision splines, in this case the homotopy
continuation approach produces quadrature rules with 4 integration points for the long
side and 3 points for the short side of the macro element. The total is therefore 12
integration points for the macro element — quite an improvement compared to the
per-tile integration, which requires 3 · 3 · (2 × 2) = 36 points to integrate the same
region! Figure 4.8 illustrates the spaces.
Note that placing n copies of these macro elements cyclically around an EV covers
all tiles up to level r (this includes the strip element, which actually corresponds to
r = 1). This is a very practical property — although larger patches could be considered
by starting with strip elements of length 4 at level r, these would overlap when placing
them around an EV in the same fashion. Once the quadrature rules for a macro patch
are known, this property ensures that the actual integration can still be performed per
element. For example, the two integration points in the third tile of the strip macro
patch also appear rotated 90◦ in parameter space in the strip macro patch adjacent to
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Figure 4.7: The (3, 2) space on the long side of the strip macro patch can be modelled using
a knot-vector Ξ = [a, b, c, 0, 1, 2, 3, d, e, f ]/2, with a, b, . . . , f any knots not violating the
monotonicity property of Ξ. Although any such knot-vector would do in theory, we choose
to use the open knot vector [0, 0, 0, 0, 1, 2, 3, 3, 3, 3]/2 so that the resulting integration
points lie in the interval [0, 3] and not outside it. The six resulting non-uniform B-splines
are visualised. The number of required integration points (solid black dots) matches the
expected minimum of 3, as together with the associated weights this provides 6 DoFs.
















Figure 4.8: Similar to the strip macro patch explained in Figure 4.7, the (3, 2) spaces
for the long and short sides of the r = 3 macro element are modelled using knot-vectors
Ξ = [0, 0, 0, 0, 4, 6, 7, 8, 9, 9, 9, 9]/8 (top) and Ξ = [0, 0, 0, 0, 4, 6, 7, 7, 7, 7]/8 (bottom),
with expected minimum numbers of integration points 4 and 3, respectively.
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it. In Figure 4.6 this is indicated with dashed outlines.
An interesting question is which r yields the most efficient quadrature rule, that
is, requiring the fewest number of integration points. The result also depends on the
spline space considered — although subdivision splines are a good test case, in practice
we have to consider other spaces, including
• (5, 1) × (5, 1). This space is considered for the computation of the surface area

























• (8, 1) × (8, 1). This space is considered for the computation of the volume V
enclosed by a Catmull–Clark surface S. Using the divergence theorem we saw
earlier in this chapter, the volume integral can be converted to a surface integral.
Choosing a vector (0, 0, z), we have ∫∫∫
V
∇ · (0, 0, z) dV = ∫∫∫
V
1 dV = V .
The equivalent right-hand side ∫∫
S
(0, 0, z) ·mdS, withm the unit normal of the












































• (4, 1)×(6, 2) and (6, 2)×(4, 1). These spaces are considered for the computation
of the stiffness matrix in FEA/IgA for Poisson’s equation. It follows from the
integrand∇ϕn,a · ∇ϕn,b.
Comparison of different values of r for the various spaces (see [BBK18b] for full
details) shows that in the case of both area and volume, the strip element (r = 1) is the
most efficient choice. For area, the space associated with the long side of the strip patch
is of dimension 14, which leads to 7 integration points and -weights. For the short side
we use the Gauss–Legendre rule with 3 points. For volume, the associated space for
the long side is of dimension 23. As this is an odd number, no Gauss rule exists for it.
Although a Gauss–Radau rule with 12 integration points exists, we choose to consider
the superspace (9, 1) instead, which is of dimension 26. This results in 13 integration
points and -weights. For the short side a Gauss–Legendre rule with 5 points suffices.
For both these applications, the exact values can be computed using the geometric
series approach from Section 4.2.1, which is used to verify the newly derived quadrature
rules. Note that the surface area of a 3D subdivision surface can not be computed
exactly by this approach — the determinant of the Jacobian corresponds to the length
of the cross-product of the two tangent vectors on the surface, which requires a square
root. For planar surfaces, the cross-product always points in the (positive) z-direction,
which means that the square root vanishes. In the case of volume, the determinant of
the Jacobian vanishes because of the presence of the unit normal.
Also the results from the geometric series approach need to be verified. In the case
of area, the benchmark is a mesh containing several EVs whose limit surface is the unit
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Figure 4.9: Benchmarks for the exact area and volume computations. The planar sub-
division surface (left) has an area of A = 1 by construction of the mesh. The sub-
division surface associated with the tripod mesh (right) has a known volume of V =
2.50400547615920543764371490988.
square (with a trivially known surface area). For volume, we use the tripod mesh whose
volume is known [HR16]. See Figure 4.9.
Figure 4.10 shows two exampleswith a previously unknown surface area and volume,
respectively. The use of the new quadratures for the strip element is compared to the
per-tile use of Gauss–Legendre. For area, this comes down to the use of 7·3 = 21 versus
3 · (3 × 3) = 27 points per level, and for volume 13 · 5 = 65 versus 3 · (5 × 5) = 75
points per level. The improvement is less spectacular compared to the use of the r = 3
macro patches to integrate the subdivision splines versus the per-tile approach in that
case, but is still significant.
Figure 4.10: Relative errors when considering increasingly more levels of tiles around EVs
to integrate the surface area or volume of the subdivision surfaces shown. The use of strip
elements (orange) is compared to the use of per-tile quadrature (blue). The numerical errors
for both approaches are identical up to machine precision. The total number of quadrature
points only reflects the number of points used around EVs.
For the Poisson equation in the context of subdivision-based IgA, themacro element
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with r = 2 is the most efficient. However, matters are a bit more involved here. The
required spaces (4, 1) × (6, 2) and (6, 2) × (4, 1) are not symmetric on the element.
Using both of them would require (4 · 10) + (6 · 7) = 72 integration points. If instead
we consider the superspace (6, 1)×(6, 1) containing both, the corresponding 6·11 = 66
points suffice. Compared to the per tile-approach which needs 2 ·3 ·(4×4) = 96 points
to integrate the same region, it is a considerable improvement. Another complication
is the presence of inverses of Jacobians in the integrand (rational expressions for this
planar setting) — as such, it is not possible to use the geometric series approach to
obtain exact results. Instead, we use BVPs with known analytic solutions to verify
the results. A straightforward example is Laplace’s equation on a rectangular domain
with Dirichlet boundary conditions on two opposite sides and homogeneous Neumann





Figure 4.11: Solving the Laplace equation on a square mesh with the indicated boundary
conditions imposed. The colour-coding (left) visualises the error (i.e. the difference between
the analytic linear solution and the approximation). The two quadrature approaches — the
r = 2 macro patch (orange) and per-tile Gauss–Legendre (blue) are visualised (top-right)
and compared using the L2 error of the approximation (right).
Amore interesting example is Poisson’s equation−∆u = pi2(5 cos(pix)−4) sin(2piy)
on the unit square, which has — using homogeneous Dirichlet boundary conditions on
three edges and homogeneous Neumann boundary conditions on the remaining edge
— the analytic solution u = cos(pix) sin(2piy)− sin(2piy). Figure 4.12 (left) shows the
obtained approximation and its error.
Finally, we solve the Laplace equation on the planar domain with three holes we
also used for the area computation. We impose Dirichlet boundary conditions on two
of these holes, and use homogeneous Neumann boundary conditions elsewhere. As
this BVP has no known analytical solution, we use a simplified residual to assess the
quality of the approximation. The result is shown in Figure 4.12 (right).











Figure 4.12: Solving Poisson’s equation using the indicated boundary conditions. The
colour-coding reflects the error (left). In addition, Laplace’s equation with the indicated
boundary conditions is solved on a larger square with holes. The analytic solution is un-
known — the colour-coding reflects the Laplacian of the approximation, i.e. a somewhat
simplified residual (right).
following observations:
• The error for the Laplace BVP with a linear analytic solution is very low, namely
O(10−12). This is expected, as the subdivision elements have linear precision
(they are isoparametric elements after all). The boundary conditions are also im-
posed exactly — we choose to interpolate the corners of the given mesh instead
of applying the default Catmull–Clark boundary stencil for corners, which res-
ults in the interpolation of the entire mesh boundary. This means that only the
quadrature error is left. Although not the entire subdivision element is integ-
rated (recall that only a finite number of levels is considered), we suspect that
the error is actually due to the unbounded first-order partials of the eigenfunc-
tions associated with the subdominant eigenvalues for n > 4, which is a result of
using Stam’s parameterisation. This carries over to the partial derivatives of the
subdivision splines, which likely causes numerical instabilities for the evaluation
of the (inverse of) the Jacobians as well as the product of partials at integration
points near the EV. This is backed up by the observation that the largest errors
occur near EVs of valency n = 5, whereas regions near EVs of valency n = 3
seem to behave considerably better, even though the approximation space on
these elements is of a lower dimension than that of the n = 5 elements. Un-
fortunately, the n = 3 elements are also considerably smaller, which makes it
difficult to be certain. Ultimately, it shows the importance of having λn = 12 forall valencies†, which is not the case for the Catmull–Clark scheme.
• The Poisson BVP gives us an idea of the behaviour of subdivision splines for a
†Recall that this results in a more uniform contraction upon subdivision (for Catmull–Clark, n = 3
elements contract faster than their ordinary neighbourhood because λ3 < 12 , whereas n = 5 elements
contract slower than their ordinary neighbourhood because λ5 > 12 ). In addition, Stam’s parameterisation
would be well-behaved with λn = 12 (i.e. bounded first-order partials).
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solution that is not in the space Vh. The resulting error is considerable, and most
pronounced around the regions with EVs of valency n = 5, most likely due to
the reasons mentioned above.
• The Laplace BVP without known analytical solution highlights the behaviour at
boundaries that are not interpolated and have a (Dirichlet) boundary condition
imposed on them. In this case, we used ghost points [Sch96; LB07] to implement
the boundary conditions, which effectively reduces the dimension of the space
on those elements from 16 to 12. This clearly influences their approximation
behaviour. It is a known issue, which could be resolved by using full Bézier edge
conditions (see e.g. [Sab10]) or using modified subdivision weights [KSD14].
The overall conclusion is that the parameterisation of the subdivision splines as
well as the eigenvalues of a subdivision scheme have considerable influence on the ap-
proximation errors. The former cause could be resolved considering reparamerisation
on the characteristic map [Sta98a; BZ04; WP16]. The latter could be ameliorated by
tuning the eigenvalues. Several such approaches are available, though are sparse in
the context of subdivision-based IgA [ZSC18]. The bounded curvature tuning [ADS06;
Sab+07] results in surfaces with improved behaviour around EVs in a geometrical sense,
though because of the larger eigenvalues, its use in IgA would probably result in errors
that are worse compared to classical Catmull–Clark. An interesting direction would be
to consider the subdivision surfaces with adjustable speed [KP09; KP18] in the context
of IgA.
Without new theoretical insights, we cannot improve quadrature for subdivision
elements any further in a theoretical sense. However, numerically there is still a lot to
gain. Section 4.2.4 considers our attempt in this direction.
4.2.3 Patchification of the limit surface
Given the efforts taken to improve quadrature for subdivision elements (that is, those
incident with EVs), it stands to reason to consider optimisation for the remaining parts
of the surface, that is, the bicubic elements. In fact, and especially for repeatedly sub-
divided control nets, the regions around EVs only cover a small part of the entire sur-
face. This motivated us to look into what we like to refer to as patchification of the limit
surface.
The overall idea is rather straightforward. The first step is to consider the sep-
aratrices of the mesh, that is, the line strips that can be traced from EVs to other EVs (or
the boundary of the mesh, if present). This naturally partitions the mesh into rectan-
gular regions. However, these regions also include the faces containing the EVs, which
correspond to the subdivision elements. As such, we offset the separatrices by one
element, which results in band separatrices. Figure 4.13 compares the two approaches.
One approach is to take the resulting rectangular macro elements and — in the
context of FEA/IgA — integrate them using quadrature rules that have been computed
and tabulated beforehand. However, we could take it one step further by merging the
rectangular regions into even bigger macro elements, which in general should result in
the use of even fewer quadrature points†. This turns out to be quite a complex problem.
†Note that some macro patches could be periodic (see e.g. the legs and torso of the Spot mesh), which
would allow the use of the half-point quadrature rule [HRS10].
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Figure 4.13: Separatrices for a subdivided Spot mesh (left) and band-separatrices for a
Spot mesh that has been subdivided a bit more to highlight the resulting bands (right).
In addition, it is not immediately clear whether partitioning the surface in a minimal
number of macro elements also results in the fewest number of quadrature points. A
starting point is [Epp+08], which uses a so-calledmotorcycle graph to merge patches. It
also includes a proof that theminimisation of patches is NP-complete. Other potentially
relevant literature on patchification includes [CBK12; VY14; Cam17].
We conclude with a brief description of two ad-hoc approaches for merging patches
without the aim ofminimising their number. First, all band separatrices are constructed
virtually (i.e. not actually drawn) and the number of intersections of each band separat-
rix with other band separatrices is determined and saved. Then for each corner of an
n-sided hole around the EV (its one-ring neighbourhood), the band separatrix with the
fewest intersections is selected. The first method then considers the starting points for
these selected separatrices in random order, and draws them one-by-one. As soon as
a band separatrix intersects another one, further generation is terminated. The second
approach also considers the starting points in random order, but draws the separatrices
one line piece at a time. For the meshes considered so far, the two approaches yield
results that are largely similar. Two examples are shown in Figure 4.14.
Of course, it remains to be seen whether patchification is actually practical. In
addition to possibly merging the macro elements resulting from drawing the band sep-
aratrices, the individual elements in a single macro element need to be indexed some-
how such that they use the appropriate integration points. Additionally, it is not un-
likely that there will be patches without associated integration points. Determining
the quadrature rules should not pose a problem as they can be precomputed.
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Figure 4.14: Merging rectangular macro patches into even bigger ones for a repeatedly
subdivided Spot mesh (left) and for BlendeR’s Frankie mesh, which shows that the ap-
proach also works for meshes with boundaries (right).
4.2.4 Improving quadrature for Catmull–Clark elements (II)
•The methods discussed in this section are work in progress and are expected to result in
a future publication.
We now continue our efforts regarding the improvement of quadrature for subdi-
vision splines. The reason to do so is that although the methods introduced in Sec-
tion 4.2.2 improve the current default, the number of integration points required for
a satisfactory result is still (prohibitively) large. This time, we take the road towards
a numerical approach. That is, we generalise the approach considered in (4.20) to the
subdivision splines. Recall that if all basis functions can be integrated exactly, then so
can any function in their span.
Given the p = 2n + 8 subdivision splines ϕn,m(u, v) and q unknown quadrature
points (uj , vj) and -weights wj , the following nonlinear system Φw = b should be
satisfied for the quadrature rule to be exact (i.e. b should be in the column space ofΦ): ϕn,1(u1, v1) . . . ϕn,1(uq, vq)... ...















Note that in the literature such as system is often referred to as the moment-fitting
equations [LJ75; BGR10; Hub+17]. In our setting, the exact integrals of the subdivision
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splines (and alternatively of their derivatives and/or products) on the right-hand side
can be computed using the geometric series approach. Alternatively, the integrals of
the eigenfunctions could be considered instead of the subdivision splines.
We proceed to define a vector of residuals r = Φw − b, with its individual entries
defined as
rm = ϕn,m(u1, v1)w1 + . . .+ ϕn,m(uq, vq)wq − bm. (4.36)
The aim is to get S = rTr = ∑m r2m = 0, or in other words, the sum of squares
of residuals should vanish, numerically spoken at least up to machine precision. We
discuss two approaches that could achieve it.
The first method considers the use of the gradient of S with respect to all unknown
(uj , vj , wj) and uses an iterative approach to obtain ∇S =
∑
m∇r2m = 0. The par-
tial derivatives with respect to the weights are ∂r2m∂wj = 2rm∂rm∂wj = 2rmϕn,m(uj , vj).
Together, this can be expressed as
∇wS = 2rTJ(w) = 2JT (w)r, (4.37)
with J(w) the Jacobian matrix formed by the terms ∂rm∂wj . Clearly, we have J(w) =
Φ in this case, so that ∇wS = 2ΦT (Φw − b). If the weights are the only un-
knowns, we have a linear least square problem, and the weights are obtained as w =(
ΦTΦ
)−1
ΦT b, which requires the columns ofΦ to be linearly independent.
However, solving only for the weights requires knowledge about the position of the
integration points in the unit squareΩ. Unfortunately, this information is not available.
The problem might be simplified somewhat by assuming a symmetric layout of the
integration points (at least with respect to the diagonal u = v), which could then be
initialised randomly. Note that there is also a symmetry in the subdivision splines,
which – together with the assumption of symmetric integration points — allows us to
only consider (n+2)+ 4 = n+6 of them; see Figure 4.15. The results obtained so far
are not exact, and no patterns have yet been observed.
Figure 4.15: The subdivision splines associated with the black control points are symmetric
with respect to the diagonal u = v. Furthermore, the subdivision splines associated with










∂u . This results in
∇uS = 2rT








mutatis mutandis for partials with respect to vj . Clearly, the uj appear only indirectly
in (4.38), which means that they cannot be isolated and solved for directly. Instead, we
have to resort to an iterative approach such as Gauss–Newton combined with a line
search strategy, starting from a sensible initial guess. This is a nonlinear least squares
problem.
Solving for only the integration points assumes the values of the weights to be
known. Though this is not the case, we have at least some clues here — the weights
should sum to one (to make sure that the constant function 1 is integrated exactly over
Ω) and ideally be positive. Using randomweights satisfying these constraints and using
random initial guesses for the integration points often results in convergence such that
(4.35) is satisfied close to machine precision, that isO(10−13). Note that this requires a
solver supporting barriers or box constraints — the (uj , vj) are not allowed to leave Ω
during the iterations, as this would cause the subdivision level l to become Inf, negative
or NaN†. So far, we have used the libraries NLOpt [Joh19] and AlgLib [Boc19] for
this purpose. The scatter plots shown in Figure 4.16 visualise the converged positions
of the integration points over the unit square without enforcing symmetry on them.
The results of 10000 converged runs are stacked, using transparency to highlight the
density of the converged positions. We therefore refer to these plots as density scatter
plots.
The resulting symmetric patterns are striking, and show intriguing clusters of in-
tegration points, the number of which appears to increase with the valency n. It should
be noted that the individual solutions are generally not symmetric. So far, we have not
been able to explain the occurrence and positions of these clusters. Note however that
for n = 4, the clusters seem to ‘pin down’ the well-known 2 × 2 Gauss–Legendre
quadrature points.
Another observation is that the higher the value of q is (i.e. the number of integ-
ration points) for a single valency n, the fuzzier the resulting density scatter plots are.
This is shown for n = 3 in Figure 4.17, using q ∈ {7, 8, 9, 10} integration points.
No convergence has been observed for q < n+4, not even when running the code
on a computational server for several days. This is not entirely unexpected — after
all, there are 2n + 8 equations to be satisfied. Fixing random weights leaves 2q DoFs,
which most likely explains the behaviour. Still, solutions for lower q might exist. This
is supported by the observation that the a × b tensor-product Gauss–Legendre rule
manages to integrate all 4ab basis functions using only 3ab DoFs.
Considering the unknown integration points and -weights at the same time results
in a mixed linear/nonlinear least squares problem. Effectively, the unknown triples
†Instead of the integration on a single element, we could consider the integration on the entire n-sided
region around an EV at once, which should remove some of these constraints.
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Figure 4.16: Density scatter plots visualising the converged positions of integration points
overlapped for 10000 converged simulations using transparency. Top left: (n, q) = (3, 7).
Top right: (n, q) = (4, 8). Bottom left: (n, q) = (5, 9). Bottom right: (n, q) = (6, 10).
Figure 4.17: The patterns observed in 4.16 become fuzzier upon increasing q. Here, we
show the results for n = 3 for q ∈ {7, 8, 9, 10} visualised from left to right.
(uj , vj , wj) become unknown points in the unit cube. So far, we have not been able
to obtain results. This might be due to the increased number of unknowns, or due
to the different magnitudes of ∇wS compared to ∇uS and ∇vS. Another relevant
insight is that the iterations get stuck at local minima or saddle points — the latter is
more probable, as it is increasingly less likely to get stuck at a local minimum for an
121
4.2
increasing number of unknowns†. Figure 4.18 confirms this.




















Figure 4.18: Number of (local) minima and number of saddle points encountered when
running 1000 iterations for n = 3, . . . , 12 using n + 4 integration points based on the
eigenvalues of the Hessian.
Another approach which so far has not proven fruitful is to iteratively alternate
between optimising only for integration weights or for integration points — in practice
the method quickly converges to a local minimum or saddle point.
Overall, this approach shows that subdivision splines can be integrated using a
very small number of integration points. Though we have obtained many such rules
(i.e. using n + 4 quadrature points and -weights to integrate all subdivison splines
of valency n almost exactly), we are still in pursuit of a symmetric quadrature rule.
The importance of a robust solver supporting constraints was already touched upon,
a point that is strengthened by the observation that for the product of (derivatives of)
subdivision splines, the number of equations increases to (2n+ 8)2.
The second method is based on the observation that we do not merely want to
have ∇S = 0 (which, as indicated above, could also result in convergence to a local
minimum or a saddle point), but instead S = 0. I briefly worked on this with Michael
Bartoň during my internship at BCAM, the Basque Centre for Applied Mathematics in
Bilbao. The credits for the approach sketched below go to him.
Re-starting from the expression for an individual residual rm (4.36), we can consider
these as functions in 3q-dimensional space. Setting rm = 0 then defines an isosurface
in this space (generally a hypersurface). The intersection of p of these isosurfaces asso-
ciated with r1 = 0, . . . , rp = 0 then potentially gives us a 3q−p-dimensional manifold
of solutions on which all p residuals vanish. Unfortunately, the approach is difficult to
visualise, unless we restrict ourselves to a single integration point (u1, v1, w1)— this is
of course not very practical, but allows a visual representation of the concept. As such,
†The logic here is that for high-dimensional spaces, the chances that the space locally curves ‘upward’
in all dimensions simultaneously — i.e. defining a local minimum — is not likely. It is more likely that the
space locally curves ‘down’ in at least one direction, defining a saddle point.
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consider the two isosurfaces in Figure 4.19 (which are actually associated with two
bicubic Bernstein polynomials used for testing purposes). Their intersection results in
a curve, that is, a 3q − 2 = 1-dimensional manifold.
Note that the isosurfaces do not necessarily intersect (e.g. for certain choices for
three isosurfaces associated with bicubic Bernstein polynomials, there is no mutual in-
tersection — if there were one, it would be a single point), which results in the manifold
being the empty set.
Figure 4.19: Two isosurfaces r1 = 0 (orange) and r2 = 0 (blue) visualised as point clouds
(left). Their intersection is a curve (right), in other words, a one-dimensional manifold of
solutions.
In the case of subdivision splines, we should consider 2n+8 isosurfaces in a space
of similar size — we could start with q = n + 4, as we know from the other approach
that there are solutions in this case. The question is how to obtain a reasonable initial
guess close enough to the manifold of solutions. Another idea is to start close to the in-
tersection of some, but not all, isosurfaces, and trace this intersection until it intersects
with another manifold, after the which the procedure can be repeated. However, we
currently have no proof that these manifolds are guaranteed to be connected in [0, 1]3.
As mentioned at the start of this section, the work presented here is research in
progress and is expected to result in a future publication. Efficient (symmetric) quad-
rature rules and their performance in subdivision-based FEA/IgA (including the patch
test) are eagerly awaited.
4.2.5 Refinement for Catmull–Clark elements
This exposition of subdivision-based IgA would not be complete without a note on
the refinement possibilities of subdivision splines. Recall from the list of error sources
in FEA that (local) refinement is crucial for enriching the space Vh, so that a better
approximation can be obtained, resulting in a lower discretisation error.
Recall themask of the uniform bicubic B-spline (i.e. the tensor-product of the mask
of the uniform cubic B-spline [1, 4, 6, 4, 1]/8 with itself), which shows how the bicubic
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B-spline can be composed of scaled and shifted copies of itself. This was our starting
point in the discussion of the Catmull–Clark scheme — the next step was to extract the
stencils from the mask (i.e. the vertex, edge and face stencils) and generalise the former
one to EVs.
In the setting of refinement, the following question needs to be answered — what
are the masks associated with the subdivision splinesϕn,m? To this end, let us consider
a planar mesh consisting of an isolated EV of valency n = 5 surrounded by three rings
of faces, so that every sector consists of 9 faces. Next, we set the z-value of the central
control point (i.e. the EV) to z = 1, whereas all other vertices stay at z = 0. The
associated limit surface then corresponds to the subdivision spline associated with the
EV. If we now apply one step of Catmull–Clark subdivision to the mesh and focus on
the resulting z-values, it follows that together, these z-values are in fact themask (recall
that a step of subdivision does not change the limit surface associated with a mesh).
The same approach can be applied to the vertices in the one-ring around the EV, which
shows that in total there are only three different types of subdivision splines (plus the
uniform bicubic B-spline), regardless of the valency n. Figure 4.20 summarises the
above. Note that this approach also allows us to determine (or confirm) the support of
a subdivision spline. Every subdivision step carries information from the central vertex
one ring further, but every step the width of a ring is halved. As such, the support is











































































Figure 4.20: The three types of subdivision splines for n = 5 with their support outlined
in red, green and blue (top). Applying one step of subdivision to the mesh defining a
subdivision spline (i.e. a mesh with only the central vertex — indicated in red, green and
blue — set to z = 1) then reveals the mask (bottom). The non-symbolic coefficients should
be normalised by a factor 64.
Given an object modelled as a subdivision surface, a global subdivision step replaces
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all subdivision splines by the sum of subdivision splines on the refined grid which are
weighted as dictated by the masks. The coefficients for each subdivision spline on the
refined grid individually always add up to 1 — recall that this is the visual approach to
define the stencils. For an example, consider Figure 4.20, where the subdivision spline
on the refined grid associated with the EV receives the contributions a5+5b5+5c5 = 1.
From the perspective of FEA/IgA, instead of using global h-refinement, local re-
finement is usually more efficient. Observe that the subdivision mask facilitates exactly
this — it is perfectly fine to replace only a single subdivision spline by the appropriately
weighted sum of subdivision splines on the refined grid. Generalising the approach, it
is also possible to replace multiple subdivision splines simultaneously. In case this res-
ults in overlapping subdivision splines on the refined grid, their associated coefficients
are simply added together. It can be interpreted as an extended version of hierarchical
B-splines [FB88] (see also Appendix A), though seen from a different angle — using this
approach, the refined basis still trivially partitions unity.
In the same fashion, the notion of truncated hierarchical B-splines [GJS12] can be
extended. The idea is that certain subdivision splines on the refined grid would also
contribute to subdivision splines on the original grid if these were replaced. As such,
the refined subdivision splines can — using the right coefficients — be subtracted from
the original coarse ones. In order to uphold the partition of unity, these coefficients
should then be added to the coefficients associated with the refined subdivision splines.
Although matters are relatively straightforward when only two different levels
of subdivision splines are considered, things quickly become more complex upon in-
volving additional levels. In this scenario, it is not trivial whether the subdivision
splines on the different levels are still globally linearly independent. Back in Cambridge
in 2014, Urška Zore looked into this, using my existing MATLAB code as a starting
point for the implementation. The resulting publication [ZJK16] extended the notions
of [PW06]. Similar research was done in parallel by XiaodongWei et al., focusing more
on the application of the above in the context of IgA. Their findings were published as
two separate papers [Wei+15; Wei+16].
Summarising, using suitable refinement indicators, individual coarse subdivision
splines can be replaced byweighted sums of refined subdivision splines, creating nested
approximation spaces that allow for improved approximations uh.
The other type of refinement in FEA known as p-refinement does not (yet) seem to
have its counterpart in subdivision-based IgA. This would require the degree-elevation
of the infinitely piecewise bicubic subdivision splines — all cubicC2 connections would
then become quartic C2 connections. It poses an interesting direction for future re-
search.
4.2.6 The state of the art of subdivision-based IgA
We conclude this section with a summary of the state of the art of subdivision-based
IgA. Given an object modelled as a (Catmull–Clark) subdivision surface, IgA takes away
the geometry error that is often present in classical FEA. Next, using local refinement
of the subdivision splines, the space Vh can be enriched so that the discretisation error
can be made arbitrarily small (i.e. the method converges to the actual solution u). Sim-
ilarly, if desired, refinement at the boundary allows for better imposition of boundary
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conditions, and further local refinement for better representation of the source term
when projected onto Vh. Then, using one of our improved quadrature rules for subdi-
vision splines, the quadrature error can be decreased significantly. Assuming a robust
and accurate solver, the overall subdivision-based IgA process is then concluded to be
more precise.
The discussion would not be complete without a pragmatic note on the behaviour of
subdivision surfaces near their EVs. Although there are nowadays several approaches
to improve this, the question is whether real-life objects exactly matching (Catmull–
Clark) limit surfaces are actually desirable. Supported by the observation that these
probably cannot be manufactured, the question becomes how much of an issue the
approximation of the limit surface (e.g. using Gregory patches around EVs) would be?
4.3 The boundary element method (BEM)
The concepts of FEA as discussed above can be generalised to the trivariate case for run-
ning simulations on solids. The classical approach approximates the volume of interest
using a tetrahedral mesh [ZTZ05; Si15], with the tetrahedra usually corresponding to
linear elements, though higher-order ones also exist. An alternative is to use a hexa-
hedral mesh, i.e. a mesh composed of brick elements. However, hex-meshing turns out
to be considerably more challenging [Li+12].
Recall that in the bivariate case, IgA resolves the meshing challenge by directly us-
ing (parts of) the surface patches as elements. However, this typically does not extend
to the trivariate case, as most objects nowadays are modelled as boundary represent-
ations (B-reps), lacking interior structure. As such, volumetric NURBS [ZL05], sub-
division splines [Baj+02] or T-splines [Liu+14] need to be employed. Although this is
certainly possible, these are all directions that are under active development. Trivariate
NURBS are, like their bivariate counterparts, restricted to (piecewise) tensor-product
geometries. Trimming might help, though is not straightforward. In the case of subdi-
vision splines, there is currently no theory on the smoothness of limit solids. It stands
to reason that the notion of the characteristic map can be extended, though note that in
the case of subdivision solids, EVs propagate to the interior of the mesh as extraordin-
ary edges (EEs), several of which might intersect.
Although each of these topics is an interesting research direction in its own right,
we will not further elaborate on them, and instead briefly consider two alternatives for
running simulations on volumes: the boundary element method (BEM) and the spline-
enhanced finite element method.
The boundary element method can be an attractive alternative to FEA as (in gen-
eral) only the boundary of the object of interest needs to be meshed. However, it does
come with its limitations — the basic approach can only be applied to linear elliptic ho-
mogeneous PDEs (e.g. the Laplace and Helmholtz equations). Anything else that does
not satisfy at least one of these criteria requires the use of either a specialised flavour
of BEM, or can simply not be treated by BEM at all.
The principles of BEM are more mathematically involved compared to FEA. Many
texts available on the topic place a lot of focus on these mathematical details without
sketching a general approach first, which might be one of the reasons BEM is not ap-
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plied in practice that much. In the remainder of this section, the aim is to give an
overview of the approach known as direct (collocation) BEM.
4.3.1 The boundary integral representation for 2D Laplace
Our starting point is the Poisson BVP on a planar domain Ω as discussed before in
Section 4.1.1, that is, −∆u = f . Multiplying both sides by a function v (to be defined























The similarity between FEM and BEM ends here (at least temporarily). Applying
the divergence theorem again with the roles of u and v reversed shows that the central
term in (4.40) can be expressed as∫
Ω




























which is known as Green’s second identity.
At this point, we introduce one of the key ingredients of BEM — the notion of a
fundamental solution (also referred to as a free space Green’s function) [Kat02; Bec92;
Poz02]. In our case, we require the fundamental solution associatedwith the 2D Laplace
equation, which is commonly derived within the context of potential theory. Without
going into too much detail, consider a unit point source at a point P ∈ R2. The density
at any field point Q ∈ R2 due to this point source can be expressed as d(Q) = δ(Q−P ),
with δ(·) the Dirac delta function. We then look for the potential v such that −∆v =
δ(Q− P ). Using polar coordinates, it can be shown that [Bec92]
v = − 1
2pi





with r = |Q − P |, i.e. the Euclidean distance between Q and P . Using the property
of the Dirac delta function that for any function g we have ∫
Ω
gδ(Q− P ) dΩ = g(P ),


































This shows that for a vanishing source term f , i.e. a homogeneous PDE, there are
no more domain integrals. As a consequence, we no longer have to mesh the interior
of the domain of interest, only its boundary. If f does not vanish, this is not the case,
which negates most of the advantages of BEM. We note that there are several methods
to get rid of this domain integral, with the dual reciprocity method [PB+12; GKW13]
the most popular one. We will further assume f = 0 and as such focus on BEM for the
2D Laplace equation.
Observe that (4.45) only holds for P ∈ Ω. If P is not in the domain, − ∫
Ω
u∆v dΩ
vanishes as in that case, δ(Q − P ) vanishes everywhere in Ω. An important question
is what happens when P lies on the boundary Γ. Intuitively, for a smooth boundary,
the result should be 12u(P ). Analysis shows that this is indeed the case [Bec92]. Wecan capture this using a coefficient c(P ), defined as c(P ) = 1 for P ∈ Ω, c(P ) = 12 for
P on Γ and c(P ) = 0 for P completely outside of Ω.
Adopting the traditional notation q = ∂u∂n , we obtain










We can therefore focus on solving u and q on the boundary, after which u can
be evaluated everywhere in the interior using the same expression†. Note that in the
literature, the functions multiplying u and q in the boundary integrals in (4.46) are often
referred to as kernels.
4.3.2 Discretisation
Our next step is to discretise (4.46). This is similar to FEA — the elements Kl can
be parameterised using a reference element and a set of suitable local basis functions
Lk(x, y) = Rk(F
−1
l (x, y)). The isoparametric principle can be invoked to represent
the unknowns — plural. In BEM, both u and q are discretised (usually using the same














Meshing the boundary provides us with N nodes. Just as in FEA, each part of the
boundary requires a Dirichlet, Neumann or mixed boundary condition, which trans-
lates to N nodal values for u or q. This leaves us with N unknowns. In FEA, the
required equations naturally follow from the stiffness matrix. In BEM, a popular ap-
proach is to use point collocation [Poz02; GKW13], which places P at each node P j
consecutively. Note that this defines a different v and ∂v∂n for each node. Recall that
Q is just shorthand notation for any point in R2. Integrating e.g. v over an element
boundary Γl can therefore be interpreted as sliding Q along the element boundary.
†Note that this also allows us to consider infinite domains, which is very useful in the context of acoustics.
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Assuming an interpolating basis (e.g. Lagrange elements), u(P j) corresponds to
the nodal value uj . Note that j is a global index, indexing all N nodes, whereas k is a

























Figure 4.21: A BEM mesh composed of 4 quadratic Lagrange elements (l ∈ {0, 1, 2, 3})
with black bars indicating the element boundaries. The nodes P j are indexed globally
(j ∈ {0, 1, 2, 3, 4, 5, 6, 7}). Each individual element uses a local index (k ∈ {0, 1, 2}) to
refer to the appropriate nodes.








































Focusing on the left-hand side, note that this can be interpreted as N = 8 bound-
ary integrals of (global) basis functions multiplied by ∂v∂n . The 4 integrals with basisfunctions associated with shared nodes consist of two contributions, whereas the 4 in-
tegrals of basis functions associated with interior nodes only have a single contribution
(see Figure 4.21). Similar to FEA, we can compute the contributions per element, save
them in a 1× 3 vector, and assemble the result into a 1× 8 vector. Repeating this with
P moving to the next node P j until all nodes have been visited ultimately results in
a 8 × 8 matrixH , where row j corresponds to P coinciding with P j . Similarly, the
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right-hand side results in a 8× 8 matrixG. Together, we obtain
H00 H01 H02 H03 H04 H05 H06 H07
H10 H11 H12 H13 H14 H15 H16 H17
H20 H21 H22 H23 H24 H25 H26 H27
H30 H31 H32 H33 H34 H35 H36 H37
H40 H41 H42 H43 H44 H45 H46 H47
H50 H51 H52 H53 H54 H55 H56 H57
H60 H61 H62 H63 H64 H65 H66 H67
























The 1 × 3 element vectors are outlined for the first row ofH — the same pattern
holds for the other rows as well. Additionally, note that the diagonal entriesHjj con-
tain the extra contribution c(P ) = 12 .OnceH and G are computed (details on the integration will be given in the next
section) and assembled, the system Hu = Gq can be reorganised by collecting all
unknowns in a vector b, which then results in an expression of the formAx = b. Note
that unlike the stiffness matrix in FEA, both H and G are dense and generally non-
symmetric. On the other hand, the BEM matrices are typically much smaller compared
toK , as only the boundary nodes are considered.
After obtaining the approximations of u and q on the boundary, the value of u can
be evaluated anywhere in Ω using (4.46). With all uj and qj known, this amounts to




















The integrals in BEM, in our case those in (4.48), are generally more challenging to
(numerically) compute compared to those appearing in FEM.
The integrals to compute the entries ofG contain the fundamental solution v. Ob-
serve that − ln r = − ln |P − Q| grows towards infinity when r approaches zero (i.e.
when Q approaches P ), though the function itself is still integrable. For this reason,
it is referred to as a weak singularity. It cannot be integrated accurately using Gauss–
Legendre quadrature, but using logarithmic quadrature instead, it can [Poz02; Dav11].
The idea is to approximate an integral containing a logarithmic function and a function
g(t) as ∫ 1
0
− ln(t)g(t) dt = ∫ 1
0
ln(1/t)g(t) dt ≈ ∑k g(tk)wk . The integration points
tk and -weights wk can be obtained using the approach from (4.20). Using the cubic



































which yields the non-symmetric result
(t1, w1) = (0.112008806166976, 0.718539319030385),
(t2, w2) = (0.602276908118738, 0.281460680969615).
The use of these logarithmic quadrature rules is only required when P coincides
with a node in the element we are integrating over and if the basis function currently
under consideration does not vanish at P . Otherwise, Gauss–Legendre quadrature can
be used. Although in the latter case a constant number of integration points can be
chosen, it is often tuned based on the distance of P to the element of interest (the
closer P is, the more integration points are used).
An alternative to the use of logarithmic quadrature is the use of regularising trans-
formations which cause the (determinant of the) Jacobian to vanish at P [GKW13].
Talking about Jacobians, like FEA, we integrate everything on the reference ele-
ments. As such, the integrand also includes the determinant of the Jacobian to properly
scale the line element dt.
The integrals involved in computing the entries ofH are unfortunately more prob-
lematic — these contain the normal derivative of the fundamental solution, which fol-
lows from repeated application of the chain rule:
r = |Q− P | =
√





















· n = 1
r









(Q− P ) · n = − (Q− P ) · n
2pi|Q− P |2 .
This shows that the integrals contain a factor O( 1r ), which is not integrable on adomain where r approaches zero. It is therefore referred to as a strong singularity.
In general, this leads to the consideration of Cauchy principal values (CPV) of these
integrals and methods based on those. However, in some cases — ours included —
there is a straightforward approach to avoid these complications [Bec92; Dav11]. Note
that if all uj = 1 (or some other constant), it follows that all qj = 0. Physical examples
(associated with BVPs very similar to ours) are a constant temperature (u) which results
in a zero flux (q), or a rigidmotion (u) which results in zero tractions (q). As thematrices
H andG are not aware of the boundary conditions, we can temporarily assume these
special ones, in which caseHu = 0. This means that the rows ofH should sum to
zero. As such,Hjj = −
∑j−1
i=0 Hji. It follows that after all, we can use Gauss–Legendre
quadrature for the computation of the entries ofH . The same remarks as those for the
computation of the entries ofG apply.
Note that the integrand also contains the unit normal vector n. The (unnormalised)
normal vector to the boundary curve can be obtained from the tangent vector to the
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curve (dxdt , dydt ) by rotating it 90◦, i.e. (dydt ,−dxdt ). The normalising factor to obtain theunit normal n is exactly the Jacobian, which means that these two factors cancel each
other out†.
Finally, note that the integrals to evaluate u in the interior of Ω (4.50) do not con-
tain singularities, and can therefore be readily approximated using Gauss–Legendre
quadrature (though care should be taken if the interior point of interest lies close to a
boundary).
4.3.4 BEM and IgA
Based on the number of recent publications, the introduction of IgA seems to have
boosted research regarding BEM and has resulted in a combination of the two some-
times referred to as IgABEM. An important difference in IgABEM compared to classical
BEM is that in the discretisation step the control points of the geometry are typically
not interpolated. Like IgA, the nodal values therefore no longer represent physical val-
ues. This means that — when using point collocation — other collocation points have
to be selected. Several options have been proposed in the literature [CHB09], including
the images of parameter values where the basis functions attain their maximum value,
as well as Greville abscissae (which coincide with the former in some cases).
The use of subdivision splines in the context of BEMwas first considered in [BXW02]
(using Loop’s scheme), which is around the same time subdivision splines were first
used in FEA. Somewhat surprisingly, this publication has remained largely unnoticed,
though it receives the due credits for pioneering the combination of these two topics.
My introduction to subdivision-based BEMwas the work of Timo van Opstal, who con-
sidered it as part of his PhD [Ops13], using my implementation of Catmull–Clark sub-
division splines in the Python framework Finity (which has since then been renamed
to Nutils). Results have been published in [OBZ15]. Nowadays there are multiple
publications regarding subdivision-based BEM, including [Wan09; Ban+15], as well as
related work focusing on T-splines [Sco+13; Gin+14].
There are many remaining aspects of BEM that have not been discussed here, in-
cluding (local) refinement and optimisation. The former shares many characterist-
ics of the approaches used in FEA. The latter covers a large area of research and in-
cludes techniques such as the fast multipole method [Liu09] and hierarchical matrices
(H-matrices) [BGH03].
4.4 Spline-enhanced methods
During my time in Leuven, Francesco Greco introduced me to the concept of NURBS-
enhanced FEM (NEFEM). With subdivision-based IgA in mind, I proposed to look into
subdivision-enhanced FEM. We collaborated on a paper, with the last bits completed
during my second year in Groningen; it is published as [Gre+17]. Before we go into
some details of subdivision-based FEM, the basics of 2D NURBS-enhanced FEM are laid
out first.




The ambitious goal of NEFEM [SFH08] is to get rid of two major shortcomings of
classical isoparametric FEM. First, it aims at using the exact geometry of the object of
interest. Additionally, it strives for proper polynomial approximation in the physical
domain, regardless of the polynomial degree of the elements. This implies that the
element maps Fl can be at most linear, resulting in constant Jacobians in the integrals
required for computing the element matrices.
The exact representation of the geometry is achieved by first partitioning a given
NURBS boundary into segments. Instead of restricting these segments to match the
images of knot-intervals (resulting in points coinciding with the images of the knots),
any partition can be used. Next, the resulting points on the boundary are used to tri-
angulate the domain. This results in two types of elements — classical linear triangular
elements in the interior, and augmented triangular elements at the boundary. A re-
striction here is that at most one side of an augmented element can coincide with the
boundary. Figure 4.22 visualises the concept.
Figure 4.22: Cubic NURBS boundary (bars indicating the images of the knots) partitioned
into segments that are subsequently used to triangulate the domain. The interior elements
are classical linear elements, whereas those on the boundary are augmented elements.
Next, the observation is that since the corners of a reference element I can be
mapped to the corners of any triangle Tl using a linear map Fl, the inverse of this
map can be applied to the physical element Ωl to define a local curved element Il.
Figure 4.23 illustrates the maps.
I Il
Tl ΩlFl F−1l
Figure 4.23: A reference element I can be mapped to the triangle Tl using a linear map
Fl (left). The inverse of this map can then be used to map the actual element Ωl back to
the parametric domain, resulting in a local curved element Il (right).
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Note that as the isoparametric approach is not applied here, in principle any basis
can be defined on Il (or equivalently, on Ωl). The approach taken in NEFEM is to
define a Lagrange basis of degree d on the elements. Immediately, the question arises
how the element nodes should be distributed. A simple approach is to place them all on
I , so that a single reference element suffices. However, in this case the resulting Lag-
range basis functions need to be considered (far) past the region containing the nodes†.
As a consequence, the basis functions associated with interior nodes generally do not
vanish on the curved boundary. This, in turn, results in issues regarding the strong
imposition of Dirichlet boundary conditions‡. Alternatively, the element nodes can be
(re-)distributed over each Il individually. In this case, the resulting basis functions are
still ‘extended’ past the region containing the nodes, though in a less extreme manner.
Only when the boundary curve is (locally) captured by the Lagrange basis does this
problem not occur. Details regarding node distributions mitigating the above can be
found in the original publications [SFH08; Sev09; SFH11], though a clearer explanation
is provided in [Ern11].
Next, we consider the numerical integration. Boundary integrals (i.e. the integrals
incorporating the Neumann boundary conditions that naturally appear in the weak
form) are handled as usual — in general the Jacobian is nonlinear here. The integrals
over the augmented elements require a special quadrature. The original work [Sev09]
considers different approaches, including a tensor-product Gauss–Legendre scheme
(collapsing the v = 1 edge into a point) and a high-order triangular quadrature rule.
The Jacobian here is constant by construction.
Clearly, handling the augmented elements is more involved compared to the clas-
sical elements. However, as these augmented elements usually take up only a fraction
of the total number of elements, it should not be a bottleneck. An advantage of the
NEFEM mechanism is that (local) refinement is built-in — the boundary curve can be
partitioned into a larger number of elements, or a higher-order Lagrange basis can be
constructed on the elements. Naturally, both strategies also hold for the interior ele-
ments. A drawback is that NEFEM does not enjoy the nice properties of the NURBS
(i.e. in contrast to IgA, their high-order continuity does not carry over to the approxim-
ation space), which makes it a C0 method. Nevertheless, for several settings NEFEM is
shown to satisfy the theoretically optimal convergence rate, with more accuracy com-
pared to classical FEA [Sev09; Ern11].
The extension of NEFEM to 3D largely follows the same principles. The NURBS
surface is partitioned into triangular patches, which can again span multiple knot-
intervals. The interior of the object of interest is meshed using tetrahedra. This results
in two types of augmented elements — one which replaces a triangular face of a tetra-
hedron by a triangular patch, and another which merely replaces a straight edge of a
tetrahedron by a curve.
Partitioning something that is inherently rectangular into triangles might appear
somewhat unnatural. In theory, quadrilateral patches (aligned with the knot-lines,
†Whether this poses a problem or not depends on the context. Recall the Lagrange polynomials used to
derive Gauss–Legendre quadrature, which do not have nodes at the boundaries of the parameter interval.
‡Strongly enforcing Dirichlet boundary conditions means to assign values to nodes on the Dirichlet
boundary and subsequently remove the associated equations from the linear system Ku = q. Weakly
imposing the boundary conditions can be done in various ways, including Lagrange multipliers, penalty
methods and Nitsche’s method.
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though not necessarily the knot-intervals) could be considered, connected to e.g. pyr-
amid, prism or brick elements. However, volumetric meshing using these elements
is considerably more challenging than constructing a tetrahedral mesh. Still, an aug-
mented pyramid element would be compatible with a mesh that otherwise consists of
tetrahedra, and would in my opinion have been a more natural choice.
4.4.1 Subdivision-enhanced FEM
In this section, we summarise how to adapt the mechanics of 3D NEFEM to objects
modelled as Catmull–Clark subdivision surfaces. Our initial approach (and in the end
our only one) was to stay as close to NEFEM as possible. As such, we chose to partition
the Catmull–Clark limit surface into triangular patches, which are used to define an
interior tetrahedral mesh. In addition to the restriction that at most one face of a tetra-
hedron can coincide with the boundary, we require all EVs to be corners of augmented
elements.
The construction of a (curved) triangle mesh on the limit surface can be approached
in several ways. We selected a versatile approach that can generate both meshes of
uniform and non-uniform density based on the iterative force equilibrium method de-
scribed in [PS04a]. In our subdivision context, we use limit stencils to project EVs to
their limit positions on the surface, as well as Stam’s method to evaluate the limit sur-
face elsewhere. Following the triangulation, we chose TetGen [Si15] to construct the
interior mesh. An example is shown in Figure 4.24.
Figure 4.24: The Catmull–Clark limit surface associated with a once-subdivided cube
partitioned into triangular patches (left). The projection of the control net is shown in red.
Note that the EVs coincide with corners of the augmented elements. Based on this trian-
gulation, the interior tetrahedral mesh is constructed (right), here shown from a different
angle. Illustrations by Francesco Greco.
In order to keep things simple, we chose to use linear Lagrange polynomials as our
physical basis functions, with the intention to generalise this later on. Like in NEFEM,
‘extensions’ of these basis functions have to be considered in the curved regions of
the augmented elements. With regard to integration, the elements covering parts of
multiple original subdivision surface patches are virtually split and integrated per part
(following NEFEM). In addition, we also apply this virtual splitting procedure to the
subpatches around EVs. Quadrature schemes were selected empirically. A patch test
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was performed, once more confirming the need for quite a few levels of subpatches to
reach machine precision.
The numerical examples include Laplace and Helmholtz BVPs, largely avoiding the
use of Dirichlet boundary conditions for reasons stated above. Results for the Laplace
BVP with Neumann boundary conditions corresponding to an analytical solution of
x2 − y2 are shown in Figure 4.25.
N
n










Figure 4.25: The approximation of the analytical solution x2 − y2 (left). The L2-norm of
the error is plotted against the total number of nodesNn (right), showing the expected con-
vergence rate, as well as a slight improvement in accuracy compared to FEA. Simulations
and illustrations by Francesco Greco.
Overall, our work should be seen as a proof-of-concept of extending NEFEM to
subdivision surfaces. The improvements compared to FEA are marginal — combining
this with the additional effort required for our method, it might not be the recommen-
ded choice. However, the consideration of higher-order bases on the elements, as well
as improved quadrature schemes might yet increase our gain. Additional directions
of future research include the extension to different subdivision schemes (e.g. Loop’s
scheme) and the use of pyramid elements parameterically aligned to Catmull–Clark





5 | Rendering aspects of curves
and surfaces
Parts of this chapter have been published as
• Gerben J Hettinga, Pieter J Barendrecht and Jirı́ Kosinka. “A Comparison of GPU
Tessellation Strategies for Multisided Patches.” In: Eurographics (Short Papers).
2018, pp. 45–48. See Section 5.2.1.
• Jelle Bakker, Pieter J Barendrecht and Jiří Kosinka. “Smooth Blended Subdivision
Shading.” In: Eurographics (Short Papers). 2018, pp. 37–40. See Section 5.3.
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In Chapter 2 we discussed univariate and bivariate splines from a mathematical
point of view. In this chapter, we consider the visualisation of the resulting curves and
surfaces. We discuss various available graphics APIs, look at implementation details
and focus on two different applications — hardware tessellation (including approaches




Over the last couple of years, the number of graphics APIs has grown. Although this
might sound positive — after all, more to choose from — this might not necessarily be
a good thing. Instead, a single, widely-supported open standard that is cross-platform
is arguably preferable over a whole range of APIs.
For quite a few years, successive iterations of the Open Graphics Library (OpenGL)
[KSS16; Wol18] provided exactly that. However, OpenGL has — for various reasons
— become somewhat outdated, and has recently been succeeded by Vulkan [SK16].
Nevertheless, OpenGL remains the default choice for many projects, as it is accessible
and relatively straightforward to work with. As such, this chapter will largely focus
on OpenGL. A brief overview of alternatives (including Vulkan, Direct3D and Metal) is
included for completeness.
5.1.1 OpenGL
In this chapter we consider modern OpenGL — that is, versions with a customisable
pipeline composed of different shaders, altogether governed by shader programs. The
primitives (i.e. building blocks) supported include points (GL_POINTS), lines (GL_LINES,
GL_LINE_STRIP, GL_LINE_LOOP) and triangles (GL_TRIANGLES, GL_TRIANGLE_STRIP,
GL_TRIANGLE_FAN). In case of the latter two, the various options provide optimisations
based on the connectivity of the lines and triangles. Coordinates and other attributes
of vertices such as colours, normals and texture coordinates are typically uploaded to
the GPU as a buffer object, commonly referred to as a vertex buffer object (VBO). A
vertex array object (VAO) describes how the contents of a set of buffer objects should
be interpreted (e.g. whether it contains 2D, 3D or 4D data†).
Initially, the data is usually described in object or in world coordinates. These have
to be transformed to camera (or eye) coordinates, afterwhich the clipping space, normal-
ised device coordinates (NDC) and screen (or window) space follow. Internally, modern
OpenGL is only aware of the latter three, and uses left-handed coordinates for these.
The former three spaces are fully user-determined, though are traditionally taken to be
right-handed.
The coordinate transformations are typically applied in the shaders, which are pro-
grammable bits of GLSL code. OpenGL recognises five different shader stages, all of
which except the first are optional:
1. Vertex shader
2. Tessellation control shader (TCS)
3. Tessellation evaluation shader (TES)
4. Geometry shader
5. Fragment shader




The typical role of the vertex shader is to transform coordinates using matrices,
whereas that of the fragment shader is to assign colour to the fragments (which even-
tually make up the pixels). In between these two, the data is interpolated and rasterised.
Tessellation shaders (TCS and TES) introduce the GL_PATCHES primitive and are
discussed in Section 5.2. Geometry shaders support the additional adjacency prim-
itives GL_LINES_ADJACENCY and GL_LINE_STRIP_ADJACENCY for lines and in a sim-
ilar fashion GL_TRIANGLES_ADJACENCY and GL_TRIANGLE_STRIP_ADJACENCY for tri-
angles; they will be briefly discussed in the same section.
As OpenGL is language-independent, it can be used in combination with many
different programming languages. In my PhD project, I have mostly used C++ when
working with OpenGL. To create windows and an OpenGL context to render in, I chose
to use the Qt framework — alternatives include combinations of GLFW and GLAD or
GLEW, all of which are cross-platform.
5.1.2 Alternatives
Vulkan was already mentioned above as the successor of OpenGL. It is largely based on
AMD’s Mantle (development of which is now discontinued), and aims at higher per-
formance compared to OpenGL. Methods to accomplish this include better distribution
of the work to multiple CPU cores as well as multiple GPUs, and the use of shaders that
have been translated to a binary format, SPIR-V†. It is much lower level than OpenGL,
which gives the user more control over the hardware, though this also makes it con-
siderably more complex to use. Although suitable for high-performance applications,
without the use of wrapper- or convenience functions it might not be the best choice
for prototypes and simple frameworks.
In addition to OpenGL and Vulkan, there are two other APIs that should be men-
tioned. Both are OS-specific (i.e. not cross-platform). OnMicrosoftWindows, Direct3D
can be used (using shaders written in HLSL), whereas on macOS, there is Metal. Like
Direct3D 12, Metal is largely based on the same concepts as Vulkan, though also covers
general-purpose computing on GPUs (GPGPU), the general concept of which is briefly
discussed below.
5.1.3 GPGPU
GPUs can be used for computations that are not directly related to graphics. In fact,
because of their parallel nature, they are very well suited for all sorts of computations,
collectively referred to as GPGPU. There are several frameworks through which this
parallel processing power can be harnessed. The Open Computing Language (OpenCL)
[Mun+11] is supported on a wide range of hardware and allows the user to implement
and execute functions (referred to as compute kernels) on the GPU. Eventually, OpenCL
will be merged with Vulkan. CUDA [SK10] is a powerful alternative to OpenCL, but
can only be run on Nvidia graphics cards.
Although both OpenCL and CUDA can be combined with OpenGL using so-called
interoperability functions, e.g. in cases where scene rendering involves heavy compu-
tation, OpenGL also offers the option of implementing a compute kernel as a compute
†OpenGL also supports SPIR-V as of version 4.6.
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shader. Even though the possibilities of a compute shader are somewhat limited com-
pared to what is offered by OpenCL and CUDA, it can be a convenient alternative be-
cause it can be used directly alongside the other shaders (though not within the same
shader program) and is also programmed in GLSL. We note that also DirectX and Metal
come with support for compute kernels.
When developing GPGPU code, the parallel computations can be thought of as a 3D
grid. In terms of an OpenGL compute shader, a user-specified number of work groups
is defined for all three dimensions — setting one or more of these to one effectively
reduces the dimension of the grid to 2D or even 1D. Next, a subdivision of the work
groups can be defined, referred to as the size of the work group. This size is again a
vector in R3 and is the same for all work groups.
Selecting the type of grid (3D, 2D or 1D) very much depends on the context of the
problem. The subdivision of the work groups sometimes follows from the problem
description — in other cases, tuning might be required to get optimal performance
(which might also depend on the hardware used). As example, consider per-pixel ray-
tracing, which calls for a 2D grid — one work group for each pixel. For each pixel,
a number of rays or paths can be traced, which could be modelled using a 1D work
group size. Because per-pixel ray-tracing can get very expensive (in particular in a
real-time setting), another approach is to first triangulate the canvas, and only perform
ray-tracing for the vertices of the resulting triangulation, which hints at the use of a
1D grid (again with a 1D work group size).
The common way to dispatch a computation using an OpenGL compute shader is
to use
glDispatchCompute(nwgX, nwgY, nwgZ);
with nwg{X,Y,Z} the number of work groups in that dimension. Subsequently, the
group size is defined in the compute shader itself as
layout (local_size_x = wgsX,
local_size_y = wgsY,
local_size_z = wgsZ) in;
with wgs{X,Y,Z} the work group size in that dimension. These dimensions are then
available in the shader as gl_WorkGroupSize.
Alternatively, an OpenGL extension can be used to also define the work group size
on the side of the CPU†:
glDispatchComputeGroupSize(nwgX, nwgY, nwgZ, wgsX, wgsY, wgsZ);
In the latest version of Qt at the time of writing, this command is not defined, but this
can be solved using the following code snippet‡:
auto glDispatchComputeGroupSize = reinterpret_cast
<PFNGLDISPATCHCOMPUTEGROUPSIZEARBPROC>(context()->
getProcAddress("glDispatchComputeGroupSizeARB"));
In the shader, the following should be added:
†Somewhat surprisingly, this is a barely documented command, and therefore rarely used. For this
reason, I have chosen to include it here.
‡Thanks to the Qt mailing list for helping me with this issue!
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#extension GL_ARB_compute_variable_group_size : require
Next, the definition of the work group size is replaced by
layout (local_size_variable) in;
Unfortunately, this invalidates the use of gl_WorkGroupSize in the shader. In-
stead, gl_LocalGroupSizeARB should be used. Although this method is slightly more
involved, it allows a developer or user to experiment with the group size without edit-
ing and recompiling the compute shader.
Input and output data for a compute shader can be stored as a shader storage buffer
object (SSBO), which can be read from and written to in the compute shader. In a
subsequent rendering call, this SSBO can then be used as a VBO. Alternatively, images
(i.e. specific single-layer RGBA textures) can be used for loading and storing data, but
are more limited. Other options for input data include texture buffers and uniforms.
Each item of a work group, often called work item or invocation, has its own local
memory. In contrast, an SSBO or image is stored in global memory, as it should be
accessible to all shader invocations. In addition to these, each work group has ac-
cess to a limited amount of shared memory which is considerably faster than global
memory. Shared data usually requires synchronisation, i.e. the use of memory barriers
and atomic operations, details of which will not be discussed here.
In a CUDA setting, work groups are referred to as thread blocks and invocations as
threads. The number of threads within a block that is executed in parallel on a multi-
processor is called the warp, and has a fixed length of 32 (which follows from the core
architecture of NVIDIA’s graphics cards). It is therefore generally a good idea to have
a thread block size that is a multiple of 32. In a similar context, for AMD’s graphics
cards this concept is referred to as the wavefront, and has a fixed length of 64.
5.1.4 Web-based APIs
Given the amount of web-based content nowadays, it is surprising that the support for
GPU-accelerated graphics on the web is still rather limited. Although theWebGraphics
Library (WebGL) — which is based on OpenGL Embedded Systems (OpenGL ES) and
uses a JavaScript API to draw on a HTML canvas element — offers basic functionality,
it lacks support for features such as tessellation and compute shaders. It is, however,
widely supported by web browsers. The same can unfortunately not be said of the Web
Computing Language (WebCL), a JavaScript binding to OpenCL.
The prospect is that with WebGPU, a new standard based on Metal, Direct3D and
Vulkan currently under development, more advanced functionality will become avail-
able in the near future. The current status of the project and its support by various web
browsers can be checked at https://github.com/gpuweb/gpuweb/wiki/Implementation-
Status.
5.2 Tessellation
Recall the Bézier curves introduced in Section 2.1.1. Given the control net of such a
curve, how can we visualise the actual curve using OpenGL? Using only the vertex
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and fragment shaders, de Casteljau’s algorithm could be used on the CPU to sample
the curve at e.g. equidistant parameter values or using a smarter strategy based on arc-
length or curvature. The resulting points can then be uploaded to the GPU as a VBO
and subsequently rendered using the GL_LINE_STRIP primitive.
A similar approach could be used to tessellate a triangular or square domain on the
CPU for the evaluation of a triangular or tensor-product patch. GL_TRIANGLE_STRIP
could be used to render the result (in the case of a triangular patch in combination with
primitive restart as the triangle stripsmight be of different lengths), though connectivity
of the vertices is less trivial than in the univariate case. A suitable alternative is to use
index-based drawing, which stores each computed point only once (in contrast to the
preceding method, which likely requires multiple copies of most point) and uses an
additional index buffer object (IBO) to define the triangles.
OpenGL 3.2 (released in 2009) introduced the geometry shader stage, which al-
lows the creation of (additional) geometry from within the shader. In theory, it fa-
cilitates the evaluation of quadratic or cubic Bézier curves on the GPU by using the
GL_LINES_ADJACENCY primitive. Higher-order Béziers cannot be evaluated in this
fashion— unlike GL_LINES_ADJACENCY, GL_LINE_STRIP_ADJACENCY does not provide
simultaneous access to all control points.
Similarly, quadratic triangular Bézier patches could be evaluated on the GPU using
the GL_TRIANGLES_ADJACENCY primitive. Unfortunately, there is no generalisation
to (tensor-product) patches of higher degree — GL_TRIANGLE_STRIP_ADJACENCY does
not allow concurrent access to the entire control net.
It should also be noted that in practice, using a geometry shader for (univariate)
tessellation can be rather slow.
With the introduction of tessellation shaders in OpenGL 4.0 (released in 2010) and
the GL_PATCHES primitive, matters simplified considerably. Given the unit parameter
domain of a curve, triangular patch or tensor-product patch, the tessellation module
can automatically tessellate it based on a sequence of user-defined tessellation levels
provided in the TCS. In the TES, the parameter values (i.e. linear, barycentric or bi-
linear coordinates) corresponding to the points generated in the tessellated domain
can be used to evaluate the curve or patch. In addition to integer levels (resulting in
uniform tessellation of the parameter domain), fractional tessellation levels can be set
which can be beneficial when interpolating between integer levels. It is also possible
to manually re-map the generated parameter values, which can be useful for the crack-
free tessellation of a composite surface containing T-sections.
The upper bound of the tessellation levels is limited, commonly with 64 as the
highest level. Although certain tricks can be used to obtain a finer tessellation (e.g.
the subsequent use of a geometry shader in the case of curves, or the use of texture
buffers in the fragment shader in the case of patches with straight edges which allows
pixel-level tessellation), this only works in specific cases.
In practice, various strategies of setting the tessellation levels can be used. The
simplest is to use a uniform level throughout a scene. Alternatively, different tessella-
tion levels can be used based on the distance of the curve or patch to the camera or to
a contour or silhouette.
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5.2.1 Tesellation for multi-sided patches
In Chapter 2 we mentioned the generalisation of Bézier triangles and tensor-product
patches to multi-sided variants, though details were omitted. Hardware tessellation of
such patches is not straightforward. In the following, we assume the use of general-
ised barycentric coordinates (GBCs) [Flo15] on regular polygonal domains Ωn with n
indicating the valency of the polygon. That is, any point p ∈ Ωn can be expressed with















where A(·) is the signed area of the triangle defined by the three arguments (using











Figure 5.1: The triangles involved in computing w1(p) (left) and w4(p) (right) for the
Wachspress coordinates for a point p (red) in the polygon Ω5.
In addition to Wachspress, quite a few other GBC schemes are available, including
mean value coordinates [Flo03] and harmonic coordinates [Jos+07].
The next step is to subdivide Ωn into triangular or quadrilateral sections, as these
are the only bivariate domains supported by OpenGL’s tessellation shaders. There are
several approaches to this subdivision, as shown in Figure 5.2.
Depending on the choice of subdivision, we propose to use one of the following
approaches:
†Note that very close to the boundary, the evaluation of this expression becomes unstable. Furthermore,
on the boundary itself it cannot be evaluated, though as the GBCs are known to be piecewise linear here,
this does not pose an issue.
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Figure 5.2: Various subdivisions ofΩ5 (top) andΩ6 (bottom) into triangles and/or quadri-
laterals. The latter two approaches on both rows require an additional point at the centroid
of the domain.
A.) The (u, v, w) or (u, v) coordinates in the TES for a triangular or quadrilateral
patch define a point p. AssumingΩn to be inscribed in the unit circle, the (Wach-
spress) GBCs ϕk(p) can be computed with regard to the vk on the unit circle.
If we limit ourselves to either all triangular patches (possible for all n ⩾ 3) or
quadrilateral patches (possible for even n ⩾ 4), we can use OpenGL instancing
to efficiently invoke the process multiple times.
B.) In the case of centrally symmetrical subdivision, i.e. the third column in Fig-
ure 5.2, we could pre-compute the GBCs on a dense grid for one sector and store
the result in a 3D texture (using one layer for each ϕk). Note that this also al-
lows the use of GBCs that are more expensive to compute, such as the Harmonic
coordinates which are based on solving the Laplace equation.
The two approaches are summarised in Figure 5.3 for a centrally symmetric subdi-
vision of Ω5.




TES (u, v, w) Multi-sided surface
patch
A.) Computation
ϕk(p) = . . .
Figure 5.3: The two approaches to obtain GBCs for a point p in a regular polygonal do-
main, which can then be used to render multi-sided surface patches.
Once we have the GBCs, we are in business and can render multi-sided surface
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patches using OpenGL tessellation. Examples include extensions of Phong tessella-
tion [BA08] and PN triangles [Vla+01] to general — possibly non-planar — polygons of
arbitrary valency as described in [HK17].
In this context, it makes sense to include a discussion on a generalisation of trian-
gular and tensor-product Bézier patches to n-sided patches known as S-patches [LD89;
SS15]. Assuming regular polygons as parameter domains, the first step is to choose a
degree d and uniformly subdivide the boundaries of the domain into d segments each.
Then, just as in the triangular and quadrilateral setting, copies of the domain scaled by
a factor 1d can be placed on top, indicating the positions of the control points. Notethat the domain might not be completely tiled (e.g. in the triangular case there are gaps
between the upward-pointing triangles) or that there might be overlaps between the
copies (as is the case for n > 4). Figure 5.4 shows the resulting control nets for d = 2
for selected valencies.
Figure 5.4: The control nets of quadratic S-patches for valencies n ∈ {3, 4, 5, 6, 7}. The
control points generated by a single scaled copy are indicated in red. For even valencies,
blossoming shows that several control points overlap, here indicated with concentric circles.
Next, de Casteljau’s algorithm is generalised to GBCs. Using blossoming, we com-
pare the algorithm for a cubic Bézier curve, cubic Bézier triangle and a cubic pentagonal
S-patch. To start with, we consider the univariate case for d = 3. Taking a general ap-
proach and assuming a parameter domain t ∈ [A,B], any point p in this domain can
be written as p = pAA + pBB, with p□ linear functions of t. Recall that for A = 0
and B = 1, these correspond to pA = (1− t) and pB = t. In other words, assuming a
blossom f(·, ·, ·), we have
pAf(A,A,A) + pBf(A,A,B)
= f(A,A, pAA+ pBB)
= f(A,A, p),
which uses themulti-affine property of f . Labeling the control points with blossom val-
ues — using the shorthand notation AAA = f(A,A,A) — we can apply the approach
to any pair of blossom labels differing in only one argument (the order of which is ir-
relevant because of the symmetry property of f ). This results in the red points shown in
Figure 5.5. Finally, following de Casteljau’s algorithm, we repeat this until we are left
with a single point corresponding to the blossom label ppp = f(p, p, p), which by the
diagonal property of f shows that it is the image of the point p (i.e. our curve evaluated
at t = p).
Moving on to a cubic triangular Bézier patch defined on the domain ∆ABC , we













Figure 5.5: De Casteljau’s algorithm for a cubic Bézier curve using blossoming notation.
The image of a point p = pAA + pBB in the parameter domain [A,B] is computed in
three steps.
corresponds to a barycentric coordinate {u, v, w}. We follow the same approach, using
a blossom g(·, ·, ·), and obtain
qAg(A,A,A) + qBg(A,A,B) + qCg(A,A,C)
= g(A,A, qAA+ qBB + qCC)
= g(A,A, q).
The point on the triangular surface associated with the point q in the domain again
follows from de Casteljau’s algorithm as illustrated in Figure 5.6.












Figure 5.6: De Casteljau’s algorithm for a cubic triangular Bézier patch using blossoming
notation. The image of a point q = qAA+ qBB+ qCC in the parameter domain∆ABC
is computed in three steps.
Finally, we consider the cubic pentagonal S-patch. The elegance of the gener-
alisation to S-patches is that we can use exactly the same approach as for the cu-
bic Bézier curve and cubic triangular Bézier patch. Expressing a point r ∈ Ω5 as
r = rAA+ rBB+ rCC + rDD+ rEE, with the r□ some generalised GBCs ϕ, we use
a blossom h(·, ·, ·):
rAh(A,A,A) + rBh(A,A,B) + rCh(A,A,C) + rDh(A,A,D) + rEh(A,A,E)
= h(A,A, rAA+ rBB + rCC + rDD + rEE)
= h(A,A, r).
After three iterations of de Casteljau’s algorithm, we obtain the point of interest on
our patch — see Figure 5.7.
This comparison shows that the definition and evaluation of S-patches is a natural
extension of Bézier curves and Bézier patches. Although the layout of the control net
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Figure 5.7: De Casteljau’s algorithm for a cubic pentagonal S-patch using blossoming
notation. The image of a point r = rAA+ rBB + rCC + rDD+ rEE in the parameter
domain Ω5 is computed in three steps. Note that the domain (top left) is tiled with two
layers of pentagons — the outer layer consists of 10 pentagons following the subdivision
of the boundary for d = 3, whereas the inner layer consists of 5 pentagons.
is perhaps less structured for higher valencies and higher degrees compared to the
triangular and quadrilateral equivalents, it can always be constructed based on the
structure of the patch of one degree lower (and optionally verified by checking the
blossom labels).
To conclude, wemention that there are other multi-sided surface patches, including
transfinite surface interpolation over n-sided domains [VRS11] and generalisations of
Gregory patches [HK18].
5.3 Subdivision shading
Now that we know how to properly tessellate surface patches, the final aspect to con-
sider is the shading of these patches. Recall that, from a computer graphics point of
view, the patches correspond to triangle meshes, even in the case of pixel-accurate
rendering. Common approaches for shading polygonal meshes include
• Flat shading, which performs light computations using e.g. Phong’s reflection
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model at a single point on the polygon. The result is then used for the entire
polygon.
• Gouraud shading, which performs light computations at the vertices of the poly-
gon. The results are then interpolated over the polygon.
• Phong shading, which interpolates the normal vectors over the polygon and sub-
sequently performs light computations per fragment.
Naturally, Phong shading is more computationally expensive compared to Gouraud
shading, although on today’s GPUs this is hardly an issue any more. Flat shading is
used when it is important to distinguish individual polygons or for artistic purposes.
Regarding the interpolation of normals, consider the linear interpolation of two
normalised vectors as shown in Figure 5.8. First of all, the resulting vector is typically
not of unit length, and therefore needs to be normalised. Furthermore, the direction of
the resulting vector might be different from what is expected.
An alternative perspective considers unit normals as points on the unit circle. In
that setting, taking the convex combination with e.g. coefficients 34 and 14 as in Fig-ure 5.8 results in a vector that logically still has unit length and points into a (slightly)
different direction. This spherical linear interpolation, commonly abbreviated as slerp-
ing, arguably yields more natural results.
Figure 5.8: Interpolation of two normalised vectors (black) using coefficients 34 and 14 ,resulting in the red vector which is then normalised. Alternatively, slerping (here using
a geometric construction involving the grey vector and two grey circles) can be used to
obtain the green vector.
In the example, the chosen coefficients allowed for a simple geometric construction.
However, for a general convex combination, the following approach should be used.
Consider two normalised vectors a and b with an angle ϕ ̸= 0 between them. The
objective is to compute the vector c at an angle tϕ with respect to a, with t ∈ [0, 1],
expressed as a weighted sum of a and b; see Figure 5.9.
Assuming without loss of generality that a coincides with the horizontal axis, con-









Figure 5.9: Slerping illustrated: the vector c (green) is a spherical linear combination of
the vectors a and b (black).





c = cos(tϕ)a+ sin(tϕ) (b− cos(ϕ)a)sin(ϕ)
=
(










In the case of a convex combination of three non-planar unit vectors (e.g. points
on the unit sphere), spherical barycentric coordinates [LBS06] can be used (though
note that these cannot satisfy all conditions met by ordinary barycentric coordinates
[Flo15]). The general approach of any number of points on the unit sphere leads to
spherical averages [BF01], which requires an iterative approach.
It is important to note that for models which are eventually manufactured (i.e. made
into physical objects), such as car-, boat- or airplane parts, only the actual normal fields
should be used. However, for models that remain digital, different normal fields can be
used. This can be applied to add details to a surface (e.g. using bump mapping) or to
locally smooth a surface.
Subdivision surfaces fall into the latter category — they are notorious for the arte-
facts that occur around EVs. When using such objects in an animated movie or com-
puter game, instead of using the actual normal field nG of the geometry (i.e. the limit
surface), a subdivided normal field nS can be used. The idea of subdivision shading as
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proposed in [AB08] is to take the normals of a (possibly subdivided) control net and
use the subdivision stencils to subdivide these normals (using the concept of spherical
averages). It follows that nS is C1 continuous. An example comparing the use of the
two normal fields is shown in Figure 5.10.
Figure 5.10: Catmull–Clark subdivision applied to a mushroom mesh from BlendeR’s
open movie Big Buck Bunny. The high valency n = 12 at the top results in so-called polar
artefacts, which are clearly visible in both the rendering and the isophotes when using
the actual normal field nG (left). Using the subdivided normals nS visually removes the
artefacts (right).
For many meshes, however, simply using nS everywhere yields results that are
too smooth — detail is lost. Although this can to some extent be remedied by further
subdividing the control net before subdividing the normals, a more versatile method
was proposed in the original work [AB08] based on blending nG and nS . The ap-
proach is to assign scalar weights to the control points in the control net (1.0 to EVs
and 0.0 elsewhere) and either bilinearly interpolate theseweights over themesh, or sub-
divide them using the subdivision stencils. Unfortunately, the former approach results
in sharp transitions in the blended normal field, whereas the latter results in weights
that are in general globally below 1.0 for approximating subdivision schemes such as
Catmull–Clark and Loop. In other words, both approaches yield a blended normal field
that is merely C0. Our aim is to construct a blended normal field nB that is C1,
nB = (1− bp)nG + bpnS , (5.4)
with b a suitable blending function (to be discussed) and p a positive scalar parameter.
The purpose of p is to tweak the rate of decay of b around EVs, and can be set either
locally (i.e. different values of p at different EVs) or globally. Note that p does not
influence the support of b.
As nG is C0 at the limit positions of EVs, we need to make sure that bp = 1.0
at these points. Since p is required to be positive, it follows that b = 1.0 at the limit
positions. Furthermore, as∇nG might not be well-defined at the limit positions of EVs,
all terms in the gradient of (5.4) containing∇nG should vanish at these points. For the
full proof, we refer to [BBK18a]. Based on this, we propose the following two methods:
A.) In case of separated EVs (i.e. at most one EV per face in the mesh), we can assign
weights wn to the EVs and zero weights elsewhere such that applying (gener-
alised) limit stencils results in values of 1.0 at the limit positions of EVs. This
results in nonzero values of b in the two-ring neighbourhood of EVs.
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B.) For EVs (or EFs) that are not separated, approach A.) might not be applicable. An
alternative is to assign weights 1.0 to the EVs as well as all vertices in their one-
ring neighbourhoods, which again results in values of 1.0 at the limit positions
of EVs. This results in nonzero values of b in the three-ring neighbourhood of
EVs.
Figure 5.11 illustrates the support of b for the two approaches for various values of





Figure 5.11: The univariate equivalents of the two types of blending approaches, with A.)
solid and B.) dashed, raised to different powers p ∈ {0.5, 1.0, 2.0} shaded from dark red
to bright red. The control nets are shown in grey.
Finally, Figure 5.12 compares the two approaches. Although approach A.) yields
satisfactory results for some objects, based on these and other results, B.) is the over-




Figure 5.12: Chair model rendered as a Catmull–Clark surface using nG and nS (top).
The former results in lighting artefacts near the front, whereas the latter removes detail
such as the ridge on the right. Approach A.) does not manage to remedy the artefacts
(middle), whereas approach B.) does (bottom). The associated blending functions b are





6 | Colour gradients in vector
graphics
Parts of this chapter have been published as
• Pieter J Barendrecht, Martijn Luinstra, Jonathan Hogervorst and Jiřı́ Kosinka.
“Locally refinable gradient meshes supporting branching and sharp colour trans-
itions”. In: The Visual Computer 34.6-8 (2018), pp. 949–960. See Section 6.2.
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In this last core chapter we discuss two techniques that can be used to create (al-
most) photorealistic illustrations in the context of vector graphics. Gradient meshes
combine curve networks with colour values, which in the most general setting leads to
colour gradients on smooth surfaces of arbitrarymanifold topology supporting local re-
finement. Diffusion curves focus on the diffusion of colour gradients assigned to spline





Vector graphics is based on the use of building blocks referred to as primitives, whose
properties remain editable after their initial creation. This allows for a flexible work-
flow that is fundamentally different compared to that of raster graphics, which is pixel-
based. The list of primitives includes basic shapes such as rectangles and ellipses, Bézier
curves and text, all of which can be described as paths. Rather than representing these
paths in terms of pixels, they are defined as mathematical objects, which makes them
resolution invariant (i.e. scalable without losing quality). Boolean operations and off-
sets of paths help the designer to model an envisioned shape.
Although paths are usually expressed in the form of cubic Béziers, alternatives do
exist, including B-spline- and spiro curves. The search for a spline with even better
characteristics (e.g. more intuitive from the user’s point of view) is an area of active
research — a recent example is the introduction of the κ-curve [Yan+17].
Ultimately, two of the most important attributes of a design are its shape and its
colour. It is clear that the shape can be described using paths; colour is another matter.
Fills can be flat (i.e. solid) or based on various types of gradients such as linear and radial
gradients. However, experience shows that more intricate designs often require the
use of something more sophisticated. As such, following the introduction of gradient
fills in PostScript 3 [Ado97; Ado99], the gradient mesh was introduced [Ado98], later
followed by diffusion curves [Orz+08]. Gradient meshes are discussed in detail, along
with multiple improvements; diffusion curves are considered from the perspective of
existing literature.
6.2 Gradient meshes
The starting point of the traditional gradient mesh primitive is a planar cubic curve
network (see Section 3.1.1) with the topology of a Cartesian grid. Each cell in the grid
is therefore defined by four cubic Béziers. Although both the control points and tangent
handles are editable, in the following we assume the composite curves in the network
to be C1 continuous.
Next, let us consider the colour aspect of the primitive. We only allow the user
to assign colours to control points, not to tangent handles. Assuming an sRGB colour
space for now, each colour channel† can be considered separately as a height map living
on the 2D network. Focusing solely on the red channel, this raises the question how
the red values should be interpolated between the control points. A straightforward
approach is to use linear interpolation, as shown in Figure 6.1. Note that it depicts
the colour interpolation in the functional setting (also referred to as the non-parametric
setting) — that is, the piecewise linear Bézier rl(t) representing the red values (vertical
axis) is plotted against the parameter t (horizontal axis).
Although this might be a reasonable approach in some cases, it results in a colour
propagation that is merelyC0 across the network curves. Smooth interpolation is often
desired, though in the context of colour it is not directly clear what is meant by smooth.
In this work we aim at an interpolation that is at least G1, which we conjecture is a
†In addition, an alpha channel (transparency/opacity) could be considered.
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Figure 6.1: Piecewise linear interpolation of the red values assigned to control points of a
piecewise cubic Bézier.
sufficient condition.
With this in mind, we move on to quadratic and higher-order interpolation of col-
our. In these cases, tangent handles come into play, which means that we need to
determine to which positions in parameter space these handles correspond. Let us




k(t), with rk the red values. Note that
r1 is a degree of freedom (DoF) as no value has been assigned to it yet. Additionally,
in this functional setting we have t =∑2k=0 tkB2k(t). Using a parameterisation on the
unit domain, by the end-point interpolation property of Béziers it is clear that t0 = 0
and t2 = 1. The value of t1 can be obtained by expressing the Bernsteins in the power
basis, storing their coefficients as columns of a matrix, and solving the resulting system
(
1 t t2








which shows that t1 = 12 . In other words, in the functional setting, the tangent handlesof a piecewise quadratic Bézier curve correspond to the midpoints of the parameter
intervals. Figure 6.2 shows two such curves with their x- and y-components visualised
individually as functional curves.
Given the red values at control points, we can now attempt to assign red values to
the handles such that the quadratic Béziers connect withG1 continuity. Although this
is certainly possible in some cases, for others (e.g. strongly oscillating values or adjacent
values on opposite borders of the colour gamut) it is not. Furthermore, observe that
changing the angle of a tangent handle in one segment propagates throughout the
entire curve, i.e. has a global effect.
Consequently, we move on to piecewise cubics. The parameter values associated
with the tangent handles are readily determined using the same approach,
1 0 0 0
−3 3 0 0
3 −6 3 0














which yields t1 = 13 and t2 = 23 . It can be shown that handles (or more general, interior
control points) of a Bézier of general degree d map to parameter values kd [Far02]†.








0 1 2 3 4 5t =







Figure 6.2: Two piecewise quadratic Bézier curves (left) and their x- and y-components
visualised individually as functional curves in green and blue, respectively (right). Both
curves are G1 at t = 1 and C1 at t = 3 (indicated using grey highlights on the right).
Additionally, one of the components is C1 at t = 4.
For functionalC1 continuity between Bézier segments, the tangent handles on both
sides of a control point have to be co-linear with it (note that in the functional setting,
there is no such thing asG1 continuity). This provides us with a DoF per control point,
namely the angle of these handles. Clearly, a monotonic interpolation is desired. The
easiest approach simply sets all angles to 0◦, which prevents the resulting (red) val-
ues from escaping their range [0, 1]. Alternatives are often based on minimizing e.g.
the bending energy of the curve [WA02; LS09], which yields visually smoother results.
Such an approach can be used for sequences of red values that are monotonous — at
control points which separate the regions of monotonicity, the angle should neverthe-
less be 0◦ to ensure colour values that are within the gamut. Figure 6.3 illustrates both
approaches.
This completes the assignment of colour values to the cubic curve network. Finally,
each cell can be interpreted as a bicubic patch, resulting in the interpolation of colour
in the interior. Without information about the interior points, a Ferguson patch is
the most straightforward approach. However, it is well-known that for a geometric
interpolation of a cubic curve network, the zero twist-vectors associated with Ferguson
patches lead to flat spots for non-translational surfaces [Far02]. As such, a short study
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Figure 6.3: Piecewise cubic interpolation of the red values assigned to control points. In
this example, there are four regions of monotonicity. The angle of the tangent handles at
control points separating these is set to 0◦. One option is to do the same for all remaining
control points (top), whereas another choice is to optimise these angles by e.g. minimizing
the bending energy (bottom).
to the assignment of general twist-vectors is worthwhile.
Consider a control point O in the curve network with an ordinary valency n = 4
and two pairs of handles — see Figure 6.4 — such that A−O = O − C and B −O =
O−D. In other words, the tangent handles are pairwise co-linear withO, and form a
parallelogramwithO as its centroid. From a Bézier point of view, we can now introduce
a twist vector E anywhere (not necessarily in the plane of the parallelogram), and by
the condition of C1 continuity between patches, determine the other twists F , G and
H . If we now assume O to coincide with the origin, we see that
E + 2(B − E) + 2(C − F ) + 2(D −G) + 2(A−H)
=E − 2(E + F +G+H)
=E,
which holds becauseO is also the centroid of our (potentially skew/non-planar) quad-
rilateral EFGH as it lies at the intersection of its bimedians†. This shows that we
have indeed 2 scalar DoFs for the assignment of the twist-vectors. Instead of vanish-
ing twists, a good option would be to use Adini’s twists; see [Far02] for details and
alternatives.
Notwithstanding, our current implementation of the gradient mesh is based on 0◦
tangent handles and vanishing twists — Figure 6.5 shows an example of the interior col-
our propagation in a single cell. Visual comparison in GIMP shows that CoRelDRAW
appears to be using the same approach. In contrast, it seems that in Adobe Illus-
tRatoR, the angle of the tangent handles is optimised, though with regard to which
measure is currently unknown. InKscape offers two interpolation methods, one which











Figure 6.4: A control point O with its two pairs of tangent handles, forming the parallel-
ogram ABCD. The twists EFGH define a quadrilateral.
mimics IllustRatoR’s approach, and another one which uses bilinear interpolation.
Figure 6.6 compares the approaches.
Figure 6.5: Colour information on the boundary (left). The control points (large circles)
each have a different colour assigned to them. Because of the 0◦ tangent handles (small
circles), the handles copy the colour of their associated control point. Using zero twists (in
Hermite sense), an interior colour propagation is realised (right).
Summarising, the geometry of the cubic curve network can be fully determined by
the designer. Colour can only be assigned to the control points; at tangent handles
it is computed. Finally, the interior colour propagation requires the computation of
twist-vectors for both geometry and colour.
Although we assumed C1 continuity between Béziers, in practice there is the oc-
casional need for sharp transitions. This is fine, but clearly results in C0 continuity of
colour. As this reduced continuity can be more difficult to spot compared to a purely
geometric setting, we use colour banding to visualise iso-curves in colour space. Fig-
ure 6.7 illustrates the approach for a bilinear interpolation of colour (cf. Figure 6.1)
versus our bicubic interpolation as described above.
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Mesh Our implementation CoRelDRAW
IllustRatoR InKscape (‘Bicubic’) InKscape (‘Coons’)
Figure 6.6: Comparing renderings of a 2×3 gradient mesh in different software packages.
Handles are at their default location and are visualised as small open circles.
Figure 6.7: An elementary gradient mesh consisting of 2× 2 cells. All control points are
assigned a white colour with the exception of the interior control point, which is black (left).
Bilinear interpolation of the colour naturally results in C0 continuity (middle), whereas
our bicubic interpolation yields C1 continuity (right). Colour banding has been used to
highlight the iso-curves in colour space.
6.2.1 Local refinement
Upon using the gradient mesh primitive for a while, a couple of shortcomings present
themselves. One of these is related to the refinement of the curve network— local detail
requires the insertion of additional control points, which in the traditional case results
in the insertion of entire rows and/or columns of control points. This quickly clutters
the canvas with undesired points, and slows down the workflow considerably.
Clearly, the gradient mesh would benefit from a local refinement approach. Our
first attempt towards this improvement was to locally quadrisect patches, but we soon
realised that true local refinement should be based on bisecting individual patches in-




Figure 6.8: Global refinement (left), where each refinement results in an entire row and/or
column of control points, is the only form of refinement available in existing implementa-
tions of the gradient mesh primitive. We propose a local refinement approach (right). Note
that the meshes define identical colour surfaces.
From a mathematical point of view, bisecting patches comes down to the subdivi-
sion of two opposite curves of the patch and the computation of interior data. This
results in new control points and/or T-sections — each with their associated tangent
handles — and in new twist vectors, which are generally nonzero (and hence we re-
quire a full bicubic patch description instead of Ferguson patches). Clearly, de Castel-
jau’s algorithm could be used to compute the new points and handles on the boundary
curves, though as we are also dealing with twists, a Hermite description can be more








whereQ can be written in terms of P as
Q =

1 0 0 0
−3 3 0 0
0 0 −3 3
0 0 0 1
P =XP .
This also implies P =X−1Q, so that
P TB(t) = (X−1Q)TB(t) = QT X−TB(t) = QT H(t) ,
which in turn shows that B(t) = XTH(t). Evaluating position, tangents (i.e. first
order partial derivatives) and twists (i.e. mixed partials) in Hermite form now follows
as
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In our dyadic setting, evaluation ofH(·) andH ′(·) — see Figure 6.9 — results in a
set of four stencils per boundary curve, which are shown in Figure 6.10.











Figure 6.9: The cubic Hermite basis functions and their derivatives (shown using the same
colours but dashed).
Bisecting a patch means to parameterise each half on [0, 12 ] × [0, 1]. Let us focuson a single cubic curve C(t) that is split into two. With t ∈ [0, 12 ], we can then defineHermite-like basis functions that describe the first half as
C(t) = (1− 12t2 + 16t3)C(0) + (t− 4t2 + 4t3)C ′(0)+































































Figure 6.10: The stencils for the computation of position, tangents (solid arrows) and twist
(dashed arrow) at u = 12 on the curve v = 0. Stencils for the other curves are virtuallyidentical.
In other words, if we scale the tangents C ′(0) and C ′ ( 12) by a factor 12 , we canrender the curve using the familiar cubic Hermite basis functions Hk(s) with s = 2t;
note that the correct derivative is the one with respect to t, i.e. dHk(s)dt = 2H ′k(s).Naturally, the same holds for the second half of C(t). In Bézier form, we obtain an
equivalent result — the de Casteljau algorithm shows that the original tangent handles
get scaled by a factor 12 .In practice, this means that we have to scale the versal tangent and twist-vector
computed at u = 12 (using the stencils from Figure 6.10) — as well as the existing versaltangents and twist-vectors at u = 0 and u = 1 — by a factor 12 . The positions andtransversal tangents do not require scaling. See Figure 6.11 for an example.
Figure 6.11: Splitting a patch using the stencils from Figure 6.10. The twist vectors are not
shown.
Locally splitting patches eventually results in T-sections†. The position or colour
of these T-sections cannot be updated by the user, as this would result in C−1 discon-
tinuities. Instead, T-sections inherit their information from the curve that they live on,
and are updated when this curve is modified. Consider e.g. the T-sections T1 and T2
that live on the curve connecting the control points P1 and P2 in Figure 6.12. The same
†Which are known as hanging nodes in an FEM context.
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holds for the tangent handles of a T-section that are tangent to this curve. However, the
position of the tangent handle transversal to this curve can be changed by the designer.
T-sections become editable if they lie on the boundary of themesh, or if the adjacent
patch is split at the parameter value the T-section corresponds to — in both cases, they
reduce to ordinary control points.
The appearance of T-sections also indicates that we require an appropriate data
structure. After all, the topology of a locally refined mesh no longer coincides with
that of a Cartesian grid. One option would be to use a list of binary trees, also referred
to as a binary forest. The initial patches would be the roots in this case — every bisection
of a patch would result in two new branches (which would be the leaves of that tree at
that point).
Instead, we choose to use an augmented half-edge data structure (see Appendix B),
which comes with built-in support for meshes of arbitrary manifold topology. Fig-
ure 6.12 shows a mesh containing several T-sections and highlights several differences





Figure 6.12: A mesh with T-sections. Half-edges are indicated in grey. Green arrows
indicate the opposite of a half-edge, which is not always a symmetrical relation near T-
sections. T-sections have fixed links to the outgoing half-edge pointing in the direction of
their stem, which are here indicated in red.
In our implementation, we choose to share tangent handles between refinement
levels. Figure 6.13 shows how a single curve is bisected twice — the three resulting
curves all re-use existing tangent handles.
The refinement approach as discussed above ismathematically exact. That is, upon
refinement, neither the geometry nor the colour changes. We perceive this as the obvi-
ous approach, though when comparing our refinement to the existing implementations
in software packages, it turns out that none of the latter are mathematically exact,
which means that after refinement the colour propagation is (subtly) different. Fig-
ure 6.14 compares the results of bisection and quadrisection. The differences between
the original rendering and bisection or quadrisection results have been thresholded in
GIMP to the point where white pixels appear. Slightly lower threshold values often help
















Figure 6.13: Sharing handles between pairs of half-edges of different levels. The original
handles are re-used and scaled by a factor 12 after the first refinement, also resulting intwo new handles on the sides of the T-section. One of these is re-used and scaled after the
second refinement, whereas the other reused handle is an original one scaled by a factor 14 .
appears to have issues regarding the computation of the new tangent handles. In the
case of IllustRatoR, we surmise its twist-vectors are slightly off. The ‘bicubic’ op-
tion in InKscape has several serious issues; in contrast, the ‘Coons’ option is almost
exact, but shows rendering artefacts. Note that also in our case we might have minor
rendering artefacts in cases where the tessellation is not pixel-accurate.
1 1 7 4 3 2 43 26 1 1
1 1 11 6 2 2 68 32 2 1
Figure 6.14: Comparing refinement accuracy. From left to right: our implementation,
CoRelDRAW, Adobe IllustRatoR, InKscape (‘Bicubic’) and InKscape (‘Coons’). The
top row shows the rendering of an elementary gradient mesh (consisting of a single patch),
the middle and bottom rows the thresholded differences after refining vertically and in both
directions, respectively. The two values below each result are thresholding values (minimal
value and selected value for better visual comparison).
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To conclude our discussion regarding the dyadic splitting of individual patches,
some remarks regarding the tessellation are in order (see also Section 5.2). First, we use
an adaptive tessellation approach which aims at creating a triangulation with triangle
edges the length of a user-controllable number of pixels. Using fractional even tes-
sellation levels minimises swimming artefacts when zooming (i.e. it facilitates smooth
transitions). Secondly, in order to guarantee crack-free tessellation, the triangle edges
on one side of a curve should match those on the opposite side of the curve. In the case
of local refinement, we compute an appropriate even integer tessellation level for the
curve of the highest curve level (see e.g. Figure 6.13); tessellation levels for the curves
of lower curve level are then multiplied by the appropriate powers of 2. Figure 6.15
shows an example.
Most OpenGL drivers set the maximum tessellation level to 64. This leaves us with
a choice of either virtually subdividing patches when higher levels are required, or
accepting larger triangles yielding renderings that are not pixel accurate.
Figure 6.15: Locally refined gradient mesh of amango (left) and its tessellation at a certain
number of pixels per triangle edge (right). Note the smooth transition between different
sides of patches facilitated by the fractional tessellation levels.
In the setting where individual patches can be split at arbitrary parameter values,
there are a couple of differences compared to the dyadic approach discussed above.
First, stencils for the computation of position, tangent handles and twist-vectors are
no longer static, but need to be computed for each case individually using (6.4). The
computed values have to be scaled accordingly, but can still be shared between different
levels of refinement in some cases. In addition, a different data structure is used — like
in a traditional half-edge structure, the half-edges now only appear in pairs. The T-
sections become instrumental in traversing the mesh. With regard to tessellation, the
challenge here is to maintain a crack-free result. Our approach is to save the parameter
values of the T-sections with regard to the curve they live on, and use this to determine
the correct integer tessellation levels for the patch boundaries in the tessellation control
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shader (TCS).The output of the tessellationmodule is uniform, which is corrected in the
tessellation evaluation shader (TES). Figure 6.16 shows an example with an uncorrected
an corrected tessellation. As it concerns a preliminary implementation, the GUI is not
as polished as the preceding one.
Figure 6.16: Amesh with T-sections at arbitrary parameter values; the large solid squares
correspond to control points editable by the user, the smaller ones to the editable tangent
handles. The tessellation as generated by OpenGL in equal_spacing mode is uniform,
which results in cracks (left). In order to obtain a result that is crack-free, the positions of
the points on the patch boundaries need to be corrected (right). For demonstration purposes,
the tessellation levels in the example are chosen to be minimal.
Before moving on to our next improvement, we remark that local refinement is not
only useful for artists in the process of manually creating new designs. It could also be
used as a form of compression, possibly bymerging patches in existing gradient meshes
provided that they connect with the required continuity (which isC∞ in theory, though
C3 suffices in practice).
6.2.2 More flexible topology
•The approaches discussed in this section are still research in progress, and are expected
to lead to a future publication.
Another obvious shortcoming of the traditional gradient mesh is its fixed topology,
which was already briefly mentioned in the context of (local) refinement. Representing
objects as deformed Cartesian grids is in many cases an artificial approach that deviates
considerably from a natural workflow. A common workaround is to overlap multiple
gradient meshes, but this makes editing unnecessarily complicated.
A straightforward improvement is to allow branching, that is, local extrusions of
the gradient mesh. Note that this also enables the creation of truly cyclic meshes in the
sense that these re-use the initial and final vertices instead of overlapping two copies;
see Figure 6.17.
The next step is to consider meshes of arbitrary manifold topology. A natural ap-
proach seems to consider quad-dominant meshes containing the occasional triangular
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Figure 6.17: A cyclic gradient mesh using local refinement and branching (as well as sharp
colour transitions, to be defined in the next section).
element, in which the vertices can have any valency n ⩾ 3. There are various options
to choose from here, ranging from patch-based approaches using Bézier or Gregory
descriptions to subdivision surfaces.
As we saw in Chapter 3, interpolating a given cubic curve network with Bézier
patches such that the overall result isG1 continuous generally requires a combination
of biquintic patches and sextic triangular ones. However, recall that for even valencies,
the vertex enclosure constraint (VEC) might not be satisfied by the degree-elevated
curve network; see also (3.21). Assuming the cubic curves have been degree-elevated to
quintics for both geometry and colour, observe that the former is fixed —modifying the
geometry is in most cases undesirable. However, in the case of colour, we do have some
DoFs — the values associated with the two innermost control points, to be exact. Their
default values follow from the degree-elevation, but can still be altered if necessary.
One option is to try to tune the z-values (e.g. red values) such that the VEC is satisfied,
though monotonicity of the curve should be ensured at all times. Alternatively, these
z-values can be updated such that they become co-planar with the left- and right pair
of control point and tangent handle, respectively† (see Figure 6.18). In case both tuning
strategies fail to yield a satisfying result, an approximate G1 construction might still
be an option, using e.g. a least squares approach.
For meshes with all valencies n ∈ {3, 4, 5}, withX-tangents (see Section 3.1.1) for
all vertices with valency n = 4, theoretically there should not be any difficulties. In
practice, however, there might still be hiccups. As we are in an interactive setting —
new twist vectors and other interior points are re-computed almost continuously — we
should ensure a smooth behaviour of the changing colour propagation. That is, moving
a control point or tangent handle can result in sudden ‘jumps’ in the colour propagation
in case of e.g. co-linear or coinciding curves, causing the system(s) to solve to become
†This illustrates another advantange of quintics over quartics — using the latter, we would only have
one DoF, which would not allow this second kind of tuning.
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Figure 6.18: Degree-elevation of a cubic curve to a quintic one (left) and subsequently
moving the two innermost control points (i.e. red values) such that they become co-linear
with the first- and last two, respectively. The original curve is shown in grey (right).
singular. Ideally, this should be avoided at all times — restricting the movement of these
entities (or some other form of user-feedback) might therefore be necessary.
When discussing the interpolation of curve networks before, wementioned a couple
of alternative approaches for achieving aG1 result. Splitting (e.g. quadrisecting) patches
to obtain more DoFs is a common approach, though this typically only works in the
setting of interpolating meshes rather than curve networks. Likewise, singular para-
meterisation might offer a solution in the former case, though most likely not so in the
latter.
The remaining method — using rational patches — works in both settings. Assum-
ing Gregory patches with cubic boundaries, the VEC is trivially satisfied. Unfortu-
nately, these Gregory patches are equivalent to (bi-)degree 7 rational Béziers, which
means that upon splitting a Gregory patch to locally add more detail— resulting in
subpatches that are not Gregory patches themselves as their boundaries are rational
rather than polynomial — we would have to pass on much more data from the CPU to
the GPU, which poses a difficulty because of the current limitations on the patch size
in the OpenGL drivers. Nevertheless, in cases where local refinement is not required,
it offers an easy solution. What is more, it might actually be preferred over the use of
Béziers in such cases, as the G1 mechanics for the latter have a slightly larger region
of influence (i.e. moving a control point or tangent handle causes subtle changes in
the gradient mesh some distance away from it, and this distance is slightly larger for
Béziers compared to Gregory patches).
Another approach would be to use subdivision surfaces. Clearly, the use of approx-
imate schemes such as Catmull–Clark or Loop would not yield satisfactory results as
the colours defined at the control points are typically not interpolated by such schemes.
Although this indicates that interpolatory schemes could work, note that these might
cause overshoots, causing the colour values to go outside the gamut, resulting in flat
spots of colour. Figure 6.19 illustrates the two issues.
Still, approximate schemes can be used if the curve network is pre-processed. The
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Figure 6.19: Sections of subdivision curves approximating (top) and interpolating (bottom)
a univariate control net. The approximating scheme (the cubic B-spline subdivision) clearly
does not interpolate the colours assigned to the control points, whereas the interpolating
scheme (the four-point scheme [DLG87]) overshoots and ventures outside the gamut.
idea is to apply a single step of ternary linear subdivision first, followed by binary
Catmull–Clark subdivision [Lie+17]. This ternary step shows similarities to the 0◦ tan-
gent handles in the Bézier approach we discussed, as it creates groups of three co-linear
colour values in the univariate setting and groups of 2n + 1 co-planar colour values
in the bivariate setting†. Using the appropriate limit stencils then ensures the inter-
polation of the colour specified at the original control points. However, note that in
general the geometry is not interpolated. Although the ternary step could be tuned to
ameliorate this issue, it would also slightly reduce the flexibility of the method.
Local refinement in a subdivision setting is another challenge. Although it is now
well-known that the subdivision splines can be refined in a hierarchical fashion (with
the optional use of a truncationmechanism), this is not reflected in the local subdivision
of the control net. Instead, control vectors [KSD15] can be used, an idea thatwas recently
explored in [VK18].
6.2.3 Sharp colour transitions
A third — though less severe — shortcoming of the traditional gradient mesh is its in-
ability to facilitate efficient sharp colour transitions. Although there are various work-
arounds (e.g. collapsing an entire row/column of the mesh, or drawing several gradient
†The subdivision setting ismore flexible though, as co-linearity in the physical domain suffices, providing
some freedom for the placement of the new control points.
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meshes on top of each other), they are not exactly user-friendly. An easy solution is
to assign colour to individual sectors of control points, which is a straightforward fea-
ture to implement and intuitive to the user. The next section showcases a couple of
examples using this feature.
6.2.4 Gallery
Our in-depth look at gradient meshes would not be complete without a couple of
(manually designed) examples showcasing our improvements. In Figure 6.20, a gradient
mesh using local refinement is shown, which is mostly used to model specular high-
lights. Adding the branching feature to the mix already allows the design of a much
larger variety of shapes, as illustrated in Figure 6.21. Finally, sharp colour transitions
facilitate the representation of lifelike objects using only a single gradient mesh, as
shown in Figure 6.22.
Figure 6.20: A ceramic bowl designed using local refinement, here mostly used to model
specular highlights.
6.2.5 Colour spaces
When defining gradient meshes, we assumed the colour space to be sRGB, whichmakes
sense as it is universally known and available. However, there are several alternatives
that should be mentioned.
When comparing sRGB to CIEXYZ, CIELAB and CIELUV† (see Figure 6.23), dark
regions in sRGB space between two different colours can be observed. In contrast,
the CIEXYZ space yields overall lighter results. Comparing the remaining spaces —
CIELAB and CIELUV, both perceptually uniform — notice that in CIELAB space a
purple region occurs between blue and yellow.
Although this very brief comparison hints at CIELUV being the best candidate, in
practice the difference between rendering in the default sRGB colour space and CIELUV
is hardly noticeable because the colours of neighbouring control points are usually
much less extreme than depicted in the example.
†We do not consider cylindrical spaces such as HSV and HSV, as their periodic nature can result in
non-intuitive or ambiguous interpolation of colour.
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Figure 6.21: A variety of fruits modelled using both local refinement and branching. The
leaf of the plum is a branch as well, which overlaps the body of the plum.
6.2.6 Gradient meshes and the web
Although the gradient mesh is the most widely available primitive for the represent-
ation of lifelike images in vector graphics software, it is currently not supported by
modern open standards. The upcoming SVG 2.1 aims at including a form of gradient
meshes, though unfortunately a partially bicubic Coons patch — which is equivalent
to a Ferguson patch when cubic boundary curves are used — was chosen as the basic
building block in favour of a fully bicubic patch. As we have shown, the latter is re-
quired to handle e.g. exact splitting. Additionally, it provides flexibility regarding the
choice of twist-vectors.
An additional difficulty in establishing an open standard supporting gradientmeshes
appears to be the lack of interest from web browsers†. This is somewhat surpris-
ing, as the vectorisation of raster graphics has been steadily increasing in popularity.
Moreover, as mentioned earlier, an added benefit of vectorisation is the compression
†Based on discussions leading up to and during the Libre Graphics Meeting 2019.
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Figure 6.22: Theability to assign colour to individual sectors of control points makes gradi-
ent meshes much more versatile. All models make use of local refinement. The Chinese
lanterns and the leek also use branching, which in the latter case is particularly effective.
it comes with. As example, consider the Mango from Figure 6.21. Saved as a raster
image of 805×916 pixels in PNG format using maximal compression, it takes up about





Figure 6.23: Renderings of a 2× 3 gradient mesh interpolated in different colour spaces.
Illustrations by Jonathan Hogervorst.
structure takes up approximately 70 KB, which can be brought down to about 20 KB
using e.g. gzip file compression.
At themoment ofwriting, the state-of-the-art open technology on theweb isWebGL
2. Unfortunately, it does not support tessellation shaders, which I would argue are an
essential component in efficiently rendering gradient meshes. Although tessellation
can to some extent be emulated using instanced rendering — in our setting the geo-
metry and colour data can be stored as textures (not as vertex attributes† or as texture
buffers‡) — this only covers uniform tessellation and not the required (adaptive) crack-
free tessellation. The first version of WebGL’s successor, WebGPU, is therefore eagerly
awaited.
6.3 Diffusion curves
Approximately ten years after the introduction of the gradient mesh, another primitive
with largely the same goals was proposed: the diffusion curve [Orz+08]. The concept
is to first draw the outline and inner details of an object using cubic Bézier curves, an
†A full bicubic patch requires 16 × 5 = 80 floats, which exceeds the common limit on the number of
OpenGL vertex attributes (16) — note that 5 mat4 attributes amount to 20 vec4 attributes.
‡Texture buffers are only available as of the latest version of OpenGL ES (3.2). As WebGL 2 is based on
ES 3.0, they are not supported.
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approach which closely mimics the typical workflow of an artist. Next, piecewise linear
colour gradients can be assigned to the curves, optionally different ones on either side.
Ultimately, these colour gradients are diffused on the canvas such that a smooth colour
propagation is obtained.




= c∆u+ f, (6.5)
with u the unknown (i.e. the red, green or blue colour channel), t the time, c the dif-
fusion coefficient and f a source term. Usually, we are interested in the steady-state
or time-independent solution for which ∂u∂t = 0. In that case, with the reasonableassumption that c is constant, the diffusion equation turns into the Poisson equation
−∆u = f . Without source term, it further simplifies to the Laplace equation. As we
saw in Chapter 4, we require an appropriate set of boundary conditions in order to
make the problem well-posed — the presence of a Dirichlet boundary condition at least
somewhere on the boundary does the trick.
In the case of traditional diffusion curves, the solution u is prescribed on all curves
(possibly with different values on the two sides of the curves). Assuming Dirichlet
boundary conditions everywhere on the boundary of the canvas, the solution to Pois-
son’s problem is uniquely defined.
If open curves are present in the interior of the canvas, this implies that we cannot
simply take the colour values associated with these curves as the solution u at those
locations, as this would most likely violate the solution associated with the boundary
value problem (BVP). Instead, the original publication encodes the colours prescribed
along open curves as a global source term, which corresponds to the divergence of the
colour gradient at the open curves. Alternatively, open curves can be interpreted as
holes of infinitesimal area. This allows us to model such open curves as boundaries†,
which ultimately corresponds to solving Laplace’s problem. We assume this approach
throughout the remainder of this section.
6.3.1 Solvers
Clearly, in order to solve the process of colour diffusion, we require a numerical method.
The original work used a multigrid approach [Orz+08], the details of which we will not
discuss here. Instead, we briefly discuss some relevant aspects when using one of the
previously discussed numerical methods.
Finite element method
In case FEA is used to solve the diffusion process, the first step is to mesh the canvas.
This can be done using a process known as constrained Delaunay triangulation, which
samples the curves at a number of points, connects these samples using edges, and
subsequently uses these edges as constraints. This ensures a high-quality triangulation
†Strictly spoken, the domain is no longer Lipschitz-continuous in this setting. This can be remedied by
offsetting both sides of the curve by e.g. one pixel in the direction of the curve’s normal.
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of the domain without triangles crossing the curves. Both linear and higher-order ele-
ments can be used — in the latter case, it might be desirable to sample additional points
on the curves as additional nodes on the (then curved) edge of the element.
If open curves are present, the mesh has to be ‘cracked open’ along these curves,
thereby duplicating nodes. If also the colour profiles are different on the two sides,
the end points have to be split to accommodate a transition between the two sides.
Figure 6.24 illustrates the two cases.
Figure 6.24: Points on an open curve are sampled to construct a triangle mesh (left). In
order to model such a curve as a boundary, the mesh is virtually split along it, which
duplicates the nodes on the curve (middle). In case of different colour profiles on the two
sides, also the end points need to be split (right).
The usual further steps of FEA can now be followed, though care should be taken
regarding the integration around the extremities of open curves, as well as possible
refinement in these regions. Based on the existing literature, FEA does not seem a
common choice in the context of diffusion curves — so far it has been applied in [PJS15],
which uses a slightly different approach than the one sketched above.
Boundary element method
Still assuming the Laplace approach, BEM is a potentially ideal candidate to solve the
diffusion problem. The occurrence of open curves can be interpreted as a so-called
screen problem [SS10], which might be solved using e.g. [Kru00]. Alternatively, we can
interpret these ‘cracks’ in the interior as holes in the interior like before.
After solving both the colour values and their flux on the boundary, the interior
solution can be obtained by evaluating the boundary integral. Clearly, doing this on a
pixel level is rather expensive. Instead, the interior can be meshed in a similar fashion
as for FEA, after which the approximation at the element nodes can be evaluated.
There are several works focusing on applying BEM to render the illustrations defined
by diffusion curves [Sun+12; Ilb+13; STZ14], one of which leverages the fast multipole




In addition to the multigrid method, FEM or BEM, a fourth technique has been used
repeatedly, though unlike the former three techniques, it is not based on the diffusion
equation. Instead, the ray-tracing approach is based on the render equation. Starting
again from a triangular mesh as described before, it shoots a number of rays from
every vertex in the triangulation, checks for intersection of those with the curves, and
typically adds up the obtained values weighed by the inverse of the distance of the hits.
Rays that do not intersect can be said to intersect with a black curve at infinite distance.
In a preliminary implementation of the concept, we can deform a number of (open)
curves using the same linear colour distribution on both sides. An example containing
multiple such curves, corresponding triangulation and rendered result are visualised in
Figure 6.25.
For literature using ray-tracing in the context of diffusion curves, we refer to [BLW11;
Pan+12; PJS15].
6.3.2 Improvements
Soon after the publication of the original work, various changes and improvements
were proposed. One of these is to replace the Laplace operator by the biharmonic op-
erator, typically yielding smoother results [FSH11; Jes16]. Other contributions include
the concepts of barrier curves [Bez+10] and diffusion points [FSH11]. The former al-
lows to have curves without colour profiles specified on one or both sides, which act as
barriers on the canvas (i.e. to prevent the colour from spreading in certain areas). Dif-
fusion points can be interpreted as point sources which can be placed in the interior of
the canvas. Similar to open curves, these can be modelled as (circular) punctures in the
canvas. In the ray-tracing approach, these can be added to the list of intersection tests
as small discs — in fact, they are included in the example shown in Figure 6.25 at the
endpoints of the curves. Barrier curves and diffusion points facilitate a workflow that
is arguably more intuitive than the original process, which requires colour profiles for
all curves. This seems to be the mechanics behind the recent introduction of freeform
gradients in Adobe IllustRatoR.
Apart from the creation of resolution-independent artwork, applications of diffu-
sion curves include the use of the 2D results as textures for 3D objects [Sun+12]. There
is also recent work using diffusion curves to vectorise raster graphics [ZDZ17].
In the brief discussion above, we did not touch upon the possibility of intersecting
curves. Many papers include this as a special case, and although it is of academic
interest to see how a method performs in such a setting, in practice such a scenario
rarely occurs. I would argue that the same holds for open curves with different colour
profiles specified on its two sides.
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Figure 6.25: Three open cubic Bézier curves with linear colour profiles specified along
them. They are each sampled at a number of points, creating the edges constraining the
triangulation (top). Using ray-tracing, with 128 uniformly distributed rays for every vertex
in the triangulation, the diffusion curve image is rendered using linear interpolation over
the triangular elements (bottom).
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In this last chapter we look back on the discussed concepts and contributions. Fur-




It can be difficult to explain to outsiders why your PhD project takes about four years
to complete. Perhaps I was even among them at the start of my PhD, when there was
still so much time to delve into the literature, become more familiar with programming
languages and attend courses on a variety of ‘soft’ skills, just to name a few things. It
almost goes without saying that I have learned and further developed quite a diverse
range of skills these past years.
As I already mentioned in the introduction, the stage of drafting and writing this
dissertation has been one of the most enjoyable experiences of my PhD. Surely enough,
I have cursed myself more than once for rewriting almost everything from scratch in-
stead of modifying the publications and adding them as chapters one by one. Ulti-
mately, I am glad I went with this specific approach and hope that the result will be
useful to others interested in one or more of the concepts discussed, illustrated and
occasionally proved.
In particular, I hope that the chapter on splines can offer some insights that can be
hard to distil from the more mathematically oriented texts. Béziers are so often intro-
duced by simply stating an expression involving the Bernstein polynomials, which I am
convinced does not add much to the intuitive understanding of most readers. Defining
them using de Casteljau’s approach instead seems the natural approach to me, which
at the same time makes it inevitable to appreciate the elegance of these curves. Similar
things can be said about the introduction of B-splines through the Cox-de Boor recur-
rence relation — defining B-splines as a natural way of connecting Bézier curves with
built-in continuity makes much more sense to me. I could go on, mentioning that the
repeated convolution of the unit pulse with itself directly shows that the projection of
certain polytopes leads to the same results, but I trust that my point is clear. Neverthe-
less, the content could still be improved and expanded — as mentioned, I will continue
towards this goal and plan to provide separate notes on SplinesForEngineers.com.
The next chapter, focusing on splines of arbitrary manifold topology, provided a
pragmatic overview of the G1 interpolation of cubic curve networks which I am cur-
rently using for a follow-up paper regarding flexible gradient meshes. In addition, it
allowed me to elaborate on various aspects of subdivision surfaces. The section dis-
cussing the subdivision scheme based on half-box splines covers the first publication
discussed in this dissertation (which is chronologically speaking actually the latest pub-
lication). I think it is a very suitable scheme to explain the characteristics of subdivi-
sion, all the way from connecting the control points to form a control net (which is
indeed an artificial process) to the occurrence of ineffective eigenvectors. The peculiar
three-valent meshes lend themselves well for architectural and artistic purposes.
Writing about numerical methods felt a little like time travel (or at least, what I
imagine it to feel like). It was nice to highlight the different parts of FEM, something
which I did not get to do in my MSc thesis. Focusing on improving quadrature for sub-
division splines, including the short internship withMichael Bartoň at BCAM, has been
a pleasant journey, and one that is still ongoing — a second publication is expected in
the near future. It is also a somewhat personal topic. Back when I first presented about
subdivision-based IgA, an often-heard remark was that subdivision did not pass the
patch test. Of course, by the very definition of isoparametric elements, this is a strange
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comment — it is purely a matter of efficiency (and as our work shows, considerable
improvement can be made compared to the default approach). In addition to FEM, I
had to include some notes on BEM, which is an elegant method often overlooked, even
though it can be (much) more efficient than FEM in some settings. It turns up again
in the context of colour propagation in vector graphics. The chapter also includes a
brief discussion on spline-enhanced FEM, which together with former colleagues from
Leuven I extended to subdivision splines.
Tessellation and shading were discussed next, and are typical examples of computer
graphics. I remember my first efforts at implementing a functional OpenGL tessellation
shader, something which seems completely trivial now. Extending it to multi-sided
patches is a challenging generalisation. Shading is a topic with many facets — pun
intended — of which only a fewwere discussed. In addition to our incremental work on
subdivision shading, there are may remaining applications. Regarding graphics APIs,
the future is going to be exciting, with Vulkan (eventually also including OpenCL for
GPGPU) and WebGPU.
The last core chapter is an exciting mixture of mathematics, engineering and com-
puter science with the occasional pinch of art. Colour propagation in vector graphics is
a very nice and visual topic to work on. Unlike some of the concepts in other chapters,
it is straightforward to explain on a basic level. This is perhaps also the reason for
the more unusual forms of dissemination, including a rendering (using the improved
gradient mesh primitive) on a promotional MSc banner of the University of Gronin-
gen, a short article in the faculty magazine as well as an article in the German and US
Linux Magazines [Bar19a; Bar19b]. Diffusion curves form an interesting alternative to
gradient meshes and are arguably much more intuitive. Finally, vectorisation is likely
going to be more important in the near future, especially once these advanced primit-
ives (which might sound somewhat contradictory to the outsider) are supported by the
main web browsers.
In addition to (literature) research, programming and writing, there were vari-
ous other aspects of academia that I spent my time on. These include teaching (in
my case mostly putting together seminars, assignments and implementing functional
cross-platform frameworks for the students to work with) and attending conferences.
Though most conferences in our field are only attended by academics and researchers
from companies, at others such as the Blender Conference or the Libre Graphics Meet-
ing the developers and artists have the upper hand. This was an interesting contrast
and something that I think should be encouraged, especially in the area of computer
graphics — researchers, developers and artists can learn a lot from each other.
7.2 Future work
The virtual shelf of future projects has been replenished rather than emptied through-
out my PhD. For some of those that are related to the matters discussed here, I include
a brief description below.
• Just like B-splines can be constructed by imposing fixed continuity between con-
necting functional Bézier segments (and evaluated using a de Casteljau-like ap-
proach), it should be possible to do the same thing for (half-)box splines and per-
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haps other families of splines. Although blossoming might not generalise to all
of these, geometric constructions for the evaluation of patches must be available
based on their coordinate-free definition (i.e. only using affine combinations).
This might lead to new families of splines and construction methods, or at least
to insights in the connection between different forms of splines.
• Subdivision surfaces have surprisingly much in common with the concepts of
reptiles and self-tessellating tile sets. That is, the two-scale relation for e.g. a
box spline can be interpreted as a generalisation of reptiles. In both cases, an
original function is composed of scaled and shifted copies of itself. Whereas for
box splines these copies overlap (they have to), for reptiles they do not — this can
be explained by interpreting reptiles as constant functions on polygonal domains
(which is in fact the first step in defining the mask of a box spline by means of
discrete convolution).
Going a step further, we have seen that a set of subdivision splines can be com-
posed of scaled and shifted copies of the same set. This turns out to be analogous
to the notion of self-tessellating tile sets — given a set of tiles (some of which
may actually be reptiles), these can be tiled using scaled and shifted copies of the
same tile set.
Not only is this an interesting link to a topic in recreational mathematics, it also
provides a different angle of looking at subdivision and perhaps a framework for
further discovery of new schemes.
• An entertaining application of subdivision surfaces could be their use in classic
games, including game of life, snake, mine sweeper, pacman and so on — these
can be generalised to other types of grids and indeed tomeshes of arbitrarymani-
fold topology. The control net defining the subdivision surface could be projected
onto the limit surface to visualise the grid.
• In addition to completing optimised quadrature rules for subdivision-based IgA,
it would be interesting to take a look at approximated Catmull–Clark surfaces
(e.g. using Gregory patches) in a (volumetric) IgA context. This might be inter-
esting for physics engines using such objects in games or animated movies.
• Thework on using compositeG1 Bézier patches for smooth colour propagation in
the context of gradient meshes (combinedwith refinement at arbitrary parameter
values) probably closes the chapter on manual creation using the primitive — I do
not see how it could be generalised any further without losing user-friendliness.
Notwithstanding, support for the technology is still lacking, especially so in web
browsers. My recent implementation of a gradient mesh renderer in WebGL 2









A | Local refinement
Local refinement of splines is crucial in both spline-based numerical simulation (see
Chapter 4) and modelling. In Chapter 2 we already looked into minimal refinement and
the two-scale relation. Building on the latter, we discuss various refinement methods
and illustrate them in the univariate setting.
A.1 Hierarchical B-splines
Recall that a knot-vector Ξ = [0, 1, 2, . . . , d+ n] ⊂ Z defines a sequence of n uniform
B-splines of degree d, i.e.Md(t−k)with k ∈ [0, n−1] ⊂ Z. Copying this knot-vector
and applyingmidpoint refinement to it provides uswith a knot-vectorΞr ⊂ Z/2, which
defines a sequence of 2n+d uniform B-splinesMd(2t−l)with l ∈ [0, 2n+d−1] ⊂ Z.
Further dyadic refinement results in uniform B-splines with knots in Z/4, Z/8, and so
on.
The idea of hierarchical B-splines [FB88] is to iteratively combine uniform B-splines
defined on increasingly finer grids Z/2m, withm ∈ N, in a hierarchical fashion. That
is, given our B-splinesMd(t−k) spanning a space V , one ormore B-splinesMd(2t−l)
could be added to V . However, in order to prevent linear dependencies, one or more
original B-splinesMd(t − k) might have to be removed from V . After all, recall that
according to the two-scale relation, a uniform B-spline can be composed of dilated and








which is illustrated in Figure A.1.
Clearly, if the union of the supports of added B-splines Md(2t − l) contains the
support of an original B-splineMd(t−k), it should be removed from the space [Kra97].
Original B-splines whose support does not meet this condition should not be removed,
as doing so would violate the hierarchical nature of the refinement.
A drawback of this approach is that the refined basis does not partition unity any
more. A partial solution is to replace selected original B-splines according to the two-
scale relation. Figure A.2 shows an example, which replaces the original B-splines




Figure A.1: The two-scale relation illustrated for the uniform cubic B-spline M3(t) cf.
(A.1).
scaled version ofM3(2t − 4) is added twice — these two copies can be combined by
simply adding the scaling coefficients.
In this example, the union of the supports of the added B-splinesM3(2t− l) con-
tains the support of the originalM3(t − 1), which should therefore also be replaced
according to the two-scale relation.
→
→
Figure A.2: Replacing original B-splines M3(t − k) (left) according to the two-scale
relation (right).
Note that in the example, the B-splinesM3(2t− 3),M3(2t− 4) andM3(2t− 5)
have corresponding scaling coefficients of 1.0. This implies that they can be associ-
ated with new control points that are obtained by applying the stencils [1, 6, 1]/8 and
[4, 4]/8 from Section 3.2 to the original control points. The remaining M3(2t − l)
are associated with original control points. The introduction of new control points is
especially helpful in the context of modelling, as it gives a designer the possibility to
(locally) change the shape of a curve or surface.
The notion of hierarchical refinement is often used in spline-based numerical meth-
ods [Vuo+11; Kur+13] and clearly generalises to the tensor-product setting, but also to
box splines [Kan+17] and in fact subdivision splines in general [Wei+15; ZJK16].
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A.2 Truncated hierarchical B-splines
Further improvements can be made to hierarchical B-splines by introducing a trunca-
tion mechanism [GJS12]. The idea is relatively straightforward — in this scenario, the
B-splinesM3(2t−l) are always inserted with a scaling factor of 1.0, and are subtracted
from all original B-splinesM3(t−k) containing traces of them (using the appropriate
coefficients from the two-scale relation)†. As a result of truncation, the support of the
original B-splines may decrease; Figure A.3 shows an example.
→
Figure A.3: Introduction of new B-splinesM3(2t− l) (left), followed by truncation of the
original B-splinesM3(t− k) (right).
This construction, which is referred to as truncated hierarchical B-splines (THB-
splines), clearly maintains the partition of unity of the basis, as well as its linear in-
dependence. In addition to its application in numerical methods, it can be used as a
refinement strategy for modelling — each newly introduced B-splineM3(2t − l) can
be associated with a new control point.




Various types and aspects of meshes have beenmentioned throughout this dissertation.
In this appendix, we consider different approaches to generate three-valent meshes,
which can be used as input for the subdivision scheme discussed in Section 3.2.1. Fur-
thermore, we take a short look at the data structure used to implement the cubic curve
networks introduced in Section 3.1.1.
B.1 Generating three-valent meshes
Given a triangle mesh, we consider its geometric dual, which generates new vertices at
the vertex centroids of the triangles and subsequently connects these over the triangle
edges. The result is a three-valent mesh; see Figure B.1.
A similar approach consists of trisecting the edges of the triangle mesh, connecting
the resulting vertices around the original vertices and adding edges by connecting the
pairs of new vertices on each original edge. The method is demonstrated in Figure B.1;
topologically, it is dual to a√3 refinement step [Kob00].
Figure B.1: A triangle mesh (left), its geometrical dual (middle) and its trisection (right),
both resulting in three-valent meshes.
In addition to the geometric dual, the notion of the tangent dual can be used to
generate three-valent meshes [Wan+08].
Another approach aimed at constructing three-valentmeshes is facilitated bymeans
of centroidal Voronoi tessellations (CVTs) [DFG99; Wan+15]. We explain the concept
of CVTs through the use of Lloyd’s algorithm [Llo82]. To start with, a sequence of
generators (which can be either provided or generated randomly) is used to define a
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Voronoi tessellation on a surface†. Next, the (vertex) centroids of the resulting cells are
computed, after which the generators are moved to coincide with these centroids. By
repeating this process, the Voronoi tessellation converges to a centroidal Voronoi tes-
sellation, which is characterised by coinciding generators and cell centroids. Figure B.2
illustrates the initial and final stages.
Figure B.2: Initial generators (black dots), resulting Voronoi cells and their vertex centroids
(red circles) in a bounded domain (left). The eventual CVT is obtained through the use of
Lloyd’s algorithm (right).
Although Lloyd’s algorithm is straightforward to implement, it converges rather
slowly; faster methods are available [Liu+09].
B.2 A data structure for curve networks
As mentioned in Section 3.1.1, the starting point of a curve network is a quad-triangle
mesh of arbitrary topology. Such structures are commonly stored using a half-edge data
structure [Män88] or winged-edge data structure [Bau72]. For non-manifold meshes,
there is the radial-edge data structure [Wei88]‡.
In addition to the control points, a curve network contains tangent handles and in-
terior control points (e.g. twist-vectors) which need to be stored in an efficient manner.
I chose to add these to a standard half-edge data structure; see Figure B.3. As tan-
gent handles are shared between adjacent patches, these are made globally accessible
through pointers or indices that are stored as attributes of the half-edges. In contrast,
twist-vectors belong only to a single patch and can be stored directly as an attribute of
the half-edges.
The above only considers geometrical data. In case of a gradient mesh (see Sec-
tion 6.2), we also need to store colour data. The colour at the control points could be
stored as an attribute of those, though this would complicate the support for sharp
colour transitions. Instead, we choose to store the colour at the control points and
†This includes non-planar surfaces such as triangle- or quad meshes in R3.
‡BlendeR’s Bmesh is based on the radial-edge data structure and allows for efficient implementations
using Python or C++.
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tangent handles, as well as the colour at the interior control points, as attributes of the
half-edges. This facilitates the assignment of colour to a single sector of a control point.
Figure B.3: An augmented half-edge data structure (half-edges in grey) containing
tangent-handles (open circles) and twist-vectors (plus symbols).
The introduction of T-sections into a half-edge structure can be handled in different
ways as briefly discussed in Section 6.2.1. The fundamental choice to make here is
whether the half-edge at the stem-side of a T-section should be split or not. If so,
the opposite property of the half-edges involved is no longer fully symmetrical, which
requires consistency throughout the assignment. If the decision is taken not to split




In order to generalise the approach for the exact integration of products of (derivatives
of) subdivision splines described in Section 4.2.1 to triple- and higher-order products,
we have to switch to tensor notation. In this appendix we consider triple products of
subdivision splines, which requires the use of third-order tensors, also referred to as
3D matrices.
C.1 Terminology and notation
We adapt the terminology and notation from [KB09], see Figure C.1. The elements of
a third-order tensor T can be indexed using three numbers k, l,m ∈ N. Keeping one
of the indices constant while the other two can take on any nonnegative value within
their range results in slices (also referred to as layers or pages). Keeping two indices
constant while the third one can vary yields fibers.
Tk,:,: T:,l,: T:,:,m
T:,l,m Tk,:,m Tk,l,:
Figure C.1: Horizontal, lateral and frontal slices of a third-order tensor (top) and its
column, row and tube fibers (bottom).
The product of a third-order tensor and a matrix is computed by multiplying each
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fiber of the tensor with the matrix, which ultimately results in another third-order
tensor. As it can be ambiguous which fiber orientation should be selected (e.g. in case
of a tensor with the same range in multiple dimensions), this operation is expressed
as ×n, with n ∈ {1, 2, 3} indicating the orientation. Likewise, the product of a third-
order tensor and a vector is computed by taking the inner product of each fiber with
the vector, which ultimately yields a 2D matrix. For this type of product, the notation
×¯n is used.
C.2 Triple products of subdivision splines
The integration of a triple product of subdivision splines overΩ requires a 16×16×16
tensorM containing the triple products of the segments of uniform bicubic B-splines.
As these are of bidegree 9, we choose to use a 5× 5 Gauss–Legendre rule to integrate







































Using higher-order tensors, the same approach can be followed to compute e.g.
centroids and moments of inertia of subdivision surfaces.
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