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Abstract
We consider the eigenvalues of sample covariance matrices of the form Q = (Σ1/2X)(Σ1/2X)∗. The sample
X is an M ×N rectangular random matrix with real independent entries and the population covariance matrix
Σ is a positive definite diagonal matrix independent of X. Assuming that the limiting spectral density of Σ
exhibits convex decay at the right edge of the spectrum, in the limit M,N → ∞ with N/M → d ∈ (0,∞), we
find a certain threshold d+ such that for d > d+ the limiting spectral distribution of Q also exhibits convex
decay at the right edge of the spectrum. In this case, the largest eigenvalues of Q are determined by the order
statistics of the eigenvalues of Σ, and in particular, the limiting distribution of the largest eigenvalue of Q is
given by a Weibull distribution. In case d < d+, we also prove that the limiting distribution of the largest
eigenvalue of Q is Gaussian if the entries of Σ are i.i.d. random variables. While Σ is considered to be random
mostly, the results also hold for deterministic Σ with some additional assumptions.
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1 Introduction
For a vector-valued, centered random variable y ∈ RM , its population covariance matrix is given by Σ := E[yyT ].
For N independent samples (y1, · · · .yN ) of y, the sample covariance matrix 1N
∑N
i=1 yiy
T
i can be a simple and
unbiased estimator of Σ when N is much larger than M . On the other hand, if the sample number N is comparable
to the population size M , the sample covariance matrix is no more a reasonable estimator for the population
covariance matrix. Nevertheless, even in such a case, the characteristic of the population covariance matrix may
appear in the sample covariance matrix, as we consider in this paper.
We are interested in a matrix of the form
Q = (Σ1/2X)(Σ1/2X)∗, (1.1)
where the sample X is an M ×N matrix whose entries are independent real random variables with variance 1/N ,
and the general population covariance Σ is an M ×M real diagonal positive definite matrix. We focus on the case
that M and N tend to infinity simultaneously with d̂ := N/M → d ∈ (0,∞), as M,N →∞.
The asymptotic behavior of the empirical spectral distribution (ESD) of sample covariance matrices was first
considered by Marchenko and Pastur [22]; they derived a core structure of the limiting spectral distribution (LSD)
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for a class of sample covariance matrices and the LSD is called the Marchenko–Pastur (MP) law. In the null case,
Σ = I, the distribution of the rescaled largest eigenvalue converges to the Tracy–Widom law [13, 15, 16, 25]. For
the non-null case, i.e. Σ 6= I, the location and the distribution of the outlier eigenvalues, including the celebrated
BBP transition, have been studied extensively when Σ is a finite rank perturbation of the identity. For more detail,
we refer to [2, 5, 4, 23, 24, 27] and references therein.
When Σ has more complicated structure, e.g., the LSD of Σ has no atoms, the limiting distribution of the largest
eigenvalue is given by the Tracy–Widom distribution under certain conditions. It was first proved by El Karoui [6]
for complex sample covariance matrices and extended to the real case [3, 20, 17]. In these works, one of the key
assumptions is that the LSD exhibits the “square-root” type behavior at the right edge of the spectrum, which also
appears in the Wigner semicircle distribution or the Marchenko–Pastur distribution. It is then natural to consider
the local behavior of the eigenvalues when square-root type behavior is absent. Note that if the LSD of Σ decays
concavely at the right edge the LSD of Q exhibits the square-root behavior at the right edge [14].
Main contribution
The sample covariance matrix, as N gets relatively larger than M , approximates the population covariance matrix
more accurately. Thus, it is natural to conjecture that the behavior of the largest eigenvalues of the sample
covariance matrix must be similar to that of Σ if d is above a certain threshold. Our main result of this paper
establishes the conjecture rigorously. We find that there exists d+ such that for d > d+
• The LSD of Q is convex near the right edge of its support (Theorem 2.7), and
• the distribution of the largest eigenvalues of Q are determined by the order statistics of the eigenvalues of Σ
(Theorem 2.8).
We also prove that the largest eigenvalue of Q converges to a Gaussian for d < d+, when the entries of Σ are i.i.d.
(Theorem 2.9)
Main idea of the proof
In the first step, we prove general properties of the LSD of Q. The proof is based on the fact that the LSD of Q
can be defined by a functional equation whose unique solution is the Stieltjes transform of LSD of Q; see also [22].
In the second step, we prove a local law for the resolvents of Q and Q. The main technical difficulty of the proof
stems from that it is not applicable the usual approach based on the self-consistent equation as in [17]. Technically,
this is due to the lack of the stability bounds as in equation A.8 of [17], which is not guaranteed when the LSD of
Σ decays convexly at the edge. Thus, we adapt the strategy of [19] for deformed Wigner matrices in the analysis
of the self-consistent equation. For the analysis of the resolvents, we use the linearization of Q whose inverse is
conveniently related to the resolvents of Q and Q. Together with Schur’s complement formula and other useful
formulas for the resolvents of Q or Q, we prove a priori estimates for the local law.
In the last step, we apply the “fluctuation averaging” argument to control the imaginary part of the resolvent of
Q on much smaller scale than N−1/2. The analysis is different from other works involving the same idea such
as [25, 10], due to the unboundedness of the diagonal entries of the resolvent of Q. Finally, by precisely controlling
the imaginary part of the argument in the resolvent, we track the location of the eigenvalues at the edge.
Related works
In the context of Wigner matrices, the edge behavior of the LSD of a Wigner matrix can be altered by deforming
it. The deformed Wigner matrix is of the form H = W +λV where W is a Wigner matrix and V is a real diagonal
matrix independent of W . If λ is chosen so that the spectral norm of W is of comparable order with that of V ,
and the LSD of V has convex decay at the edge of its spectrum, then the LSD of H also exhibits the same decay
at the edge if the strength of the deformation λ is above a certain threshold. In that case, the limiting fluctuation
of the largest eigenvalues is given by a Weibull distribution instead of the Tracy–Widom distribution. See [18, 19]
for more precise statements.
The largest eigenvalues of sample covariance matrices are frequently used in the analysis of signal-plus-noise models.
In systems biology, the largest eigenvalues derived from single-cell data sets can be used for identification of biological
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information [1]. In the context of machine learning, the behavior of the largest eigenvalues indicate different phases
of training in deep neural networks [21].
Organization of the paper
The rest of the paper is organized as follows: In section 2, we define the model and state the main results. In
section 3, we introduce basic notations and tools that will be used in the analysis. In section 4, we prove main
theorems. Section 5 is devoted to the proof of Proposition 4.7, one of the key results used in the proof of main
theorems. Proofs of some technical lemmas are collected in Supplementary Material.
2 Definition and Results
In this section, we define our model and state the main result.
2.1 Definition of the model
Definition 2.1 (Sample covariance matrix with general population). A sample covariance matrix with general
population Σ is a matrix of the form
Q := (Σ1/2X)(Σ1/2X)∗, (2.1)
where X and Σ are given as follows:
Let X be an M × N real random matrix whose entries (xij) are independent, zero-mean random variables with
variance 1/N and satisfying
E[|xij |p] ≤ cp
Np/2
(2.2)
for some positive constants cp > 0 depending only on p ∈ N.
Let Σ be an M ×M real diagonal matrix whose LSD is ν, entries (σα) are nonnegative and independent from X.
Also, the measure ν has density
ρν(t) = Z
−1(1− t)bf(t)1[l,1](t) , 0 < l < 1 (2.3)
where b > −1, f ∈ C1[l, 1] such that f(t) > 0 for t ∈ [l, 1], and Z is a normalizing constant.
The dimensions N ≡ N(M) and
d̂ =
N
M
→ d ∈ (0,∞), (2.4)
as n→∞. (For simplicity, we assume that d̂ is constant, so we use d instead of d̂.)
We denote the eigenvalues of Q by (λi) with the ordering λ1 ≥ λ2 ≥ . . . ≥ λM .
The measure ν is called a Jacobi measure. We remark that the measure ν has support [l, 1] for some l > 0. In
this paper, we only consider the case b > 1 in (2.3).
Note that in Definition 2.1, we only assume the independence of the entries (xij) and do not assume that (xij) are
identically distributed. We mainly assume that Σ is random.
Remark 2.2. In the sequel, we often interchange N to CM in the middle of several inequalities for some absolute
constant C reasoning that M and N have the same order.
Remark 2.3. With the assumption on the Jacobi measure, we have that lim inf σM ≥ l and lim supσ1 ≤ 1, which
were also assumed in [6].
Remark 2.4. Let Q := X∗ΣX, then Q is an M ×M matrix and Q is an N × N . The eigenvalues of Q can be
described as the following; Q shares the nonzero eigenvalues with Q and has 0 eigenvalue with multiplicity N −M
when N ≥M . Thus, we denote the eigenvalues of Q by (λi)Ni=1 where λi = 0 for M + 1 ≤ i ≤ N .
2.2 Assumptions on Σ
For our main result, Theorem 2.8, to hold, it requires that the gaps between the largest eigenvalues (σα), α ∈ J1, n0K,
of Σ must not be too small. Heuristically, when b > 1 in (2.3), the Jacobi measure has convex decay at the edge so
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that we can regard that the distance of immediate eigenvalues is typically large near the edge. Due to the distance,
a few largest eigenvalues of Σ significantly affect the edge of LSD of Q more than any other small eigenvalues. In
order to describe the condition mathematically, we introduce the following event Ω, which is a “good configuration”
of the largest eigenvalues of Σ.
Denote by b the constant
b :=
1
2
− 1
b + 1
=
b− 1
2(b + 1)
=
b
b + 1
− 1
2
, (2.5)
which depends only on b in (2.3). Fix some (small) φ > 0 satisfying
φ <
(
10 +
b + 1
b− 1
)
b , (2.6)
and define the domain Dφ of the spectral parameter z by
Dφ := {z = E + iη ∈ C+ : l ≤ E ≤ 2 + τ+, M−1/2−φ ≤ η ≤M−1/(b+1)+φ} . (2.7)
Further, we define N -dependent constants κ0 and η0 by
κ0 := M
−1/(b+1), η0 :=
M−φ√
M
. (2.8)
In the following, typical choices for z ≡ L+ − κ+ iη will be κ and η with κ ≤Mφκ0 and η ≥ η0.
We are now ready to give the definition of a “good configuration” Ω. Let µfc be the limiting spectral measure of
Q and mfc the Stieltjes transform of µfc. (See section 3.2 for the precise definition.) Without loss of generality,
we assume that the entries of Σ satisfy the following inequality,
σ1 ≥ σ2 ≥ . . . ≥ σM ≥ 0 . (2.9)
Definition 2.5. Let n0 > 10 be a fixed positive integer independent of M . We define Ω to be the event on Σ which
for any γ ∈ J1, n0 − 1K, the following conditions:
1. The γ-th largest eigenvalue σγ satisfies, for all β ∈ J1, n0K with β 6= γ,
M−φκ0 < |σβ − σγ | < (logM)κ0 . (2.10)
In addition, for γ = 1, we have
M−φκ0 < |1− σ1| < (logM)κ0 , (2.11)
hence for α ∈ Jn0 + 1,MK,
M−φκ0 < |σα − σγ |. (2.12)
2. There exists a constant c < 1 independent of M such that for any z ∈ Dφ satisfying
min
α∈J1,MK
∣∣∣∣Re (1 + 1σαmfc
)∣∣∣∣ = ∣∣∣∣Re (1 + 1σγmfc
)∣∣∣∣ , (2.13)
we have
1
N
M∑
α=1
α6=γ
σ2α|mfc|2
|1 + σαmfc|2 < c < 1 . (2.14)
We remark that, together with (2.10) and (2.11), (2.13) implies∣∣∣∣Re (1 + 1σαmfc
)∣∣∣∣ ≥ M−φκ02 , (2.15)
for all α 6= γ.
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3. For any  > 0, there exists C > 0 and M (large) such that for any z ∈ Dφ and M ≥M,∣∣∣∣∣ 1N
M∑
α=1
σα
σαmfc + 1
− d−1
∫
tdν(t)
tmfc + 1
∣∣∣∣∣ ≤ CMφ+√M . (2.16)
Throughout the paper, we assume that Σ satisfy Definition 2.5, and ESD of Σ converges weakly to a Jacobi measure
with b > 1.
Assumption 2.6. Let Σ be M ×M real diagonal random matrix satisfying the conditions in Definition 2.1 with
b > 1. We assume that:
i. When Σ is deterministic, Σ satisfies Ω in Definition 2.5.
ii. When Σ is random, P(Ω)→ 1 as M →∞.
We remark that if Σ is a diagonal random matrix whose entries are i.i.d Jacobi measure ν with b > 1, the
Glivenko–Cantelli theorem asserts that the LSD of Σ converges to ν itself. Furthermore, in Appendix A we show
that
P(Ω) ≥ 1− C(logM)1+2bM−φ, (2.17)
thus the “bad configuration” Ωc occurs rarely. In other words, when Σ has i.i.d. entries with law ν, it automatically
satisfies the properties in Definition 2.5 with high probability. For the non i.i.d random or deterministic Σ, we
assume Assumption 2.6.
2.3 Main results
Our first main result is about the behavior of the limiting spectral measure of Q, µfc, near its right edge. The
following theorem establishes not only the explicit location of the right edge of µfc but also the local behavior of µfc
near the right edge. In the sequel, we denote by L+ the right endpoint of the support of µfc and κ ≡ κ(E) := |E−L+|
where z = E + iη.
Theorem 2.7. Suppose that Q is a sample covariance matrix with general population Σ defined in Definition 2.1.
Let ν be a Jacobi measure defined in (2.3) with b > 1. Define
d+ :=
∫ 1
l
t2dν(t)
(1− t)2 , τ+ := d
−1
∫ 1
l
tdν(t)
1− t . (2.18)
If d > d+, then L+ = 1 + τ+. Moreover, for 0 ≤ κ ≤ L+, there exists a constant C > 1 such that
C−1κb ≤ µfc(L+ − κ) ≤ Cκb. (2.19)
We prove Theorem 2.7 in Section 4.1.
Our second result concerns the locations of the largest eigenvalues of Q in the supercritical case, which are determ-
ined by the order statistics of the eigenvalues of Σ. In the following, we fix some n0 ∈ N independent of M and
consider the largest eigenvalues (λα)
n0
α=1 of Q.
Theorem 2.8. Suppose that Assumption 2.6, assumptions in Theorem 2.7 and d > d+ hold. Let n0 > 10 be a
fixed constant independent of M and let 1 ≤ γ < n0. Then the joint distribution function of the γ largest rescaled
eigenvalues,
P
(
M1/(b+1)(L+ − λ1) ≤ s1, M1/(b+1)(L+ − λ2) ≤ s2, . . . , M1/(b+1)(L+ − λγ) ≤ sγ
)
, (2.20)
converges to the joint distribution function of the γ largest rescaled order statistics of (σα),
P
(
CdM
1/(b+1)(1− σ1) ≤ s1, CdM1/(b+1)(1− σ2) ≤ s2, . . . , CdM1/(b+1)(1− σγ) ≤ sγ
)
, (2.21)
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as N → ∞, where Cd = d−d+d . In particular, when Σ has i.i.d. entries with law ν, the cumulative distribution
function of the rescaled largest eigenvalue M1/(b+1)(L+ − λ1) converges to the cumulative distribution function of
the Weibull distribution,
Gb+1(s) := 1− exp
(
−Cνs
b+1
(b + 1)
)
, (2.22)
where
Cν :=
(
d
d− d+
)b+1
lim
t→1
ρν(t)
(1− t)b . (2.23)
Our third result states that the largest eigenvalue of Q exhibits Gaussian fluctuation when d < d+ and the
eigenvalues of Σ are i.i.d. random variables.
Theorem 2.9 (Gaussian fluctuation for the regime d < d+). Suppose that assumptions in Theorem 2.7 hold except
that d < d+. Further, assume that the eigenvalues of Σ are i.i.d. random variables. Then, the rescaled fluctuation
M1/2(λ1 − L+) converges in distribution as N →∞ to a centered Gaussian random variable with variance
(d2M)−1
(∫ ∣∣∣∣ tτt+ τ
∣∣∣∣2 dν(t)− (∫ tτt+ τ dν(t)
)2)
(2.24)
where τ and L+ are defined in the proof.
We prove Theorems 2.8 and 2.9 in Section 4.
If X is Gaussian, our main results still hold for general, non-diagonal Σ satisfying Definition 2.5.
Corollary 2.10. Suppose that assumptions in Theorem 2.7 hold with the following changes: the entries of X are
Gaussian, and Σ is not necessarily diagonal, with eigenvalues (σα). Then, the results in Theorems 2.7, 2.8, and 2.9
hold without any change.
2.4 Numerical experiment
We conduct numerical simulations to observe the local behavior of the empirical spectral distribution of deformed
sample covariance matrices. In each simulation done with MATLAB, we generate 10 sample covariance matrices
of the form
Q =
1
N
X∗ΣX (2.25)
under fixed Σ and plot the histograms of non-zero eigenvalues of Q to find the behavior of the ESD of Q at the
right edge.
2.4.1 Convex, super-critical case, b > 1
We first generate 4000× 6000 matrices X with i.i.d standard Gaussian entries and a 4000× 4000 diagonal matrix
Σ with i.i.d. entries sampled from the density function f1 given by
f1(t) = Z−11 et(1− t)31[1/10,1](t) (2.26)
with a normalization constant Z1. In this setting, d = N/M = 1.5 and d+ ≈ 0.703908. The histogram of nonzero
eigenvalues of Q can be seen from Figure 1a, which shows that the ESD exhibits convex decay at the right edge.
2.4.2 Concave, sub-critical case, b > 1
We next generate 4000×2000 matrices X with i.i.d. standard Gaussian entries. The diagonal matrix Σ is the same
as in Section 2.4.1. In this setting, d < d+, and the ESD exhibits concave decay at the right edge, as can be seen
from Figure 1b.
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2.4.3 Concave case, b < 1
In this setting, we generate 4000× 6000 matrices X with i.i.d standard Gaussian entries again as in Section 2.4.1,
but we use a 4000× 4000 diagonal matrix Σ with i.i.d. entries sampled from the density function f1 given by
f2(t) = Z−12 et(1− t)1/21[1/10,1](t) (2.27)
with a normalization constant Z2. Formally, d+ =∞ in this case, and the ESD exhibits concave decay at the right
edge as in Figure 1c.
(a) d > d+ (b) d < d+ (c) b < 1
Figure 1: The limiting ESDs of Q
3 Preliminaries
In this section, we collect some basic notations and identities.
3.1 Notations
We adopt the following shorthand notation introduced in [8] for high-probability estimates:
Definition 3.1 (Stochastic dominance). Let
X = (X(N)(u) : N ∈ N, u ∈ U (N)). Y = (Y (N)(u) : N ∈ N, u ∈ U (N)) (3.1)
be two families of nonnegative random variables where U (N) is a (possibly N -dependent) parameter set. We say X
is stochastically dominated by Y , uniformly in u, if for all (small)  > 0 and (large) D > 0,
sup
u∈U(N)
P[X(N)(u) > N Y (N)(u)] ≤ N−D, (3.2)
for sufficiently large N ≥ N0(,D). If X is stochastically dominated by Y , uniformly in u, we write X ≺ Y . If for
some complex family X, we have |X| ≺ Y we also write X = O≺(Y ).
We remark that the relation ≺ is a partial ordering with the aritheoremetic rules of an order relation; e.g., if
X1 ≺ Y1 and X2 ≺ Y2 then X1 +X2 ≺ Y1 + Y2 and X1X2 ≺ Y1Y2.
Definition 3.2 (high probability event). We say an event Ω occurs with high probability if for given D > 0,
P(Ω) ≥ 1 −N−D whenever N ≥ N0(D). Also, we say an event Ω2 occurs with high probability on Ω1 if for given
D > 0, P(Ω2 | Ω1) ≥ 1−N−D whenever N ≥ N0(D).
Equivalently, Ω holds with high probability if 1− 1(Ω) ≺ 0.
For convenience, we use double brackets to denote the index set, i.e., for n1, n2 ∈ R,Jn1, n2K := [n1, n2] ∩ Z . (3.3)
Throughout the paper, we use lowercase Latin letters a, b, · · · for indices in J1, NK, uppercase letters A,B, · · · for
indices in J1, N +MK, and Greek letters α, β, · · · for indices in J1,MK. If necessary, we use Greek letters with tilde
for indices in JN + 1, N +MK, e.g., α˜ = N + α.
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We use the symbols O( · ) and o( · ) for the standard big-O and little-o notation. The notations O, o, , , refer
to the limit N →∞ unless stated otherwise, where the notation a b means a = o(b). We use c and C to denote
positive constants that are independent on N . Their values may change line by line but in general we do not track
the change. We write a ∼ b, if there is C ≥ 1 such that C−1|b| ≤ |a| ≤ C|b|.
3.2 Deformed Marchenko–Pastur law
As shown in [22], if the empirical spectral distribution (ESD) of Σ, νN , converges in distribution to some probability
measure ν, then the ESD of Q converges weakly in probability to a certain deterministic distribution µfc which is
called the deformed Marchenko–Pastur law. It was also proved in [22] that µfc can be expressed in terms of
its Stieltjes transform as follows:
For a (probability) measure ω on R, its Stieltjes transform is defined by
mω(z) :=
∫
R
dω(x)
x− z , (z ∈ C
+) . (3.4)
Notice that mω(z) is an analytic function in the upper half plane and Immω(z) ≥ 0 for z ∈ C+.
Let mfc be the Stieltjes transform of µfc. It was proved in [22] that mfc satisfies the self-consistent equation
mfc(z) =
{
−z + d−1
∫
R
tdν(t)
1 + tmfc(z)
}−1
, Immfc(z) ≥ 0 , (z ∈ C+) , (3.5)
where ν is the limiting spectral distribution (LSD) of Σ. It was also shown that (3.5) has a unique solution.
Moreover, lim supη↘0 Immfc(E + iη) < ∞, and mfc(z) determines an absolutely continuous probability measure
µfc whose density is given by
ρfc(E) =
1
pi
lim
η↘0
Immfc(E + iη) , (E ∈ R) . (3.6)
For the properties of µfc, we refer to [26]. We remark that the density ρfc is analytic inside its support.
Remark 3.3. The measure µfc is identified with the multiplicative free convolution of the Marchenko–Pastur measure
µMP and the measure ν and is denoted by µfc := ν  µMP .
3.3 Resolvent and Linearization of Q
We define the resolvent, or Green function, GQ(z), and its normalized trace, mQ(z), of Q by
GQ(z) = ((GQ)AB(z)) := (Q− z)−1 , mQ(z) := 1
N
TrGQ(z) , (z ∈ C+) . (3.7)
We refer to z as the spectral parameter and set z = E + iη, E ∈ R, η > 0.
For the analysis of the resolvent GQ(z), we use the following linearization trick as in [20]. Define a partitioned
(N +M)× (N +M) matrix
H(z) :=
[−zIN X∗
X −Σ−1
]
, z ∈ C+ (3.8)
where IN is the N ×N identity matrix. Note that H is invertible, as proved in [20]. Set G(z) := H(z)−1 and define
the normalized (partial) traces, m and m˜, of G by
m(z) :=
1
N
N∑
a=1
Gaa(z), m˜(z) :=
1
M
N+M∑
α˜=N+1
Gα˜α˜. (3.9)
With abuse of notation, when we use Greek indices with tilde such as Gα˜α˜ = GN+α,N+α, we omit the tilde and set
Gαα ≡ Gα˜α˜ if it does not causes any confusion.
Frequently, we abbreviate G ≡ G(z), m ≡ m(z), etc. In addition, m(z) = mQ(z) holds as a consequence of the
Schur complement formula, see [20]. Furthermore, from (4.1) of [17] and Remark 2.4, we have
m(z) =
1
Nz
∑
α
σ−1α Gαα −
N −M
Nz
. (3.10)
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3.4 Minors
For T ⊂ J1, N +MK, the matrix minor H(T) of H is defined as
(H(T))AB = 1(A /∈ T)1(B /∈ T)HAB , (3.11)
i.e., the entries in the T-indexed columns/rows are replaced by zeros. We define the resolvent G(T)(z) of H(T) by
G
(T)
AB(z) :=
(
1
H(T) − z
)
AB
. (3.12)
For simplicity, we use the notations
(T)∑
a
:=
N∑
a=1
a6∈T
,
(T)∑
a6=b
:=
N∑
a=1, b=1
a 6=b , a,b 6∈T
,
(T)∑
α
:=
M∑
α=1
α6∈T
,
(T)∑
α6=β
:=
M∑
α=1, β=1
α6=β , α,β 6∈T
(3.13)
and abbreviate (A) = ({A}), (TA) = (T ∪ {A}). In Green function entries (G(T)AB) we refer to {A,B} as lower
indices and to T as upper indices.
Finally, we set
m(T) :=
1
N
(T)∑
a
G(T)aa , m˜
(T) :=
1
M
(T)∑
α
G(T)αα . (3.14)
Note that we use the normalization N−1 instead of (N − |T|)−1.
3.5 Resolvent identities
The next lemma collects the main identities between the matrix elements of G and its minor G(T).
Lemma 3.4. Let G(z) = H−1(z), z ∈ C+ be a Green function defined by (3.8) and Σ is diagonal. For a, b ∈ J1, NK,
α, β ∈ J1,MK, A,B,C ∈ J1, N +MK, the following identities hold:
- Schur complement/Feshbach formula: For any a and α,
Gaa =
1
−z −∑α,β xαaG(a)αβxβa , Gαα =
1
−σ−1α −∑a,b xαaG(α)ab xαb . (3.15)
- For a 6= b,
Gab = −Gaa
∑
α
xαaG
(a)
αb = −Gbb
∑
β
G
(b)
aβxβb . (3.16)
- For α 6= β,
Gαβ = −Gαα
∑
a
xαaG
(α)
aβ = −Gββ
∑
b
G
(β)
αb xβb . (3.17)
- For any a and α,
Gaα = −Gaa
∑
β
xβaG
(a)
βα = −Gαα
∑
b
G
(α)
ab xαb . (3.18)
- For A,B 6= C,
GAB = G
(C)
AB +
GACGCB
GCC
. (3.19)
- Ward identity: For any a, ∑
b
|Gab|2 = ImGaa
η
, (3.20)
where η = Im z.
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For the proof of Lemma 3.4, we refer to Lemma 4.2 in [11], Lemma 6.10 in [9], and equation (3.31) in [12].
Denote by EA the partial expectation with respect to the A-th column/row of H and set
Za := (1− Ea)(X∗G(a)X)aa, Zα := (1− Eα)(XG(α)X∗)αα. (3.21)
Using ZA, we can rewrite GAA as G
−1
aa = −z − d−1m˜(a) − Za and G−1αα = −σ−1α −m(α) − Zα.
Lemma 3.5. There is a constant C such that, for any z ∈ C+, A ∈ J1, N +MK, we have
|m(z)−m(A)(z)| ≤ C
Nη
. (3.22)
Furthermore, since C−1N ≤M ≤ CN , for some constant C > 0, we also have
|m(z)−m(A)(z)| ≤ C
Mη
. (3.23)
The lemma follows from Cauchy’s interlacing property of eigenvalues of H and its minor H(A). For a detailed proof
we refer to [7]. For T ⊂ J1, N +MK with, say, |T| ≤ 10, we obtain |m−m(T)| ≤ CNη .
3.6 Concentration estimates
For i ∈ J1, NK, let (Xi) and (Yi), be two families of random variables that
ERi = 0, E|Ri|2 = 1, E|Ri|p ≤ cp (p ≥ 3), (3.24)
Ri = Xi, Yi, for all p ∈ N and some constants cp, uniformly in i ∈ J1, NK. We collect here some useful concentration
estimates.
Lemma 3.6. Let (Xi) and (Yi) be independent families of random variables and let (aij) and (bi), i, j ∈ J1, NK,
be families of complex numbers. Suppose that all entries (Xi) and (Yi) are independent and satisfy (3.24). Then
we have the bounds
∣∣∣∣∣∑
i
biXi
∣∣∣∣∣ ≺
(∑
i
|bi|2
)1/2
, (3.25)
∣∣∣∣∣∣
∑
i
∑
j
aijXiYj
∣∣∣∣∣∣ ≺
∑
i,j
|aij |2
1/2 , (3.26)
∣∣∣∣∣∣
∑
i
∑
j
aijXiXj −
∑
i
aiiX
2
i
∣∣∣∣∣∣ ≺
∑
i,j
|aij |2
1/2 . (3.27)
If the coefficients aij and bi are depend on an additional parameter u, then all of the above estimates are uniform
in u, that is, the threshold N0 = N0(ε,D) in the definition of ≺ depends only on the family (cp) from (3.24); in
particular, N0 does not depend on u.
We also remark that
|xij | ≺ 1√
N
, |xij | ≺ 1√
M
, (3.28)
which can be easily obtained from (2.2) and remark 2.2.
4 Proof of Main Results
We begin this section by briefly outlining the idea of the proof.
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• To prove Theorem 2.7, we follow the strategy in [18]. Instead of directly analyzing the self-consistent equa-
tion (3.5), we convert it into an equation of z. Then, the location of the right edge of µfc and its local
behavior can be proved by analyzing the behavior of z, which is considered as a function of mfc, the Stieltjes
transform of µfc.
• To prove Theorem 2.8, we approximate m, the normalized trace of the resolvent, by mfc (Lemma 4.4 and
Proposition 5.1). In the approximation, we introduce an intermediate random object m̂fc, which can be used
to locate the extremal eigenvalues (Proposition 4.7). Combining it with the approximate linearity of mfc
(Lemma 4.1), we can prove Theorem 2.8.
• To prove Theorem 2.9, we first show that the location of the right edge of the spectrum exhibits a Gaussian
fluctuation of order M−1/2 by applying the central limit theorem for a function of the eigenvalues of Σ. We
conclude the proof by showing that the distance between the largest eigenvalue and the right edge is of order
N−2/3 and hence negligible.
4.1 Proof of Theorem 2.7
Proof of Theorem 2.7. Recall (3.5), which we rewrite as follows:
z = − 1
mfc(z)
+ d−1
∫
R
tdν(t)
1 + tmfc(z)
. (4.1)
Let τ := 1/mfc, and consider z as a function of τ , which we call F (τ). We then have
F (τ) := −τ + d−1
∫
R
tτdν(t)
τ + t
. (4.2)
Taking imaginary part on the both sides, then
ImF (τ) = −Im τ
{
1− d−1
∫
R
t2dν(t)
(Re τ + t)2 + (Im τ)2
}
. (4.3)
Let
H(τ) := d−1
∫
R
t2dν(t)
(Re τ + t)2 + (Im τ)2
. (4.4)
For any fixed Re τ ∈ (−1, 0), H(τ)→ 0 as |Im τ | → ∞, and H(τ)→∞ as |Im τ | → 0. By monotonicity, there is a
unique Im τ > 0 such that H(τ) = 1 so that ImF (τ) = 0, which corresponds to the bulk of the spectrum. On the
other hand, for any fixed Re τ ∈ (−∞,−1), H(τ) is monotone decreasing function of |Im τ |, which implies
sup
Re τ∈(−∞,−1)
H(τ) = H(−1) = d−1
∫ 1
l
t2dν(t)
(−1 + t)2 =
d+
d
< 1 , (4.5)
where l = inf{x ∈ R : x ∈ supp ν}. We thus find that there is no solution of ImF (τ) = 0 when Re τ ∈ (−∞,−1),
which corresponds to the outside of the spectrum. This shows that τ = −1 at the right edge of the spectrum. It is
immediate from (4.1) that F (−1) = 1 + τ+, which is the end point we denoted by L+. This proves the first part
of Theorem 2.7.
The proof of second part is analogous to Lemma A.4 of [18] and we omit the detail.
4.2 Definition of m̂fc
In this subsection, we introduce m̂fc, which will be used as an intermediate random object in the comparison
between m and mfc. The key property of m̂fc is that it directly depends on Σ unlike mfc, but it does not depend
on X.
Let ν̂ be the ESD of Σ, i.e.,
ν̂ :=
1
M
M∑
α=1
δσα . (4.6)
11
We define m̂fc ≡ m̂fc(z) as a solution to the self-consistent equation
m̂fc(z) =
{
−z + 1
N
M∑
α=1
σα
σαm̂fc(z) + 1
}−1
, Im m̂fc(z) ≥ 0 , (z ∈ C+) . (4.7)
Similarly to (3.5), equation (4.7) also has the unique solution, which is the Stieltjes transform of a probability
measure, µ̂fc, which is absolutely continuous. The random measure ν̂  µMP , which is the multiplicative free
convolution between ν̂ and the Marchenko–Pastur law µMP , and it can be recovered from m̂fc by using the
Stieltjes inversion formula (3.6).
4.3 Properties of mfc and m̂fc
Recall the definitions of mfc and m̂fc. Let
R2(z) := d
−1
∫
t2|mfc|2dν(t)
|tmfc(z) + 1|2 , R̂2(z)
:=
1
N
M∑
α=1
σ2α|m̂fc|2
|σαm̂fc(z) + 1|2 , (z ∈ C
+) . (4.8)
Recall from (3.5) that
1
mfc
= −z + d−1
∫
tdν(t)
tmfc + 1
. (4.9)
Taking imaginary part and rearranging, we have that
1 = Im z · |mfc|
2
Immfc
+ d−1
∫
t2|mfc|2dν(t)
|tmfc(z) + 1|2 . (4.10)
This in particular shows that 0 ≤ R2(z) < 1, and by similar manner we also find that 0 ≤ R̂2(z) < 1. We also note
that the self-consistent equation (3.5) implies |mfc| ∼ 1.
In the following lemma, we show that 1/mfc is approximately a linear function of z near the right edge.
Lemma 4.1. Let z = L+ − κ+ iη ∈ Dφ. Then,
1
mfc(z)
= −1 + d
d− d+ (L+ − z) +O
(
(logM)(κ+ η)min{b,2}
)
. (4.11)
Similarly, if z, z′ ∈ Dφ, then
1
mfc(z)
− 1
mfc(z′)
= − d
d− d+ (z − z
′) +O
(
(logM)2(N−1/(b+1))min{b−1,1}|z − z′|
)
. (4.12)
Proof. Since mfc(L+) = −1 = 1−L++τ+ (see theorem 2.7), we have
1
mfc(z)
− 1
mfc(L+)
= L+ − z + d−1
∫
tdν(t)
1 + tmfc(z)
− d−1
∫
tdν(t)
1 + tmfc(L+)
= L+ − z + d−1
∫
t2(mfc(L+)−mfc(z))
(1 + tmfc(z))(1 + tmfc(L+))
dν(t)
= L+ − z +
(
1
mfc(z)
− 1
mfc(L+)
)
T (z)
(4.13)
where we set
T (z) := d−1
∫
t2mfc(z)mfc(L+)
(1 + tmfc(z))(1 + tmfc(L+))
dν(t) . (4.14)
Then we have
|T (z)| ≤
(
d−1
∫
t2|mfc|2dν(t)
|1 + tmfc(z)|2
)1/2(
d−1
∫
t2|mfc(L+)|2dν(t)
|1 + tmfc(L+)|2
)1/2
≤
√
R2(z)
√
d+
d
<
√
d+
d
< 1 .
(4.15)
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Hence, for z ∈ Dφ, we can rewrite (4.13) as
1
mfc(z)
− 1
mfc(L+)
= L+ − z + T (z)
[
1
mfc(z)
− 1
mfc(L+)
]
. (4.16)
Since mfc(L+) = −1,
1
mfc(z)
+ 1 =
1
1− T (z) (L+ − z) . (4.17)
We thus obtain from (4.15) and (4.17) that∣∣∣∣ 1mfc(z) + 1
∣∣∣∣ ≤ 11− T (z) |L+ − z| ≤
√
d√
d−√d+ |L+ − z| . (4.18)
We now estimate the difference T (z)− d+/d : Let τ := 1/mfc(z). We have
T (z)− d+
d
= d−1
∫
t2mfc(z)mfc(L+)dν(t)
(tmfc(z) + 1)(tmfc(L+) + 1)
− d−1
∫
t2dν(t)
(1− t)2
= d−1
∫ −t2(mfc(z) + 1)dν(t)
(tmfc(z) + 1)(1− t)2 = −(1 + τ)d
−1
∫
t2dν(t)
(t+ τ)(1− t)2 .
(4.19)
To find an upper bound of such integral, we consider the following two cases:
Case 1) b ≥ 2: It is not hard to see that∣∣∣∣∫ t2dν(t)(t+ τ)(1− t)2
∣∣∣∣ ≤ C ∫ dt|t+ τ | ≤ C logM . (4.20)
Case 2) b < 2: We define a subset B of [0, 1] as
B := {t ∈ [0, 1] : t < −1− 2Re τ} , (4.21)
and let Bc ≡ [0, 1]\B. Then, by estimating the integral in (4.19) on B, we find that∣∣∣∣∫
B
t2dν(t)
(t+ τ)(1− t)2
∣∣∣∣ ≤ C ∫
B
t2dν(t)
|1− t|3 ≤ C|1 + τ |
b−2 , (4.22)
where used that, for t ∈ B,
|1− t| < 2|t+ Re τ | < 2|t+ τ | . (4.23)
On Bc, we have∣∣∣∣∫
Bc
t2dν(t)
(t+ τ)(1− t)
∣∣∣∣ ≤ C ∫
Bc
t2(1− t)b−1dt
|t+ τ | ≤ C
∫
Bc
(1− t)b−1dt
|t+ τ | ≤ C|1 + τ |
b−1 logM , (4.24)
where we have used that, for t ∈ Bc,
|1− t| ≤ 2|1 + Re τ | ≤ 2|1 + τ |. (4.25)
We also have ∣∣∣∣∫
Bc
t2dν(t)
(1− t)2
∣∣∣∣ ≤ C ∫
Bc
|1− t|b−2dt ≤ C|1 + τ |b−1 . (4.26)
Thus, from (4.19), (4.24), and (4.26), we obtain that∣∣∣∣∫ t2dν(t)(t+ τ)(1− t)2
∣∣∣∣ ≤ C|1 + τ |b−2 logM . (4.27)
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From the continuity of T (z) and the compactness of Dφ, it is easy to see that we can choose the constants uniformly
in z. We thus have that
T (z) =
d+
d
+O
(
(logM)|L+ − z|min{b−1,1}
)
. (4.28)
Combined with (4.17), it proves the first part of the desired lemma. The second one can be proved analogously;
we omit the detail.
Remark 4.2. Lemma 4.1 reveals the local behavior of 1/mfc at the right edge. For zα := L+ − d−d+d (1− σα) + iη,
we obtain
1
mfc(zα)
= −σα + i d
d− d+ η +O
(
(logM)M−min{b,2}/(b+1)+2φ
)
. (4.29)
We consider the following subset of Dφ to estimate the difference |m̂fc −mfc|.
Definition 4.3. Let A := Jn0,MK. We define the domain D′φ of the spectral parameter z as
D′φ =
{
z ∈ Dφ :
∣∣∣∣1 + 1σαmfc
∣∣∣∣ > 12M−1/(b+1)−φ, ∀α ∈ A
}
. (4.30)
In the sequel, we show that D′φ contains z = λα+iη0 ∈ C+ for α ∈ J1, n0−1K with high probability. See Remark 4.8.
Recall that σ1 > σ2 > . . . > σM . We now show that m̂fc(z) approximates mfc(z) well for z in D′φ. For technical
reason, we compare the reciprocals of mfc and m̂fc, which makes the estimate more convenient when compared to
estimating |m− m̂fc| directly.
Lemma 4.4. For any z ∈ D′φ, ∣∣∣∣ 1m̂fc(z) − 1mfc(z)
∣∣∣∣ ≺ 1Mη0 = M−1/2+φ . (4.31)
Proof. For a given z ∈ D′φ, choose γ ∈ J1, n0 − 1K satisfying (2.13) so that Re (1/(σγmfc)) is the closest (among
Re (1/(σαmfc))) to −1. Suppose to contrary that (4.31) does not hold. Our goal is to derive a self-consistent
equation of the difference from which we obtain a contradiction. In other words, for any (small)  > 0, we consider
the event on which |m̂fc(z)−1−m−1fc | ≥M  1Mη0 hold. Using the definitions of mfc and m̂fc, we obtain the following
equation:∣∣∣∣ 1mfc − 1m̂fc
∣∣∣∣ =
∣∣∣∣∣d−1
∫
tdν(t)
tmfc + 1
− 1
N
M∑
α=1
(
σα
σαm̂fc + 1
)∣∣∣∣∣
≤
∣∣∣∣∣d−1
∫
tdν(t)
tmfc + 1
− 1
N
M∑
α=1
(
σα
σαmfc + 1
)∣∣∣∣∣+
∣∣∣∣∣ 1N
M∑
α=1
(
σα
σαmfc + 1
)
− 1
N
M∑
α=1
(
σα
σαm̂fc + 1
)∣∣∣∣∣
≤
∣∣∣∣∣d−1
∫
tdν(t)
tmfc + 1
− 1
N
M∑
α=1
(
σα
σαmfc + 1
)∣∣∣∣∣+
∣∣∣∣ 1mfc − 1m̂fc
∣∣∣∣
∣∣∣∣∣ 1N
M∑
α=1
σαmfcσαm̂fc
(σαmfc + 1)(σαm̂fc + 1)
∣∣∣∣∣ .
(4.32)
From the condition (2.16), the first term in the right hand side of (4.32) is bounded by CM−1/2+φ+/2 for some
C > 0.
Now we estimate the second term in the right hand side of (4.32). We decompose it into the critical term α = γ
and the other terms. When α = γ, we have∣∣∣∣ 1σγm̂fc + 1
∣∣∣∣+ ∣∣∣∣− 1σγmfc − 1
∣∣∣∣ ≥ ∣∣∣∣ 1σγm̂fc − 1σγmfc
∣∣∣∣ > ∣∣∣∣ 1m̂fc − 1mfc
∣∣∣∣ > M Mη0 , (4.33)
which implies ∣∣∣∣ 1σγm̂fc + 1
∣∣∣∣ ≥ Mφ+2√M or
∣∣∣∣ 1σγmfc + 1
∣∣∣∣ ≥ Mφ+2√M . (4.34)
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In the former case, by considering the imaginary part, we find∣∣∣∣1 + 1σγmfc
∣∣∣∣ ≥ ∣∣∣∣Im 1mfc
∣∣∣∣ ≥ η + d−1 ∫ t2Immfc|tmfc + 1|2 ≥ η, (4.35)
and hence we have
1
N
∣∣∣∣ σγm̂fcσγmfc(σγm̂fc + 1)(σγmfc + 1)
∣∣∣∣ ≤ 1N 2
√
M
Mφ+
1
η0
≤ CM− , (z ∈ D′φ) . (4.36)
The latter case can be handled in a similar manner. For the other terms with α 6= γ, we use
1
N
∣∣∣∣∣∣
(γ)∑
α
σαm̂fcσαmfc
(σαm̂fc + 1)(σαmfc + 1)
∣∣∣∣∣∣ ≤ 12N
(γ)∑
α
(
σ2α|m̂fc|2
|σαm̂fc + 1|2 +
σ2α|mfc|2
|σαmfc + 1|2
)
. (4.37)
From (4.7), we have that
1
N
M∑
α=1
σ2α|m̂fc|2
|σαm̂fc + 1|2 = 1− η
|m̂fc|2
Im m̂fc
< 1 . (4.38)
We also assume in (2.14) that
1
N
(γ)∑
α
σ2α|mfc|2
|σαmfc + 1|2 < c < 1 , (4.39)
for some constant c. Thus, we get∣∣∣∣ 1mfc − 1m̂fc
∣∣∣∣ < 1 + c2
∣∣∣∣ 1mfc − 1m̂fc
∣∣∣∣+M−1/2+φ+/2 , (z ∈ D′φ) , (4.40)
which implies that ∣∣∣∣ 1mfc − 1m̂fc
∣∣∣∣ < CM−1/2+φ+/2 , (z ∈ D′φ) , (4.41)
which contradicts the assumption that (4.31) does not hold. This concludes the proof of the desired lemma.
The following lemma provides priori estimate for imaginary part of m̂fc with general η.
Lemma 4.5. For z = E + iη ∈ D′φ, the following hold on Ω:
Im m̂fc(z) = O(max{η, 1
Nη
}) = O(max{η, 1
Mη
}) . (4.42)
Proof. By the definition of m̂fc,
− 1
m̂fc
= z − 1
N
M∑
α=1
1
σ−1α + m̂fc
= z − 1
N
1
σ−1γ + m̂fc
− 1
N
(γ)∑
α
1
σ−1α + m̂fc
= z +O(
1
Nη
)− 1
N
(γ)∑
α
1
σ−1α + m̂fc
,
(4.43)
where γ satisfies (2.13) and we have used the trivial bound | 1
σ−1α +m̂fc
| ≤ η−1.
Taking imaginary part gives
Im m̂fc
|m̂fc|2 = η +O(
1
Nη
) +
1
N
(γ)∑
α
Im m̂fc
|σ−1α + m̂fc|2
,
Im m̂fc = η|m̂fc|2 +O( |m̂fc|
2
Nη
) +
1
N
(γ)∑
α
|m̂fc|2Im m̂fc
|σ−1α + m̂fc|2
.
(4.44)
15
Recalling R̂
(γ)
2 from Lemma 5.3 and using m̂fc ∼ 1, then we have
|Im m̂fc| ≤ Cη + C
′
Nη
. (4.45)
Remark 4.6. The estimate on |mfc−m̂fc| easily follows from Lemma 4.4. To see this, we first observe that mfc ∼ 1
implies m−1fc ∼ 1. Combining with Lemma 4.4 above, we also find that m̂fc ∼ 1. Since |mfc − m̂fc| ≺ M−1/2+φ,
we get the estimate
|mfc − m̂fc| ≤ CM−1/2+2φ , (4.46)
with high probability.
4.4 Proof of Theorem 2.8
In this subsection, we prove Proposition 4.9, which would directly imply Theorem 2.8. The key idea is that we
can approximate (λγ) in terms of (σγ) by applying the properties of m̂fc in Section 4.3 and hence we can estimate
the locations of the largest eigenvalues (λγ) of Q by (σγ). The precise statement for the idea is the following
proposition.
Proposition 4.7. Let n0 > 10 be a fixed integer independent of M and γ ∈ J1, n0−1K. Suppose that the assumptions
in Theorem 2.8 hold. Then, with η0 defined in (2.8), the following holds with high probability:
Re
1
m̂fc(λγ + iη0)
= −σγ +O(M−1/2+3φ) , (4.47)
We postpone the proof of Proposition 4.7 to Section 5.
Remark 4.8. Since |σα − σγ | ≥M−φκ0 M−1/2+3φ for all α 6= γ by (2.10), Proposition 4.7 implies that∣∣∣∣1 + Re 1σαm̂fc(λγ + iη0)
∣∣∣∣
≥
∣∣∣∣Re 1σαm̂fc(λγ + iη0) − Re 1σγm̂fc(λγ + iη0)
∣∣∣∣− ∣∣∣∣1 + Re 1σγm̂fc(λγ + iη0)
∣∣∣∣
≥ κ0
2
.
(4.48)
Hence, we find that λγ + iη0 ∈ D′φ, γ ∈ J1, n0 − 1K with high probability.
We now prove Theorem 2.8 by proving the following proposition.
Proposition 4.9. Suppose that the assumptions in Proposition 4.7 hold. Then there exists a constant C such that
with high probability ∣∣∣∣λγ − (L+ − d− d+d (1− σγ)
)∣∣∣∣ ≤ CM1/(b+1)
(
M3φ
Mb
+
(logM)2
M1/(b+1)
)
. (4.49)
Proof of Theorem 2.8 and Proposition 4.9. From Lemma 4.4 and Proposition 4.7, with high probability
Re
(
1
mfc(λγ + iη0)
)
= −σγ +O(M− 12+3φ) . (4.50)
Recall we have proved in Lemma 4.1 that
1
mfc(λγ + iη0)
= −1 + d
d− d+ (L+ − λγ − iη0) +O(κ
min{b,2}
0 (logM)
2) . (4.51)
Thus,
Re
1
mfc(λγ + iη0)
= −1 + d
d− d+ (L+ − λγ) +O(κ
min{b,2}
0 (logM)
2) . (4.52)
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We now have with high probability that
λγ = −(1− σγ)d− d+
d
+ L+ +O(κ
min{b,2}
0 (logM)
2) +O(M−1/2+3φ) , (4.53)
which completes the proof of Proposition 4.9.
To prove Theorem 2.8, we notice that the distribution of the largest eigenvalue of Σ is given by the order statistics
of (σα). The Fisher–Tippett–Gnedenko theorem asserts that the limiting distribution of the largest eigenvalue of
Σ is a member of either Gumbel, Fre`chet or Weibull family, and in our case it is the Weibull distribution. This
completes the proof of Theorem 2.8.
The following corollary provides an estimate on the speed of the convergence
Corollary 4.10. Suppose that the assumptions in Proposition 4.7 hold. Then, there exists a constant C1 such
that for s ∈ R+
P
(
M1/(b+1)
d− d+
d
(1− σγ) ≤ s− C1
(
M3φ
Mb
+
(logM)2
M1/(b+1)
))
− C1 (logM)
1+2b
Mφ
≤ P
(
M1/(b+1)(L+ − λγ) ≤ s
)
≤ P
(
M1/(b+1)
d− d+
d
(1− σγ) ≤ s+ C1
(
M3φ
Mb
+
(logM)2
M1/(b+1)
))
+ C1
(logM)1+2b
Mφ
,
(4.54)
for any sufficiently large N .
Remark 4.11. The constants in Proposition 4.9 and Corollary 4.10 depend only on d, the measure ν, and the
constant cp in (2.2); in particular, they do not depend on the detailed structure of the sample X.
4.5 Proof of Theorem 2.9
In this subsection, we prove Theorem 2.9 that holds in the case d < d+ and the entries of Σ are i.i.d. random
variables. Recall that µ̂fc := ν̂  µMP and L+ is the right edge of the support of µfc.
Proof. Following the proof in [6, 18], we find that L+ is the solution of the equations
1
mfc(L+)
= −L+ + d−1
∫
tdν(t)
1 + tmfc(L+)
, d−1
∫ ∣∣∣∣ tmfc(L+)1 + tmfc(L+)
∣∣∣∣2 dν(t) = 1 (4.55)
and similarly L̂+ is the solution of the equations
1
m̂fc(L̂+)
= −L̂+ + 1
N
M∑
α=1
σα
1 + σαm̂fc(L̂+)
,
1
N
M∑
α=1
∣∣∣∣∣ σαm̂fc(L̂+)1 + σαm̂fc(L̂+)
∣∣∣∣∣
2
= 1 . (4.56)
Let τ = 1/mfc(L+) and τ̂ := 1/m̂fc(L̂+). Since d < d+, we assume that
d−1
∫
t2dν(t)
(1− t)2 > 1 + δ ,
1
N
M∑
α=1
σ2α
(1− σα)2 > 1 + δ (4.57)
for some δ > 0, where the second inequality holds with high probability. From the assumption, we find that
τ, τ̂ < −1. Thus,
0 =
1
N
M∑
α=1
σ2α
(τ̂ + σα)2
− 1 = 1
N
M∑
α=1
σ2α
(τ̂ + σα)2
− 1
N
M∑
α=1
σ2α
(τ + σα)2
+O(M−1/2)
=
1
N
M∑
α=1
(2σα + τ + τ̂)(τ − τ̂)
(τ̂ + σα)2(τ + σα)2
+O(M−1/2) . (4.58)
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We also notice that 2σα + τ + τ̂ < 0. Further, with high probability, |{σα : σα < 1/2}| > cN for some constant
c > 0 independent of N . Hence,
− 1
N
M∑
α=1
2σα + τ + τ̂
(τ̂ + σα)2(τ + σα)2
> c′ > 0 , (4.59)
for some constant c′ independent of N . Together with (4.58), we thus find that
τ − τ̂ = O(M−1/2) . (4.60)
We now have that
τ̂ + L̂+ =
1
N
M∑
α=1
τ̂σα
τ̂ + σα
=
1
N
M∑
α=1
τσα
τ + σα
+
1
N
M∑
α=1
σ2α
(τ + σα)2
(τ̂ − τ) +O(M−1)
= L+ + τ + Y + (τ̂ − τ) +O(M−1) , (4.61)
where the random variable Y is defined by
Y :=
1
N
M∑
α=1
τσα
τ + σα
− d−1
∫
tτ
t+ τ
dν(t) =
1
N
M∑
α=1
(
τσα
τ + σα
− E
[
τσα
τ + σα
])
(4.62)
=
d−1
M
M∑
α=1
(
τσα
τ + σα
− E
[
τσα
τ + σα
])
(4.63)
By the central limit theorem, Y converges to a centered Gaussian random variable with variance
(d2M)−1
{∫ ∣∣∣∣ tτt+ τ
∣∣∣∣2 dν(t)− (∫ tτt+ τ dν(t)
)2}
. (4.64)
Since L̂+ − L+ = Y +O(M−1), this completes the proof of the desired lemma.
With Lemma 4.4, adapting the idea of the proof of Lemma A.4 in [18], we find that 1 + tmfc(z) ∼ 1 and hence
1 + σαm̂fc(z) ∼ 1. Thus, our model satisfies Condition 1.1 in [3] so that Theorem 4.1 therein holds and we get
|L+ − λ1| ≺M−2/3. (4.65)
From |L̂+ − L+| ∼ M−1/2, we find that the fluctuation of the largest eigenvalue is dominated by the Gaussian
distribution in Theorem 2.9. Furthermore, we also have proved the sharp transition between the Gaussian limit
and Weibull limit as d crosses d+.
5 Estimates on the Location of the Eigenvalues
In this section, our main object is the proof of Proposition 4.7. Let Êγ ∈ R be a solution E = Êγ to the equation
1 + Re
1
σγm̂fc(E + iη0)
= 0 (5.1)
where γ ∈ J1, n0 − 1K and η0 is defined in (2.8). Considering Lemma 4.1 and Lemma 4.4, it is easy to check that
there is at least one such Êγ . If there are multiple solutions to (5.1), we choose the largest one as Êγ and set
ẑγ := Êγ + iη0.
The key argument in the proof of Proposition 4.7 is similar to that of section 5 of [19]. The main idea is that when
µfc has a convex decay (see Theorem 2.7.), the imaginary part of m(z) has a peak if and only if
Im
(
σγm̂fc(z)
1 + σγm̂fc(z)
)
, (z ∈ C+) , (5.2)
becomes large enough for some γ ∈ J1, n0−1K. Furthermore, since the locations of the eigenvalues λγ are correspond
to the positions of the peaks of Imm, we are able to estimate the location of the γ-th largest eigenvalue in terms
of σγ .
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5.1 Properties of m̂fc and m
In order to prove Proposition 4.7, we need an prior estimate on the difference between m(z) and m̂fc(z) so-called
“local law” where z is close to the edge. However, it is more convenient to consider the difference between their
reciprocal rather than dealing with |m(z)− m̂fc(z)| directly. After that, we can use the fact that |m̂fc| is bounded
away from zero to recover the order of |m(z)− m̂fc(z)|. Recall the constant φ > 0 in (2.6) and the definition of the
domain D′φ in (4.30). In the proof of Proposition 4.7, we will use the following local law as an a priori estimate.
Proposition 5.1. [Local law near the edge] We have on Ω that∣∣∣∣ 1m(z) − 1m̂fc(z)
∣∣∣∣ ≺ 1Mη0 , (5.3)
for all z ∈ D′φ.
Remark 5.2. Since we have m̂fc ∼ 1, the Proposition 5.1 implies
|m(z)− m̂fc(z)| ≺ 1
Mη0
. (5.4)
The proof of Proposition 5.1 is the content of the rest of this subsection. In the rest of this section, we gather some
properties of m̂fc(z) and estimate Imm(z) when z = E + iη0 ∈ D′φ.
Recall the definitions of (ẑγ) in (5.1). We begin by deriving a basic property of m̂fc(z) near (ẑγ). Recall the
definition of η0 in (2.8).
Lemma 5.3. For z = E + iη0 ∈ D′φ, the following hold on Ω:
(1) if |z − ẑγ | ≥M−1/2+3φ for all γ ∈ J1, n0 − 1K, then there exists a constant C > 1 such that
C−1η0 ≤ −Im 1
m̂fc(z)
≤ Cη0 . (5.5)
(2) if z = ẑγ for some γ ∈ J1, n0 − 1K, then there exists a constant C > 1 such that
C−1M−1/2 ≤ −Im 1
m̂fc(z)
≤ CM−1/2 . (5.6)
Proof. Recall that
R̂2(z) = 1− η0 |m̂fc|
2
Im m̂fc
=
1
N
M∑
α=1
σ2α|m̂fc|2
|σαm̂fc(z) + 1|2 < 1 , (z ∈ C
+) , (5.7)
c.f., (4.8). For given z ∈ D′φ with Im z = η0, choose γ ∈ J1, n0 − 1K such that (2.13) is satisfied. In the first case,
where |z − ẑγ | M−1/2+2φ, we find from Lemma 4.1 and Lemma 4.4 that∣∣∣∣1 + Re 1σγm̂fc
∣∣∣∣M−1/2+2φ. (5.8)
Since z = E + iη0 satisfies (2.13), we also find that
R̂
(γ)
2 (z) :=
1
N
(γ)∑
α
σ2α|m̂fc|2
|σαm̂fc(z) + 1|2 =
1
N
(γ)∑
α
σ2α|mfc|2
|σαmfc(z) + 1|2 + o(1) < c < 1 , (5.9)
for some constant c. Thus,
R̂2(z) =
1
N
σ2γ |m̂fc|2
|σγm̂fc(z) + 1|2 +
1
N
(γ)∑
α
σ2α|m̂fc|2
|σαm̂fc(z) + 1|2 < c
′ < 1 , (5.10)
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for some constant c′. Recalling that
η0
|m̂fc|2
Im m̂fc
= 1− R̂2(z) , (5.11)
−Im 1
m̂fc
=
η0
1− R̂2(z)
, (5.12)
hence the statement (1) of the lemma follows.
Next, we consider the second case: z = ẑγ = Êγ + iη0, for some γ ∈ J1, n0 − 1K. We have
−Im 1
m̂fc(ẑγ)
= η0 +
1
N
∑
α
σ2αIm m̂fc(ẑγ)
|σαm̂fc(ẑγ) + 1|2 (5.13)
= η0 +
1
N
∑
α
σ2α|m̂fc(ẑγ)|2
|σαm̂fc(ẑγ) + 1|2
Im m̂fc(ẑγ)
|m̂fc(ẑγ)|2 , (5.14)
then by solving the quadratic equation above for Im m̂fc(ẑγ), we obtain
C−1M−1/2 ≤ −Im 1
m̂fc(ẑγ)
≤ CM−1/2 , (5.15)
which completes the proof of the lemma.
From now on we prove the local law, Proposition 5.1. Define a z-dependent parameter
Ψ ≡ Ψ(z) :=
√
Imm(z)
Mη
+
1
Mη
. (5.16)
Now we estimate the imaginary part of m(z) for the smallest η = η0.
Lemma 5.4. We have on Ω that, for all z = E + iη0 ∈ D′φ,
Imm(z) ≺ 1
Mη0
. (5.17)
Proof. Fix η = η0. For given z = E + iη0 ∈ D′φ, choose k ∈ J1, n0 − 1K such that (2.13) is satisfied. Let  > 0 be
given. Assume that
Imm(z) > M 
1
Mη
. (5.18)
We define events
Ω1 :=
⋂
α
{|Zα| ≤M /6Ψ} , (5.19)
Ω2 :=
⋂
a
{|Za| ≤M /6Ψ} , (5.20)
Ω3 :=
⋂
i,j
{|Xi,j | ≤ M
/6
√
M
} . (5.21)
Note that the concentration estimates in Lemma 3.6 implies
Za ≺ Ψ , Zα ≺ Ψ , (5.22)
so that Ω1,Ω2 and Ω3 holds with high probability. Let Ω := Ω1 ∩ Ω2 ∩ Ω3, by the concentration estimates and
definition of stochastic dominance, there exists N0(,D) ∈ N such that
P(Ω) ≥ 1−N−D (5.23)
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for any N ≥ N0(,D). We assume that Ω holds for the rest of the proof.
First, considering the relation (3.10) and (Cauchy interlacing) Lemma 3.5,
zm =
1
N
∑
α
−σ−1α
σ−1α +m(a) + Za
− N −M
N
=
1
N
∑
α
−σ−1α
σ−1α +m+O≺(Ψ)
− N −M
N
. (5.24)
In addition, we have
|Za| ≤M /6Ψ = M /6
√
Imm(z)
Mη
+
M /6
Mη
. (5.25)
Applying the arithmetic geometric mean on the first term of the right hand side, we obtain
|Za| ≤M−/6Imm+M /2(Mη)−1 + CM
/6
Mη
 Imm. (5.26)
Thus we have Ψ Imm. Hence, we can get
zm =
1
N
∑
α
−σ−1α
σ−1α +m+ o(Imm)
− N −M
N
. (5.27)
We claim that m ∼ 1.
If m 1, since σα = O(1), the LHS of (5.27) tends to 0 while its RHS goes to −1 as N goes to infinity. Similarly,
we can derive a contradiction when m 1 hence we can conclude that m ∼ 1.
Taking imaginary part on (3.10), then we obtain
EImm+ ηRem =
1
N
∑
α
σ−1α (Imm+ o(Imm))
|σ−1α +m(α) + Zα|2
, (5.28)
E + η
Rem
Imm
=
1
N
∑
α
σ−1α (1 + o(1))
|σ−1α +m(α) + Zα|2
. (5.29)
Since E = O(1), Rem = O(1) and Imm ≥ Cη
1
N
∑
α
σ−1α (1 + o(1))
|σ−1α +m(α) + Zα|2
= O(1) . (5.30)
We claim that
1
N
∑
α
σ−1α
|σ−1α +m(α) + Zα|2
= O(1) . (5.31)
Assume that the claim is not hold so that the summation diverges to infinity. For large enough N , we have
1
N
∑
α
σ−1α (1/2)
|σ−1α +m(α) + Zα|2
≤ 1
N
∑
α
σ−1α (1 + o(1))
|σ−1α +m(α) + Zα|2
≤ 1
N
∑
α
σ−1α (3/2)
|σ−1α +m(α) + Zα|2
, (5.32)
then we have a contradiction since the first and the last terms goes to infinity while the middle term is bounded.
Hence we have
0 ≤ 1
N
∑
α
1
|σ−1α +m(α) + Zα|2
≤ 1
N
∑
α
σ−1α
|σ−1α +m(α) + Zα|2
= O(1) . (5.33)
Recalling the equation (5.27), we can derive
zm+ 1 =
1
N
∑
α
−σ−1α
σ−1α +m(α) + Zα
+
M
N
=
1
N
∑
α
( −σ−1α
σ−1α +m(α) + Zα
+ 1
)
=
1
N
∑
α
m(α) + Zα
σ−1α +m(α) + Zα
=
1
N
∑
α
m+m(α) −m+ Zα
σ−1α +m(α) + Zα
.
(5.34)
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Since
1
N
∑
α
1
|σ−1α +m(α) + Zα|2
= O(1), (5.35)
we can observe that∣∣∣∣∣ 1N ∑
α
m(α) −m+ Zα
(σ−1α +m(α) + Zα)
∣∣∣∣∣ ≤ 1N ∑
α
|m(α) −m+ Zα|
|σ−1α +m(α) + Zα|
≤
(
1
N
∑
α
1
|σ−1α +m(α) + Zα|2
) 1
2
(
1
N
∑
α
∣∣∣m(α) −m+ Zα∣∣∣2)
1
2
 o(Imm)
where we have used Cauchy inequality.
Hence we have
zm+ 1 = md−1m˜+ o(Imm) , (5.36)
so that
z +
1
m
= −d−1m˜+ o(Imm) . (5.37)
Reasoning as in the proof of Lemma 4.4, we find the following equation for m− m̂fc :
|m− m̂fc| = |mm̂fc|
∣∣∣∣ 1m − 1m̂fc
∣∣∣∣
= |mm̂fc|
∣∣∣∣∣−d−1m˜− z + o(Imm)−
(
−z + 1
N
∑
α
1
σ−1α + m̂fc
)∣∣∣∣∣
= |mm̂fc|
∣∣∣∣∣ 1N ∑
α
1
σ−1α +m(α) + Zα
− 1
N
∑
α
1
σ−1α + m̂fc
+ o(Imm)
∣∣∣∣∣
(5.38)
Note that the assumption Imm > M (Mη)−1, Lemma 5.3 and boundedness of m, m̂fc imply that
Im m̂fc  Imm. (5.39)
Thus we have
|m− m̂fc| ≥ |Imm− Im m̂fc| = |Imm− o(Imm)| > CM  1
Mη
. (5.40)
So we can conclude that o(Imm) = o(|m− m̂fc|) and
|m− m̂fc| = |mm̂fc|
∣∣∣∣∣ 1N ∑
α
1
σ−1α +m(α) + Zα
− 1
N
∑
α
1
σ−1α + m̂fc
+ o(Imm)
∣∣∣∣∣
≤ |mm̂fc|
∣∣∣∣∣ 1N ∑
α
1
σ−1α +m(α) + Zα
− 1
N
∑
α
1
σ−1α + m̂fc
∣∣∣∣∣+ |mm̂fc|o(|m− m̂fc|)
≤ |mm̂fc|
∣∣∣∣∣ 1N ∑
α
1
σ−1α +m(α) + Zα
− 1
N
∑
α
1
σ−1α + m̂fc
∣∣∣∣∣+ o(|m− m̂fc|)
(5.41)
where we have used m ∼ 1 and m̂fc ∼ 1.
Abbreviate
Tm ≡ Tm(z) := 1
N
∑
α
∣∣∣∣ mm̂fc(m(α) + Zα + σ−1α )(m̂fc + σ−1α )
∣∣∣∣ . (5.42)
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We notice that
z +
1
m
+ o(Imm) = −d−1m˜ = 1
N
∑
α
1
m(α) + Zα + σ
−1
α
. (5.43)
Taking imaginary part,
η − Imm|m|2 + o(Imm) =
1
N
∑
α
−Imm(1 + o(1))
|m(α) + Zα + σ−1α |2
, (5.44)
1− η |m|
2
Imm
+ o(1) =
1
N
|m|2
|m(α) + Zα + σ−1α |2
(5.45)
thus
1
N
∑
α
|m|2
|m(α) + Zα + σ−1α |2
≤ 1 . (5.46)
We get from Lemma 4.4 that on Ω,
1
N
(γ)∑
α
|m̂fc|2
|σ−1α + m̂fc|2
=
1
N
(γ)∑
α
(1 + o(1))|mfc|2
|σ−1α +mfc|2
< c < 1 , (5.47)
for some constant c > 0, and
1
N
∣∣∣∣ mm̂fc(σ−1γ +m(γ) + Zγ)(σ−1γ + m̂fc)
∣∣∣∣ ≤ C 1N
(
M 
Mη
)−1
1
η
≤ CM− . (5.48)
Hence, we find that Tm < c
′ < 1 for some constant c′. Now, if we let
M := max
α
|m(α) −m+ Zα| , (5.49)
then M  |m− m̂fc|. Thus, from (5.38), we get
|m− m̂fc| ≤ Tm(|m− m̂fc|+M) + o(1)|m− m̂fc| = (Tm + o(1)) |m− m̂fc| , (5.50)
contradicting Tm < c
′ < 1.
Thus on Ω, we have shown that for fixed z ∈ D′φ,
Imm(z) ≤M  1
Mη0
, (5.51)
with high probability.
Now it remains to prove the bound holds uniformly on z. We use the lattice argument which appears in [19]. For
any fixed z at which the assumption of the lemma satisfied, we construct a lattice L from z′ = E′ + iη0 ∈ D′φ with
|z − z′| ≤ M−3. It is obvious that the bound holds uniformly on L. For any z = E + iη0 /∈ L, note that if z′ ∈ L
and |z − z′| ≤M−3, |m(z)−m(z′)| ≤ η−20 |z − z′|. Therefore, we conclude the proof.
As a corollary of above lemma, we have a bound for Za and Zα in (3.21). The concentration estimate implies that
|Zα| ≺
√
Imm(α)
Nη
, |Za| ≺
√
Im m˜(a)
Mη
. (5.52)
The relation (3.10) and Lemma 3.5 (the Cauchy interlacing property) implies that
|Zα| ≺
√
Imm
Nη
+
1
Nη
, |Za| ≺
√
Imm
Mη
+
1
Mη
. (5.53)
Hence, as a corollary of Lemma 5.4, we obtain:
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Corollary 5.5. We have on Ω that for all z = E + iη0 ∈ D′φ,
max
A
|ZA(z)| ≺ 1
Mη0
, max
A
|Z(B)A (z)| ≺
1
Mη0
, (B ∈ J1, N +MK) . (5.54)
Now, we prove the local law. To estimate the difference Λ(z) := |m(z)− m̂fc(z)|, we consider the imaginary part of
z, η, to be large. Lemma 5.6 shows that Λ satisfies local law for such η. After that, we prove that if Λ has slightly
bigger upper bound than our local law, we can improve the upper bound to the local law level (see Lemma 5.7).
Moreover, the Lipschitz continuity of the Green function and m̂fc lead us to obtain that if z satisfies our local law,
then for any z′ close enough to z also satisfies the bound. Applying the argument repetitively, we finally prove
Proposition 5.1.
Lemma 5.6. We have on Ω that for all z = E + iη ∈ D′φ with M−1/2+φ ≤ η ≤M−1/(b+1)+φ,
|m(z)− m̂fc(z)| ≺ 1
Mη0
. (5.55)
Proof. We mimic the proof of Lemma 5.4. Fix z ∈ D′φ and  > 0 be given. Similar to proof of Lemma 5.4, suppose
that |m(z) − m̂fc(z)| > M (Mη0)−1. Recall the definition of Ω from proof of Lemma 5.4 and assume that Ω
holds. Consider the self-consistent equation (5.38) and define Tm as in (5.42).
Since Imm(E + iη) ≥ Cη, for z ∈ D′φ and on Ω, we have
1
Mη
≤M−1/2−φ M−1/2+φ ≤ η ≤ CImm. (5.56)
Thus we eventually get the equation (5.37),
z +
1
m
= −d−1m˜+ o(Imm) . (5.57)
However, in this lemma, o(Imm) is not enough to proceed further. Thus we need more optimal order of |m−m(α)|
and |Zα|.
We already have
1
Mη
M  1
Mη0
< |m− m̂fc| , (5.58)
hence by the Cauchy interlacing property, |m−m(α)| = o(|m− m̂fc|).
Considering the definition of Ω from the proof of Lemma 5.4, Concentration esimate implies that
|Zα| ≤M /6Ψ = M /6
√
|Imm− Im m̂fc + Im m̂fc|
Mη
+
M /6
Mη
≤M /6
√
|Imm− Im m̂fc|
Mη
+M /6
√
Im m̂fc
Mη
+
M /6
Mη
.
(5.59)
The first term is o(|m− m̂fc|) by assumption and the arithmetic geometric mean. For the second term, we use the
prior bound for Im m̂fc from Lemma 4.5 which implies√
Im m̂fc
Mη
= O
(
max
{√
1
M
,
1
Mη
})
= O
(
1
Mη
)
, (5.60)
hence we have |Zα|  |m− m̂fc| on Ω. Hence we have
z +
1
m
= −d−1m˜+ o(|m− m̂fc|). (5.61)
Then argue analogously as the proof of Lemma 5.4, it contradicts to the assumption |m(z)−m̂fc(z)| > M (Mη0)−1.
To get a uniform bound, we again use the lattice argument as in the proof of Lemma 5.4. This completes the proof
of the lemma.
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Lemma 5.7. Let z ∈ D′φ. Assume that |m(z)− m̂fc(z)| ≺Mφ(Mη0)−1,then we have on Ω that
|m(z)− m̂fc(z)| ≺ 1
Mη0
. (5.62)
Proof. Since the proof closely follows the proof of Lemma 5.4, we only check the main steps here. Fix z ∈ D′φ,  > 0
be given and choose γ ∈ J1, n0 − 1K such that (2.13) is satisfied. Assume that M (Mη0)−1 < |m(z) − m̂fc(z)| ≤
M Mφ(Mη0)
−1 and Ω hold. Since m̂fc ∼ 1, by the assumption, we can get m ∼ 1.
First, we estimate |Zα|. By the assumption, |Imm− Im m̂fc| ≤Mφ+(Mη0)−1, and the definition of Ω we obtain
|Zα| ≤M /6Ψ = M /6
√
Imm− Im m̂fc + Im m̂fc
Mη
+
M /6
Mη
≤M /6
√
Imm− Im m̂fc
Mη
+M /6
√
Im m̂fc
Mη
+
M /6
Mη
 |Imm− Im m̂fc| .
(5.63)
Now we consider the self-consistent equation (5.38) and define Tm as in (5.42). We now estimate Tm. For α 6= γ,
α ∈ J1,MK, we need to compare
A :=
m
σ−1α +m(α) + Zα
and B :=
m̂fc
σ−1α + m̂fc
. (5.64)
Considering, ∣∣∣∣BA
∣∣∣∣ = ∣∣∣∣m̂fcm
(
σ−1α +m
(α) + Zα
σ−1α + m̂fc
)∣∣∣∣ . (5.65)
In addition, Lemma 3.5, Lemma 4.5 and the assumption imply that
|m(α) − m̂fc + Zα| ≤ |m−m(α)|+ |m− m̂fc|+ |Zα|
≤ 1
Mη
+Mφ+
1
Mη0
+M /6Ψ
M−κ0 ≤ |σα − σγ | ,
(5.66)
which holds for large enough M on Ω. Also by the assumption,
m̂fc
m
= 1 + o(1)
∣∣∣∣ 1m
∣∣∣∣ . (5.67)
Hence, ∣∣∣∣BA
∣∣∣∣ = ∣∣∣∣m̂fcm
∣∣∣∣ ∣∣∣∣(σ−1α +m(α) + Zασ−1α + m̂fc
)∣∣∣∣ = ∣∣∣∣m̂fcm
∣∣∣∣ ∣∣∣∣σ−1α + m̂fc + o(M−φκ0)σ−1α + m̂fc
∣∣∣∣
=
∣∣∣∣m̂fcm + o(M−φκ0)m̂fcm(σ−1α + m̂fc)
∣∣∣∣ = ∣∣∣∣1 + o(1) 1m
∣∣∣∣ , (5.68)
where we have used (2.15). Furthermore, by the fact m̂fc ∼ 1, we have m ∼ 1 so that∣∣∣∣BA
∣∣∣∣ = 1 + o(1). (5.69)
Thus
1
N
(γ)∑
α
mm̂fc
(σ−1α +m(α) + Zα)(σ−1α + m̂fc)
=
1
N
(γ)∑
α
AB =
1
N
(γ)∑
α
B2(1 + o(1)) < c < 1. (5.70)
For α = γ, we have
|σ−1γ +m(γ) + Zγ |+ |σ−1γ + m̂fc| ≥
∣∣∣|m− m̂fc| − |m−m(γ)| − |Zγ |∣∣∣ ≥ 1
2
M (Mη0)
−1 , (5.71)
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thus, as in the proofs of Lemma 4.4 and Lemma 5.4,
1
N
∣∣∣∣ mm̂fc(σ−1γ +m(γ) + Zγ)(σ−1γ + m̂fc)
∣∣∣∣ ≤ CM− , (5.72)
where we used trivial bounds |Gγγ | , | m̂fcσ−1γ +m̂fc | ≤ η
−1
0 .
We now have that
Tm = R̂
(k)
2 + o(1) = R2 + o(1) , (5.73)
and, in particular, Tm < c < 1, with high probability on Ω. Now we also apply the argument from Lemma 5.4
again to obtain the desired lemma.
We now prove Proposition 5.1 using a discrete continuity argument.
Proof of Proposition 5.1. Fix E such that z = E + iη0 ∈ D′φ. Consider a sequence (ηj) defined by ηj = η0 + jM−2.
Let K be the smallest positive integer such that ηK ≥M−1/2+φ. We use mathematical induction to prove that for
zj = E + iηj , we have on Ω that
|m(zj)− m̂fc(zj)| ≺ 1
Mη0
, (5.74)
which implies that for any  > 0, P(|m(zj)− m̂fc(zj)| ≤ MMη0 ) ≥ 1−M−D for large enough M . On this event, the
case j = K is already proved in Lemma 5.6. For any z = E + iη, with ηj−1 ≤ η ≤ ηj , we have
|m(zj)−m(z)| ≤ |zj − z|
η2j−1
≤ M
2φ
M
, |m̂fc(zj)− m̂fc(z)| ≤ |zj − z|
η2j−1
≤ M
2φ
M
. (5.75)
Thus, we find that if |m̂fc(zj)−m(zj)| ≺ (Mη0)−1 then
|m(z)− m̂fc(z)| ≤ |m̂fc(zj)−m(zj)|+ 2M
2φ
M
≺Mφ(Mη0)−1 . (5.76)
We now refer Lemma 5.7 to obtain that |m(z) − m̂fc(z)| ≺ (Mη0)−1. This proves the desired lemma for any
z = E + iη, with ηj−1 ≤ η ≤ ηj . By induction on j, the desired lemma can be proved. Uniformity can be obtained
by lattice argument.
5.2 Estimates on |m˜− m˜(α)|
Since we need a more precise estimate on the difference |Imm(z) − Im m̂fc(z)|, we construct tighter estimates on
|m˜− m˜(α)| and N−1∑ZA. In this section, we provide enhanced bound on the difference |m̂− m̂(α)|.
Lemma 5.8. The following bounds hold on Ω for all z = E + iη0 ∈ D′φ: For given z, choose γ ∈ J1, n0 − 1K such
that (2.13) is satisfied. Then, for any α 6= γ, α ∈ J1,MK,
|m˜− m˜(γ)| ≺ 1
Mη0
= M−1/2+φ , (5.77)
|m˜(z)− m˜(α)(z)| ≺M−1+1/(b+1)+4φ , (5.78)
and
|m˜(γ)(z)− m˜(γα)(z)| ≺M−1+1/(b+1)+4φ , (5.79)
Proof. Recall η = η0. In order to prove the first estimate, we consider that the following holds:
|d−1m˜− d−1m˜(γ)| =
∣∣∣∣∣ 1N ∑
α
1
σ−1α +m(α) + Zα
− 1
N
∑
α
1
σ−1α +m(αγ) + Z
(a)
α
∣∣∣∣∣
=
∣∣∣∣∣ 1N ∑
α
1
σ−1α +m(α) + Zα
− 1
N
∑
α
1
σ−1α +m(α) + Zα +O≺((Mη0)−1)
∣∣∣∣∣ ,
(5.80)
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where we have used the definition of d−1m˜ and the Cauchy’s interlacing property (3.5). From proposition 5.1, we
have
1
N
∑
α
1
σ−1α +m(α) + Zα
=
1
N
∑
α
1
σ−1α + m̂fc +O≺((Mη0)−1)
= O(1) , (5.81)
hence we obtain |m˜− m˜(γ)| ≺ (Mη0)−1 .
For α 6= γ, since |σ−1α +m(α) + Zα| ≥ |σ−1α +mfc| − |m(α) −mfc| − |Zα|, we have on Ω that
|Gαα| = 1|σ−1α + Zα +m(α)|
≺
∣∣∣∣1 + 1σαmfc
∣∣∣∣−1 ≤ CMφκ−10 , (5.82)
where we have used (2.15). Recall (4.8) and the trivial bound |Gγγ | ≤ η−10 to observe that
1
N
∑
β
|G(α)ββ |2 =
|G(α)γγ |2
N
+
1
N
(γ)∑
β
|G(α)ββ |2 ≺M2φ . (5.83)
From the Schur complement formula, we have
Gαβ = −Gαα
∑
a
xαaG
(α)
aβ and G
(α)
aβ = −G(α)ββ
∑
b
G
(αβ)
ab x
(α)
βb , (5.84)
hence we find from the concentration estimates in Lemma 3.6 and the Ward identity (3.20) that on Ω,
|Gββ −G(α)ββ | =
∣∣∣∣GαβGβαGαα
∣∣∣∣ ≤ C|Gαα||G(α)ββ |2 Imm(αβ)Nη . (5.85)
Thus, we obtain that on Ω,
|m˜(z)− m˜(α)(z)| ≤ |Gαα|
M
+
1
M
(α)∑
β
|Gββ −G(α)ββ |
≤ |Gαα|
M
+ C
M2φκ−10
M
(α)∑
β
|G(α)ββ |2
Imm(αβ)
Nη
≺M1/(b+1)M
4φ
M
(5.86)
In order to show that the inequalities hold uniformly on z ∈ D′φ, we apply the lattice argument as in the proof of
Lemma 5.4.
5.3 Estimates on N−1
∑
Za and N
−1∑Zα
Recall that n0 > 10 is an integer independent of M . In the following lemmas, we control the fluctuation averages
1
N
∑N
a=1 Za ,
1
N
∑M
α=n0
Zα and other weighted average sums.
Lemma 5.9. For all z = E + iη ∈ D′φ, the follwing bound holds on Ω:∣∣∣∣∣ 1N ∑
a
Za
∣∣∣∣∣ ≺
(
1
Mη0
)2
. (5.87)
Lemma 5.10. For all z ∈ D′φ, the following bounds hold on Ω:∣∣∣∣∣ 1N
M∑
α=n0
Zα(z)
∣∣∣∣∣ ≺M−1/2−b/2+2φ , (5.88)
and, for γ ∈ J1, n0 − 1K, ∣∣∣∣∣∣∣
1
N
M∑
α=n0
α6=γ
Z(γ)α (z)
∣∣∣∣∣∣∣ ≺M−1/2−b/2+2φ . (5.89)
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Corollary 5.11. For all z ∈ D′φ, the following bounds hold on Ω:∣∣∣∣∣ 1N
M∑
α=n0
m̂fc(z)
2Zα(z)
(σ−1α + m̂fc(z))2
∣∣∣∣∣ ≺M−1/2−b/2+2φ , (5.90)
and, for γ ∈ J1, n0 − 1K, ∣∣∣∣∣∣∣
1
N
M∑
α=n0
α6=γ
m̂fc(z)
2Z
(γ)
α (z)
(σ−1α + m̂fc(z))2
∣∣∣∣∣∣∣ ≺M−1/2−b/2+2φ . (5.91)
Lemma 5.9, Lemma 5.10 and Corollary 5.11 are proved in Section 6
Remark 5.12. The bounds we obtained in Lemma 5.8, Lemma 5.9, Lemma 5.10, and Corollary 5.11 are o(η). This
will be used on several occasions in the next section.
5.4 Proof of Proposition 4.7
Recall the definition of (ẑγ) in (5.1). We first estimate Imm(z) for z = E + iη0 satisfying |z − ẑγ | ≥M−1/2+3φ, for
all γ ∈ J1, n0 − 1K.
Lemma 5.13. There exists a constant C > 1 such that the following bound holds with high probability on Ω: For
any z = E + iη0 ∈ D′φ, satisfying |z − ẑγ | ≥M−1/2+3φ for all γ ∈ J1, n0 − 1K, we have
C−1η0 ≤ Imm(z) ≤ Cη0 . (5.92)
This implies that the order of the imaginary part of m(z) is η when z is sufficiently far from ẑγ .
Proof. Let z ∈ D′φ with η = η0 and choose γ ∈ J1, n0 − 1K such that (2.13) is satisfied. Consider
d−1m˜ =
Gγγ
N
+
1
N
(γ)∑
α
−1
σ−1α +m(α) + Zα
. (5.93)
From the assumption in (2.13), Corollary 5.5, and Proposition 5.1, we find that with high probability on Ω,∣∣∣∣∣∣ 1N
(γ)∑
α
( −1
σ−1α +m(α) + Zα
+
1
σ−1α + m̂fc
− m
(α) − m̂fc + Zα
(σ−1α + m̂fc)2
)∣∣∣∣∣∣
=
∣∣∣∣∣∣ 1N
(γ)∑
α
(
m(α) − m̂fc + Zα
σ−1α + m̂fc
)(
m(α) − m̂fc + Zα
(σ−1α +m(α) + Zα)(σ−1α + m̂fc)
)∣∣∣∣∣∣
≺ 1
N
(γ)∑
α
M−1+2φ
|σ−1α + m̂fc|3
≤ C
N
(γ)∑
α
|m̂fc|3M−1+2φ
|σ−1α + m̂fc|3
≤CM
2φ
M
MφM1/(b+1)
1
N
(γ)∑
α
|m̂fc|2
|σ−1α + m̂fc|2
 η .
(5.94)
We also observe that ∣∣∣∣∣∣∣
1
N
n0∑
α=1
α 6=γ
|m̂2fc|Zα
(σ−1α + m̂fc)2
∣∣∣∣∣∣∣ ≺ N−1M−1/2+2φM1/(b+1) M−1  η (5.95)
on Ω. Thus, from Lemma 5.8 and Corollary 5.11, we find with high probability on Ω that
1
N
(γ)∑
α
m(α) − m̂fc + Zα
(σ−1α + m̂fc)2
=
1
N
(γ)∑
α
m(α) − m̂fc
(σ−1α + m̂fc)2
+
1
m̂2fc
1
N
(γ)∑
α
(m̂fc)
2Zα
(σ−1α + m̂fc)2
=
1
N
(γ)∑
α
m(α) − m̂fc
(σ−1α + m̂fc)2
+ o(η) .
(5.96)
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Recalling (5.8), i.e., ∣∣∣∣1 + Re 1σγm̂fc(z)
∣∣∣∣M−1/2+2φ , (5.97)
we get |Gγγ | ≤M1/2−2φ. We thus obtain from (5.93), (5.94), and (5.96) that with high probability on Ω,
d−1m˜ = o(η) +
1
N
(γ)∑
α
( −1
σ−1α + m̂fc
+
m(α) − m̂fc
(σ−1α + m̂fc)2
)
. (5.98)
By Taylor expansion,
1
N
(γ)∑
α
−1
σ−1α +m
=
1
N
(γ)∑
α
( −1
σ−1α + m̂fc
+
m− m̂fc
(σ−1α + m̂fc)2
)
+O
 1
N
(γ)∑
α
(m− m̂fc)2
(σ−1α + m̂fc)3

=
1
N
(γ)∑
α
( −1
σ−1α + m̂fc
+
m− m̂fc
(σ−1α + m̂fc)2
)
+ o(η) = d−1m˜+ o(η) .
(5.99)
Taking imaginary parts, we get
1
N
(γ)∑
α
Imm
|σ−1α +m|2
=
Imm
|m|2
1
N
(γ)∑
α
|m|2
|σ−1α +m|2
= Im d−1m˜+ o(η) . (5.100)
If we take
K(γ)m =
1
N
(γ)∑
α
|m|2
|σ−1α +m|2
, (5.101)
since by (4.46) and (5.1),
1
N
(γ)∑
α
|m|2
|σ−1α +m|2
=
1
N
(γ)∑
α
|m̂fc|2
|σ−1α + m̂fc|2
+ o(1) < c < 1 , (5.102)
for some constant c, then we have (
−Im 1
m
)
·K(γ)m = Im d−1m˜+ o(η). (5.103)
Recall (6.13), we have that
Gaa =
1
−z − d−1m˜(a) − Za =
1
−z − d−1m˜+O≺(M−1/2+φ) =
1
1
m +O≺(M−1/2+φ)
, (5.104)
which implies
1
Gaa
=
1
m
+O≺(M−1/2+φ) . (5.105)
By using (5.1), m̂fc ∼ 1 so that m ∼ 1. In addition, Gaa ∼ 1 and
Gaa = m+O≺(M−1/2+φ) . (5.106)
Considering that ∣∣∣∣∣ 1N ∑
a
(
1
Gaa
− 1
m
)∣∣∣∣∣ =
∣∣∣∣∣ 1N ∑
a
(
m−Gaa
m2
)
+
1
N
∑
a
(
(Gaa −m)2
m2Gaa
)∣∣∣∣∣
=
∣∣∣∣∣ 1N ∑
a
(
(Gaa −m)2
m2Gaa
)∣∣∣∣∣ ≤
∣∣∣∣∣CN ∑
a
(Gaa −m)2
∣∣∣∣∣
≤
∣∣∣∣∣CN ∑
a
O≺(M−1+2φ)
∣∣∣∣∣ ≺M−1+2φ  η ,
(5.107)
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thus we have
− 1
N
∑
a
1
Gaa
= − 1
m
+ o(η). (5.108)
By the definition of Gaa, Lemma 5.8 and Lemma 5.9, the left hand side of the equation can be written as
1
N
∑
a
(z + d−1m˜(a) + Za) =
1
N
∑
a
(z + d−1m˜− d−1m˜+ d−1m˜(a) + Za)
=
1
N
(γ)∑
a
(z + d−1m˜− d−1m˜+ d−1m˜(a) + Za)
+
1
N
(z + d−1m˜− d−1m˜+ d−1m˜(γ) + Zγ)
= z + d−1m˜+ o(η) +
1
N
∑
a
Za = z + d
−1m˜+ o(η).
(5.109)
Hence,
− Im 1
m
= η + Im d−1m˜+ o(η) . (5.110)
Applying (5.103),
−Im 1
m
= η +
(
−Im 1
m
)
·K(γ)m + o(η), (5.111)
(1−K(γ)m )
(
−Im 1
m
)
= η + o(η).
Therefore we can conclude that C−1η ≤ −Im 1m ≤ Cη with high probability for some C > 1. This proves the
desired lemma.
As a next step, we show that Imm(γ)(z) ∼ η even though when z is close to ẑγ . Furthermore, we find a point z˜γ
close to ẑγ such that the imaginary part of m(z˜γ) is much larger than η.
Lemma 5.14. There exists a constant C > 1 such that the following bound holds with high probability on Ω, for
all z = E + iη0 ∈ D′φ: For given z, choose γ ∈ J1, n0 − 1K such that (2.13) is satisfied. Then, we have
C−1η0 ≤ Imm(γ)(z) ≤ Cη0 . (5.112)
Proof. Reasoning as in the proof of Lemma 5.13, we find from Proposition 5.1, Corollary 5.5, Lemma 5.8, and
Corollary 5.11 that, with high probability on Ω,
d−1m˜(γ) =
1
N
(γ)∑
α
( −1
σ−1α + m̂fc
+
m(αγ) − m̂fc
(σ−1α + m̂fc)2
)
+ o(η0) =
1
N
(γ)∑
α
−1
σ−1α +m(γ)
+ o(η0) . (5.113)
Considering the imaginary part, we can prove the desired lemma as in the proof of Lemma 5.13.
Corollary 5.15. The following bound holds on Ω, for all z = E + iη0 ∈ D′φ: For given z, choose γ ∈ J1, n0 − 1K
such that (2.13) is satisfied. Then, we have
|Zγ | ≺ 1√
M
. (5.114)
Now we are able to locate the points for which Imm(z) η0 near the edge.
Lemma 5.16. For any γ ∈ J1, n0 − 1K, there exists E˜γ ∈ R such that the following holds with high probability on
Ω: If we let z˜γ := E˜γ + iη0, then |z˜γ − ẑγ | ≤M−1/2+3φ and Imm(z˜γ) η0.
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Proof. Note that the condition |z − ẑγ | ≥ M−1/2+3φ has not been used in the derivation of (5.94) and (5.96), so
although |z − ẑγ | ≤M−1/2+3φ, we still attain that
d−1m˜ =
Gγγ
N
+
1
N
(γ)∑
α
−1
σ−1α +m(α) + Zα
=
Gγγ
N
+
1
N
(γ)∑
α
−1
σ−1α +m
+ o(η0) (5.115)
with high probability on Ω. Consider
− 1
Gγγ
= σ−1γ +m
(γ) + Zγ . (5.116)
Setting z+γ := ẑγ +N
−1/2+3φ, Lemma 4.1 shows that
Re
1
mfc(z
+
γ )
− Re 1
mfc(ẑγ)
≤ −CM−1/2+3φ , (5.117)
on Ω. Thus, from Lemma 4.4 and the definition of ẑk, we find that
Re
1
m̂fc(z
+
γ )
+ σγ ≤ −CM−1/2+3φ , (5.118)
on Ω. Similarly, if we let z−γ := ẑγ −M−1/2+3φ, we have that
Re
1
m̂fc(z
−
γ )
+ σγ ≥ CM−1/2+3φ , (5.119)
on Ω. Since
− 1
Gγγ
=
m̂fc
σγ
(
σγ +
1
m̂fc
+ o(M−1/2+3φ)
)
, (5.120)
with high probability on Ω, we find that there exists z˜γ = E˜γ + iη0 with E˜γ ∈ (Êγ −M−1/2+3φ, Êγ + M−1/2+3φ)
such that ReGγγ(z˜γ) = 0. When z = z˜γ , we have from Lemma 5.14 and Corollary 5.15 that on Ω,
|ImGγγ(z˜γ)| = 1|Imm(γ)(z˜γ) + ImZγ(z˜γ)| ≥M
1/2−φ/2 , ReGγγ(z˜γ) = 0 . (5.121)
From (5.115), we obtain that
d−1Im m˜(z˜γ) =
ImGγγ(z˜γ)
N
+
1
N
(γ)∑
α
Imm(z˜γ)
|σ−1α +m(z˜γ)|2
+ o(η0) . (5.122)
Combining with (5.110),
(1−K(γ)m )Im
{
− 1
m(z˜γ)
}
= η +
ImGγγ(z˜γ)
N
+ o(η0). (5.123)
Since K
(γ)
m < c < 1 for some constant c, with high probability on Ω, we get from (5.122) that
−Im 1
m(z˜γ)
≥M−φ/2M−1/2  η0 , (5.124)
with high probability on Ω, which was to be proved.
We now turn to the proof of Proposition 4.7. Recall that we denote by λγ the γ-th largest eigenvalue of Q,
γ ∈ J1, n0 − 1K. Also recall that κ0 = M−1/(b+1); see (2.8).
Proof of Proposition 4.7. First, we consider the case γ = 1. From the spectral decomposition of Q, we have
Imm(E + iη0) =
1
N
N∑
i=1
η0
(λi − E)2 + η20
, (5.125)
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and Imm(λ1 + iη0) ≥ (Mη0)−1  η0. Recall the definition of ẑ1 = Ê1 + iη0 in (5.1). Since, with high probability
on Ω, Imm(z) ∼ η0 for z ∈ D′φ satisfying |z − ẑ1| ≥ M−1/2+3φ, as we proved in Lemma 5.13, we obtain that
λ1 < Ê1 +M
−1/2+3φ.
Recall the definitions for ẑ1 and z
−
1 in the proof of Lemma 5.16. Assume λ1 < Ê1−M−1/2+3φ, then Imm(E+ iη0)
is a decreasing function of E on the interval (Ê1 −M−1/2+3φ, Ê1 + M−1/2+3φ). However, we already have shown
in Lemma 5.13 and Lemma 5.16 that with high probability, Imm(z˜1)  η0, Imm(z−1 ) ∼ η0, and Re z˜1 > Re z−1 .
It contradicts to previous assumption, so λ1 ≥ Ê1 −M−1/2+3φ. Now Lemma 4.1 and Lemma 4.4, together with
Lemma 5.3 conclude that
1
m̂fc(λ1 + iη0)
=
1
m̂fc(ẑ1)
+O(M−1/2+3φ) = −σ1 +O(M−1/2+3φ) , (5.126)
which proves the proposition for the special choice γ = 1.
Next, we consider the case γ = 2; with induction, the other cases can be shown by similar manner. Consider H(1),
the minor of H obtained by removing the first row and column and denote the largest eigenvalue of H(1) by λ
(1)
1 .
The Cauchy’s interlacing property implies λ2 ≤ λ(1)1 . In order to estimate λ(1)1 , we follow the first part of the proof
which yields
Ê2 −M−1/2+3φ ≤ λ(1)1 ≤ Ê2 +M−1/2+3φ , (5.127)
where we let ẑ2 = Ê2 + iη0 be a solution to the equation
σ2 + Re
1
m̂fc(ẑ2)
= 0. (5.128)
This shows that
λ2 ≤ Ê2 +M−1/2+3φ . (5.129)
To prove the lower bound, we may argue as in the first part of the proof. Recall that we have proved in Lemma 5.13
and Lemma 5.16 that with high probability on Ω,
(1) For z = ẑ2 −M−1/2+3φ, we have Imm(z) ≤ Cη0 .
(2) There exists z˜2 = E˜2 + iη0, satisfying |z˜2 − ẑ2| ≤M−1/2+3φ, such that Imm(z˜2) η0.
If λ2 < Ê2 −M−1/2+3φ, then
Imm(E + iη0)− 1
N
η0
(λ1 − E)2 + η20
=
1
N
N∑
i=2
η0
(λi − E)2 + η20
(5.130)
is a decreasing function of E. Since we know that with high probability on Ω,
1
N
η0
(λ1 − Ê2)2 + η20
≤ 1
N
Cη0
M−2φκ20
 η0 , (5.131)
we have Imm(z˜2) ≤ Cη0, which contradicts to the definition of z˜2. Thus, we find that λ2 ≥ Ê2 −M−1/2+3φ with
high probability on Ω.
We now proceed as above to conclude that, with high probability on Ω,
1
m̂fc(λ2 + iη0)
=
1
m̂fc(ẑ2)
+O(M−1/2+3φ) = −σ2 +O(M−1/2+3φ) , (5.132)
which proves the proposition for γ = 2. The general case is proven in the same way.
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6 Fluctuation averaging lemma
In this section we prove Lemma 5.9, Lemma 5.10 and Corollary 5.11. Recall that we denote by Ei the partial
expectation with respect to the i-th column/row of X. Set Qi := 1− Ei.
We are interested in bounding the fluctuation averages
1
N
N∑
a=1
Za(z),
1
N
M∑
α=n0
Zα(z) , (6.1)
where n0 is a M -independent fixed integer. By Schur’s complement formula,
1
N
N∑
a=1
Qa
(
1
Gaa
)
=
1
N
N∑
a=1
Qa
−z −∑
α,β
xαaG
(a)
αβxβa

= − 1
N
N∑
a=1
Za , (6.2)
and
1
N
M∑
α=n0
Qα
(
1
Gαα
)
=
1
N
M∑
α=n0
Qα
−σ−1α −∑
a,b
xαaG
(α)
ab xαb

= − 1
N
M∑
α=n0
Zα , (6.3)
where we have used the concentration estimate (3.25). The first main result of this section asserts that∣∣∣∣∣ 1N
N∑
a=1
Qa
(
1
Gaa
)∣∣∣∣∣ ≺ (Mη0)−2 , (6.4)
and the second one implies that ∣∣∣∣∣ 1N
M∑
α=n0
Qα
(
1
Gαα
)∣∣∣∣∣ ≺M−1/2−b/2+2φ , (6.5)
with z satisfying |1 + Re 1σαmfc(z) | ≥ 12M−1/(b+1)+φ, for all α ≥ n0.
Fluctuation average lemma or abstract decoupling lemma was used in [10, 25]. For sample covariance matrix model
with general population, the lemma was used in [?] to obtain stronger local law from a weaker one. In these
works, the LSD show square-root behavior at the edge. On the other hand, due to the lack of such behavior in
our model, we need different approach to prove the lemmas, which was considered in [19]. When the square root
behavior appears, it was proved that there exists a deterministic control parameter Λo(z) such that Λo  1 with
Im z M−1 and Λo bounds the off-diagonal entries of the Green function and Za’s. Moreover, the diagonal entries
of the Green function is bounded below.
In our circumstance, under the assumption of Lemma 5.10, the Green function entries with the Greek indices,
(Gαβ(z)), can become large, i.e., |Gαβ(z)|  1 when Im η ∼ M−1/2, for certain choices of the spectral para-
meter z (close to the spectral edge) and certain choice of indices α, β. However, resolvent fractions of the form
Gαβ(z)/Gββ(z) and Gαβ(z)/Gαα(z)Gββ(z) (α, β ≥ n0) are small (see Lemma 6.1 below for a precise statement).
Using this observation, we adapt the methods of [19] to control the fluctuation average (6.1).
On the other hand, the Green function entries, (Gab), are in a different situation. Roughly speaking, Once we have
the local law, Gaa are close to m which is close to m̂fc so that it is bounded below and above. By this property,
we can find a control parameter, Λo, which satisfies |Gab|  Λo  1 for Im z  M−1. This is the reason why the
orders of the right hand side of Lemma 5.9 and Lemma 5.10 are different. Thus we do not have such difficulty from
the formal case and we can apply the method from [25].
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6.1 Preliminaries
In this subsection, we introduce some notion from [19] which are useful to estimate the fraction of green function
entries.
Let a, b ∈ J1,MK and T,T′ ⊂ J1,MK, with α, β 6∈ T, β 6∈ T′, α 6= β, then we set
F
(T,T′)
αβ (z) :=
G
(T)
αβ (z)
G
(T′)
ββ (z)
, (z ∈ C+) , (6.6)
and we often abbreviate F
(T,T′)
αβ ≡ F (T,T
′)
αβ (z). In case T = T′ = ∅, we simply write Fαβ ≡ F (T,T
′)
αβ . Below we will
always implicitly assume that {α, β} and T,T′ are compatible in the sense that α 6= β, α, β 6∈ T, β 6∈ T′.
Starting from (3.19), simple algebra yields the following relations among the {F (T,T′)αβ }.
Lemma 6.1. Let a, b, c ∈ J1,MK, all distinct, and let T,T′ ⊂ J1,MK. Then,
(1) for γ 6∈ T ∪ T′,
F
(T,T′)
αβ = F
(Tγ,T′)
αβ + F
(T,T′)
αγ F
(T,T′)
γβ ; (6.7)
(2) for γ 6∈ T ∪ T′,
F
(T,T′)
αβ = F
(T,T′γ)
αβ − F (T,T
′γ)
αβ F
(T,T′)
βγ F
(T,T′)
γβ ; (6.8)
(3) for γ 6∈ T,
1
G
(T)
αα
=
1
G
(Tγ)
αα
(
1− F (T,T)αγ F (T,T)γα
)
. (6.9)
6.2 The fluctuation averaging lemma for Za
From section 5, we have local law, |m − m̂fc| ≺ M−1/2+2φ, which induces that m ∼ 1 so that Gaa ∼ 1 and
Gaa−Gbb = o(1). It is quite interesting that once we have local law, Gaa are asymptotically identical and bounded
below and above. This is because of the structure of Gaa. When the local law holds, the summation part of
its denominiator is well averaged so that the estimates above are staisfied. This property leads us to prove the
“fluctuation average lemma” or “abstract decoupling lemma” via mehod from [25] . Therefore, it is sufficient to
prove essential bounds from [10] or [25] to prove Lemma 5.9.
Lemma 6.2. For any z = E+ iη ∈ D′φ and a, b ∈ J1, NK, we have |Gaa−Gbb| = o(1) and |m−Gaa| = o(1) so that
Gaa ∼ 1 with high probability on Ω. Furthermore, for any a ∈ J1, NK, we have |m−Gaa| ≺ (Mη0)−1.
Proof. The proof of this lemma is contained in the proof of Lemma 5.13. (See (5.106) in the sequel.)
Now we prove the boundedness of off diagonal entries of G.
Lemma 6.3. For z ∈ D′φ and a, b ∈ J1, NK, we have
|Gab| ≺ 1
Mη0
. (6.10)
Proof. By resolvent identities (3.16) and concentration estimate, Lemma 3.6, we have
|Gab| =
∣∣∣∣∣∣Gbb
∑
β
G
(b)
aβxβb
∣∣∣∣∣∣ =
∣∣∣∣∣∣GaaGbb
∑
α,β
xaαG
(ab)
αβ xβb
∣∣∣∣∣∣
≤ C
∣∣∣∣∣∣
∑
α,β
xaαG
(ab)
αβ xβb
∣∣∣∣∣∣ ≺
√
Im m˜(ab)
Mη
.
(6.11)
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Note that by Proposition 5.1, we have
Gαα =
−1
σ−1α +m(α) + Zα
=
−1
σ−1α + m̂fc +O≺((Mη0)−1)
. (6.12)
Hence we have
z +
1
m
= z +
1
m̂fc
+O≺((Mη0)−1) = 1
N
∑ 1
σ−1α + m̂fc
+O≺((Mη0)−1)
= −d−1m˜+O≺((Mη0)−1) .
(6.13)
Considering
d−1m˜(ab) =
1
N
∑ −1
σ−1α +m(ab) + Z
(ab)
α
=
1
N
∑ −1
σ−1α + m̂fc +O≺((Mη0)−1)
=
1
N
∑ −1
σ−1α + m̂fc
+O≺((Mη0)−1) = − 1
m̂fc
− z +O≺((Mη0)−1) ,
(6.14)
we have that √
Im m˜(ab)
Mη
≤ C
√
Im m̂fc
Mη
+O≺((Mη0)−1) = O≺((Mη0)−1) , (6.15)
where we have used (6.13), m̂fc ∼ 1 and Lemma 4.5. Hence we have the desired lemma.
From above lemmas, we have a rough bound for fraction of the green function entries.
Corollary 6.4. For z ∈ D′φ and a, b ∈ J1, NK, we have∣∣∣∣GabGaa
∣∣∣∣ ≺ 1Mη0 . (6.16)
Through those three bounds, we can apply the method from appendix B of [10] so that we have the proof of the
Lemma 5.9.
6.3 The fluctuation averaging lemma for Zα
Proof of the fluctuation average lemma for Zα is more complicate than that of Za. Eventhough the local law yields
the well boundedness of Gab’s, Gαβ might be extremely large. We use the technique from [19]. Therefore, we only
need to check the core estimates which have been used in [19] to prove fluctuation average lemma.
Remark 6.5. Since in [19], the authors used the (ξ, ν)-high probability concept rather than stochastic dominance,
one can also check [10] to handle the stochastic dominance version of proof of fluctuation averaging lemma. The
both proofs are identical in some degrees.
Recall the definition of the domain D′φ of the spectral parameter in (4.30) and of the constant b > 0 in (2.5). Set
A := Jn0,MK. To start with, we bound Fαβ and F (∅,α)αβ /Gαα on the domain D′φ.
Lemma 6.6. Assume that, for all z ∈ D′φ, the estimates
|m(z)− m̂fc(z)| ≺ 1
Mη0
, Imm(z) ≺ 1
Mη0
, (6.17)
hold on Ω.
Then for all z ∈ D′φ,
max
α,β∈A
α6=β
|Fαβ(z)| ≺M−b/2+φ , (z ∈ D′φ) , (6.18)
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and
max
α,β∈A
α 6=β
∣∣∣∣∣F
(∅,α)
αβ (z)
Gαα(z)
∣∣∣∣∣ ≺ 1Mη0 , (z ∈ D′φ) , (6.19)
on Ω.
Proof. Dropping the z-dependence from the notation, we first note that by Schur’s complement formula (3.15) and
inequality (6.17), we have with high probability on Ω, for z ∈ D′φ,
1
G
(β)
αα
= −σ−1α −
∑
a,b
xαaG
(αβ)
ab xbα
= −σ−1α + m̂fc − m̂fc +m−m+m(αβ) −m(αβ) −
∑
a,b
xαaG
(αβ)
ab xbα
= −σ−1α − m̂fc +O≺((Mη0)−1)
(6.20)
for all α ∈ A, β ∈ J1,MK, α 6= β. Thus, for z ∈ D′φ, Lemma 3.5 yields
|G(β)αα | ≤ CMφκ−10 = M1/(b+1)+φ . (6.21)
Further, from the resolvent formula (3.17) we obtain
Fαβ = −
∑
b
G
(β)
αb xαb , (6.22)
for α, β ∈ A, α 6= β. From the concentration estimate (3.25) and by (6.21) we infer that∣∣∣∣∣∑
b
G
(β)
αb xαb
∣∣∣∣∣ ≺
(∑
b |G(β)αb |2
M
)1/2
≺
∣∣∣∣∣ ImG(β)ααMη + 1M
∣∣∣∣∣
1/2
≺
∣∣∣∣M−b/2+2φ + 1M
∣∣∣∣1/2 ,
(6.23)
with high probability, where we have used Lemma 4.6 of [17]. Since 0 < b < 1/2 so that M−1  M−b, hence we
conclude that
|Fαβ | ≺M−b/2+φ , (6.24)
on Ω.
To prove the second claim, we recall that, for α 6= β, the resolvent formula (3.17). Then we get
F
(∅,α)
αβ
Gαα
=
GααG
(α)
ββ (XG
(αβ)X∗)αβ
GααG
(α)
ββ
= (XG(αβ)X∗)αβ , (6.25)
and the concentration estimates (3.26) and (3.28) imply that∣∣∣∣∣F
(∅,α)
αβ
Gαα
∣∣∣∣∣ ≺
√
Imm(αβ)
Mη
, (6.26)
with high probability. Since |m−m(αβ)| ≤ C(Mη0)−1 on D′φ, by Lemma 3.5 and (6.17) we have∣∣∣∣∣F
(∅,α)
αβ
Gαα
∣∣∣∣∣ ≺ 1Mη0 , (6.27)
on Ω.
We define an event which holds with high probability on Ω which is useful to estimate some inequalities.
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Definition 6.7. Let  > 0 be fixed and let Ξ be an event defined by requiring that the following holds on it: (1)
for all z ∈ D′φ, (6.17), (6.18) and (6.19) hold; (2) for all z ∈ D′φ and α ∈ A,∣∣∣∣Qα( 1Gαα
)∣∣∣∣ ≤M  1Mη0 ; (6.28)
and (3), for all a ∈ J1,MK and γ ∈ J1, NK,
max
a,γ
|xaγ | ≤ M

√
M
. (6.29)
By moment condition of xij , Lemma 5.7, Corollary 5.5, Lemma 5.4 and inequality (3.28), we know that Ξ holds
with high probability on Ω.
Corollary 6.8. For fixed p ∈ J1, NK, there exists a constant c, such that the following holds. For all T,T′,T′′ ⊂ A,
with |T| , |T′| , |T′′| ≤ p, for all α, β ∈ A, α 6= β, and, for all z ∈ D′φ, we have
1(Ξ)
∣∣∣F (T,T′)αβ (z)∣∣∣ ≤M M−b/2+φ , (6.30)
1(Ξ)
∣∣∣∣∣∣F
(T′,T′′)
αβ (z)
G
(T)
αα(z)
∣∣∣∣∣∣ ≤ M

Mη0
, (6.31)
and
1(Ξ)
∣∣∣∣Qα( 1
G
(T)
αα
)∣∣∣∣ ≤ M Mη0 , (6.32)
on Ω, for N sufficiently large.
The proof of this corollary is exactly identical with that of appendix B in [19]. See [19] for more detail.
Lemma 6.9. Let p ∈ N. Let q ∈ J0, pK and consider random variables (Xα) ≡ (Xα(Q)) and (Yα) ≡ (Yα(Q)),
α ∈ J1, pK, satisfying
|Xα| ≺ 1
Mη0
(
M−b/2+φ
)(dα−1)
, |QαYα| ≺ 1
Mη0
, (6.33)
where dα ∈ N0 satisfy 0 ≤ s =
∑q
i=α(dα − 1) ≤ p+ 2. Assume moreover that there is a constant K, such that for
any r ∈ N, with r ≤ 10p,
EX |Xα|r ≺MK(dα+1)r , EX |Yα|r ≺MKr , (6.34)
where the EX denote the partial expectation with respect to the random variables (xij) with (σα) kept fixed.
Then we have ∣∣∣∣∣EX
q∏
i=α
Qα(Xα)
p∏
α=q+1
Qα(Yα)
∣∣∣∣∣ ≺
(
1
Mη0
)p (
M−b/2+φ
)s
. (6.35)
(Here, we use the convention that, for q = 0, the first product is set to one, and, similarly, for q = p, the second
product is set to one.)
Proof. Let hα := 2d 2+p1+dα e, α ∈ J1, pK. Fix φ > 0. Note that
EX |QβX|p ≤ 2p−1EX |X |p + 2p−1EX |EβX|p . (6.36)
By Jensen’s inequality, we also have
EX |QβX|p ≤ 2pEX |X |p . (6.37)
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The Ho¨lder’s inequality implies that∣∣∣∣∣EX
q∏
α=1
QαXα
p∏
α=q+1
QαYα
∣∣∣∣∣ ≤ 2p
q∏
α=1
(EX |Xα|hα)1/hα
p∏
α=q+1
(EX |Yα|hα)1/hα . (6.38)
Considering that for any  > 0 and D > 0, we have
EX [|X |] = EX [|X |1(|X | ≤M (Mη0)−1M−(dα−1)(b/2+φ))]
+ EX [|X |1(|X | > M (Mη0)−1M−(dα−1)(b/2+φ))]
≤M (Mη0)−1M−(dα−1)(b/2+φ) +
√
EX |X |2
√
P(|X | > M (Mη0)−1M−(dα−1)(b/2+φ))
≤M (Mη0)−1M−(dα−1)(b/2+φ) +M2K(dα+1)−D/2
(6.39)
for large enough N ≥ N0(,D). Hence we obtain that
EX |X | ≺ (Mη0)−1M−(dα−1)(b/2+φ) . (6.40)
Furthermore, by the property of stochastic dominance,
EX |X |n ≺ ((Mη0)−1M−(dα−1)(b/2+φ))n . (6.41)
Similarly, we can obtain
EX |Y|n ≺ ((Mη0)−1)n . (6.42)
Then it is easy to show the desired lemma.
In order to prove the fluctuation average lemma, we need to consider the random variables of the form
F#αiβ1
G#αiαi
· F#β1β2F
#
β2β3
· · ·F#βnαi (6.43)
where # stands for som appropriate (T,T′) with p ∈ 2N, |T| ≤ p− 2,|T|′ ≤ p− 1. Moreover, β1 6= αi, βk ≤ βk+1,
(k ∈ J1, n− 1K), βn 6= α1.
By using Lemma 6.8 n times, we obtain an upper bound of the form that of X from Lemma 6.9. In addition, in
order to apply Lemma 6.9, we also need an upper bound of r-th moment of the variables.
Lemma 6.10. For any fixed even integer p ∈ 2N, let # stands for some appropriate (T,T′) with |T| ≤ p− 2,|T|′ ≤
p− 1. If β1 6= αi, βk ≤ βk+1, (k ∈ J1, n− 1K), βn 6= α1, then we have
EX
∣∣∣∣∣F
#
αiβ1
G#αiαi
· F#β1β2F
#
β2β3
· · ·F#βnαi
∣∣∣∣∣
r
≺MKr(n+1) , (6.44)
for some constants K, for all r ≤ 10p and 1 ≤ n ≤ p+ 1.
Proof. Starting from Schur’s formula
1
G
(T)
αα
= −σ−1α −
(Tα)∑
k,l
xαkG
(Tα)
kl xlα, (a 6∈ T) ,
and recall the trivial bounds |G(T)αα | ≤ η−1 ≤M , EX |xij |q ≤ CqM−q/2 and |σ−1α |q ≤ Cq, which holds since σα ∈ [l, 1],
and the boundedness of D′φ. Then we get
||F#βi,βi+1 ||r(n+1) ≤
1
η
∥∥∥∥∥ 1G#β1,βi+1
∥∥∥∥∥ ≤M
C + (#βi+1)∑
k,l
||xαkG(Tα)kl xlα||r(n+1)

≤M (C +M2C ′(r(n+ 1)) ≤M3C ′′r(n+ 1)) ,
(6.45)
which implies
||F#βi,βi+1 ||r(n+1) ≺M3 . (6.46)
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Furthermore, we have ∣∣∣∣∣
∣∣∣∣∣ F
#
αiβ1
G#αi,αi
∣∣∣∣∣
∣∣∣∣∣
r(n+1)
≺M4 . (6.47)
By Ho¨lder’s inequality,
EX
∣∣∣∣∣F
#
αiβ1
G#αiαi
· F#β1β2F
#
β2β3
· · ·F#βnαi
∣∣∣∣∣
r
≤
∣∣∣∣∣
∣∣∣∣∣ F
#
αiβ1
G#αi,αi
∣∣∣∣∣
∣∣∣∣∣
r
r(n+1)
n∏
i=1
∣∣∣∣∣∣F#βiβi+1∣∣∣∣∣∣rr(n+1) , (6.48)
where we set βn+1 := αi. Then we obtain∣∣∣∣∣
∣∣∣∣∣ F
#
αiβ1
G#αi,αi
∣∣∣∣∣
∣∣∣∣∣
r
r(n+1)
n∏
i=1
∣∣∣∣∣∣F#βiβi+1 ∣∣∣∣∣∣rr(n+1) ≺M4r+3rn . (6.49)
Choosing K = 4, we obtain desired lemma.
From the previous lemmas, we can derive the following significant lemma.
Lemma 6.11. [Fluctuation Average Lemma] Let A := Jn0,MK. Recall the definition of the domain D′φ in (4.30).
Let Ξ denote the event in Definition 6.7 and assume it holds with high probability. Then there exist constants C,
c, c0, such that for fixed p ∈ 2N, p = 2r, r ∈ N, , we have
EX
∣∣∣∣∣ 1M ∑
α∈A
Qα
(
1
Gαα(z)
)∣∣∣∣∣
p
≺M−p/2−pb/2+2pφ , (6.50)
for all z ∈ D′φ, on Ω.
Proof. The proof of this lemma is only rely on the identity (3.19) and the estimates. Therefore, we can follow the
method from [19] or [10] to prove our lemma. Check [19] for more detail of the proof.
Proof of Lemma 5.10. From Lemma 6.11, by the Chebyshev’s inequality, for any fixed φ > 0 and D > 0, we have
P
(∣∣∣∣∣ 1M ∑
α∈A
Qα
(
1
Gαα
)∣∣∣∣∣ > M M−1/2−b/2+2φ
)
≤M1−p (6.51)
for large enough M > M0(, p) where p ∈ 2N. If we choose p ≥ (1 +D)/, we obtain the desired lemma.
Proof of Corollary 5.11. Since the proof of Corollary 5.11 is the same with that of [19], we omit the detail in this
paper.
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Appendix A Probability of “good configuration” Ω
In this appendix, we estimate the probabilities for the events 1.-3. in the definition of Ω; see Definition 2.5. Recall
the definition of the constants φ in (2.6) and κ0 in (2.8). In the following, we denote by (σα)
M
α=1 the (unordered)
sample points distributed according to the measure ν with b > 1. We denote by (σ(α)) the order statistics of (σα),
i.e., σ(1) ≥ σ(2) ≥ . . . ≥ σ(M).
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Lemma A.1. Let (σ(α)) be the order statisctics of sample points (σα) under the probability distribution ν with
b > 1. Let n0 > 10 be a fixed positive integer independent of M . Then, for any γ ∈ J1, n0 − 1K, we have
P
(
M−φκ0 < |σ(γ) − σ(β)| < (logM)κ0 ,∀β 6= γ
) ≥ 1− C(logM)1+2bM−φ . (A.1)
In addition, for γ = 1, we have
P
(
M−φκ0 < |1− σ(1)| < (logM)κ0
) ≥ 1− CM−φ(b+1) . (A.2)
For a proof, we refer to Theorem 8.1 of [19]. Here, we state the key part of the proof as a following remark.
Remark A.2. For a random variables σ with law ν as in (2.3), we have for any x ≥ 0,
C−1xb+1 ≤ P(1− σ ≤ x) ≤ Cxb+1 , (A.3)
for some constant C > 1.
Next, we estimate the probability of condition (2) in Definition 2.5 to hold.
Lemma A.3. Assume the conditions in Lemma A.1. Recall the definition of Dφ in (2.7). Then, for any fixed
(small)  > 0, D > 0, there exists M0(,D) such that if M ≥M0, then
P
 ⋃
z∈Dφ
{∣∣∣∣∣ 1N
M∑
α=1
σα
σαmfc(z) + 1
− d−1
∫
tdν(t)
tmfc(z) + 1
∣∣∣∣∣ > Mφ+√M
} ≤M−D. (A.4)
Proof. Note that
1
N
M∑
α=1
σα
σαmfc(z) + 1
− d−1
∫
tdν(t)
tmfc(z) + 1
= d−1
(
1
M
M∑
α=1
σα
σαmfc(z) + 1
−
∫
tdν(t)
tmfc(z) + 1
)
. (A.5)
Fix z ∈ Dφ. For α ∈ J1,MK, let Xα ≡ Xα(z) be the random variable
Xα :=
σα
σαmfc(z) + 1
−
∫
tdν(t)
tmfc(z) + 1
. (A.6)
By definition, EXα = 0. Moreover, we have
E|Xα|2 ≤
∫
t2dν(t)
|1 + tmfc(z)|2 = dR2(z) < d , (z ∈ C
+) , (A.7)
and, for any positive integer p ≥ 2,
E|Xα|p ≤ 1
ηp−2
E|Xα|2 ≤ CM (1/2+φ)(p−2) , (z ∈ Dφ) . (A.8)
The proof of left parts are analogous to the Theorem 8.2 of [19].
To estimate the probability for the third condition in Definition 2.5, we need the following two auxiliary lemmas.
Recall the definition of R2 in (4.8).
Lemma A.4. If 0 < C−1η ≤ Immfc(z) ≤ C η, z = E + iη, for some constant C ≥ 1, then we have
0 ≤ R2(z) ≤ 1− 1
C
. (A.9)
Proof. We have
1− C ≤ R2(z) = 1− η |mfc(z)|
2
Immfc(z)
= 1− η
{
−Im 1
mfc(z)
}−1
≤ 1− 1
C
. (A.10)
and by definition, R2(z) ≥ 0.
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The imaginary part of mfc(z) can be estimated using the following lemma. We refer Lemma 8.4 of [19] to proof.
Lemma A.5. Assume that µfc has support [L−, L+] and there exists a constant C > 1 such that
C−1κb ≤ µfc(z) ≤ Cκb , (A.11)
for any 0 ≤ κ ≤ L+. Then,
(1) for z = L+ − κ+ iη with 0 ≤ κ ≤ L+ and 0 < η ≤ 3, there exists a constant C > 1 such that
C−1(κb + η) ≤ Immfc(z) ≤ C(κb + η) ; (A.12)
(2) for z = L+ + κ+ iη with 0 ≤ κ ≤ 1 and 0 < η ≤ 3, there exists a constant C > 1 such that
C−1η ≤ Immfc(z) ≤ Cη . (A.13)
Remark A.6. Lemma A.5 shows that for any sufficiently small φ > 0, there exists a constant Cb > 1 such that
C−1b η ≤ Immfc(z) ≤ Cbη , (A.14)
for all z ∈ Dφ satisfying L+ − Re z ≤Mφκ0.
Assuming Lemma A.5, we have the following estimate. Recall that Dφ is defined in (2.7).
Lemma A.7. Assume the conditions in Lemma A.1. Then, there exist constants c < 1 and C > 0, independent
of N , such that, for any z = E + iη ∈ Dφ satisfying
min
α∈J1,MK
∣∣∣∣Re (1 + 1σ(α)mfc
)∣∣∣∣ = ∣∣∣∣Re (1 + 1σ(γ)mfc
)∣∣∣∣ , (A.15)
for some γ ∈ J1, n0 − 1K, we have
P
 1
N
M∑
α:α6=γ
σ2(α)|mfc|2
|1 + σ(α)mfc|2 < c
 ≥ 1− C(logM)1+2bM−φ. (A.16)
Proof. We only prove the case γ = 1; the general case can be shown by the same argument. In the following, we
assume that M−φκ0 < |1− σ(1)| < (logM)κ0, and |σ(1) − σ(2)| > M−φκ0.
Recall the definition of R2 in (4.8). For α ∈ J1,MK, let Yα ≡ Yα(z) be the random variable
Yα(z) := d
−1
∣∣∣∣ σαmfc(z)1 + σαmfc(z)
∣∣∣∣2 , (z ∈ C+). (A.17)
Observe that EYα = R2 < 1 for z ∈ C+. Moreover, we find that there exists a constant c < 1 independent of N ,
such that R2(z) < c uniformly for all z ∈ Dφ satisfying (A.15), where we combined Lemma A.4 and Lemma A.5.
We also have that Yα(z) ≤ Cη−2.
We first consider the special choice E = L+. Let Y˜α be the truncated random variable defined by
Y˜α :=
{
Yα , if Yα < M
2φκ−20 ,
M2φκ−20 , if Yα ≥M2φκ−20 .
(A.18)
Notice that using the estimate (A.3), we have for z = L+ + iη ∈ Dφ that
P(Yα 6= Y˜α) ≤ CM−1−(b+1)φ . (A.19)
Let us define
SM :=
M∑
α=1
Yα , S˜M :=
M∑
α=1
Y˜α , (A.20)
41
then it follows that
P(SM 6= S˜M ) ≤ CM−(b+1)φ. (A.21)
Now, we estimate the mean and variance of Y˜i. From the trivial estimate P(Yα ≥ x) ≤ P(Yα 6= Y˜α) for x ≥M2φκ−20 ,
we find that
EYα − EY˜α ≤
∫ Cη−2
M2φκ−20
P(Yα 6= Y˜α)dx ≤ C ′M−(b−1)φ , (A.22)
for some C ′ > 0. As a consequence, we get
EY˜ 2α ≤M2φκ−20 EY˜α ≤M2φκ−20 EYα ≤M2φκ−20 . (A.23)
We thus obtain that
P
(∣∣∣∣SMM − EYα
∣∣∣∣ ≥ C ′M−(b−1)φ +M−φ) ≤ P
(∣∣∣∣∣ S˜MM − EY˜α
∣∣∣∣∣ ≥M−φ
)
+ P(SM 6= S˜M )
≤ M
2φEY˜ 2α
M
+ CM−(b+1)φ ≤ CM−(b+1)φ,
(A.24)
hence, for a constant c satisfying R2 + C
′M−(b−1)φ +M−φ < c < 1,
P
(
1
N
M∑
α=1
∣∣∣∣ σαmfc(z)1 + σαmfc(z)
∣∣∣∣2 < c
)
≥ 1− P
(∣∣∣∣SMM − EYα
∣∣∣∣ ≥ C ′M−(b−1)φ +M−φ)
≥ 1− CM−(b+1)φ.
This proves the desired lemma for E = L+.
Before we extend the result to general z ∈ Dφ, we estimate the probabilities for some typical events we want to
assume. Consider the set
Σφ := {σα : |1− σα| ≤M3φκ0} , (A.25)
and the event
Ωφ := {|Σφ| < M3φ(b+2)} . (A.26)
From the estimate (A.3), we have
P(|1− σα| ≥M3φκ0) ≤ CM−1+3(b+1)φ , (A.27)
so using a Chernoff bound, we find that
P(Ωcφ) ≤ exp
(
−C(logM)M3φM3(b+1)φ
)
, (A.28)
for some constant C. Notice that we have, for σα /∈ Σφ,
−1− Re 1
σαmfc(L+ + iη)
> M3φκ0  −Im 1
σαmfc(L+ + iη)
, (A.29)
where we have used Lemma 4.1, i.e., |1 +m−1fc (L+ + iη)| = O(η). We now assume that Ωφ holds and
1
N
M∑
α=1
∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣2 < c < 1 . (A.30)
Further, we recall that the condition (A.15) implies
−Rem−1fc (z) ≥ σ(n0), (A.31)
which yields, together with Lemma 4.1 and Lemma A.1 that E ≥ L+ − Mφκ0 with probability higher than
1− C(logM)1+2bM−φ. Thus we assume in the following that E ≥ L+ −Mφκ0.
Consider the following two choices for such E:
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(1) When L+ −Mφκ0 ≤ E ≤ L+ +M2φκ0, we have that∣∣∣∣1 + 1σαmfc(z)
∣∣∣∣ = ∣∣∣∣1 + 1σαmfc(L+ + iη)
∣∣∣∣+O(M2φκ0) , (A.32)
where we used Lemma 4.1. Hence, using (A.29), we obtain for σα /∈ Σφ that∣∣∣∣ σαmfc(z)1 + σαmfc(z)
∣∣∣∣2 ≤ ∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣2 + CM2φκ0 ∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣3
≤ (1 + CM−φ)
∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣2 .
(A.33)
We thus have that
1
N
M∑
α=2
∣∣∣∣ σαmfc(z)1 + σαmfc(z)
∣∣∣∣2 ≤ M4φ(b+1)N 1κ20 + 1 + CM
−φ
N
∑
α:σα /∈Σφ
∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣2
≤ C ′M−φ + 1 + CM
−φ
N
M∑
α=1
∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣2 < c < 1 ,
(A.34)
where we also used the assumption that |σ(2) − σ(1)| ≥ κ0.
(2) When E > L+ +M
2φκ0, we have
Rem−1fc (L+ + iη)− Rem−1fc (E + iη) −Imm−1fc (E + iη) , (A.35)
where we again used Lemma 4.1, hence, from (A.29) we obtain that∣∣∣∣1 + 1σαmfc(z)
∣∣∣∣ ≥ ∣∣∣∣1 + 1σαmfc(L+ + iη)
∣∣∣∣ . (A.36)
We may now proceed as in (1) to find that
1
N
M∑
α=2
∣∣∣∣ σαmfc(z)1 + σαmfc(z)
∣∣∣∣2 ≤M− + 1N
M∑
α=1
∣∣∣∣ σαmfc(L+ + iη)1 + σαmfc(L+ + iη)
∣∣∣∣2 < c < 1 , (A.37)
Since we proved in Lemma A.1 that the assumptions M−φκ0 < |1− σ(1)| < (logM)κ0 and |σ(1) − σ(2)| > M−φκ0
hold with probability higher than 1−C(logM)1+2bM−φ, we find that the desired lemma holds for any z ∈ D′φ.
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