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Cap´ıtulo 1
Introduccio´n
Este trabajo se centra en el a´rea de disen˜o de sistemas operativos para multi-
procesadores con chips multithreading (CMT). Los procesadores CMT (Chip
Multithreading) combinan multiprocesamiento en chip (CMP) con multi-
threading hardware (MT). Un procesador CMP esta formado por mu´ltiples
cores de procesamiento en un solo chip- con uno o ma´s niveles de cache
compartidos-, lo cual permite que ma´s de un hilo este activo al mismo tiem-
po, mejorando la utilizacio´n de los recursos del chip. Por otra parte, un
procesador MT entrelaza la ejecucio´n de distintos hilos a nivel hardware.
De este modo, si un hilo se bloquea por un acceso a memoria o cualquier
otra operacio´n costosa en tiempo, otros hilos pueden proseguir su ejecucio´n.
En estas arquitecturas, el paralelismo a nivel de hilo (TLP, Thread Level
Paralelism) se convierte en paralelismo a nivel de instruccio´n (ILP, Instruc-
tion Level Paralelism) Numerosos estudios han demostrado los beneficios de
rendimiento de las arquitecturas CMP y MT [1, 2, 3]
La industria del hardware esta haciendo de CMT su principal mecanismo
para mejorar el rendimiento de las futuras aplicaciones, ya que las te´cnicas
convencionales para ocultar la latencia de las operaciones ma´s costosas en
tiempo -como la prediccio´n de saltos o la ejecucio´n en desorden- comienzan
a no funcionar de manera o´ptima con las aplicaciones actuales. Este tipo de
aplicaciones, tales como web services, servidores de aplicaciones o sistemas
on-line de procesamiento de transacciones; esta´n constituidas frecuentemente
por mu´ltiples hilos de control que ejecutan breves secuencias de operaciones
enteras, y mu´ltiples saltos condicionales. Este esquema de aplicacio´n presenta
gran dinamismo, haciendo disminuir la localidad de la memoria cache´ as´ı co-
mo la precisio´n de la prediccio´n de saltos, provocando numerosas paradas del
procesador [4, 5, 6] . A este hecho puede an˜adirse el creciente hueco entre el
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rendimiento del procesador y la latencia de la memoria que provoca un menor
aprovechamiento del pipeline del procesador, –segu´n afirman algunos autores,
algunos benchmarks presentan un uso del pipeline inferior al 19% [7]–. Estas
afirmaciones indican que la mayor parte del tiempo el pipeline del procesador
esta´ infrautilizado.
La principal motivacio´n de las arquitecturas CMT es afrontar estos prob-
lemas. Como prueba de ello, la mayor´ıa de los nuevos procesadores comer-
cializados hoy en d´ıa por Intel, Sun Microsystems e IBM son MT, CMP o
CMT [8, 9, 10]. Los sistemas CMTs pueden estar equipados con decenas de
procesadores lo´gicos1 como es el caso de Nia´gara (Sun) que esta´ compuesto
por ocho cores (CMP) cada uno con cuatro v´ıas de ejecucio´n mutithreading
hardware (MT).
Por otra parte, cabe destacar que las arquitecturas MT y CMP presentan
una cantidad notable de recursos compartidos entre los procesadores lo´gi-
cos, como unidades funcionales o uno o ma´s niveles de cache´. Esto provoca
que el rendimiento efectivo del sistema se distancie considerablemente del
rendimiento ideal. En [11], se afirma que la latencia introducida por sucesivos
fallos de cache de L1 puede ocultarse de manera aceptable en arquitecturas
de tipo MT, pero una alta contencio´n en L2 puede degradar dra´sticamente
el rendimiento global del sistema (MT y CMP).
Adicionalmente, la mayor parte de los procesadores actuales carecen de mecan-
ismos a nivel hardware para establecer la fraccio´n de cada recurso compartido
que se destina a cada procesador lo´gico2. Esto provoca que hilos de distinta
prioridad que ejecuten en distintos procesadores lo´gicos con recursos com-
partidos, no gocen de un reparto de los recursos acorde a su prioridad. Esta
situacio´n hace que los sistemas operativos actuales sobre arquitecturas CMT
deban tener en cuenta la comparticio´n de recursos para garantizar la calidad
de servicio (QoS), as´ı como lograr que la productividad del sistema no se vea
degradada para conseguir tal fin.
Sin embargo, la mayor parte de los sistemas operativos actuales sobre arqui-
tecturas CMP no implementan pol´ıticas de calidad de servicio que ofrezcan
mecanismos para establecer un reparto de los recursos compartidos en fun-
cio´n de la prioridad de los procesos. Este hecho permite la existencia de situa-
ciones en las que procesos menos prioritarios con un uso intensivo de uno o
1En este trabajo se utiliza el te´rmino procesador lo´gico como sinonimo de procesador
visible a nivel de sistema operativo, en un SO preparado para multiprocesamiento sime´tri-
co. Por ejemplo, Niagara de Sun [9] esta compuesto por 32 procesadores lo´gicos.
2Cabe destacar que el IBM Power5 [8] permite asignar diferentes fracciones de recursos
compartidos a cada thread. El reparto de recursos se realiza implicitamente asignando
distintos ciclos de decodificacio´n a cada thread.
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ma´s recursos compartidos –como la cache de segundo nivel– provoquen una
disminucio´n considerable del rendimiento de procesos ma´s prioritarios con
los que comparten dichos recursos.
Este trabajo presenta un planificador simbio´tico a nivel de sistema operativo
para arquitecturas CMP que desarrolla una pol´ıtica de calidad de servicio
basada en la desactivacio´n de cores. El te´rmino simbiosis se utiliza actual-
mente para referirse a la efectividad con la que se obtiene mayor rendimiento
al ejecutar mu´ltiples hilos simulta´neamente en arquitecturas multithreading
(MT) [12]. Sin embargo, este concepto puede extenderse a arquitecturas CMP
(y en consecuencia a arquitecturas CMT) ya que sigue existiendo un notable
ı´ndice de comparticio´n de recursos (L2 cache o Front Side Bus) cuyo impacto
sobre el rendimiento de las aplicaciones actuales sigue siendo cr´ıtico [13].
El planificador simbio´tico ha sido implementado sobre la versio´n 2.6.21 de
Linux ejecutando sobre una arquitectura CMP de dos v´ıas (Intel Core 2
Duo). En este tipo de arquitecturas, el planificador de Linux 2.6.x garantiza
la calidad de servicio para procesos que ejecutan en un mismo core. Sin
embargo, el sistema permite la ejecucio´n de dos tareas de distinta prioridad
en distintos cores ignorando las posibles degradaciones del rendimiento de
la tarea ma´s prioritaria por motivos de conflicto por el uso de los recursos
compartidos por los cores. Por este motivo, Linux no ofrece calidad de servicio
(QoS) para procesos que ejecuten en distintos cores.
El objetivo del planificador simbio´tico es garantizar la calidad de servicio
entre ambos cores sin degradar la productividad del sistema. Para desarrol-
lar, una pol´ıtica de calidad de servicio global, el planificador intenta detectar
las situaciones en las que procesos menos prioritarios con un uso intensivo
de la cache de segundo nivel provoquen una disminucio´n considerable del
rendimiento de procesos ma´s prioritarios. Para ello, el sistema monitoriza
el comportamiento de ambos procesos durante la ejecucio´n, haciendo uso
de los contadores hardware de monitorizacio´n del rendimiento (PMCs) del
procesador. Cuando el planificador detecta una subida dra´stica de la tasa
de fallos local de L2 del proceso ma´s prioritario en ejecucio´n, procede a la
desactivacio´n de un core temporalmente. De este modo, la pol´ıtica de cali-
dad de servicio consigue mejorar el rendimiento del proceso ma´s prioritario
realizando desactivaciones eventuales de un core asociadas a la deteccio´n de
situaciones de conflicto por comparticio´n de recursos.
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1.1. Estructura de contenidos
La estructura del documento se describe a continuacio´n:
Cap´ıtulo 2: En este cap´ıtulo se realiza un profundo ana´lisis del disen˜o
interno del planificador de Linux mediante el estudio de su estructura y
principales tipos de datos, y la descripcio´n de la pol´ıtica de planificacio´n
y equilibrado de carga desplegada en entornos multiprocesador.
Cap´ıtulo 3: En e´l se enumeran las u´ltimas caracter´ısticas que han sido
incorporadas al kernel Linux para dar soporte espec´ıfico a las arquitec-
turas MT, CMP y CMT.
Cap´ıtulo 4: Describe la problema´tica asociada al disen˜o de pol´ıticas
de calidad de servicio sobre arquitecturas CMP as´ı como la situacio´n
actual de Linux en este campo.
Cap´ıtulo 5: Este cap´ıtulo se destina al ana´lisis del planificador sim-
bio´tico disen˜ado por el autor e implementado sobre la versio´n de Linux
kernel 2.6.21. En la primera parte del cap´ıtulo se expone la pol´ıtica de
planificacio´n para dar soporte calidad de servicio en arquitecturas CMP
de dos v´ıas (dos cores). Los componentes del planificador simbio´tico y
los detalles de implementacio´n e interaccio´n con el usuario se tratan al
final de este cap´ıtulo.
Cap´ıtulo 6: Este cap´ıtulo muestra el ana´lisis realizado mediante la her-
ramienta de monitorizacio´n del rendimiento (incluida en el planificador
simbio´tico) de un subconjunto de benchmarks de SPEC CPU 2006. El
resto de este cap´ıtulo se destina al ana´lisis de los resultados de calidad
de servicio que muestran las prestaciones del planificador simbio´tico.
Cap´ıtulo 7: Analiza los trabajos relacionados
Cap´ıtulo 8: Muestra las conclusiones del proyecto
Ape´ndice A: En e´l se realiza una introduccio´n a los contadores hard-
ware de monitorizacio´n del rendimiento describiendo los problemas de
disen˜o asociados con la ejecucio´n especulativa y fuera de orden. Por otra
parte, se realiza un estudio de la gestion de los contadores hardware en
los procesadores de Intel, concluyendo el cap´ıtulo con los modelos de
sistema que hacen uso de estos contadores.
Cap´ıtulo 2
El planificador de Linux 2.6.21
Linux es un complejo sistema operativo formado por mu´ltiples componentes
estructurados en capas y relacionados entre s´ı. Estos componentes inter-
actu´an por medio de operaciones de comunicacio´n y sincronizacio´n en un
entorno concurrente. El modelo de concurrencia a nivel de sistema operati-
vo presenta mu´ltiples diferencias (como la expropiacio´n a nivel de kernel),
con respecto al modelo tradicional de concurrencia de las aplicaciones multi-
threading a nivel de usuario. Este modelo implica nuevos desaf´ıos que, unidos
a la complejidad por la extensio´n del co´digo del nu´cleo, dificultan los procesos
de desarrollo y depuracio´n unidos a la inclusio´n de pequen˜as modificaciones
en el co´digo. Las consecuencias de estas leves modificaciones pueden llegar a
ser realmente complejas de predecir debido al fuerte acoplamiento existente
entre los distintos componentes del nu´cleo.
Dentro del nu´cleo, puede destacarse una parte central que articula los princi-
pales mecanismos del sistema, llamados subsistemas del kernel. Estos subsis-
temas incluyen el gestor de memoria, el sistema de ficheros virtual, el subsis-
tema de comunicacio´n entre procesos, el subsistema de red y el planificador.
En la figura 2.1 se muestra la interaccio´n entre los distintos subsistemas
as´ı como las capas que los constituyen. Como puede apreciarse, en el centro
de todos los subsistemas se encuentra planificador de tareas (scheduler).
La posicio´n central que ocupa el planificador, hace de e´l un subsistema del
que dependan todos los dema´s. Este hecho tiene las siguientes implicaciones:
Es cr´ıtico en rendimiento: Una pe´rdida de rendimiento mı´nima sera´ percibi-
da por todos los subsistemas y repercutira´ de forma global en el nu´cleo
implicando una severa degradacio´n del rendimiento y la productividad
de todo el sistema.
8
CAPI´TULO 2. EL PLANIFICADOR DE LINUX 2.6.21 9
Introducir cambios resulta extremadamente complejo: Por la fuerte de-
pendencia que presentan todos los subsistemas de kernel, con el plani-
ficador; cualquier modificacio´n efectuada en e´l afecta indirectamente a
todos los dema´s subsistemas. Esto hace necesario tener en cuenta una
gran cantidad de efectos colaterales que podr´ıan llevar a situaciones
conflictivas provocadas por dicho cambio.
La misio´n del planificador de un sistema operativo es decidir co´mo, cua´ndo,
y do´nde se ejecutara´n las tareas que permanecen actualmente en ejecucio´n en
el sistema. Esto hace necesario, el mantenimiento de listas de procesos y la
clasificacio´n de cada uno estos procesos en base a mu´ltiples caracter´ısticas –
como la prioridad, la interactividad o la afinidad–; con el objetivo de proceder
a un reparto justo del tiempo de CPU ofrecido a cada tarea que a la vez
implique mejoras en diversos aspectos -como el porcentaje de uso de CPU,
el rendimiento la productividad o la calidad de servicio-.
El planificador, de la versio´n de Linux 2.6.x, ha sido reescrito por completo,
incorporando grandes cambios respecto a la versio´n 2.4.x. El objetivo del
nuevo disen˜o del planificador ha sido conseguir una notable mejora de sus
capacidades, rendimiento y escalabilidad en multiprocesadores [14]. Algunos
Figura 2.1: Subsistemas de kernel
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de los cambios ma´s significativos del planificador de Linux 2.6.x, como la
complejidad en O(1) o la expropiacio´n, son expuestos en detalle a lo largo de
este cap´ıtulo.
2.1. Estructura del Planificador
El planificador de Linux esta´ implementado en kernel/sched.c. El algoritmo
fue reescrito por completo en la versio´n 2.5 –versio´n de desarrollo- y, al con-
trario que en las versiones anteriores, fue disen˜ado para cumplir objetivos
espec´ıficos:
Complejidad O(1): Cada algoritmo involucrado en el nuevo planificador
debe finalizar en tiempo constante, independientemente del nu´mero de
procesos que haya corriendo en el sistema.
Escalabilidad perfecta en SMP: Cada procesador tiene su propia co-
la de procesos (runqueue) y su cerrojo asociado de proteccio´n con-
tra la concurrencia (lock). De esta manera es posible que de forma
simulta´nea, dos tareas se despierten en distintas CPUs, sean planifi-
cadas y se puedan llevar a cabo los cambios de contexto necesarios
para que entren en ejecucio´n.
Afinidad SMP mejorada: El planificador debe intentar agrupar y man-
tener a los procesos en una CPU espec´ıfica. Los procesos so´lo se mi-
grara´n a otra CPU para conseguir una distribucio´n uniforme de la carga
entre los procesadores. De este modo, se impide que haya tareas que
este´n continuamente siendo migradas de una Cola de procesos a otra, y
puedan sufrir situaciones de inanicio´n o penalizaciones de rendimiento.
Eficiencia SMP: Ninguna CPU debe estar inactiva si hay tareas que
ejecutar.
Soporte de planificacio´n por lotes: timeslices largos y pol´ıtica Round-
Robin. Se aplica a las tareas con menor prioridad, es decir, con un valor
de nice positivo.
Ejecuta los procesos hijos recie´n creados antes que sus procesos padres
para evitar situaciones de inanicio´n o denegacio´n de servicio.
Presentan un buen rendimiento con tareas interactivas: Incluso en situa-
ciones con una carga considerable, el sistema deber´ıa reaccionar y plani-
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ficar las tareas interactivas con una baja latencia –tiempo de respuesta–
. Esta caracter´ıstica es extraordinariamente beneficiosa para sistemas
tipo desktop.
Esta´ optimizado para el caso de una o dos tareas en ejecucio´n (baja
carga).
Realiza un reparto justo de los timeslices (quantos): ningu´n proceso
debe sufrir inanicio´n ni tener de manera injustificada un timeslice de-
masiado alto.
Las secciones posteriores analizan detalladamente las principales estructuras
de datos involucradas en el planificador.
2.1.1. Procesos
Toda la informacio´n relativa a los procesos se guarda en su descriptor de
proceso. Esta informacio´n incluye ficheros abiertos, los datos de su espacio
de memoria, sen˜ales pendientes de capturar, estado arquitecto´nico, etc. En
Linux, el descriptor de un proceso se representa mediante la estructura struct
task_struct -definida en include/linux/sched.h-.
A diferencia de otros sistemas operativos, Linux emplea el nombre de tareas
(tasks) para referirse aquellas entidades ejecutables con un estado arqui-
tecto´nico propio (no compartido) que permiten ser planificadas y ejecutadas
de manera independiente. El te´rmino proceso se utiliza para describir a los
programas en ejecucio´n. Un proceso es la entidad mı´nima de ejecucio´n a
nivel de sistema operativo que puede poseer recursos como ficheros abiertos
o segmentos de datos independientes en memoria. Sin embargo, un proceso
puede estar compuesto por varios hilos de ejecucio´n -cada uno con su propio
estado arquitecto´nico- que puedan comunicarse a trave´s del segmento datos
del proceso; compartiendo los recursos que constituyen propiedad del proceso
(por ejemplo, descriptores de ficheros abiertos). Sin embargo, los descriptores
de proceso tanto de procesos monohilo como de hilos se representan con una
estructura del tipo struct task_struct. Por tanto el te´rmino tarea (task)
se utiliza tanto para representar a procesos monohilo como a los distintos
hilos de un programa multithreading.
Estructura de los procesos
La estructura struct task_struct esta´ compuesta de numerosos campos,
pero los ma´s importantes, en lo que a la planificacio´n se refiere, son los
CAPI´TULO 2. EL PLANIFICADOR DE LINUX 2.6.21 12
siguientes:
struct task_struct {
struct prio_array *array; // Array de prioridades en el que esta´
struct list_head run_list;// Puntero a la siguiente tarea en el Array de prioridades
int prio;// Prioridad efectiva del proceso
int static_prio;// Prioridad esta´tica del proceso
unsigned int time_slice; // Tiempo de ejecucio´n
unsigned long sleep_avg;// Tiempo medio que pasa suspendido
volatile long state;// Estado del proceso
int activated;// Estado en el que estaba suspendido
unsigned long rt_priority; // Prioridad en tiempo real
unsigned long policy;// Esquema de planificacio´n
cpumask_t cpus_allowed;// CPUs permitidas para este proceso
spinlock_t switch_lock;// Lock para los cambios de contexto.
struct thread_info *thread_info; // Acceso eficiente al Descriptor de Proceso.
struct sched_info sched_info; // Estadı´sticas a nivel de proceso.
};
A continuacio´n se describen algunos de estos campos:
struct prio_array *array: arrays que almacenan a todos los proce-
sos ordenados por su prioridad.
struct list_head run_list: lista de procesos asociada al nivel de
prioridad de la tarea.
int prio: es la prioridad efectiva del proceso, tanto para los de tiempo
real, como par los procesos de usuario.
int static_prio: Prioridad Esta´tica. Es la prioridad establecida por
el usuario para los procesos que no son de tiempo real (procesos de
usuario).
int timeslice: Fragmento de ejecucio´n del proceso, dado en ticks de
planificador, que ha sido asignado para consumir. Este valor es asignado
en funcio´n de su prioridad esta´tica.
unsigned long sleep_avg: tiempo medio que el proceso permanece
suspendido (sleep average) por E/S. Este valor se obtiene mediante una
heur´ıstica empleada por el planificador para medir la interactividad de
un proceso, y as´ı, ajustar su priori- dad para garantizar un tiempo de
respuesta aceptable.
volatile long state: estado del proceso. El significado ma´s detallado
de este campo se especifica ma´s adelante.
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int activated: este campo es empleado cuando se despierta a un pro-
ceso. En funcio´n del estado en el que estuvo suspendido, el campo
almacena un valor que representa su grado de interactividad. Posteri-
ormente, se modificara´ su sleep average segu´n este valor.
unsigned long rt_priority: es el nivel de prioridad de los procesos
de tiempo real que percibe el usuario
unsigned long policy: es el esquema de planificacio´n empleado para
este proceso.
cpumask_t cpus_allowed: ma´scara que indica los procesadores en los
que se puede ejecutar el proceso.
spinlock_t switch_lock: Cerrojo utilizado en algunas arquitecturas
durante los para dar soporte a la sincronizacio´n necesaria durante los
cambios de contexto.
struct thread_info *thread_info: Estructura empleada para ac-
ceder de manera eficiente al descriptor de procesos.
struct sched_info sched_info: Estructura utilizada para el alma-
cenamiento de estad´ısticas a nivel de proceso.
Estados de los procesos
El estado de un proceso se almacena en el campo state de la estructura
struct task_struct. Los estados ma´s importantes en los que puede estar
un proceso son los siguientes:
TASK_RUNNING: El proceso esta listo para ejecutar y por tanto se en-
cuentra en el arrayde Prioridad. En este estado el proceso puede estar
ejecutando en la CPU asignada,o bien puede estar esperando su turno.
TASK_INTERRUPTIBLE: El proceso esta´ suspendido esperando a que
se cumpla alguna condicio´n para poder proseguir con su ejecucio´n.
Cuando esto ocurra, el proceso sera´ despertado y puesto en estado
TASK_RUNNING. Sin embargo, tambie´n puede ser despertado de forma
prematura a pesar de no haber ocurrido en esta condicio´n, si dicho
proceso recibe alguna sen˜al (por ejemplo, SIGTERM). Los procesos in-
teractivos suelen permanecer en este estado cuando esta´n suspendidos.
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TASK_UNINTERRUPTIBLE: Este estado es similar al caso anterior, excep-
tuando que el proceso no sera´ despertado si recibe alguna sen˜al.
TASK_TRACED: Estado para dar soporte a la depuracio´n. El proceso
esta´ siendo depurado (breakpoint).
TASK_STOPPED: La ejecucio´n del proceso ha sido detenida de forma
externa (por ejemplo, al teclear Control+Z desde el shell durante la
ejecucio´n de un proceso en foreground). El proceso queda bloqueado
al recibir la sen˜al SIGSTOP, SIGSTP, SIGTTIN o SIGTTOU. Dicho
proceso puede volver a un estado ejecutable cuando reciba otras sen˜ales
durante la depuracio´n.
EXIT_ZOMBIE: El proceso ha finalizado su ejecucio´n, pero su descriptor
sigue en memoria para permitir que el proceso creador (padre) pueda
acceder a informacio´n sobre su ejecucio´n. Dicho descriptor sera´ elimi-
nado cuando el padre ejecute la llamada al sistema wait4() o similares.
EXIT_DEAD: El proceso ha acabado y su descriptor se ha eliminado.
El mecanismo ma´s empleado para cambiar el estado de un proceso es hacien-
do uso de las macros set_task_state(task,state) y set_current_state(state).
La diferencia entre ambas es que la segunda so´lo cambia el estado del proceso
en ejecucio´n en la CPU actual (current). En sistemas SMP, adema´s, puede
establecer una barrera para sincronizar a las tareas del resto de procesadores.
Las transiciones entre estados de los procesos, y sus causas, se pueden obser-
var en la figura 2.2.
Accediendo al Descriptor de Proceso
En versiones de Linux anteriores a la 2.6.x, el descriptor de proceso (struct
task_struct) se almacenaba al final de la pila de de kernel de cada proceso.
De este modo, en arquitecturas con pocos registros, como la x86, se empleaba
el puntero a la cima de la pila (esp) como registro base para acceder a este
descriptor.
En esta nueva versio´n de Linux, los descriptores de procesos son creados
de manera dina´mica utilizando el slab_allocator. Para acceder a ellos, se
ha creado una nueva estructura al final de la pila de kernel (donde resid´ıa
previamente el descriptor de proceso) denominada thread_info, en la cual,
entre otros campos, hay un puntero al descriptor (campo task).
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Figura 2.2: Estados de los procesos.
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En el co´digo del planificador, es muy comu´n requerir el acceso al descriptor del
proceso que esta´ actualmente en ejecucio´n, por ello existe una macro denom-
inada current para acceder a este descriptor de manera ma´s eficiente. Esta
macro se implementa de distinta forma para cada arquitectura en include/asm-
*/current.h. En algunas de ellas, como la x86, invoca a la funcio´n current_
_thread_info() (implementada en ensamblador) para obtener el thread_info
del proceso, y luego su descriptor. En la figura 2.3 se puede observar la es-
tructura thread_info situada en la pila de kernel del proceso.
Figura 2.3: Descriptor de proceso en la pila de sistema.
Inicio de un proceso
Tradicionalmente en sistemas Unix, la creacio´n de un proceso con la llamada
al sistema fork(), implicaba duplicar y copiar casi todos los recursos que
pose´ıa el proceso padre en la imagen de memoria del proceso hijo. Con esta
aproximacio´n, los procesos padre e hijo so´lo se diferenciaban en el PID, el
PPID (parent PID) y en algunas estad´ısticas y recursos tales como las tablas
de sen˜ales pendientes. Esta implementacio´n resulta bastante ineficiente, de-
bido a que la mayor parte de las creaciones de procesos suelen sucederse con
la invocacio´n la llamada a sistema exec() por parte del proceso hijo. Esta
llamada implica la carga un nuevo programa en el espacio de memoria hacien-
do que la copia de la imagen de memoria del proceso padre (que fa´cilmente
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puede alcanzar los 10 MB), suponga un derroche de recursos innecesarios.
Actualmente, esta llamada al sistema se implementa empleando un mecan-
ismo denominado Copy-On-Write (COW), cuyo objetivo es el de retrasar, o
incluso evitar, la copia innecesaria de recursos a la hora de crear un proceso
hijo. Con esta te´cnica, en lugar de proceder a la duplicacio´n de todo el espa-
cio de memoria, el proceso padre y el hijo comparten inicialmente una misma
y u´nica copia. De esta forma, la duplicacio´n de los datos que contiene so´lo se
llevara´ a cabo si uno de los procesos intenta modificar alguna de las pa´ginas
de ese espacio de memoria. Si el proceso hijo realiza una llamada a exec()
justo despue´s del fork(), ninguno de los datos del espacio de memoria del
padre habra´n sido duplicados. La u´nica carga inevitablemente provocada por
fork() es la copia de las tablas de pa´ginas del padre y la creacio´n de un nuevo
descriptor de proceso para el hijo.
A pesar del uso del mecanismo de COW, au´n se pueden llevar a cabo ma´s op-
timizaciones. El hecho de despertar al proceso hijo antes de continuar con el
padre -en previsio´n de que el hijo ejecutara´ inmediatamente un exec()- evi-
tara´ realizar un mayor nu´mero de duplicaciones innecesarias; ya que, de este
modo, se evita que el padre comience a hacer modificaciones en las pa´ginas del
espacio de memoria antes de que se invoque un posible exec() por parte del
proceso hijo. Esta optimizacio´n, denominada child-run-first, esta´ incluida en
Linux 2.6.x y se puede observar analizando la funcio´n wake_up_new_task().
2.1.2. Colas de ejecucio´n
La principal estructura de datos del planificador es la Cola de Ejecucio´n o
Runqueue. Una runqueue es una estructura que almacena la lista de procesos
ejecutables en cada procesador. Existe una cola de ejecucio´n por procesador y
cada proceso en ejecucio´n so´lo puede estar presente en una cola de ejecucio´n
a la vez. Las colas de ejecucio´n se representan por medio de estructuras de
tipo struct rq, definidas en kernel/sched.c.
Estructura de la Cola de Procesos
La estructura de la cola de procesos es la siguiente:
struct rq {
spinlock_t lock; // Cerrojo para proteger esta cola
unsigned long nr_running; // Nu´mero de tareas ejecutables
unsigned long cpu_load; // Carga del procesador
unsigned long long nr_switches; // Nu´mero de cambios de contextos
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unsigned long expired_timestamp;// Tiempo desde el u´ltimo intercambio de arrays
unsigned long nr_uninterruptible;// Nu´mero de tareas en estado TASK_UNINTERRUPTIBLE
unsigned long long timestamp_last_tick; // Marca de tiempo del u´ltimo tick del planificador
struct task_struct *curr; // Proceso en ejecucio´n
struct task_struct *idle; // Proceso ocioso de esta cola
struct mm_struct *prev_mm; // Mapa de memoria virtual del proceso anterior
struct prio_array *active; // Array de prioridad de tareas activas
struct prio_array *expired; // Array de prioridad de taras expiradas
struct prio_array arrays[2]; // Arrays de prioridad
int best_expired_prio; // La mayor de las prioridades de las tareas expiradas
atomic_t nr_iowait; // Nu´mero de tareas esperando E/S
struct sched_domain *sd; // Dominio de planificacio´n de esta cola
int active_balance; // Indica si la cola necesita equilibrado
int push_cpu;// CPU a la que se envı´an tareas durante un equilibrado
struct task_struct *migration_thread; // Proceso para la migracio´n de tareas
struct list_head migration_queue; //Lista de tareas a migrar durante un equilibrado
};
A continuacio´n se procede a la descripcio´n de cada campo de la estructura:
spinlock_t lock: cerrojo para proteger el acceso a la cola. De esta
manera, so´lo una tarea puede modificarla.
unsigned long nr_running: nu´mero de procesos ejecutables que esta´n
en la cola.
unsigned long cpu_load: carga de trabajo del procesador. Esta carga
se calcula y se actualiza en el me´todo rebalance_tick() haciendo la
media entre la carga anterior y la actual.
unsigned long long nr_switches: nu´mero de cambios de contexto
que han transcurrido desde la creacio´n de la cola al iniciarse el sistema.
Actualmente so´lo se utiliza al mostrar estad´ısticas en el sistema de
ficheros /proc.
unsigned long expired_timestamp: tiempo transcurrido desde la u´lti-
ma vez que se intercambiaron los arrays de prioridad.
unsigned long nr_uninterruptible: nu´mero de tareas que se en-
cuentran en el estado TASK_UNINTERRUPTIBLE.
unsigned long long timestamp_last_tick:marca de tiempo del u´lti-
mo tick del planificador. Se utiliza principalmente en la macro task_hot()
para determinar si un proceso es cache hot, es decir, si ha transcurrido
muy poco tiempo y por tanto, es muy probable que en la cache de la
CPU todav´ıa se encuentren datos va´lidos del proceso.
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struct task_struct *curr: es el proceso que actualmente se esta´ eje-
cutando en este procesador.
struct task_struct *idle: es el proceso ocioso de esta cola, es decir,
el proceso que se ejecuta cuando no hay otras tareas a ejecutar.
struct mm_struct *prev_mm: mapa de la Memoria Virtual de la tarea
que estuvo ejecuta´ndose anteriormente. Se utiliza para una gestio´n efi-
ciente de la memoria virtual.
struct prio_array *active: contiene las tareas que no han agotado
au´n todo su quanto (timeslice).
struct prio_array *expired: contiene las tareas que ya han agotado
todo su quanto.
struct prio_array arrays[2]: arrays de prioridad.
int best_expired_prio: la mayor de las prioridades (la del mı´nimo
valor) de las tareas expiradas. Se utiliza en la macro EXPIRED_STARVING()
para determinar si existe una tarea con mayor prioridad que la actual
en el array de tareas expiradas. De esta manera, si la tarea actual es
interactiva, no se reinserta en el array de las activas sino en el de las
expiradas y as´ıse evita la inanicio´n de las tareas expiradas.
atomic_t nr_iowait: nu´mero de procesos esperando en operaciones
de E/S. Utilizado para las estad´ısticas del kernel.
struct sched_domain *sd: dominio de planificacio´n para esta cola.
Ba´sicamente es el grupo de CPUs entre los cuales se hace el equilibrado
activo.
int active_balance: flag empleado en la migracio´n de tareas para
determinar si la cola debe ser equilibrada, es decir, si esta´ consider-
ablemente ma´s llena que el resto.
int push_cpu: procesador al que son enviadas tareas durante el equi-
librado.
struct task_struct *migration_thread: proceso encargado de mi-
grar tareas a otro procesador durante un equilibrado de carga.
struct list_head migration_queue: lista de tareas que deben ser
migradas a otra CPU. Dado que las colas de procesos son la princi-
pal estructura de datos del planificador, existen una serie de macros
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definidas en kernel/sched.c para facilitar la manipulacio´n de las mis-
mas
cpu_rq(cpu): devuelve un puntero a la cola de procesos del procesador
cpu.
this_rq(): devuelve un puntero a la runqueue del procesador actual.
task_rq(p): devuelve un puntero a la cola donde esta´ el proceso p.
Operaciones de bloqueo
La nueva versio´n de Linux es completamente expropiativa, por lo tanto el
planificador puede seleccionar a una nueva tarea para su ejecucio´n tanto si la
anterior esta´ ejecutando en modo usuario, como si lo esta´ haciendo en modo
nu´cleo. Esto obliga a proporcionar me´todos que controlen el acceso concur-
rente a los recursos del planificador. Un ejemplo de ello son las runqueues,
que poseen mecanismos de bloqueo individuales para permitir modificaciones
seguras por funciones del sistema operativo que ejecuten en cualquier proce-
sador (por ejemplo, durante las operaciones de equilibrado de carga). Estos
mecanismos de bloqueo se implementan mediante un cerrojo (lock) asocia-
do a cada cola de ejecucio´n que es preciso adquirir antes de llevar a cabo
operaciones de lectura/escritura sobre dicha cola. Cabe destacar que dicho
cerrojo tambie´n ha de ser liberado al finalizar la operacio´n. Estas opera-
ciones de bloqueo y desbloqueo pueden realizarse por medio de las siguientes
funciones:
task_rq_lock(p, flags): Bloquea y devuelve un puntero a la cola en
la que el proceso p se esta´ ejecutando. De manera adicional, permite
deshabiltar las interrupciones guardando el estado en flags.
task_rq_unlock(rq, flags): Desbloquea la cola rq y rehabilita las
interrupciones con el estado almacenado en flags.
this_rq_lock(): Bloquea y devuelve un puntero a la cola asociada
al procesador actual. Tambie´n deshabilita las interrupciones, pero sin
guardar el estado.
rq_unlock(rq): Desbloquea la cola rq y habilita las interrupciones con
el estado por defecto.
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Otra posibilidad de llevar a cabo los bloqueos, es acceder directamente al
campo spinlock_t lock de la estructura struct rq, y utilizar los me´to-
dos spin_lock(&rq->lock) y spin_unlock(&rq->lock) para bloquearla y
desbloquearla respectivamente. Si adema´s de deshabilitar la expropiacio´n del
planificador, tambie´n se desea deshabilitar las interrupciones, entonces deben
emplearse las funciones spin_lock_irqsave() y spin_unlock_irqrestore().
En el caso de requerir el bloqueo de varias colas de ejecucio´n, se opta por re-
alizar el acceso en orden ascendente de direcciones para evitar interbloqueos.
Esto se puede realizar de manera automa´tica con las funciones double_rq_
_lock(rq1, rq2) y double_rq_unlock(rq1, rq2).
2.1.3. Arrays de prioridad
Los arrays de prioridad son las estructuras de datos claves que han permi-
tido implementar un planificador con coste O(1). Gracias a ellos, se puede
conseguir transiciones de e´poca1 en tiempo constante, independientemente
del nu´mero de procesos en ejecucio´n. Adicionalmente, permiten seleccionar
de un modo eficiente, el siguiente proceso a ejecutar.
Cada cola de ejecucio´n almacena dos arrays de prioridad: el de tareas activas
y el de tareas expiradas. Las tareas activas son aquellas que no han consumido
todo su timeslice, mientras que las expiradas, son aquellas que ya lo han
agotado. Cada array de prioridad contiene una lista de procesos por cada
nivel de prioridad y un mapa de bits (bitmap) de prioridad para encontrar
eficientemente la tarea con mayor prioridad (que sera´ la siguiente a ejecutar).
Esto se puede ver en la figura 2.1.3. La estructura de estos arrays, definida
en kernel/sched.c como struct prio_array es la siguiente:
struct prio_array {
unsigned int nr_active; /* Nu´mero de procesos en el array. */
unsigned long bitmap[BITMAP_SIZE]; /* Bitmap de prioridad. */
struct list_head queue[MAX_PRIO]; /* Array de colas de procesos. */
};
A continuacio´n se explica cada campo:
unsigned int nr_active: es el nu´mero de procesos que se encuentran
en el array.
struct list_head queue[MAX_PRIO]: es un array de listas enlazadas
de procesos. Cada lista se corresponde con un nivel de prioridad (por
1Una e´poca es el tiempo transcurrido desde el instante en que todos los procesos ob-
tienen un nuevo timeslice (inicio de e´poca) y el momento en el que todos los procesos
consumen dicho timeslice (fin de e´poca).
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defecto, MAX_PRIO es 140), de manera que cada proceso se inserta segu´n
ese nivel. Por ejemplo, un proceso con prioridad 7 se insertara´ al final
de la lista que hay en queue[7]. Por tanto, los procesos de mayor
prioridad, sera´n siempre los de la lista que tenga el ı´ndice ma´s bajo
en este array. En estas listas, los procesos esta´n enlazados entre s´ı,
a trave´s del campo run_list de su estructura struct task_struct.
(figura 2.5).
unsigned long bitmap[BITMAP_SIZE]: array de unsigned long cuyos
bits representan los niveles de prioridad de los procesos. BITMAP_SIZE
es el nu´mero de unsigned long necesarios para que haya un total de
MAX_PRIO bits. Por ejemplo, con 140 niveles de prioridad y variables
unsigned long de 32 bits, bitmap[] debe ser un array de taman˜o 5
(160 bits).
Inicialmente, todos los bits almacenan el valor a 0. Cada vez que una tarea se
inserta en una de las listas de queue[], el bit correspondiente al nivel de dicha
tarea se pone a 1. Por ejemplo, al insertar un proceso con prioridad 7 en
queue[7], el se´ptimo bit de este campo se fija a 1. Para encontrar la tarea de
mayor prioridad, basta con buscar el primer bit que valga uno, mediante la
funcio´n sched_find_first_bit() de coste constante. Con este mecanismo
se evita tener que recorrer el array de listas, obteniendo as´ı, un algoritmo de
complejidad O(1) con en el nu´mero de procesos en ejecucio´n.
Figura 2.4: Arrays de Prioridad.
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El campo prio, de la estructura struct task_struct de cada proceso, es
el que almacena el nivel de prioridad, y por tanto, es el utilizado como
ı´ndice para acceder a estos arrays. De hecho, este es el campo utilizado por
las funciones enqueue_task() y dequeue_task(), utilizadas para insertar
y eliminar los procesos en los arrays de prioridad. Adema´s, si este proceso
es el primero en ser insertado, o el u´ltimo en ser eliminado, estas funciones
tambie´n proceden a la activacio´n o desactivacio´n (respectivamente) del cor-
respondiente bit de bitmap[].
Recalculando los timeslices
Muchos sistemas operativos, incluyendo antiguas versiones de Linux, poseen
una funcio´n empleada expl´ıcitamente para recalcular los timeslices de cada
proceso al finalizar una e´poca del planificador. Ba´sicamente se trata de un
bucle que recorre las listas de tareas y calcula, para cada proceso, un nuevo
tiempo de ejecucio´n en funcio´n de su prioridad. Este me´todo presenta varias
desventajas:
Es un me´todo de complejidad lineal (O(n)) en el nu´mero de procesos en
ejecucio´n. Es necesario bloquear la lista de tareas mientras se ejecuta
el bucle, lo cual implica que debe detenerse el sistema por completo.
Dado que dicho reca´lculo se efectu´a de forma as´ıncrona, hace su uti-
lizacio´n inadecuada para procesos de tiempo real.
Figura 2.5: Lista de procesos para un nivel de prioridad dado.
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El nuevo planificador incluido en la versio´n 2.6.x, resuelve estos problemas
mediante el uso de los arrays de prioridad. Como se menciono´ anteriormente,
cada Runqueue (es decir, cada procesador) posee dos de estos arrays: el de
procesos activos y el de expirados. El de activos contiene a los procesos que
no han consumido todo su timeslice, mientras que el de expirados, son todos
aquellos que ya lo han agotado.
Cuando una tarea consume todo su timeslice, este es recalculado justo antes
de moverla al array de expirados. Cuando el array de activos se queda vac´ıo,
entonces se intercambian los punteros que hay en la estructura struct rq.
De esta manera, el recorrido del bucle para calcular los nuevos timeslices
se reduce a intercambiar dos punteros, accio´n independiente del nu´mero de
procesos en ejecucio´n. Estas acciones son llevadas a cabo por las funciones
task_running_tick() y schedule() respectivamente.
2.1.4. Dominios de Planificacio´n
Los dominios de planificacio´n (scheduling domains) son conjuntos de proce-
sadores que comparten ciertas propiedades y una misma pol´ıtica de planifi-
cacio´n, de manera que pueden repartirse la carga de trabajo. Estos conjuntos
son multinivel, ya que se intenta representar la topolog´ıa hardware del sis-
tema de manera jera´rquica.
Este mecanismo surge de la necesidad de proporcionar un sistema de plan-
ificacio´n flexible y gene´rico, que permita gestionar la carga de trabajo en
las diferentes topolog´ıas de los sistemas multiprocesadores actuales. En los
distintos niveles de esta jerarqu´ıa, los procesadores se relacionan entre s´ı de
manera distinta.
Por ejemplo, en una CPU SMT (mutithreading simulta´neo), los procesadores
lo´gicos comparten la memoria principal, las memorias caches e incluso las
unidades funcionales. En este caso, no existe afinidad a la memoria cache
(cache affinity), de manera que cualquier proceso que estuvo ejecuta´ndose en
uno de estos procesadores y fue suspendido, puede ser reactivado en otro sin
perder los datos que ten´ıa en esa memoria, y por tanto, sin generar fallos de
acceso. El equilibrado de carga puede realizarse con bastante frecuencia en
este caso.
Por otro lado, en los sistemas SMP (Symmetric Multi-Processing) so´lo se
comparte la memoria principal y cada procesador posee sus propios recursos
internos. Aqu´ı s´ı existe afinidad a la cache. Por lo tanto en SMPs no es
conveniente realizar un equilibrado de carga con demasiada frecuencia.
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Como situacio´n intermedia a las dos anteriores, puede destacarse el caso par-
ticular de comparticio´n existente entre los procesadores lo´gicos o cores de los
sistemas CMP (Chip multi-processing). En estos sistemas el chip esta´ forma-
do por varios cores que comparten ciertos recursos como algu´n nivel de cache
o el front side bus. Habitualmente, las implementaciones actuales constan de
varios cores -cada uno de ellos con su cache independiente de primer nivel- en
las que cada uno de ellos hace uso de una cache de segundo nivel compartida
(L2). En esta situacio´n si existe afinidad a la cache de primer nivel, pero no
a la cache de L2. Una migracio´n de una tarea de un core a otro dentro del
mismo chip, provocara´ que la tarea pierda la afinidad a la cache de primer
nivel, pero mantendra´ los datos de la cache de L2.
Teniendo en cuenta un sistema SMP con CPUs SMT, una pol´ıtica de equi-
librado que trate a todos los procesadores lo´gicos por igual durante un equi-
librado de carga, no da lugar a la obtencio´n de los mejores resultados. En
el caso de que el sistema tuviera u´nicamente dos tareas en ejecucio´n com-
pletamente independientes, ubicar ambas tareas en distintas CPUs f´ısicas
constituira´ una mejor solucio´n que hacerlo en procesadores lo´gicos de la mis-
ma CPU SMT. Si las CPUs del sistema SMP fueran CMPs multicore, la
decisio´n de ubicar las tareas en cores del mismo o de distinto paquete f´ısico
dependera´ de los objetivos de la pol´ıtica de equilibrado. La ubicacio´n de
ambas tareas en cores de un mismo chip, permitira´ -por lo general- obtener
un mejor consumo que la solucio´n cuyo objetivo es optimizar el rendimiento
-ubicando ambas tareas en distintos chips-.
Finalmente, en los sistemas NUMA (Non-Uniform Memory Access), cada
nodo puede tener una latencia de acceso diferente para distintas posiciones
de la memoria principal. La afinidad a la cache es bastante duradera y, por
consiguiente, so´lo se deber´ıa migrar un proceso de un nodo a otro de manera
espora´dica, ya que puede llegar a constituir una operacio´n bastante costosa.
En consecuencia, el principal problema al que el planificador debe enfrentarse
en sistemas con ma´s de un procesador, es el equilibrado de carga, ya que no
es deseable tener unos procesadores con mucha carga de trabajo mientras que
otros esta´n ociosos. Por otra parte, la migracio´n de tareas entre procesadores
es una operacio´n costosa y debe hacerse de forma justificada.
Estructura de los Dominios de Planificacio´n
Existen dos tipos de estructuras ba´sicas involucradas en el equilibrado de
carga. La primera es struct sched_domain, donde se almacena toda la in-
formacio´n necesaria para el equilibrado de carga. La segunda es la estructura
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struct sched_group usada para representar grupos de procesadores que
son tratados como una unidad durante dicho equilibrado, es decir pueden ser
origen o destino de una migracio´n de tareas. A continuacio´n se introducen
sucesivos ejemplos explicativos.
Se analiza el caso de un sistema SMP con dos CPUs SMT y que cada una
de ellas, contiene dos procesadores lo´gicos (o virtuales). Con los dominios
de planificacio´n, cada CPU f´ısica representar´ıa un dominio con una estruc-
tura struct sched_domain, la cual incluir´ıa sus dos respectivos procesadores
lo´gicos, cada uno en un grupo struct sched_group. Estos dos dominios ten-
dr´ıan un dominio padre comu´n, el cual contendr´ıa a los cuatro procesadores
lo´gicos agrupados en dos estructuras struct sched_group. Esta jerarqu´ıa
se representa en la figura 2.6.
Figura 2.6: Scheduling Domains en un sistema SMP con procesadores SMT.
Ahora consideremos un sistema NUMA con dos nodos, cada uno de los cuales
es una ma´quina SMP que contiene dos CPUs no SMT (sin procesadores
lo´gicos). En este caso, cada sistema SMP representa un dominio, que incluye
a sus respectivas CPUs en dos grupos. Al igual que en el caso anterior, existe
un dominio padre comu´n al de ambos nodos, el cual contiene dos grupos con
las cuatro CPUs. Esta nueva jerarqu´ıa queda ilustrada en la figura 2.7.
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Figura 2.7: Scheduling Domains en un sistema NUMA con nodos SMP.
Finalmente, un sistema que fuese la combinacio´n de los dos anteriores, pre-
sentar´ıa una jerarqu´ıa de tres niveles: cuatro dominios SMT agrupados en
dos SMP, los cuales tienen un dominio padre comu´n. Esta situacio´n esta´ rep-
resentada en la figura 2.1.4.
Figura 2.8: Scheduling Domains en un sistema NUMA con nodos SMP y
procesadores SMT.
Implementacio´n de los Dominios de Planificacio´n
La implementacio´n de la estructura de los dominios de planificacio´n, y sus
campos ma´s importantes, son los siguientes:
struct sched_domain {
struct sched_domain *parent; // Dominio de planificacio´n padre
struct sched_group *groups; // Grupos de equilibrado del dominio
cpumask_t span; // Procesadores pertenecientes al dominio
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unsigned long min_interval; // Mı´nimo intervalo de equilibrado (ms)
unsigned long max_interval; //Ma´ximo intervalo de equilibrado (ms)
unsigned int busy_factor; //Factor de reduccio´n del equilibrado si hay mucha carga
unsigned int imbalance_pct; // Umbral de desequilibrado
unsigned long long cache_hot_time; // Tiempo de validez de los datos en la cache (ns)
unsigned int cache_nice_tries; // Nu´mero de veces que se dejan los procesos cache hot
unsigned int per_cpu_gain; // Ganancia al a~nadir dominios de CPU
int flags; // Flags de los dominios de planificacio´n
unsigned long last_balance; // equilibrado Ultimo (jiffies)
unsigned int balance_interval; // Intervalo entre equilibrados (ms)
unsigned int nr_balance_failed; // Nu´mero de equilibrados fallidos.
};
struct sched_group {
struct sched_group *next; // Puntero a otro grupo de procesadores
cpumask_t cpumask; // Procesadores del grupo
unsigned long cpu_power; // Capacidad de computacio´n del grupo.
};
Por razones de eficiencia, la estructura struct sched_domain no se comparte
entre los procesadores que pertenecen al dominio que esta representa, sino
que cada procesador tiene su propia copia. Sin embargo, las estructuras de los
grupos de procesadores (struct sched_group) son compartidas por todos
los procesadores. Por ejemplo, para el sistema SMP con dos CPUs SMT
(cada una con dos procesadores lo´gicos), explicado anteriormente, el a´rbol
de dominios ser´ıa como el que se muestra en la figura 2.9.
Figura 2.9: Implementacio´n de los Scheduling Domains en un sistema SMP
con procesadores SMT.
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Durante el proceso de inicizalizacio´n del nu´cleo, los campos de la estructura
struct sched_domain toman valores por defecto segu´n la topolog´ıa del sis-
tema. Estos valores inciales se encuentran definidos en include/linux/topology.h,
salvo los de los sistemas NUMA, que deben ser definidos espec´ıficamente para
cada arquitectura en include/asm-*/topology.h.
Pol´ıtica de equilibrado de carga
La pol´ıtica de equilibrado de carga se define en cada dominio con una combi-
nacio´n de valores en el campo flags de la estructura struct sched_domain.
Todos los posibles valores de este campo se muestran en la tabla 2.1.
Flags Descripcio´n
SD_LOAD_BALANCE Habilita el equilibrado de carga en el dominio
SD_BALANCE_NEWIDLE Hace equilibrado cuando quede poca carga de trabajo
SD_BALANCE_EXEC Realiza equilibrado en las llamadas a exec()
SD_WAKE_IDLE Despertar los procesos en las CPUs del dominio que este´n ociosas
SD_WAKE_AFFINE Permite que los procesos sean despertados en otras CPUs del dominio
SD_WAKE_BALANCE Equilibrar cuando se despierte un proceso
SD_SHARE_CPUPOWER Miembros del dominio comparten los recursos de la CPU
Cuadro 2.1: Flags en los Scheduling Domains
Tanto en sistemas SMP como SMT, se establecen por defecto los flags SD_LOAD_
_BALANCE, SD_WAKE_IDLE, SD_WAKE_AFFINE y SD_BALANCE_NEWIDLE, ya que
las penalizaciones por mover procesos a otras CPUs del mismo dominio, son
escasas (o nulas, como en el caso de arquitecturas SMT). Adema´s, tambie´n se
activa el flag SD_BALANCE_EXEC, ya que en una llamada a exec(), el proceso
pierde toda afinidad con el procesador (ya no necesita los datos que haya en
su memoria cache), y por tanto es el mejor candidato para ser cambiado de
CPU durante un equilibrado de carga.
Sin embargo, el flag SD_SHARE_CPUPOWER so´lo se establece en arquitecturas
SMT para indicar que todos los procesadores del mismo dominio comparten
los recursos de la CPU f´ısica, y por tanto, hay que dejarlos libres para las
tareas ma´s prioritarias.
Del mismo modo, el flag SD_WAKE_BALANCE solamente se activa en sistemas
SMP para permitir que un proceso sea despertado en otra CPU, del mismo
dominio, si existe un desequilibrio en la carga de trabajo. Esto es as´ı, porque
en los sistemas SMP, los equilibrados de carga son menos frecuentes que en
los sistemas SMT.
Finalmente, en los sistemas NUMA, las arquitecturas que definen valores
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iniciales no suelen activar los flags de equilibrado de carga en el nivel ma´s
alto de la jerarqu´ıa, ya que mover procesos de un nodo a otro, constituye una
operacio´n costosa que debe realizarse espora´dicamente.
2.2. La funcio´n de planificacio´n
La funcio´n principal del planificador es schedule(). Su propo´sito es se-
leccionar el siguiente proceso a ejecutar. Esta funcio´n es invocada cuando
un proceso desea ceder el procesador (a trave´s de la llamada al sistema
sched_yield()), o cuando este debe ser expropiado.
Podemos dividir los pasos llevados a cabo por esta funcio´n en cuatro secciones
o partes:
1. Acciones iniciales: Durante el primer paso es preciso es realizar una
serie de preparativos y comprobaciones, tales como:
Verificar que la funcio´n no fue invocada mientras el kernel esta´ en
modo ato´mico o con las interrupciones deshabilitadas, ya que po-
dr´ıa provocar interbloqueos.
Verificar que el proceso en ejecucio´n no es la tarea ociosa (aquella
que se ejecuta cuando no hay otros procesos a ejecutar) y que esta
no esta´ en estado TASK_RUNNING.
Deshabilitar la expropiacio´n y determinar el tiempo que el proceso
actual ha estado ejecuta´ndose. Si el proceso era interactivo, dicho
tiempo es reducido para evitar que este tipo de procesos –que
suelen estar esperando en operaciones de E/S– pierdan su estatus
de interactivo debido a que puntualmente han estado ejecuta´ndose
durante un largo per´ıodo de tiempo.
Si se esta´ realizando una expropiacio´n, las tareas en estado TASK_
_INTERRUPTIBLE que tengan alguna sen˜al de interrupcio´n pendi-
ente pasan a estado TASK_RUNNING, mientras que las que esta´n en
estado TASK_ UNINTERRUPTIBLE se eliminan de la lista de tareas.
Este procesamiento es necesario, ya que los procesos interrumpi-
bles con una sen˜al pendiente, necesitan tratarla, mientras que los
ininterrumpibles no deber´ıan estar en la cola de procesos.
2. Bu´squeda de procesos candidatos: Durante el procesamiento se verifi-
ca la existencia de tareas listas para ejecutar. Esta accio´n se realiza
mediante los siguientes pasos:
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Si no hay procesos listos para ejecutar en la cola, se procede a un
equilibrado de carga. Si aun as´ı, no hay tareas, entonces se elige a
la tarea ociosa (idle task).
Si por el contrario, hab´ıa tareas para ejecutar, primero se verifica
si puede seleccionarse una de ellas o deben dejarse suspendidas.
Esto se realiza mediante la funcio´n dependent_sleeper(), la cual
tambie´n pertenece a la planificacio´n SMT, y que por tanto, solo
tendra´ efectos si esta´ instalado dicho tipo de planificacio´n.
Si llegado a este punto, ya no quedan procesos en el array de tareas
activas, se hace un intercambio entre los punteros de los dos arrays.
El procedimiento del kernel 2.4 de esta caracter´ıstica se realizaba
mediante un bucle de reca´lculo de timeslices con complejidad lineal
con respecto al nu´mero de procesos de la cola de ejecucio´n.
3. Seleccio´n de la tarea a ejecutar: Una vez se ha llegado a este paso, se
garantiza la existencia de tareas listas para ejecutar en el array de pro-
cesos activos. Para seleccionar la siguiente tarea a ejecutar se realizan
los siguiente pasos:
Se invoca a la funcio´n sched_find_first_bit() para que localice
de manera eficiente, en el campo bitmap[] del array, el nivel de
prioridad ma´s alto donde haya alguna tarea ejecutable. Con esto,
se evita tener que efectuar un recorrido lineal en el array para
localizar dicha tarea.
El planificador, selecciona la primera tarea de la lista correspon-
diente al nivel de prioridad encontrado. Por ejemplo, si la funcio´n
sched_find_first_bit() devuelve 7, entonces el proceso de may-
or prioridad es el primero de la lista de tareas que se encuentra en
array->queue[7]. Esta situacio´n puede apreciarse con ma´s clar-
idad en el ejemplo mostrado en la figura 2.10 y en la descripcio´n
de los campos de los Arrays de prioridad.
Si el proceso seleccionado no es de tiempo real, estaba anterior-
mente suspendido y en estado distinto a TASK_UNINTERRUPTIBLE,
entonces es muy probable que se trate de un proceso interacti-
vo. En este caso es preciso actualizar la prioridad dina´mica de la
tarea invocando a la funcio´n recalc_task_prio(). Finalmente se
actualiza su posicio´n en el array de prioridad.
4. Cambio de contexto: Una vez seleccionado el siguiente proceso a eje-
cutar, se procede al cambio de contexto entre este u´ltimo y el proceso
actual (current) de la siguiente manera:
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Desactiva el flag TIF_NEED_RESCHED en el proceso que va a ser
expropiado.
Actualiza el tiempo que el proceso ha permanecido en ejecucio´n
desde el ultimo cambio de contexto o scheduler_tick() (inter-
rupcio´n de reloj del sistema)
Actualiza las marcas de tiempo del proceso.
Realiza el cambio de contexto
Rehabilita la expropiacio´n, que hab´ıa sido desactivada durante
el proceso de seleccio´n de la siguiente tarea a ejecutar. Si du-
rante el tiempo transcurrido durante todo el procesamiento, se ha
producido alguna solicitud de expropiacio´n, el algoritmo vuelve a
comenzar para escoger una nueva tarea mediante schedule().
Figura 2.10: Algoritmo de planificacio´n en Linux 2.6.X.
2.3. Equilibrado de carga
Por motivos de escalabilidad, el mecanismo de planificacio´n de tareas em-
pleado por Linux en entornos multiprocesador no se realiza de forma global
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–utilizando una lista con todos los procesos del sistema– sino gestionado co-
las de procesos independientes por procesador. De este modo, la planificacio´n
para cada procesador se realiza de manera distribuida. Sin embargo, es pre-
ciso disponer de un mecanismo que permita implementar, en u´ltimo te´rmino,
una pol´ıtica de planificacio´n a nivel global. Por esta razo´n, Linux introduce
las pol´ıticas de equilibrado de carga.
Un desequilibrio en la carga puede producirse como consecuencia de la creacio´n,
la terminacio´n o el bloqueo de algu´n proceso. El procesamiento para detec-
tar la existencia de un desequilibrio implica realizar bloqueos de las colas de
ejecucio´n para consultar la carga de las mismas de una manera segura. El
chequeo de un posible desequilibrio no puede realizarse con excesiva frecuen-
cia ya que puede llegar a introducir una notable sobrecarga en el sistema.
2.3.1. Equilibrado activo y pasivo
Mientras que algunos eventos –posibles fuentes de desequilibrios de carga–
ocurren muy frecuentemente (como el bloqueo por E/S de un proceso); otras
situaciones que tambie´n pueden implicar desequilibrios, surgen con menos
frecuencia (como la creacio´n de un nuevo proceso). Esta situacio´n, unida a
la sobrecarga que implica la realizacio´n de una comprobacio´n de desequilib-
rio, motiva la introduccio´n de dos tipos de equilibrado de carga en Linux:
equilibrado activo y equilibrado pasivo.
El equilibrado de carga pasivo es el proceso de equilibrado desencadenado por
un evento de desequilibrio poco frecuente (como la creacio´n o la destruccio´n
de un proceso). Por otra parte, el equilibrado de carga activo asegura que las
colas de ejecucio´n permanezcan equilibradas -ante la aparicio´n de eventos de
desequilibrio ma´s frecuentes-, efectuando comprobaciones de equilibrado de
carga cada cierto tiempo. Con estos dos tipos de equilibrado, se garantiza
un equilibrio de la carga entre todas las colas de ejecucio´n sin introducir
sobrecargas adicionales en el sistema.
Equilibrado pasivo
El equilibrado de carga pasivo se lleva a cabo cuando se registran los sigu-
ientes eventos:
1. Una cola de ejecucio´n se queda vac´ıa: En esta situacio´n, el planificador
invoca la funcio´n idle_balance(), pasando como para´metro la CPU
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y la cola de ejecucio´n asociada que va a quedarse vac´ıa. Las principales
funciones involucradas en el procesamiento son:
load_balance_newidle(): funcio´n que busca la cola de ejecucio´n
ma´s sobrecargada del grupo ma´s ocupado de un dominio de plan-
ificacio´n.
move_tasks(): funcio´n que intenta conseguir el equilibrio entre
dos colas de ejecucio´n migrando las tareas de una cola de ejecucio´n
a otra (en este caso la CPU que queda ociosa).
can_migrate_task(): funcio´n que permite saber si una tarea es
candidata a ser migrada. Esta funcio´n rechaza para una posible
migracio´n las tareas que:
a) Esta´n en ejecucio´n.
b) No son afines a la CPU de destino
c) Son cache-hot en su CPU, es decir tareas que han abandonado
muy recientemente dicha CPU y por lo tanto es muy probable
que se mantengan en cache datos e instrucciones de dicho
proceso.
Teniendo en cuenta estos casos, se evita llevar a cabo una mi-
gracio´n que conlleve un impacto negativo en el rendimiento.
2. Un proceso invoca la llamada al sistema execve(): La regio´n de co´digo de
un proceso, ha de recargarse cuando dicho proceso realiza una llamada
execve(). Este hecho provoca que el proceso pierda toda la afinidad con
la cache, constituyendo un perfecto candidato para llevar a cabo una
migracio´n. Desde la funcio´n sched_exec() -invocada por la llamada al
sistema que implementa execve()), se busca la CPU ma´s ociosa de un
dominio de planificacio´n -al que pertenezca la CPU- que tenga el flag
SD_BALANCE_EXEC activo. Una vez encontrada, la tarea que invoco´ el
execve es migrada a esa CPU. El procedimiento de migracio´n en este
caso es llevado a cabo por los hilos de migracio´n.
3. Creacio´n de un nuevo proceso: Esta situacio´n se produce cuando un
proceso invoca la llamada al sistema fork() para la creacio´n de otro.
La existencia de un nuevo procedo puede dar lugar a una situacio´n de
desequilibrio en la carga.
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Equilibrado activo
El procesamiento asociado al equilibrado de carga activo se lleva a cabo cada
cierto tiempo para garantizar el equilibrio de la carga de entre los grupos de
procesadores (sched_groups) pertenecientes a un mismo dominio de plani-
ficacio´n. El intervalo de tiempo que transcurre entre cada equilibrado activo
depende de la carga de cada CPU. Cuanto ma´s homoge´nea sea la carga,
ma´s largo es el periodo de tiempo transcurrido entre dos equilibrados activos
ejecutados de forma consecutiva.
El periodo de equilibrado activo es u´nico para cada dominio de planificacio´n.
El valor de este periodo, dado en milisegundos, se almacena en el campo
balance_interval de la estructura struct sched_domain. Adicionalmente,
es necesario garantizar –por motivos de sobrecarga– que los procedimientos
de equilibrado no se emitan de forma simulta´nea en cada CPU. Finalmente,
para llevar un control absoluto de los tiempos de equilibrado, es preciso
conocer el tiempo en el que se realizo´ el u´ltimo equilibrado. Dicho valor se
almacena en el campo last_balance de la estructura sched_domain.
La funcio´n scheduler_tick() –invocada cada tick de planificador– gestiona
el control de los intervalos de activacio´n del equilibrado de carga activo. Cuan-
do es preciso llevar a cabo un equilibrado de carga activo, scheduler_tick()
lanza una interrupcio´n. La rutina de tratamiento de la interrupcio´n (ISR) es
la funcio´n run_rebalance_domains() que comprueba la existencia de equi-
librio en la carga, a todos los niveles de la topolog´ıa de la ma´quina (dominios
de planificacio´n). En el caso de que un dominio de planificacio´n presente
desequilibrios, entonces se procede a invocar aquellas acciones necesarias
para llegar a una situacio´n de equilibrio entre los grupos de procesadores
pertenecientes a dicho dominio (funcio´n load_balance()).
El procesamiento que lleva a cabo la funcio´n load_balance() es el siguiente:
Comprueba que la CPU actual esta´ equilibrada dentro del dominio
pasado como para´metro a la funcio´n.
En caso contrario intenta mover tareas a la CPU hasta alcanzar una
situacio´n de equilibrio. Para ello obtiene la cola de ejecucio´n con mayor
nu´mero de procesos dentro del grupo ma´s ocupado del dominio de plan-
ificacio´n. El procedimiento de migracio´n de tareas se efectu´a mediante
la funcio´n move_tasks().
En algunos casos pueden presentarse situaciones en las que la funcio´n load_
_balance() no consiga garantizar un equilibrio dentro del dominio de plan-
ificacio´n. Estas situaciones se producen cuando la funcio´n move_tasks() no
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es capaz de llevar a cabo un equilibrado, por la ausencia de procesos can-
didatos para una migracio´n. En este caso, el procedimiento de equilibrado se
lleva a cabo mediante peticiones efectuadas a los hilos de migracio´n.
Kernel Threads
Antes de introducir el concepto de hilos de migracio´n, es preciso introducir
los hilos de kernel (kernel threads). A menudo, resulta u´til dotar al kernel
de la capacidad de ejecucio´n de ciertas operaciones en segundo plano. Linux
lleva a cabo este tipo de operaciones a trave´s de procesos cuya ejecucio´n se
restringe a modo nu´cleo, los hilos de kernel.
La principal diferencia entre los hilos de kernel y los procesos normales es
que los primeros no tienen un espacio de direcciones asociado. De hecho, el
campo mm de su descriptor de proceso (struct task_struct) es nulo. De
manera adicional, los hilos de kernel no cambian de contexto a modo usuario,
ya que su ejecucio´n se restringe a la ejecucio´n de una funcio´n definida en el
co´digo del nu´cleo. Sin embargo, los kernel threads, al igual que el resto de
procesos, tambie´n son planificables y pueden ser expropiados.
Linux delega algunas tareas a los hilos de kernel, como la tarea pdflush y
la tarea ksoftirqd. La creacio´n de estos hilos se lleva a cabo por parte de
otros kernel threads durante el proceso de arranque del sistema. Este aspecto
muestra otra propiedad de los kernel threads: la capacidad de ser creados
desde otro hilo de nu´cleo.
La funcio´n que permite la creacio´n de un nuevo hilo de kernel desde otro
existente es:
int kernel_thread(int (*fn)(void *), void * arg, unsigned long flags)
La nueva tarea es creada del mismo modo que los procesos de usuario,
haciendo uso de la llamada al sistema clone() –invocada por la funcion
kernel_thread()–. Cuando dicha funcio´n finaliza, el hilo de kernel padre
recibe un puntero al descriptor de proceso (struct task_struct) del hi-
lo creado. El proceso hijo ejecuta la funcio´n dada por fn, invocada con el
argumento arg.
La principal diferencia en la invocacio´n de clone() se presenta en el argumen-
to flags pasado a clone() argument. El flag especial de clone(), CLONE_KERNEL,
habilita un conjunto de flags caracter´ısticos de los kernel threads: CLONE_FS,
CLONE_FILES, and CLONE_SIGHAND. La mayor parte de los hilos de kernel son
creados activando estos flags en el argumento de clone().
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Frecuentemente, un kernel thread permanece en el sistema hasta que la
ma´quina se apaga o se reinicia. De este modo, la funcio´n principal del hilo se
implementa tradicionalmente como un bucle infinito que sigue este esquema:
El hilo se despierta ante una peticio´n expl´ıcita
Ejecuta las acciones pertinentes
El hilo se pone a dormir, esperando sucesivas peticiones
Hilos de migracio´n
Los hilos de migracio´n son kernel threads de tiempo real, asociados a cada
CPU, cuya funcionalidad es efectuar la migracio´n de tareas de su CPU a
cualquier otra CPU destino. Su procedimiento de inicializacio´n se lleva a cabo
en la funcio´n migration_call() –funcio´n invocada tras la inicializacio´n de
cada CPU–.
Estos caracter´ısticos hilos de nu´cleo, permanecen dormidos esperando solic-
itudes de migracio´n de tareas. Pueden ser despertados expl´ıcitamente para
ejecutar equilibrados activos seguros o bien, para procesar listas de migracio´n
de tareas. Se dice que los equilibrados activos de los hilos de migracio´n son
seguros, ya que son capaces de migrar cualquier tarea de su CPU. Su natu-
raleza de kernel threads de tiempo real, permite que los hilos de migracio´n
puedan expropiar a cualquier tarea de usuario de la CPU y proceder a su
migracio´n a otra CPU destino.
Cada hilo de migracio´n dispone de una cola de peticiones de migracio´n. Para
solicitar una migracio´n, es preciso insertar las peticiones en dicha cola. La cola
de peticiones de migracio´n se implementa como una lista enlazada, y se al-
macena en el campo migration_queue de la cola de ejecucio´n (runqueue) del
procesador donde ejecuta el hilo de migracio´n. Dicha lista enlazada, esta´ com-
puesta por estructuras enlazadas del tipo struct migration_req que per-
miten especificar una solicitud de migracio´n.
Dichas estructuras contienen los siguientes campos:
list: la cola de migracio´n a la que se ha an˜adido.
task: puntero a la tarea que se quiere migrar.
dest_cpu: CPU a la que se desea mover la tarea.
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done: variable de condicio´n. Se utiliza para efectuar las operaciones de
sincronizacio´n entre el hilo de migracio´n y el planificador. Al finalizar su
trabajo el hilo invoca la funcio´n complete() sobre la variable condicio´n.
En ese preciso instante, todos los procesos que este´n esperando en la
funcio´n wait_for_completion() invocada con esa variable condicio´n
se desbloquean.
El hilo de migracio´n utiliza la funcio´n __migrate_task() para mover la tarea
de una CPU a otra. Esta funcio´n bloquea las dos colas involucradas en la
migracio´n antes de proceder con el movimiento. Si esa tarea expropia por
prioridad a la que este´ corriendo en la CPU destino, se lleva a cabo una
replanificacio´n para ajustar las prioridades de las tareas.
2.4. Pol´ıtica de planificacio´n
La pol´ıtica de planificacio´n es la responsable de un aprovechamiento o´ptimo
del procesador, ya que permite determinar que´ proceso debe ejecutarse en
cada momento. De manera adicional, la seleccio´n del siguiente proceso a eje-
cutar debe garantizar un equilibrio entre diversos factores: latencia (o tiempo
de respuesta), rendimiento y productividad.
Para cumplir estos objetivos, se procede a la diferenciacio´n entre dos tipos
de procesos: los I/O-bound y los CPU-bound. Los primeros son aquellos que
pasan la mayor parte del tiempo suspendidos esperando a que finalicen opera-
ciones de E/S, mientras que los segundos esta´n continuamente utilizando los
recursos del procesador. Los procesos I/O- bound so´lo permanecen en ejecu-
cio´n durante cortos periodos de tiempo, que desembocara´n en una situacio´n
de suspensio´n del proceso por operaciones de E/S. Por otra parte, las tareas
CPU-bound pueden permanecer en ejecucio´n hasta que sean expropiados,
expulsadas de la CPU de manera involuntaria.
Con el objeto de garantizar una baja latencia, los procesos interactivos (I/O-
bound) han de gozar de una mayor prioridad dina´mica que los procesos in-
tensivos en CPU para poder entrar a ejecucio´n en el momento en que esta´n
disponibles. De esta manera, se consigue que los procesos interactivos comien-
cen sus peticiones de E/S lo antes posible, dejando libre el procesador para
los procesos que ma´s lo necesitan: los CPU-bound. El ca´lculo de prioridades
y de periodos de ejecucio´n (timeslices) se explica con detalle en las siguientes
secciones.
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2.4.1. Prioridades de los procesos
Linux emplea una planificacio´n basada en prioridades, que realiza clasifica-
ciones de los procesos segu´n la prioridad asignada por el usuario (prioridad
esta´tica) y segu´n su comportamiento durante la ejecucio´n (prioridad dina´mi-
ca). De esta manera, los procesos con mayor prioridad efectiva –combinacio´n
de prioridades esta´tica y dina´mica– siempre entrara´n a ejecutar antes que los
de inferior prioridad. Si existen varios procesos con misma prioridad, estos
procedera´n a ejecutarse por medio de turnos rotatorios (round- robin).
Las prioridades en Linux se representan internamente por valores pertenecientes
al rango [0..MAX_PRIO-1]. Por defecto la constante MAX_PRIO (definida en
include/linux/sched.h) tiene un valor de 140. Ese valor define el nu´mero de
niveles de prioridad que existen en el sistema. Cuanto menor sea este nivel
para un proceso, mayor sera´ su prioridad.
Estos 140 niveles se encuentran divididos en dos subrangos. El primero de
ellos esta´ reservado para procesos de tiempo real y comprende a los primeros
MAX_RT_PRIO niveles; es decir, el rango [0..MAX_RT_PRIO-1], donde la con-
stante MAX_RT_PRIO (tambie´n definida en include/linux/sched.h) tiene un
valor de 100. El segundo subrango ([MAX_RT_PRIO..MAX_PRIO-1]) –tratado
con detalle a continuacio´n–, incluye a los 40 niveles restantes, reservados
tradicionalmente para los procesos de usuario.
Prioridades Esta´ticas
Durante la creacio´n de un proceso de usuario, se procede la asignacio´n de
una prioridad inicial –valor de prioridad pose´ıdo actualmente por el proceso
padre–. Esta prioridad se denomina prioridad esta´tica, ya permanece inalter-
able durante todo el ciclo de vida del proceso. El nivel de prioridad al que
pertenece un proceso se almacena en el campo static_prio de la estructura
struct task_struct.
Para llevar a cabo la modificacio´n de la prioridad esta´tica de un proceso en
tiempo de ejecucio´n, dicho proceso debe invocar la llamada al sistema nice().
Durante su procesamiento, el sistema invoca la funcio´n set_user_nice() -en
kernel/sched.c- que establece la prioridad esta´tica del proceso y actualiza su
posicio´n en el respectivo array de prioridades. Sin embargo, en esta llamada
al sistema –sys_nice()–, el valor de la nueva prioridad introducido como
para´metro, no representa directamente uno de los 40 niveles de prioridad
en el que se ejecutan los procesos de usuario; sino una conversio´n al rango [-
19..0..20] de los mismos. Los valores de este nuevo rango se denominan valores
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nice. De esta manera, los procesos con mayor prioridad sera´n aquellos que
tengan un nice negativo. En este caso la terminolog´ıa empleada (nice) hace
referencia a que cuanto mayor es este valor para un proceso, ma´s amable-
blemente se comporta con el resto -al reducir su prioridad-. Para consultar
el nice de un proceso de usuario desde el planificador, pueden emplearse las
funciones task_nice() y task_prio() –definidas en kernel/sched.c–.
Prioridades Dina´micas y Prioridad Efectiva
Tal y como se menciono´ al inicio de esta seccio´n, el planificador de Linux
siempre favorece a los procesos interactivos frente a los intensivos en CPU.
Para implementar esta pol´ıtica, el planificador altera dina´micamente las pri-
oridades los procesos; aumentando la de los primeros (disminuyendo su nivel
de prioridad) y reduciendo la de los segundos (incrementando su nivel).
Este ajuste dina´mico permite que los procesos se muevan entre los cinco
niveles de prioridad superiores e inferiores con respecto al nivel impuesto
por la prioridad esta´tica inicial. Este valor con rango [-5. . . 5] se denomina
prioridad dina´mica de un proceso. El nuevo valor de la prioridad efectiva –
suma de prioridades esta´tica y dina´mica– se almacena en el campo prio de la
estructura struct task_struct de cada proceso. Su valor se emplea como
ı´ndice de acceso a los arrays de prioridad, tanto para procesos de tiempo real
como de usuario.
Para saber que´ procesos deben ser penalizados o beneficiados en lo que a
aspectos de prioridad se refiere, el planificador emplea una heur´ıstica basada
en el tiempo medio que cada proceso pasa suspendido -muy probablemente en
operaciones de E/S-. De este modo, cuanto mayor sea la media de un proceso,
mayor sera´ la reduccio´n en sus niveles de prioridad -hasta un l´ımite de 5
niveles por debajo de su prioridad esta´tica-. Este tiempo medio se guarda para
cada proceso en el campo sleep_avg de su estructura struct task_struct
asociada.
Cuando un proceso se despierta, el tiempo que ha pasado suspendido pasa
a formar parte de su media. Este tiempo es contabilizado en la funcio´n
recalc_task_prio(), que se invoca desde funciones como activate_task()
y schedule(). Sin embargo, esta funcio´n no incrementa el valor de la media
si el proceso suspendido permanec´ıa en estado TASK_UNINTERRUPTIBLE. En
este caso, dicho proceso podr´ıa ser un procesos CPU-bound que ocasional-
mente se suspendio´ en una operacio´n de E/S.
Finalmente, recalc_task_prio() invoca a effective_prio() para proced-
er a la actualizacio´n de la prioridad del procesos en el campo prio de su estruc-
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tura struct task_struct. La funcio´n effective_prio() adema´s de ser in-
vocada desde recalc_task_prio(), tambie´n lo es desde task_running_tick().
Su funcionamiento ba´sico es realizar una correspondencia entre el tiempo
medio que un proceso pasa suspendido ([0..MAX_SLEEP_AVG]) y el rango de
prioridades dina´micas [-5..0..+5]. La constante MAX_SLEEP_AVG (definida en
kernel/sched.c), cuyo valor por defecto es 10ms, indica el valor ma´ximo que
puede alcanzar sleep_avg.
Esta modificacio´n dina´mica de la prioridad so´lo afecta al 25% de los niveles de
prioridad, perteneciente a los procesos de usuario. Sin embargo, se consigue
respetar la prioridad de los procesos impuesta por el usuario (nice). Por
ejemplo, un proceso interactivo con nice +19 (nivel de prioridad 139) nunca
podra´ expropiar a un proceso intensivo en ca´lculo que tenga un nice 0 (nivel
120). Por otra parte, un proceso CPU- bound de nice -20 (nivel 100), nunca
sera´ expropiado por uno interactivo de nice 0.
Equidad al crear y destruir procesos
Un proceso recie´n creado siempre recibe como prioridad inicial, la prioridad
esta´tica de su proceso padre. Cabe destacar que la funcio´n wake_up_new_task(),
invocada durante el proceso de creacio´n del proceso, realiza una reduccio´n
del sleep_avg tanto del proceso padre como del proceso hijo recie´n creado.
Esto impide situaciones de denegacio´n de servicio, provocadas por procesos
interactivos con valores altos de sleep_avg, que lleven a cabo la creacio´n de
muchos procesos hijos. Por otra parte, cuando una tarea muere, si su media es
menor que la de su proceso padre, entonces la media de este ultimo se reduce
de igual modo. Este procesamiento se realiza en la funcio´n sched_exit().
2.4.2. Timeslices
El timeslice de un proceso es el tiempo que e´ste puede permanecer en eje-
cucio´n en el procesador antes de ser expropiado. En general, el uso de un
valor por defecto como timeslice para todos los procesos no constituye una
decisio´n muy adecuada. El uso de timeslices de muy larga duracio´n reduce la
interactividad del sistema e incluso puede dar lugar a situaciones de inanicio´n
del resto de procesos. Por otro lado, el uso de un timeslice demasiado corto
puede reducir el rendimiento de manera significativo, debido a la introducida
por un excesivo nu´mero de cambios de contexto.
Cabe destacar que los procesos CPU-bound requieren timeslices largos para
mantener sus datos en la cache por ma´s tiempo, mientras que a procesos
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los I/O-bound -al llegar frecuentemente a situaciones de suspensio´n- puede
serles asignado un timeslice de corta duracio´n. Para la pol´ıtica de planifi-
cacio´n favorezca a los procesos interactivos, sin penalizar excesivamente a los
intensivos en ca´lculo; el planificador del Linux otorga el mismo timeslice a
todos los procesos inicialmente, pero trata de manera preferente a los proce-
sos I/O-bound. A diferencia de los procesos CPU-bound, cuando un proceso
I/O- bound expira su timeslice se vuelve a encolar en el array de prioridad de
tareas activas. 2.4.2.1 Equidad al crear y destruir a procesos Al crear un pro-
ceso, el timeslice sin consumir del proceso padre se divide en partes iguales
entre e´ste y el hijo en la funcio´n sched_fork(). De esta manera el tiempo
de ejecucio´n total que se destina a ambos permanece constante.
Del mismo modo, cuando un proceso hijo muere, su timeslice restante se
reatribuye al padre, recuperando con ello parte del tiempo de ejecucio´n
que perdio´ al crearlo. Este procesamiento se lleva a cabo por la funcio´n
sched_exit().
2.4.3. Expropiacio´n
Una de las nuevas caracter´ısticas de Linux 2.6 es que es un sistema operativo
completamente expropiativo. Este aspecto indica que el planificador puede
expropiar a un proceso independientemente del modo de ejecucio´n en el que
se encuentre (usuario o nu´cleo). Para llevar a cabo la implementacio´n de
un modelo expropiativo, ha sido preciso realizar profundas modificaciones
en la gestio´n los recursos del kernel, en especial en el co´digo de acceso de
aquellas estructuras de datos que requieren mecanismos de bloqueo previos
a sus manipulacions para conntrolar los accesos concurrentes. Un caso claro
de estructura compartida es la runqueue.
Situaciones de invocacio´n del planificador
En ocasiones, el kernel debe invocar la funcio´n schedule() sin esperar a que
un proceso lo haga expl´ıcitamente. En caso de no realizar estas llamadas, un
proceso podr´ıa ejecutarse de manera indefinida. Para poner en conocimien-
to a otros subsistemas del nu´cleo de las situaciones en que deba invocarse
el planificador, existe un flag denominado TIF_NEED_RESCHED,–definido en
include/asm-*/thread_info.h–. El valor de dicho flag es consultado por
el nu´cleo en distintos puntos. Cuando el co´digo de un subsistema de nu´cleo
detecta que dicho flag esta activado, invoca la funcio´n schedule() para que
seleccione a una nueva tarea a ejecutar y realice en cambio de contexto entre
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la tarea actual y la nueva. En cualquier caso, es el planificador (en la funcio´n
schedule()) el que realiza la desactivacio´n de dicho flag tras seleccionar una
nueva tarea a ejecutar.
El flag se activa en las funciones:
task_running_tick(): Cuando se detecta que un proceso ha consum-
ido todo su timeslice.
try_to_wake_up(): Cuando se despierta a un proceso con mayor pri-
oridad que el que esta´ actualmente en ejecucio´n
wake_up_new_task(): Cuando se crea un nuevo proceso con mayor
prioridad que el que esta´ actualmente en ejecucio´n
Durante un equilibrado de carga, tambie´n puede ser preciso llevar a cabo una
expropiacio´n, ya que puede requerirse la migracio´n a una CPU de una tarea
con ma´s alta prioridad que la que actualmente ejecuta en ella.
Existen una serie de funciones -definidas en include/linux/sched.h- para per-
mitir el acceso a este flag:
set_tsk_need_resched(p): activa el flag en el proceso p.
clear_tsk_need_resched(p): desactiva el flag en el proceso p.
need_resched(): consulta el valor de TIF_NEED_RESCHED en el proceso
que esta´ en ejecucio´n.
resched_task(p): Esta funcio´n se utiliza como alternativa a set_tsk_
_need_resched() cuando el nu´cleo se configura con la opcio´n CONFIG_SMP.
La razo´n que motiva la existencia de esta funcio´n es tratar las situa-
ciones en las el proceso p pueda estar asignado a otra CPU distinta a la
actual, por lo que preciso invocar al planificador –funcio´n schedule()–
en esa CPU.
Por motivos de eficiencia en multiprocesadores, el flag no se implementa
como variable global, sino como un campo perteneciente a la estructura
thread_info asociada a cada proceso. El coste de un acceso al descriptor
de proceso en entornos multiprocesador, es menor que el implicado por el
acceso a una variable global a todos los procesadores. El coste implicado es
au´n menor especialmente si se trata del proceso current - ya que su descriptor
estara´ en la cache del procesador-. Sin embargo, llevar a cabo expropiacio´n no
siempre resulta seguro. Tal y como se comenta en las pro´ximas subsecciones,
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el kernel expropia a los procesos so´lo en determinadas situaciones en las que
se satisfacen ciertas condiciones de seguridad.
Expropiacio´n de usuario
La expropiacio´n de usuario ocurre cuando el flag de replanificacio´n esta´ ac-
tivado y el kernel esta´ a punto de retornar al modo usuario para proseguir
con la ejecucio´n del programa. Esta situacio´n puede darse tras finalizar la
ejecucio´n de una llamada al sistema, bien tras finalizar el procesamiento de
una rutina de tratamiento de interrupcio´n.
Llevar a cabo una expropiacio´n en este momento constituira´ una operacio´n
segura, ya que no se presenta ninguna situacio´n que impida continuar eje-
cutando el mismo proceso o seleccionar a uno nuevo para la ejecucio´n. El
co´digo del nu´cleo que se ejecuta al volver de una llamada al sistema, o de
una rutina de tratamiento de interrupcio´n, se encargara´ de chequear la ac-
tivacio´n del flag de replanificacio´n del proceso actual, llamando a la funcio´n
schedule() en el caso de requerir ejecutar una accio´n de expropiacio´n. Dicho
co´digo se implementa de distinto modo segu´n la arquitectura y esta´ escrito
en ensamblador –puede encontrarse en en arch/*/kernel/entry.S–.
Expropiacio´n de Nu´cleo
En anteriores versiones de Linux,la expropiacio´n so´lo se pod´ıa llevar a cabo
cuando el proceso en ejecucio´n estaba en modo usuario. Sin embargo, en la
versio´n 2.6 es posible expropiar a un proceso que ejecute en cualquier modo,
siempre y cuando la operacio´n sea segura. El kernel debe estar compilado
con la opcio´n CONFIG_PREEMPT, para que la expropiacio´n de nu´cleo este´ ha-
bilitada.
Un fragmento de co´digo es inseguro a efectos de expropiacio´n, si incluye
secciones de co´digo en las que un proceso ha procedido al bloqueo de alguna
estructura de datos o bien el proceso haya entrado en una seccio´n cr´ıtica. Un
procedimiento de expropiacio´n en esta situacio´n puede llevar al nu´cleo a una
situacio´n cr´ıtica de interbloqueo.
Para permitir distinguir los momentos seguros para expropiar a un proceso
en modo kernel, de los momentos que no lo son; Linux utiliza los conta-
dores de expropiacio´n. Cada proceso cuenta con un contador denominado
preempt_count que se aloja en su estructura thread_info asociada. El con-
tador comienza valiendo cero y se incrementa cada vez que el proceso adquiere
un cerrojo (lock), decrementandose cuando dicho cerrojo se libera. Cuando
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dicho contador vale cero, el planificador puede llevar a cabo una accio´n de
expropiacio´n segura. Las macros proporcionadas por el nu´cleo para manipu-
lar los contadores de expropiacio´n son las siguientes: inc_preempt_count(),
preempt_count() y dec_preempt_count(). Estas macros esta´n definidas en
definidas en include/linux/preempt.h
En la nueva implementacio´n de Linux que soporta la expropiacio´n en modo
usuario, el co´digo del kernel consulta los valores del contador preempt_count
y el flag TIF_NEED_RESCHED en las situaciones de retorno de una interrupcio´n
que implican regresos al modo nu´cleo:
TIF_NEED_RESCHED esta´ activado y preempt_count tiene valor cero: En
este caso existe un proceso de mayor prioridad que el actual listo para
ejecutar y debe realizarse una accio´n de expropiacio´n.
Si preempt_count es mayor que cero: En esta situacio´n el proceso ac-
tual posee algu´n cerrojo. Llevar a cabo una operacio´n de sincronizacio´n
en este caso constituye un procedimiento inseguro.
Desactivar la expropiacio´n
Linux permite desactivar y reactivar la expropiacio´n de nu´cleo mediante las
macros preempt_disable() y preempt_enable(). El funcionamiento de es-
tas macros para impedir la expropiacio´n, se basa en modificar el valor de
preempt_count del proceso actual. La macro preempt_enable() adema´s
de reactivar la expropiacio´n, consulta el flag TIF_NEED_RESCHED e invoca al
planificador en caso de estar activado.
Estas macros son utilizadas para implementar la expropiacio´n de nu´cleo, y se
usan especialmente en las funciones de bloqueo spin_lock() y spin_unlock(),
empleadas para proteger secciones cr´ıticas en el co´digo. Para conocer ma´s de-
talles sobre co´mo proteger el co´digo del nu´cleo de situaciones de expropiacio´n
no deseadas, puede consultarse el fichero Documentation/preempt-locking.txt
presente en la documentacio´n adjunta al co´digo fuente del kernel.
2.4.4. Planificacio´n en Tiempo Real
El planificador de Linux tambie´n proporciona de manera adicional una so-
porte para la planificacio´n en tiempo real suave (soft real-time). El objetivo
de este tipo de planificacio´n es intentar cumplir los plazos de ejecucio´n de los
procesos (deadline) pero sin ofrecer garant´ıa de ello. El rango de prioridades
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de los procesos de tiempo real es el comprendido entre 0 y MAX_RT_PRIO-1
-por defecto los primeros cien niveles-. La prioridad de este tipo de procesos
hace que siempre expropien a los de usuario.
Esquemas de planificacio´n
Linux emplea diferentes esquemas o pol´ıticas de planificacio´n dependiendo
del tipo de proceso. Para los procesos de usuario, se emplea SCHED_NORMAL
–esquema empleado por defecto–. Sin embargo, para procesos de tiempo real
se dispone de diferentes pol´ıticas:
SCHED_FIFO: es una planificacio´n de tipo FIFO (first-in-first-out) en la
que no existen timeslices. En este esquema cada proceso se ejecuta hasta
que se suspende o cede expl´ıcitamente el procesador. Cuando se produce
esta situacio´n ante la existencia de ma´s de un proceso SCHED_FIFO listo
para ejecutar, se elige al de mayor prioridad (menor nivel).
SCHED_RR: Este esquema a diferencia del anterior s´ı esta´ basado en
timeslices. Cuando un proceso expira su timeslice, pasa al final de la
cola de su nivel de prioridad. El siguiente proceso listo para ejecutar de
la cola de ma´s alta prioridad es el elegido para proseguir, de modo que se
sigue un modelo de planificacio´n tipo round-robin. Los procesos con este
esquema de planificacio´n tienen menos prioridad que los SCHED_FIFO y
por tanto pueden ser expropiados por estos u´ltimos.
El esquema de planificacio´n de cada proceso se almacena en el campo policy
de la estructura struct task_struct.
Cuando un proceso tiene un esquema de planificacio´n de tiempo real, el
planificador no emplea el mecanismo de prioridades dina´micas, sino que opera
de manera esta´tica con el valor inicial del campo prio. Con esto se asegura
que se respetara´ de forma estricta su nivel de prioridad. Finalmente, cabe
destacar que la llamada al sistema nice() no tiene ningu´n efecto sobre este
tipo de procesos.
Cambiando las prioridades de los procesos de Tiempo Real
Linux proporciona una conjunto de llamadasal sistema para poder modificar
y consultar la prioridad y el esquema de planificacio´n de los procesos de
tiempo real. Esto es as´ı porque nice() so´lo puede usarse con los procesos de
usuario. Estas llamadas al sistema se resumen en la tabla 2.2.
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Llamadas al sistema Descripcio´n
sched_setscheduler() Establece el esquema de planificacio´n y la prioridad de un proceso.
sched_getscheduler() Devuelve el esquema de planificacio´n de un proceso.
sched_setparam() Establece la prioridad de un proceso de tiempo real.
sched_getparam() Devuelve la prioridad de un proceso de tiempo real.
sched_get_priority_max() Devuelve la mayor prioridad para un esquema de planificacio´n.
sched_get_priority_min() Devuelve la menor prioridad para un esquema de planificacio´n.
Cuadro 2.2: Llamadas al Sistema para la planificacio´n en tiempo Real
Al igual que ocurre con nice(), el rango de los valores de prioridad retornados
o pasados como para´metros a estas llamadas al sistema no son los mismos que
los usados internamente por el planificador. Estos valores son el resultado de
una conversio´n de los valores internos al rango [1..MAX_USER_RT_PRIO-1],
donde el valor 1 se asocia a un proceso de tiempo real de menor prioridad
y MAX_USER_RT_PRIO-1 el de mayor. El resultado de dicha conversio´n se
almacena en el campo rt_priority de la estructura struct task_struct
de cada proceso y so´lo toma el valor 0 si ese proceso se ejecuta con el esquema
de planificacio´n SCHED_NORMAL. MAX_USER_RT_PRIO es una constante definida
en include/linux/sched.h y por defecto vale lo mismo que MAX_RT_PRIO
(100). Sin embargo, si la primera tiene un valor menor, permite reservar
los primeros niveles de prioridad a los kernel threads (procesos que so´lo se
ejecutan en modo kernel).
Para ma´s detalles sobre estas llamadas al sistema, se puede consultar las
pa´ginas de manual de Linux.
Cap´ıtulo 3
Linux, MT, CMP y CMT:
situacio´n actual
3.1. Introduccio´n
Los avances en la tecnolog´ıa de los semiconductores durante los u´ltimos an˜os
ha llevado a la inclusio´n de mu´ltiples cores de ejecucio´n en un mismo chip.
Este tipo de arquitectura se conoce como multi-core (MC) o multiprocesador
en chip (Chip Multi Processing CMP). Cualquier aplicacio´n optimizada que
escale correctamente en SMP obtendra´ beneficios inmediatos de una arqui-
tectura con mu´ltiples cores. Aunque la aplicacio´n este´ formada por un u´nico
hilo de ejecucio´n, un entorno multiprogramado puede beneficiarse de la ex-
istencia de mu´ltiples cores de ejecucio´n.
La familia 2.6.x del kernel Linux – que presentan una mejor escalabilidad
SMP en comparacio´n con los kernels 2.4.x– esta´ preparada para este nuevo
tipo de arquitecturas. Sin embargo, cuestiones como la comparticio´n de recur-
sos por parte de los cores de ejecucio´n o reducciones en el consumo, motivan
la necesidad de proponer nuevas soluciones que optimicen el rendimiento o la
productividad sin degradar otros aspectos como la calidad de servicio (QoS)
o el consumo.
En las plataformas basadas en procesadores multi-core, cada chip esta´ com-
puesto por ma´s de un core. Cada core tiene sus propios recursos (estado arqui-
tecto´nico, registros, unidades de ejecucio´n, uno o varios niveles de cache,. . . ).
Los recursos compartidos entre los cores de un mismo chip var´ıan segu´n la
implementacio´n. La mayor´ıa de las implementaciones CMP existentes com-
parten el u´ltimo nivel de cache y los recursos del front side bus (FSB). Los
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recursos que se encuentran duplicados en las arquitecturas CMP, permiten
la ejecucio´n simulta´nea de varios hilos, incrementando la productividad del
sistema.
Por otra parte, los procesadores multi-core tambie´n ofrecen gran densidad del
sistema, as´ı como un mejor rendimiento por vatio comparado con los chips
monoprocesador a los que sustituir´ıan. No obstante, la presencia de recursos
compartidos– como el u´ltimo nivel de cache, FSB, o los estados de control de
consumo– entre los cores de la CPU que residen en un mismo chip, conlleva
desaf´ıos adicionales.
La mayor parte de las estrategias de programacio´n para desarrollo sobre
arquitecturas CMP emanan del entorno SMP. Las mejoras que han sido real-
izadas en el kernel Linux 2.6 para mejorar la estabilidad sobre arquitecturas
SMP, pueden aplicarse al entorno CMP. Sin embargo, la presencia de los
recursos compartidos entre cores de un mismo chip – arriba enumerados–
requiere de nuevas soluciones para gozar de una o´ptima sintonizacio´n con la
arquitectura. Conseguir llevar a cabo estos desaf´ıos implicara´ una reduccio´n
en la contencio´n por comparticio´n de recursos as´ı como una mejora en el
rendimiento pico.
Actualmente el kernel Linux, desde su versio´n 2.6.19, incorpora diversas car-
acter´ısticas espec´ıficas para arquitecturas CMP. La principal de ellas es la
inclusio´n de un nuevo tipo de dominio de planificacio´n, creado con el objeti-
vo de diferenciar los mu´ltiples cores de un chip de los SMPs. Con este nuevo
dominio de planificacio´n se pone en conocimiento al sistema operativo de la
existencia de recursos compartidos entre los cores de ejecucio´n.
3.2. Deteccio´n del multi-threading hardware
(MT) y la topolog´ıa multi-core en Linux
2.6
La existencia de mu´ltiples unidades hardware de ejecucio´n de hilos (MT) o
cores de ejecucio´n (CMP) en el mismo chip se presentan al sistema operativo
como mu´ltiples procesadores lo´gicos, de manera similar a la que aparecer´ıan
en un entorno SMP. Por ejemplo, el procesador Dual-Core Xeon 7100 series de
Intel proporciona cuatro procesadores lo´gicos por cada chip en la plataforma,
estando constituidos por dos cores cada uno con tecnolog´ıa hyperthtreading.
El kernel Linux exporta la informacio´n sobre la topolog´ıa MT y CMT a las
aplicaciones por medio de dos mecanismos. La informacio´n sobre la topolog´ıa
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puede ser utilizada por las aplicaciones para numerosos propo´sitos como los
controles de licencia, o el lanzamiento de procesos por parte de los usuarios
a grupos espec´ıficos de threads, cores o chips, segu´n sus requisitos de uso de
recursos, para mejorar la productividad del sistema.
3.2.1. Exportando informacio´n de la topolog´ıa a trave´s
del sistema de ficheros /proc
La entrada /proc/cpuinfo proporciona informacio´n sobre las diferentes CPUs
en el sistema. Este fichero tambie´n exporta la informacio´n de la topolog´ıa
multi-core y multi-threading tal y como es percibida por el sistema operati-
vo. Este es el me´todo tradicional para exportar la informacio´n de la topolog´ıa
de la ma´quina, y fue creado inicialmente cuando se introdujo el multithread-
ing simulta´neo (hyperthreading). La existencia de el literal ht en el campo
flags de /proc/cpuinfo indica que el procesador soporta los MSRs (Mod-
el/Machine Specific Registers) que informan sobre la existencia del HT o la
capacidad multi-core de la ma´quina. Los campos adicionales de los registros
de la CPU de /proc/cpuinfo (listados ma´s abajo) proporcionan informacio´n
ma´s precisa sobre la topolog´ıa tal y como es vista por el sistema operativo:
physical id : Identificador del chip del la CPU lo´gica.
siblings: Nu´mero total de procesadores lo´gicos, incluyendo threads
hardware y cores, en el chip actualmente en uso por el sistema opera-
tivo.
cpu cores: Nu´mero total de cores del chip que se encuentran actual-
mente en uso por el SO.
core id: Identificador del core de la CPU lo´gica.
Las aplicaciones optimizadas para procesadores con HT, analizan los flags
ht, physical id y siblings en /proc/cpuinfo para identificar los chips
en el sistema. Esta identificacio´n del chip tendra´ mu´ltiples podra´ emplearse
para mu´ltiples propo´sitos como la implementacio´n de sistemas de control de
licencia o la asociacio´n de un determinado thread a un chip. Estas aplica-
ciones no requerira´n ningu´n cambio y seguira´n funcionando tanto en sistemas
multicore (CMP) como multithreading (MT), si solamente requieren conocer
las CPUs lo´gicas asociadas a chips concretos.
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Para identificar si el chip es multithreading puro (SMT), multicore-puro
(CMP) o una combinacio´n de ambos (CMT), entonces –adema´s de la existe-
cia del flag ht–las aplicaciones necesitara´n analizar todos los campos arriba
mencionados. Las siguientes condiciones pueden utilizarse para identificar las
capacidades de la CPU mostradas al sistema operativo:
siblings == cpu cores >= 2: Indica que el chip es multi-core y no
tiene multithreading simulta´neo
siblings >= 2 && cpu cores == 1: Indica que el chip implementa
multithreading simulta´neo y esta´ formado por un u´nico core.
siblings > cpu cores > 1: Indica que el chip esta´ formado por ma´s
de un core cada uno de ellos con multithreading simulta´neo.
Para que una aplicacio´n pueda construir la topolog´ıa completa para conocer
la naturaleza de cada uno de los procesadores lo´gicos, es necesario analizar
el valor de los campos physical id y core_id de la entrada /proc/cpuinfo.
Para cuatro CPUs lo´gicas, si el valor de ambos campos es el mismo, entonces
todas ellas pertenecen al mismo core (SMT siblings). Si tienen el mismo
package id y distinto core id, entonces pertenecera´n al mismo chip (core
siblings).
3.2.2. Exportando informacio´n de la topolog´ıa a trave´s
del sysfs
Las versiones ma´s recientes del kernel Linux, como por ejemplo la 2.6.17,
tambie´n permiten acceder a la informacio´n sobre la topolog´ıa a trave´s del
sysfs. Este mecanismo es ma´s simple y ra´pido comparado con el mecanismo
relativo a la entrada del sistema de ficheros proc. Los ficheros pertenecientes
a la entrada /sys/devices/system/cpu/cpuX/topology/ (listados ma´s abajo),
proporcionan la informacio´n completa sobre la topolog´ıa de la ma´quina:
physical_package_id: Identificador del chip de la CPU lo´gica
core_id: Identificador de core de la CPU lo´gica
core_siblings: Ma´scara de todas las cpus lo´gicas del chip
thread_siblings: Ma´scara de todas las cpus lo´gicas del core
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HW(core_siblings) == HW(thread_siblings) >= 2: Indica 1 que el
chip soporta multithreading simulta´neo y esta´ formado por un u´nico
core.
HW(core_siblings) >= 2 && HW(thread_siblings) == 1: Indica que
el chip esta´ formado por ma´s de un core pero no soporta multithreading
simulta´neo.
HW(core_siblings) > HW(thread_siblings) > 1: Indica que el chip
esta´ formado por ma´s de un core cada uno con multithreading si-
multa´neo.
3.3. Planificador de Linux para CMP
El planificador de Linux, perteneciente a versiones del kernel comprendidas
entre la 2.6.16 y la 2.6.18, es consciente de los dominios de planificacio´n
SMT, SMP y NUMA. En un sistema CMP, el kernel que tiene capacidades
de deteccio´n multi-core ubicara´ en el dominio de planificador SMP a los cores
y a los chips indistintamente. En el caso de requerir la inclusio´n un nuevo
dominio de planificacio´n para CMPs, deber´ıan existir ciertos beneficios que
lo motivaran. Estos beneficios se describen en la siguiente seccio´n.
3.3.1. Aspectos de mejora del rendimiento pico
En una implementacio´n de CMP donde no existieran recursos compartidos
entre cores de un mismo chip, los cores ser´ıan similares a los procesadores
f´ısicos en un entorno SMP. En este caso el sistema operativo no tendr´ıa
ninguna tarea ma´s que realizar en lo que respecta al rendimiento.
Sin embargo, en la mayor´ıa de las implementaciones multicore, con el obje-
to de conseguir el ma´ximo aprovechamiento de los recursos y de hacer ma´s
eficiente la comunicacio´n entre los cores de un mismo chip; dichos cores com-
parten algunos recursos. Por ejemplo, el procesador Intel Core Duo tiene
esta´ formado por dos cores que comparten el segundo nivel de cache. En
este caso, el planificador del sistema operativo deber´ıa planificar tareas de
tal modo que redujera la contencio´n de recursos, maximizando el uso de los
mismos y la productividad del sistema.
1El peso hamming (Hamming Weight,HW) es el nu´mero de bits con valor uno de la
mascara de cpus del chip. Permite calcular las capacidades del mismo.
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Como ejemplo (Figura 3.1), se considera un hipote´tico sistema formado por
dos chips que comparten el FSB (front side bus). Cada chip esta´ formado por
dos cores que comparten el u´ltimo nivel de cache y la cola del FSB. Tambie´n
se supone que en el sistema existen dos tareas totalmente independientes– no
establecen ningu´n tipo de comunicacio´n– y listas para ejecutar, y el planifi-
cador las situ´a en los cores 0 y 1 del primer chip dejando, por tanto, inactivo
(idle) el segundo chip. En este escenario las tareas planificadas en el primer
procesador f´ısico competira´n por el u´ltimo nivel de cache compartido entre
cores, pudiendo dar lugar a una productividad inferior a la deseada. Por otra
parte los recursos del segundo chip permanecen infrautilizados. Esta decisio´n
de planificacio´n no es la adecuada desde el punto de vista del aprovechamien-
to de los recursos hardware.
La decisio´n o´ptima de planificacio´n ser´ıa planificar las dos tareas en diferentes
chips. Esto permitira´ que cada tarea tenga acceso exclusivo al u´ltimo nivel
de cache y a una comparticio´n justa del ancho de banda del FSB, dando
lugar a un aprovechamiento ma´s adecuado de los recursos. Por tanto, en los
casos en los que los cores de un chip compartan recursos y el sistema este´ en
una situacio´n de baja carga, el planificador necesitara´ distribuir la carga de
manera razonable entre todos los chips para alcanzar el rendimiento pico.
Figura 3.1: Implementacio´n MoC con L2 e interfaz de bus (FSB) compartida
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3.3.2. Aspectos de reduccio´n del consumo
La gestio´n del consumo es un aspecto clave en los procesadores actuales de
todos los segmentos del mercado. Existen diferentes mecanismos de ahorro
de consumo como los P-estados y C-estados empleados por los procesadores
de Intel. ACPI (Advanced Configuration and Power Interface) introduce
el concepto de los estados de potencia (power states) de los procesadores
(C0,C1,C2,C3,...Cn). El estado CO de potencia es un estado de potencia ac-
tivo en el que la CPU ejecuta instrucciones. Los estados de potencia del C1
al Cn son estados del procesador en los que e´ste permanece dormido (idle),
y en los que consume menos potencia, disipando menos calor.
Mientras el procesador permanece en estado C0, ACPI permite modificar el
rendimiento del procesador a trave´s de los estados de rendimiento (perfor-
mance states). Mientras la mayor parte de la gente piensa en los P-estados
en te´rminos de reduccio´n de la frecuencia del procesador cuando e´ste no
se encuentra muy ocupado, en realidad consisten en una combinacio´n ma´s
compleja en la que se producen reducciones de la frecuencia y el voltaje. Me-
diante los P-estados, puede conseguirse que la CPU consuma menos potencia
proporcionando menos rendimiento en estado C0 (en ejecucio´n). Dado un P-
estado, la CPU puede realizar una transicio´n a estados C superiores cuando
se encuentra inactiva. En general cuanto mayor son los pares de P-estado y
C-estado del procesador /core menor potencia consume y menor calor disipa.
3.4. Implicaciones de CMP en estados P y C
En una configuracio´n CMP, habitualmente todos los cores de un mismo chip
comparten el mismo voltaje, ya que existe un u´nico regulador de voltaje por
socket de la placa madre. De este modo las transiciones entre P-estados en-
tre los cores– que tendra´n impacto tanto en la frecuencia como en el voltaje
del procesador– han de ocurrir al mismo tiempo. Este mecanismo de coor-
dinacio´n entre los P-estados entre cores pueden implementarse v´ıa hardware
o software. Asimismo las solicitudes de transicio´n entre P-estados de cores
de un mismo chip tambie´n deben ocurrir al mismo tiempo, efectuando la
transicio´n al estado P destino del chip cuando dicha transicio´n garantice no
originar un P-estado incorrecto o no o´ptimo. Si un core esta´ consumiendo
un 100% de CPU ejecutando una tarea, esta coordinacio´n asegurara´ que
otros cores que se encuentren inactivos en el mismo chip no podra´n entrar
en P-estados inferiores, dando lugar a que el chip permanezca en el P-estado
ma´s alto para obtener un rendimiento o´ptimo. En general, esta coordinacio´n
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asegurara´ que la frecuencia del procesador sera´ la relativa al P-estado infe-
rior nume´ricamente hablando, (frecuencia y voltajes mas elevados) y dicha
frecuencia sera´ la misma para todos los procesadores lo´gicos del chip.
3.4.1. Sincronizacio´n de C-estados
En una configuracio´n CMP habitual, el chip del procesador puede estar par-
tido en diferentes bloques. Un bloque para cada core de ejecucio´n y un bloque
comu´n representando los recursos compartidos entre todos los cores. Como
los cores operan de forma independiente, los bloques de cada core pueden
transitar de forma independiente entre los C-estados. Por ejemplo un core
puede estar en C1 o C2 mientras otro ejecuta el co´digo de una aplicacio´n en
estado C0. El bloque comu´n estara´ en el mı´nimo estado en el que se encuen-
tren los bloques pertenecientes a cada core, el estado C de ma´xima potencia.
Por ejemplo, si un core esta en C3 y otro esta´ en C0 entonces el bloque
compartido estara´ en estado C0.
3.5. Pol´ıtica de planificacio´n para ahorro de
consumo
Se toma como ejemplo el mismo hipote´tico sistema anteriormente consid-
erado, el cual estaba compuesto de dos procesadores f´ısicos con dos cores
cada uno que comparten el u´ltimo nivel de cache y los recursos del FSB.
En el escenario, en el que existen u´nicamente dos tareas en el sistema lis-
tas para ejecutar –de forma similar al ejemplo previo– el rendimiento pico
podra´ lograrse cuando estas dos tareas se planifican para ejecutar en cores
de distintos chips. Sin embargo para lograr dicho rendimiento pico, y debido
a la necesidad de la coordinacio´n entre los P-estados, los cores donde eje-
cuten dichas tareas deben residir en el P-estado de ma´xima potencia (P0).
Como todos los procesadores lo´gicos (o cores) del chip comparten el mis-
mo P-estado, existir´ıan dos cores inactivos con P-estado 0, consumiendo una
potencia innecesaria. De manera similar el bloque compartido entre ambos
chips residira´ en el C-estado 0 (de ma´xima potencia) , por la existencia de
un core que ejecuta instrucciones (en C0). Esta situacio´n provoca que desde
el punto de vista del ahorro de consumo, la planificacio´n realizada no sea
o´ptima.
Alternativamente, si el planificador elige el mismo chip para lanzar ambas
tareas –una en cada core–, el otro chip que se encontrara´ completamente
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inactivo, realizara´ una suave transicio´n a los estados P y C superiores, que
involucran un menor consumo de potencia. Sin embargo, como los cores del
mismo chip comparten el u´ltimo nivel de cache, el hecho de planificar las
dos tareas a dichos cores no conducira´ a un comportamiento o´ptimo desde el
punto de vista del rendimiento.
De este modo, el impacto en el rendimiento dependera´ del comportamiento
del las tarear de los recursos hardware entre los cores. En este ejemplo en
particular, si las tareas no son intensivas en el uso de memoria/cache, el
impacto en el rendimiento sera´ mı´nimo. En general es posible ahorrar ma´s
potencia con un mı´nimo impacto en el rendimiento, siguiendo la estrategia
de planificacio´n que ubica las dos tareas en los cores de un mismo chip [15].
Para implementar en Linux la estrategia de ahorro de consumo anteriormente
descrita, el planificador tiene que poder diferenciar cores y chips. Para ello
se an˜ade un dominio de planificacio´n, representando los cores de una arqui-
tectura CMP, que permitira´ hacer esta distincio´n para la toma de decisiones
de equilibrado de carga.
El dominio de planificacio´n MC (multi-core) que indica la existencia del u´lti-
mo nivel de cache compartido entre los cores pertenecientes al mismo chip, ha
sido incoporado al kernel 2.6.17. La figura 3.2 muestra la pol´ıtica de obten-
cio´n del rendimiento pico que se encuentra activada por defecto en el kernel
2.6.17. En esta figura se muestra a cuatro tareas ejecutando en un sistema
con dos chips, cada uno con dos cores con LLC (last level cache) compar-
tido, y cada core con dos threads lo´gicos (multithreading simulta´neo). Para el
sistema operativo, la ma´quina consta de ocho procesadores lo´gicos. El equi-
librador de carga actu´a en el dominio MC (multi-core) para el primer chip,
dando lugar a una distribucio´n equilibrada de la carga entre los cores.
La pol´ıtica de ahorro de consumo fue introducida en la versio´n 2.6.18-rc1
de Linux. Las entradas del sysfs sched_mc_power_savings y sched\_smt_
_power_savings en /sys/devices/system/cpu/ controlan la pol´ıtica de ahor-
ro de consumo para arquitecturas multi-core/multithreading. Cuando la pol´ıtica
de ahorro de consumo esta´ habilitada bajo condiciones de baja carga, el
planificador minimizara´ los chips/cores que asuman la carga del sistema. Es-
ta accio´n permitira´ un ahorro considerable de consumo, y el impacto en el
rendimiento dependera´ de las caracter´ısticas de los procesos en ejecucio´n.
La figura 3.3 muestra el equilibrado de carga para la pol´ıtica mejorada de
ahorro de consumo, con cuatro tareas en ejecucio´n. El sistema consta de dos
chips cada uno con cuatro cores. El equilibrado de carga entre los dos chips
(dominio de planificacio´n SMP), provoca el movimiento de todas la tareas
a los cores del mismo chip, permitiendo un ahorro en el consumo y con un
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impacto asociado en el rendimiento que dependera´ del comportamiento de
las tareas y de los recursos compartidos entre los cores.
Figura 3.2: Demostracio´n de la pol´ıtica de obtencio´n del rendimiento pico en
un sistema CMT (Chip Multithreading ) con dos chips dual-core, y con cada
core con mulithreading simulta´neo de dos v´ıas (8 procesadores lo´gicos).
Figura 3.3: Demostracio´n de la pol´ıtica de ahorro de energ´ıa en una arqui-
tectura SMP/CMP formada por dos chips, cada uno formado por cuatro
cores.
Cap´ıtulo 4
Calidad de servicio en
arquitecturas CMP
4.1. Problema´tica
La mayor parte de las implementaciones de procesadores multicore presentan
uno o ma´s niveles de cache compartidos entre los cores. Para comprender la
ventaja de este disen˜o es preciso tener en cuenta el modelo de aplicaciones
que se ejecutan actualmente en servidores. Este tipo de aplicaciones -como
web services, servidores de aplicaciones, servidores web o de bases de datos-
esta´n constituidas frecuentemente por mu´ltiples hilos de control que ejecutan
breves secuencias de operaciones enteras, y saltos condicionales. Por otra
parte, en los entornos de escritorio suele ser comu´n la ejecucio´n simulta´nea
de mu´ltiples tareas en segundo plano -como servicios del sistema, cliente
de correo, antivirus- con otras tareas de naturaleza interactiva -como un
navegador web o un procesador de texto-.
En procesadores de la microarquitectura Core [16], como el procesador Intel
Core 2 Duo –formado por dos cores– existe un segundo nivel de cache (L2)
compartido por cada cores. En el caso de haber optado por un disen˜o en el
que cada core tuviera un segundo nivel de cache independiente (o dividido
de forma exclusiva), dicho disen˜o podr´ıa dar lugar a situaciones no deseadas
en casos de comparticio´n de datos por parte de ambos cores.
Con L2 compartido se optimiza el uso de los recursos de la cache. Por otra
parte, el hecho de disponer de un segundo nivel de cache compartido, este
disen˜o permite que cada uno de los cores pueda utilizar dina´micamente hasta
un 100% de la cache de L2 disponible. Cuando un thread que ejecute en un
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core tenga requisitos mı´nimos de cache, los threads de otros cores pueden
incrementar su porcentaje de uso de L2, reduciendo los fallos de cache en
relacio´n a una implementacio´n multicore con cache de segundo nivel dividida
o u´nica por core.
Sin embargo, el segundo nivel de cache compartido puede dar lugar a con-
flictos por dicha comparticio´n en situaciones de uso intensivo de L2, provo-
cando que el rendimiento efectivo del sistema se distancie notablemente del
rendimiento ideal.
Por otra parte, la mayor´ıa de los procesadores –al igual que el procesador
Intel Core 2 Duo– carecen de mecanismos a nivel hardware para fijar la frac-
cio´n de cada recurso compartido que se destina al uso por parte de cada
procesador lo´gico1 (core). Esto provoca que hilos de distinta prioridad que
ejecuten en distintos procesadores lo´gicos con recursos compartidos no gocen
de un reparto de los recursos acorde a su prioridad. Por esta razo´n, resulta
necesario que los sistemas operativos que ejecuten en arquitectura CMP de-
ban ser conscientes de la comparticio´n de recursos para tenerla en cuenta en
el disen˜o de sus pol´ıticas de calidad de servicio (QoS), as´ı como lograr que
la productividad del sistema no se vea degradada para conseguir tal fin.
4.2. Soporte para la calidad de servicio en
Linux 2.6
El planificador de Linux (en su versio´n 2.6.x) gestiona colas de ejecucio´n
independientes por procesador llevando a cabo un esquema de planificacio´n
distribuida . Por otra parte, emplea un mecanismo de equilibrado de carga
de las colas de ejecucio´n para ejercer un control global sobre la planificacio´n.
En entornos multiprocesador, este disen˜o presenta mejor escalabilidad que el
disen˜o empleado en la versio´n previa de Linux (versio´n 2.4), en el que existe
una u´nica cola de ejecucio´n compartida por todos los procesadores.
En una misma cola de ejecucio´n coexisten procesos de distinta prioridad.
El planificador reparte el tiempo de CPU en funcio´n de la prioridad de cada
proceso, de tal manera que un proceso con ma´s alta prioridad goza de un trato
preferente con respecto a los procesos de inferior prioridad. De este modo,
Linux ofrece soporte de calidad de servicio para el conjunto de procesos que
residen en una misma cola de ejecucio´n.
1Cabe destacar que el IBM Power5 [8] permite asignar diferentes fracciones de recursos
compartidos a cada thread. El reparto de recursos se realiza implicitamente asignando
distintos ciclos de decodificacio´n a cada thread.
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No obstante, en aquellas arquitecturas multiprocesador en las que los proce-
sadores lo´gicos comparten recursos internos del procesador, niveles de cache
o recursos del bus del sistema con otros procesadores lo´gicos; el planificador
de Linux no implementa ninguna pol´ıtica de calidad de servicio global. En
este tipo de arquitecturas, Linux permite la ejecucio´n simulta´nea de procesos
de distinta prioridad en distintas CPUs lo´gicas ignorando la posible compar-
ticio´n de recursos existentes entre las mismas. Una excepcio´n a esta situacio´n
son las arquitecturas SMT. El parche desarrollado recientemente para proce-
sadores con SMT (como el Intel Pentium IV con tecnolog´ıa Hyperthreading),
altera el comportamiento del planificador no permitiendo ejecutar dos pro-
cesos de distinta prioridad en distintas CPUs de forma simulta´nea.
Adicionalmente, el disen˜o del planificador de Linux impone serias dificultades
para llevar a cabo la implementacio´n de mecanismos globales de calidad de
servicio. Estos mecanismos han de tener en cuenta las prioridades de los
procesos que ejecutan simulta´neamente en las diferentes CPUs. Para acceder
a esta informacio´n de modo seguro desde un procesador, es necesario realizar
bloqueos de las colas de ejecucio´n del resto de procesadores y as´ı obtener
los descriptores de los procesos que permanecen actualmente en ejecucio´n
para conocer dichas prioridades. Estas acciones implican gran sobrecarga en
el sistema limitando la escalabilidad del modelo de planificacio´n introducido
recientemente en Linux.
4.2.1. Modelos de calidad de servicio en Linux/CMP
Existen varias aproximaciones para implementar mecanismos globales de cal-
idad de servicio en la versio´n 2.6 de Linux:
Aproximacio´n exclusiva
Aproximacio´n optimista o basada en monitorizacio´n
Aproximaciones basadas en caracterizacio´n
Las pol´ıticas globales de calidad de servicio que siguen una aproximacio´n ex-
clusiva, son aquellas que no permiten la ejecucio´n simulta´nea de dos tareas de
distinta prioridad en diferentes CPUs. En implementaciones de esta pol´ıtica
sobre arquitecturas CMP, los procesos de ma´s alta prioridad gozan de todos
los recursos compartidos a su disposicio´n. Un ejemplo de implementacio´n de
este tipo de pol´ıtica es el parche de SMT de Linux. El principal inconveniente
que presenta este modelo en arquitecturas CMP, es la dra´stica reduccio´n de
la productividad del sistema.
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Las aproximaciones optimistas o basadas en monitorizacio´n, permiten -por
defecto- la ejecucio´n simulta´nea de ma´s de un proceso de distinta prioridad
en distintas CPUs. Sin embargo, durante dicha ejecucio´n, el sistema opera-
tivo realiza acciones de monitorizacio´n para detectar las situaciones perjudi-
ciales derivadas de la libre utilizacio´n de los recursos por parte de cada tarea
en ejecucio´n. En el caso de que procesos menos prioritarios provoquen una
disminucio´n considerable del rendimiento de otros ma´s prioritarios, debido
al uso intensivo de uno o ma´s recursos compartidos entre los procesadores
lo´gicos -como la cache de segundo nivel-; el planificador debera´ posponer la
ejecucio´n de dichos procesos conflictivos. Un ejemplo de implementacio´n de
este tipo de pol´ıtica es el planificador simbio´tico para procesadores de doble
nu´cleo (dual-core) que se ha desarrollado en este trabajo.
Finalmente, las aproximaciones basadas en caracterizacio´n realizan clasifica-
ciones de los procesos segu´n el porcentaje de uso de recursos compartidos.
Esta informacio´n puede extraerse -a grandes rasgos- mediante un proceso
de monitorizacio´n, de la tarea en cuestio´n, durante una ejecucio´n en la que
dicha tarea goce de todos los recursos a su disposicio´n- por ejemplo, eje-
cutando sola, sin procesos que puedan interferir la medicio´n- . A la hora de
lanzar un proceso en una determinada CPU, el planificador no solo tendra´ en
cuenta la prioridad de dicho proceso, sino tambie´n las posibles consecuencias
de llevar a cabo una ejecucio´n simulta´nea con los procesos de distinta pri-
oridad que ejecutan actualmente en el sistema. Estas consecuencias pueden
deducirse gracias a la informacio´n de uso recursos almacenada para cada
proceso. La propuestas de planificadores simbio´ticos de [12] y [17] siguen
un modelo basado en caracterizacio´n. Este tipo de aproximaciones no so´lo se
emplean en el a´mbito de la calidad de servicio sino tambie´n en el disen˜o de
pol´ıticas cuyo objetivo sea mejora de otros aspectos como la productividad
o el rendimiento del sistema.
4.2.2. El planificador SMT de Linux
En la actualidad, Linux incorpora un parche para el planificador, cuyo obje-
tivo es dar soporte a la calidad en servicio en arquitecturas SMT. El planifi-
cador para SMT impide que dos tareas con valores nice diferentes,se ejecuten
simulta´neamente en dos procesadores lo´gicos de una misma CPU SMT f´ısica.
Mediante el empleo de esta te´cnica se han podido obtener resultados exper-
imentales que muestran una mejora del 5% en el tiempo de ejecucio´n del
proceso ma´s prioritario. El principal problema, que presenta esta solucio´n, es
que el planificador deja en manos del programador y del administrador del
sistema la asignacio´n a cada proceso de los valores de nice adecuados para
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optimizar el rendimiento de todo el sistema.
Las principales modificaciones del co´digo del nu´cleo realizadas por este parche
son las siguientes:
Define la funcio´n cpu_and_siblings_are_idle(), que recorre todo el
conjunto de todas las CPUs hermanas- dos CPUs lo´gicas dentro de
la misma CPU SMT- f´ısica-, para comprobar si todas se encuentran
ociosas. Esta funcio´n se llama desde las siguientes funciones:
• can_migrate_task(): Se invoca para chequear si una tarea puede
ser migrada a una CPU f´ısica por estar ociosa. En una arquitectura
SMT, para que una CPU f´ısica se considere ociosa, cada uno de
los procesadores lo´gicos en su interior han de estarlo.
• void active_load_balance() Esta funcio´n hace uso de cpu_and_
_siblings_are_idle() para saber si una CPU f´ısica esta´ ociosa.
El objetivo que persigue es evitar el desequilibrio entre CPUs
f´ısicas. La pol´ıtica de equilibrado de carga en SMT da prioridad
a la ocupacio´n de las CPUs no SMT con respecto a la ocupacio´n
de las cpus lo´gicas.
Introduce la funcio´n wake_priority_sleeper() cuyo objetivo es re-
planificar el proceso idle. En el caso de que se hubiera producido el
bloqueo de tareas, que se enviaron a dormir por razones de prioridad,
esta funcio´n procedera´ a despertarlas. wake_priority_sleeper() es
invocada por scheduler_tick() cada tick de planificador.
Define la funcio´n wake_sleeping_dependent(), encargada de desper-
tar todas las tareas dormidas por razones de prioridad en las CPUs
lo´gicas que componen una CPU f´ısica. Esta funcio´n se invoca desde
schedule() -funcio´n principal del planificador- cuando se detecta que
una cola de ejecucio´n se queda vac´ıa.
An˜ade la funcio´n dependent_sleeper(), invocada desde la funcio´n
principal de planificacio´n schedule(). Su funcionamento es el sigu-
iente:
• Comprueba si existe alguna tarea de la cola de ejecucio´n pasada
como para´metro, que pueda ejecutarse por motivos de prioridad.
• En el caso de que esto no sea posible, se procede a la seleccio´n de
tarea idle para abandonar la CPU, deja´ndola libre para alguna de
las tareas ma´s prioritarias en las CPUs hermanas.
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• En caso contrario, selecciona la tarea ma´s prioritaria de la cola
de ejecucio´n y compara su timeslice con el de las tareas que este´n
siendo ejecutadas en las CPUs hermanas de manera simulta´nea.
Si este timeslice es inferior 75% al de la tarea hermana (criterio
de prioridad), ninguna tarea perteneciente a esa cola de ejecucio´n
podra´ entrar a ejecutar2.
• Finalmente, la funcio´n se encarga de replanificar aquellas tareas
hermanas en ejecucio´n cuya prioridad sea menor (es decir, con un
timeslice restante inferior al 75%) que la de la tarea seleccionada.
De ese modo, se impide que la ejecucio´n de una tarea de baja
prioridad pueda afectar negativamente al rendimiento de las tareas
ma´s prioritarias.
Define la funcio´n cpu_to_phys_group() que devuelve una CPU rep-
resentante de la CPU f´ısica a la que esta´ asociada cpu. La CPU que
devuelve como CPU f´ısica es la primera de todas las hermanas. En el
caso de que el sistema estuviera constituido por un solo procesador con
SMT, tanto a la CPU 0 como a la 1 les corresponder´ıan la CPU f´ısica
0.
Las principales acciones del planificador SMT se realizan cada vez que se va
a seleccionar una nueva tarea para ejecucio´n. En este caso, el planificador
actu´a del siguiente modo:
Si existe una tarea ma´s prioritaria - con un 75% de timeslice superi-
or al de la nueva tarea-, el planificador SMT impide su ejecucio´n. En
dicha situacio´n se da paso a la ejecucio´n del proceso idle, cuya acti-
vacio´n hace entrar al procesador en un modo de bajo consumo. En
dicho modo, todos los recursos del procesador pasan a estar completa-
mente disponibles para el proceso de mayor prioridad que se encuentra
actualmente en ejecucio´n.
Si la tarea seleccionada es ma´s prioritaria que las que esta´n en ejecucio´n
en las CPUs hermanas, las tareas de dichas CPUs con un timeslice
inferior al 75% del timeslice de la tarea seleccionada (inferior prioridad)
se replanifican.
2El parche de SMT no utiliza directamente el valor nice como criterio de prioridad,
ya que utiliza la duracio´n del timeslice de un proceso. No obstante, existe una relacio´n
indirecta ya que el timeslice se asigna en funcio´n del nice (adema´s de en funcio´n de otros
para´metros)
Cap´ıtulo 5
Planificador simbio´tico para
calidad de servicio en
arquitecturas CMP
Como se comento´ en el cap´ıtulo anterior, la pol´ıtica de calidad de servicio de
Linux sobre arquitecturas CMP no tiene en cuenta la existencia de recursos
compartidos entre cores. Esta situacio´n da lugar a que la ejecucio´n de tar-
eas de baja prioridad que hagan uso intensivo de alguno de dichos recursos
compartidos, impacte negativamente en el rendimiento de tareas de ma´s alta
prioridad que ejecuten simulta´neamente en distintos cores del mismo chip.
En la primera parte de este cap´ıtulo se expone la pol´ıtica de planificacio´n
propuesta en este trabajo, cuyo objetivo es dar soporte de calidad de servicio
en arquitecturas CMP de dos v´ıas (dos cores). Dicha implementacio´n ha sido
realizada sobre la versio´n de Linux kernel 2.6.21 ejecutando en un procesador
Intel Core 2 Duo E6300 (1.68 GHz) con una cache de segundo nivel (L2)
compartida de 2MBytes [16].
Los componentes del planificador simbio´tico y los detalles de implementacio´n
e interaccio´n con el usuario se tratan en la segunda parte del cap´ıtulo.
5.1. Funcionamiento del planificador simbio´tico
El te´rmino simbiosis se utiliza actualmente para referirse a la efectividad con
la que se obtiene mayor rendimiento o productividad al ejecutar mu´ltiples
hilos de manera simulta´nea en arquitecturas multithreading (MT o SMT).
Este concepto fue utilizado inicialmente por Snavely, et al en [12] y ha estado
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unido a las estrategias de planificacio´n en arquitecturas SMT (planificacio´n
simbio´tica). Sin embargo, en la era de las plataformas CMP, este concepto
puede extenderse a la planificacio´n sobre este tipo de arquitecturas; ya que
sigue existiendo un notable ı´ndice de comparticio´n de recursos (L2 cache
o Front Side Bus) cuyo impacto sobre el rendimiento de las aplicaciones
actuales sigue siendo cr´ıtico [13].
El objetivo de este planificador simbio´tico es optimizar el rendimiento de los
procesos ma´s prioritarios que ejecutan en entornos CMP, sin que ello implique
una notable degradacio´n de la productividad global.
Las modificaciones realizadas en el planificador de Linux, para lograr los
objetivos de calidad de servicio, siguen una aproximacio´n basada en moni-
torizacio´n (seccio´n 4.2.1). De este modo, a diferencia de las aproximaciones
exclusivas, el planificador permite, por defecto, la ejecucio´n de procesos de
distinta prioridad simulta´neamente en ambos cores. En situaciones en las
que el rendimiento del proceso ma´s prioritario se vea perjudicado por un uso
intensivo de la cache de L2 por parte de un proceso menos prioritario; el
planificador impide la ejecucio´n simulta´nea de ambas tareas, cediendo todos
los recursos compartidos (FSB y cache de L2) a la tarea ma´s prioritaria.
Los procedimientos de monitorizacio´n se llevan a cabo haciendo uso de los
contadores de monitorizacio´n del rendimiento del procesador Intel Core 2
Duo. El sistema contabiliza dina´micamente la tasa local de fallos de segun-
do nivel de cache y el nu´mero de instrucciones por ciclo, haciendo uso de
la unidad de monitorizacio´n del rendimiento (PMU) del procesador, y al-
macena dichos valores en el descriptor de proceso (struct task_struct).
Si durante una ejecucio´n de dos tareas de distinta prioridad, se detecta una
notable subida de la tasa de fallos local de L2 del proceso ma´s prioritario
–umbral configurable–; el planificador procede a la desactivacio´n del core
donde ejecuta el proceso menos prioritario.
La desactivacio´n de un core implica la migracio´n de todas las tareas resi-
dentes en su cola de ejecucio´n asociada -incluida la tarea menos prioritaria
causante de la desactivacio´n- a la cola del core. Tras la desactivacio´n de uno
de los cores, Linux constara´ de una u´nica cola de ejecucio´n no vac´ıa que
almacena todos los procesos del sistema. En este caso, el planificador repar-
tira´ el tiempo de la CPU lo´gica activa (core activado) entre todos los procesos
del sistema, teniendo en cuenta aspectos de interactividad y prioridad. Cada
proceso que entre a ejecutar en estados de desactivacio´n, podra´ usar el 100%
de los recursos compartidos por ambos cores, incluido el segundo nivel de
cache. De este modo, se asegura la calidad de servicio, ya que el tiempo de
uso de los recursos compartidos se asigna en funcio´n de la prioridad de los
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procesos.
No obstante, el mantenimiento de un core desactivado durante un largo tiem-
po so´lo favorece a los procesos ma´s prioritarios, llegando a degradar la pro-
ductividad del sistema. Por consiguiente, las situaciones de desactivacio´n so´lo
deben mantenerse durante situaciones de conflicto por comparticio´n, durante
las cuales pueden lograrse mejoras significativas del rendimiento del proceso
prioritario con respecto al comportamiento natural de Linux. En situaciones
libres de conflicto, el estado de desactivacio´n so´lo implica penalizaciones en
la productividad, ya que el planificador mantiene parados a procesos de ba-
ja prioridad cuya ejecucio´n no provoca una degradacio´n del rendimiento de
procesos ma´s prioritarios.
Cuando el proceso ma´s prioritario recupera la tasa de fallos de L2 que ten´ıa
hasta el momento (valor promedio) y, a partir de ese momento, abandona la
CPU o agota su timeslice ; dicho core vuelve a rehabilitarse.
5.1.1. Desactivacio´n de un core
Como se comento´ en la seccio´n previa, el planificador simbio´tico realiza ac-
ciones de activacio´n y desactivacio´n de uno de los dos cores para resolver las
situaciones de conflicto entre procesos de distinta prioridad. El proceso de
desactivacio´n de un core se implementa v´ıa software, lleva´ndose a cabo por
sistema operativo.
Para lograr la desactivacio´n completa de un core, es necesario migrar todas
las tareas de la cola de ejecucio´n de dicho core, a la cola de ejecucio´n del
core que permanezca activado. Antes de desarrollar un procedimiento de
migracio´n es necesario tener en cuenta los siguientes aspectos:
Existen procesos de sistema, asociados a una CPU determinada, cuya
migracio´n a otra CPU puede tener implicaciones catastro´ficas, llevando
al sistema a situaciones de bloqueo irrecuperables. Este tipo de procesos
no migrables, son el init (con pid 1), el swapper (con pid 0) y los kernel
threads (en especial, los hilos de migracio´n).
Linux permite fijar las CPUs en las que una tarea puede o no ejecutarse.
El conjunto de CPUs en las que una tarea puede ejecutarse se denomina
conjunto de afinidad. La representacio´n interna de estos conjuntos de
CPUs se lleva a cabo mediante ma´scaras de afinidad:
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Definicio´n 1 La ma´scara de afinidad de un proceso es un nu´mero m
de n bits m = bn−1bn−2 . . . b2b1b0 en la cual cada bit bi = 1 indica que
la tarea puede ejecutar en la CPU i
Las tareas cuya migracio´n implica trabajo extra o resulta perjudicial
en este tipo de entornos, son aquellas que:
1. Esta´n en ejecucio´n.
2. No son afines a la CPU de destino
3. Son cache-hot en su CPU, es decir tareas que han abandonado muy
recientemente dicha CPU y por lo tanto es muy probable que se
mantengan en cache datos e instrucciones de dicho proceso.
Por las razones previamente expuestas, las tareas de sistema no pueden ser
migradas a la CPU opuesta. El hecho de que estas tareas permanezcan en
su cola de ejecucio´n no implica la existencia de situaciones de conflicto por
comparticio´n de recursos, ya que estas tareas permanecen la mayor parte del
tiempo dormidas y su prioridad es ma´s alta que la de procesos que no son de
sistema.
Por otra parte, para lograr la desactivacio´n efectiva del core, el proceso de
migracio´n de tareas debe ignorar cuestiones de afinidad con respecto a la
CPU destino de la migracio´n. Por lo tanto, el planificador debe permitir
-incondicionalmente- la ejecucio´n de la tarea en el core que permanezca ac-
tivado, durante las situaciones de desactivacio´n.
En el caso sime´trico, durante las situaciones de reactivacio´n, aquellas tar-
eas sin afinidad a la CPU activada (ignorada durante la migracio´n) deben
migrarse antes que ninguna otra tarea. El resto de migraciones necesarias
para completar la reactivacio´n se dejan al proceso de equilibrado de carga de
Linux, ya que, de este modo, las tareas migradas para garantizar el equilibrio
de carga sera´n aquellas que hayan estado menos recientemente en la CPU.
Finalmente, cabe destacar que en las situaciones en las que el sistema oper-
ativo detecta conflictos entre procesos de distinta prioridad, ambos procesos
esta´n en posesio´n de su respectiva CPU. Por esta razo´n, antes de proced-
er a la desactivacio´n, es preciso llevar a cabo una expropiacio´n del proceso
que esta´ ejecutando en el core a desactivar. El mecanismo de expropiacio´n
empleado se basa en el uso de kernel threads de alta prioridad. La funcio´n
de estos kernel threads no se limita al procedimiento de expropiacio´n, sino
que adema´s llevan a cabo la construccio´n de listas de peticiones de migracio´n
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para los hilos de migracio´n de su CPU. De este modo, el planificador sim-
bio´tico implementa el procedimiento de desactivacio´n de los cores mediante
kernel threads de desactivacio´n, uno por cada CPU.
Seleccio´n del core a desactivar
El objetivo de la migracio´n es detener las situaciones de conflicto entre pro-
cesos de distinta prioridad. En este caso, el proceso ma´s prioritario debe ser
el proceso beneficiado de las situaciones de desactivacio´n. La desactivacio´n
de uno de los cores implica, en cualquier caso, que el proceso ma´s prioritario
dispone de todos los recursos compartidos a su disposicio´n para ejecutar; pero
en arquitecturas CMP la eleccio´n del core a desactivar afecta notablemente
en el rendimiento de los procesos.
En el momento de la deteccio´n de una situacio´n de conflicto, los dos procesos
de distinta prioridad sera´n cache-hot 1 en su CPU.Por otra parte, en una ar-
quitectura CMP compuesta por mu´ltiples cores con una memoria cache (L1)
independiente y un segundo nivel de cache compartido, solo existe afinidad
a la cache de nivel 1. De este modo, la migracio´n a otra CPU de un proce-
so cache-hot provocara´ que pierda su afinidad a L1, y, por lo tanto, dicha
migracio´n degradara´ el rendimiento del proceso. En consecuencia, como la
desactivacio´n no debe perjudicar en ningu´n caso al proceso ma´s prioritario, el
core seleccionado para desactivar sera´ aquel donde ejecute el proceso menos
prioritario.
Cabe destacar, que en el caso de extender esta pol´ıtica de calidad de servicio a
arquitecturas SMT de dos v´ıas, la eleccio´n del procesador lo´gico a desactivar
no afectar´ıa al rendimiento del proceso ma´s prioritario, ya que en este tipo
de arquitecturas no existe afinidad a la cache.
Deteccio´n de conflictos de comparticio´n
Para proceder a la deteccio´n de las situaciones de conflicto por comparticio´n
de la cache de segundo nivel (L2), durante la ejecucio´n de dos procesos de
distinta prioridad; es preciso que el planificador simbio´tico disponga de in-
formacio´n sobre el comportamiento de los procesos con respecto a la cache.
Gracias a los contadores de monitorizacio´n del rendimiento, el sistema puede
tener acceso a cierta informacio´n que permite deducir dicho comportamiento.
1Aqu´ı el te´rmino cache-hot hace referencia a las tareas que han abandonado muy re-
cientemente su CPU y por lo tanto es muy probable que se mantengan en cache datos e
instrucciones de dicha tarea.
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Los contadores de monitorizacio´n del rendimiento del procesador Intel Core 2
Duo (microarquitectura Core), permite capturar –adema´s de otros eventos–
la cuenta de el nu´mero de instrucciones retiradas, el nu´mero de ciclos de
procesador, el nu´mero de accesos al segundo nivel de cache (LLC, last level
cache) y el nu´mero de fallos de acceso a L2. La herramienta de monitor-
izacio´n del rendimiento incluida en el planificador simbio´tico permite no so´lo
capturar estas medidas, sino tambie´n calcular para´metros de rendimiento de
alto nivel (eventos de alto nivel). Este mecanismo de ma´s alto nivel -que los
eventos hardware del procesador- permite representar, entre otra informa-
cio´n, la tasa de fallos de cache, la tasa de aciertos en la prediccio´n de saltos
o el nu´mero de instrucciones por ciclo.
Para cada proceso, el planificador almacena un valor medio de la tasa de fallos
local de cache de L2, calculado a partir de la informacio´n proporcionada
por la herramienta de monitorizacio´n. Cuando la tasa de fallos de L2 de
cache registrada en la u´ltima medicio´n supera a este valor en tantas unidades
como indique el umbral de calidad de servicio (para´metro configurable), el
planificador procede a realizar una desactivacio´n del core, por considerar esta
situacio´n como conflictiva.
El ca´lculo de este valor medio se realiza en funcio´n del valor medio anterior y
los k u´ltimos valores registrados de la tasa de fallos local de L2. Las razones
que motivan la utilizacio´n de los u´ltimos k valores para el ca´lculo de la media
son las siguientes:
Por cuestiones de espacio de almacenamiento en memoria, es inviable
almacenar todas las muestras obtenidas para cada proceso.
Por la propiedad de localidad temporal, los u´ltimos valores registrados
se aproximan ma´s que los ma´s a alejados en el tiempo, con respecto a los
valores de la tasa de fallos local de L2 que se registrara´n pro´ximamente.
Como prueba de ello, en la seccio´n 6.1.1, pueden observarse las carac-
ter´ısticas obtenidas experimentalmente, que muestran la evolucio´n en
el tiempo de la tasa de fallos de cache asociada a algunos benchmarks
de SPEC CPU2006.
De este modo, la fo´rmula asociada al ca´lculo de valor medio de la tasa de
fallos local de L2 de un proceso en un instante de muestreo t+1 es la siguiente:
valor promedio(t+ 1) =
k−1∑
i=0
(l2 miss rate((t+ 1)− i) + valor promedio(t)
k + 1
CAPI´TULO 5. PLANIFICADOR SIMBIO´TICO PARA QOS/CMP 70
Para almacenar en el descriptor de proceso, los u´ltimos k valores de la tasa
de fallos local de L2 asociada a un proceso se utiliza un buffer circular de lon-
gitud k. Sin embargo, para permitir que este para´metro k sea configurable en
tiempo de ejecucio´n (stats_buffer_size), el planificador emplea un buffer
circular especial (mc_cbuffer_t) cuyo taman˜o ma´ximo puede modificarse
durante la ejecucio´n.
Mediante el empleo de esta me´trica de deteccio´n, el planificador realiza una
prediccio´n del pro´ximo valor de la tasa de fallos local de L2 que presentara´ el
proceso. Una amplia diferencia del nuevo valor con respecto a la prediccio´n,
puede deberse a una situacio´n de conflicto por comparticio´n, o bien a la
naturaleza del programa. En cualquier caso, si la diferencia entre el nuevo
valor y la prediccio´n del valor promedio, supera un umbral configurable, el
planificador lleva a cabo la desactivacio´n del core donde ejecuta el proceso
menos prioritario.
5.1.2. Situaciones de reactivacio´n
Como se comento´ en la seccio´n previa, las subidas dra´sticas (con respecto a la
prediccio´n) de la tasa de fallos local de L2 de un proceso, puede deberse a una
situacio´n de conflicto por comparticio´n, o bien a la naturaleza del programa.
La causa de este incremento puede conocerse al desactivar un core.
Una vez realizado el proceso de desactivacio´n, el core permanecera´ inactivo
durante un periodo denominado intervalo de desactivacio´n. Este intervalo
es configurable, y esta´ determinado por dos para´metros min_ticks_out y
max_ticks_out. El para´metro min_ticks_out determina el nu´mero de ticks
de sistema que el core permanecera´ desactivado como mı´nimo. Por otra parte,
el para´metro max_ticks_out establece el nu´mero ma´ximo de ticks de sistema
que el core permanecera´ desactivado.
Adicionalmente, se define el intervalo de calidad de servicio del planificador
simbio´tico como sigue:
Definicio´n 2 Sea c el valor promedio (o prediccio´n) obtenido anteriormente
a la desactivacio´n y ε el umbral de calidad de servicio introducido por el
usuario, se define el intervalo de calidad de servicio como [0, c+ ε]
En el instante en el que se inicia el proceso de desactivacio´n, el ca´lculo y
actualizacio´n del valor promedio se deshabilita para la tasa local de fallos de
L2 del proceso ma´s prioritario. El proceso de actualizacio´n se reactiva una
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vez transcurrido un nu´mero de ticks mayor o igual a min_ticks_out desde
la finalizacio´n del proceso de desactivacio´n del core.
Cuando han transcurrido, al menos min_ticks_out desde la desactivacio´n
efectiva del core, el planificador actu´a del siguiente modo:
1. Si ha transcurrido un nu´mero de ticks superior o igual a max_ticks_out
el core desactivado vuelve a rehabilitarse
2. Si el u´ltimo valor -proporcionado por la herramienta de monitorizacio´n
interna- de la tasa de fallos local de L2 del proceso prioritario causante
de la desactivacio´n, pertenece al intervalo de calidad de servicio, en-
tonces el core vuelve a rehabilitarse cuando dicho proceso finalice su
timeslice o abandone la CPU.
En el primer caso de reactivacio´n, el incremento detectado en la tasa de
fallos de cache respond´ıa muy probablemente al comportamiento natural del
programa. Este tipo de situaciones representan “falsas alarmas” para el plan-
ificador, y pueden asociarse con fragmentos del programa que muestren un
peor comportamiento con la jerarqu´ıa cache que el registrado anteriormente.
Sin embargo, estas situaciones excepcionales de desactivacio´n so´lo se pro-
ducen durante la transicio´n entre distintas fases de ejecucio´n del programa,
ya que el valor promedio que rige el intervalo de calidad de servicio aumenta
para ajustarse dina´micamente al nuevo nivel de calidad de servicio (QoS)
requerido por el programa con respecto al uso de cache de L2.
En el segundo caso, se registran aquellas situaciones en las que la subida de
la tasa de fallos de cache de L2 del proceso prioritario estaba causada direc-
tamente por un uso intensivo de cache por otro proceso menos prioritario.
En este caso, la situacio´n de conflicto se resuelve a favor del proceso ma´s
prioritario, permitiendo una mejora en el rendimiento de dicho proceso con
respecto al comportamiento del planificador de Linux 2.6.21.
5.2. Componentes del planificador simbio´tico
En esta seccio´n se detallan los componentes principales del planificador sim-
bio´tico, as´ı como pequen˜os detalles de implementacio´n de los mismos sobre
Linux 2.6.21. El desarrollo de cada componente se ha llevado a cabo en el
lenguaje C, exceptuando la implementacio´n -en ensamblador privilegiado de
x86 (Intel)- de las rutinas de acceso a los contadores hardware de monitor-
izacio´n del rendimiento del procesador Intel Core 2 Duo.
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El planificador simbio´tico esta´ formado por tres componentes
Herramienta de monitorizacio´n
Motor de activacio´n/desactivacio´n
Interfaz de configuracio´n
Las siguientes secciones muestran los detalles de cada componente.
5.2.1. Herramienta de monitorizacio´n del rendimiento
La herramienta de monitorizacio´n es la encargada de proveer al motor de
activacio´n/desactivacio´n -componente principal del planificador- de los val-
ores de los para´metros de rendimiento -calculados a partir de los eventos
hardware- que le permiten detectar las situaciones de conflicto por compar-
ticio´n de recursos. Se trata del componente de ma´s bajo nivel del sistema, ya
que debe acceder a los registros MSR de la ma´quina (seccio´n A.3.1), que le
permiten configurar la unidad de monitorizacio´n del rendimiento (PMU).
Esta herramienta sigue el modelo de sistema integrado en planificador- de-
scrito en la seccio´n A.4.3-. El planificador activa el procedimiento de moni-
torizacio´n en las siguientes situaciones:
Cada cambio de contexto: La activacio´n del componente durante un
cambio contexto resulta necesaria para obtener las muestras capturadas
por los contadores hardware antes de que otro proceso entre a ejecutar
en la CPU. Adema´s de obtener dichas muestras, es necesario resetear y
reprogramar los contadores hardware. Gracias a este mecanismo, siem-
pre es posible separar las muestras (de los contadores hardware) de
dos procesos que ejecuten en el sistema- a diferencia de los sistemas
implementados como drivers-.
Cada n ticks de planificador (siendo n un para´metro configurable): El
planificador simbio´tico no so´lo desea disponer de la informacio´n de
monitorizacio´n cuando el proceso abandona la CPU, sino mientras este
se encuentra en ejecucio´n. Para ello, la herramienta de monitorizacio´n
toma las muestras de los contadores hardware cada vez que un proceso
ejecuta durante n ticks consecutivos. Al disponer de esta informacio´n,
el planificador puede detectar las situaciones de conflicto por compar-
ticio´n de recursos, antes de que el proceso abandone la CPU.
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La herramienta consta de las siguientes capas, organizadas de menor a mayor
nivel de abstraccio´n:
Capa de acceso a PMCs
Capa de experimentos de monitorizacio´n
Capa de extraccio´n de informacio´n de profiling
A pesar de su dependencia de la ma´quina, el disen˜o multicapa del componente
permite ser adaptado a distintas arquitecturas reescribiendo u´nicamente la
capa inferior. La funcionalidad de esta capa (acceso a PMCs) es ofrecer un
interfaz, independiente del mecanismo de gestio´n de los contadores hardware
de cualquier arquitectura, para uso del sistema operativo. Por otra parte
la capa de experimentos de monitorizacio´n, permite definir experimentos en
cada CPU de la ma´quina, para obtener para´metros de rendimiento (como el
IPC o la tasa de fallos de cache) a partir de los valores registrados por los
contadores hardware.
De manera adicional, la herramienta permite mostrar al usuario la infor-
macio´n de monitorizacio´n capturada. La funcionalidad necesaria para dar
soporte a esta caracter´ıstica se implementa en la capa de extraccio´n de in-
formacio´n de profiling. Cada procesador tiene asociado un buffer circular
de gran longitud, donde se almacenan las muestras capturadas con la infor-
macio´n adicional para que las herramientas de usuario puedan asociar cada
muestra con el proceso generador. La informacio´n de cada entrada del buffer
es la siguiente:
1. CPU: Es la CPU donde se realizo´ la cuenta del evento
2. Nombre del evento monitorizado: Secuencia de caracteres asignada por
el usuario que describen el evento
3. Valor del evento: Valor obtenido a partir de las medidas efectuadas por
los PMCs
4. Identificador de muestra (nu´mero de secuencia): Para cada proceso ex-
iste un contador que se incrementa cada vez que se procede a la captura
de las muestras de los contadores hardware, con independencia de la
CPU donde se ejecute. El identificador de muestra permite distinguir
el orden en el que las muestras se capturaron y se almacenaron en el
buffer. Esto es necesario para que las herramientas de usuario proce-
sen correctamente la informacio´n de profiling, ya que una tarea puede
migrar de una CPU a otra durante su ejecucio´n.
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5. Identificador del proceso PID
6. Identificador del grupo de procesos
7. Contador de programa asociado a la muestra: El contador de programa
resulta u´til a las herramientas de usuario para asociar las muestras con
las secciones de co´digo del ejecutable donde fueron generadas.
5.2.2. Motor de activacio´n/desactivacio´n
El motor de activacio´n/desactivacio´n es el componente principal del planifi-
cador simbio´tico. Es el encargado de la monitorizacio´n de las situaciones de
comparticio´n de recursos y e implementa la lo´gica de desactivacio´n/reacti-
vacio´n de core.
El planificador simbio´tico exporta la entrada /proc/multicore/status para
ser configurado en cualquiera de los siguientes modos de operacio´n:
Automa´tico: Este es el comportamiento natural del sistema. En este
modo su pol´ıtica de calidad de servicio esta´ habilitada y, durante el
mismo, el planificador simbio´tico alternara´ la ejecucio´n con un solo
core o ambos activados.
Core deshabilitado: El core 1 permanece completamente deshabilitado
y el planificador sirve tareas u´nicamente en el core 0. La pol´ıtica de
calidad de servicio permanece deshabilitada.
Cores habilitados: Como en el modo previo, la pol´ıtica de calidad de ser-
vicio del planificador permanece deshabilitada. E´ste es el estado natural
del planificador de Linux -con ambos cores activados-; permitie´ndose,
en todo caso, la ejecucio´n simulta´nea de dos tareas de distinta prioridad
en dos cores del mismo chip.
Este componente, consta de un registro de estado, compartido por ambos
cores, que almacena los datos necesarios para implementar la pol´ıtica de
calidad de servicio del planificador simbio´tico. El registro de estado almacena
la siguiente informacio´n:
Estado del planificador simbio´tico
Para´metros de configuracio´n
Informacio´n asociada a situaciones de desactivacio´n
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• Contador de ticks transcurridos tras desactivacio´n
• Pid de la tarea prioritaria causante de la desactivacio´n
• Ultimo valor medio de la tasa de fallos de L2 –necesario para
determinar el intervalo de calidad de servicio –.
El planificador simbio´tico puede permanecer durante su ejecucio´n en los sigu-
ientes estados:
FORCE_ENABLED: En este caso, el planificador no realiza ninguna desac-
tivacio´n ya que el planificador permanece en el modo de operacio´n core
deshabilitado. Ambos cores permanecen activados y no se lleva a cabo
ningu´n procesamiento de calidad de servicio.
FORCE_DISABLED: En este estado, el core 0 permanece activado y el core
1 desactivado (modo de operacio´n core deshabilitado). El planificador
tampoco ejecuta ningu´n procesamiento de calidad de servicio.
AUTO_ENABLED: Este es el estado ma´s habitual del planificador sim-
bio´tico (modo de operacio´n automa´tico). Mientras el planificador se en-
cuentra en este estado, ambos cores esta´n activados, as´ı como su pol´ıtica
de calidad de servicio. Desde este estado, el planificador puede efectuar
transiciones -en modo de operacio´n automa´tico- al estado AUTO_DISABLED
cuando desactiva un core.
AUTO_DISABLED: En este estado, uno de los cores permanece desactiva-
do y el proceso prioritario au´n no ha alcanzado la tasa de fallos local
de L2 que llevar´ıa al planificador a un estado WAITING_TIMESLICE. La
pol´ıtica de calidad de servicio permanece activada por estar en modo
de operacio´n automa´tico.
WAITING_TIMESLICE: Cuando el planificador esta´ en este estado, espera
a que el proceso prioritario finalice su timeslice o abandone la CPU para
llevar a cabo la reactivacio´n del core desactivado.
5.2.3. Interfaz de configuracio´n
El planificador simbio´tico posee un conjunto de para´metros configurables que
determinan aspectos esenciales de su modo de operacio´n. El usuario debe ser
capaz de establecer el valor de estos para´metros para ajustar el grado de
calidad de servicio que desee.
Los para´metros configurables del planificador simbio´tico son los siguientes:
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min_ticks_out: determina el mı´nimo nu´mero de ticks de sistema que
el core permanecera´ desactivado
max_ticks_out: establece el nu´mero ma´ximo de ticks de sistema que
el core permanecera´ desactivado.
ticks_per_count: Determina el nu´mero de ticks de planificador tran-
scurridos entre dos capturas consecutivas de eventos de los contadores
hardware.
ticks_start_count: Hace referencia al nu´mero de ticks de sistema,
transcurridos entre la creacio´n de un proceso y la primera lectura. Este
para´metro se utiliza habiltualmente para ignorar los fallos iniciales de
cache que podr´ıan provocar situaciones innecesarias de desactivacio´n
de un core.
stats_buffer_size: Determina el nu´mero de muestras de almace-
nadas en el buffer circular de muestras, que el planificador emplea para
el calculo del valor promedio o prediccio´n de la tasa local de fallos de
cache de L2.
l2-miss-rate_threshold: Determina el umbral de fallos de cache que
se emplea en la deteccio´n de las situaciones de conflicto por comparti-
cio´n de recursos.
Para permitir la modificacio´n por parte del usuario de los para´metros con-
figurables arriba mencionados, as´ı como para proceder a la obtencio´n del
valor actual de estos para´metros; el planificador simbio´tico exporta la entra-
da /proc/multicore/config.
Sin embargo, los para´metros de configuracio´n enumerados previamente no
constituyen el u´nico aspecto configurable del sistema; ya que tambie´n es
posible configurar otros aspectos relacionados con la herramienta de mon-
itorizacio´n. Este es el caso de los eventos a monitorizar y la seleccio´n de
aquellas tareas que exportara´n al usuario la informacio´n de profiling.
Configuracio´n de los experimentos de monitorizacio´n
La herramienta de profiling acepta la configuracio´n de experimentos de mon-
itorizacio´n. Para ofrecer esta capacidad al usuario, el planificador simbio´tico
exporta la llamada al sistema add_experiments(), que recibe como para´metro
un puntero a una estructura (de tipo mc_experiment_t). Esta estructura
CAPI´TULO 5. PLANIFICADOR SIMBIO´TICO PARA QOS/CMP 77
permite especificar la configuracio´n de experimentos de monitorizacio´n a dis-
tintos niveles y esta constituida por mu´ltiples arrays (uno por procesador)
con conjuntos de eventos para ser monitorizados en cada CPU. Cada array
esta´ compuesto por los siguientes elementos:
Configuracio´n de bajo nivel para configurar los contadores hardware
(PMCs) en la CPU destino
Especificacio´n de los para´metros de rendimiento a calcular a partir de
la informacio´n extra´ıda de los contadores hardware
Umbrales de calidad de servicio para la pol´ıtica de planificacio´n
Configuracio´n de bajo nivel
Esta informacio´n permite especificar la configuracio´n de los contadores hard-
ware (PMCs) en la CPU destino. Los eventos hardware requieren distintos
mecanismos (implementaciones) para llevar a cabo los procedimientos de
configuracio´n, reseteo y cuenta de los contadores hardware2.
Sin embargo, la herramienta de monitorizacio´n del rendimiento ofrece un tipo
de datos para abstraer al sistema operativo de los distintos mecanismos que
soporta la arquitectura para configurar los eventos eventos hardware . Esta
abstraccio´n se denomina evento de bajo nivel.
Especificacio´n de los para´metros de rendimiento
Los eventos de bajo nivel ofrecen una abstraccio´n de los distintos proced-
imientos de interaccio´n de distintos tipos de eventos hardware. Sin embargo,
estos eventos son de bajo nivel de abstraccio´n, ya que no permiten especificar
para´metros de rendimiento –como la tasa de fallos de cache o el nu´mero de
instrucciones por ciclo (IPC)–.
Este hecho, motiva la introduccio´n de los eventos de alto nivel que permiten
representar para´metros de rendimiento mediante distintas combinaciones de
operaciones cuyos operandos son los valores asociados a eventos de bajo nivel.
Gracias a los eventos de alto nivel, el planificador simbio´tico puede acceder
directamente a para´metros de rendimiento que facilitan la implementacio´n
de la pol´ıtica de calidad de servicio.
2El procesador Intel Core 2 Duo soporta dos modos de configuracio´n diferentes: eventos
configurables y eventos de cuenta fija (seccio´n A.3.3)
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Umbrales de calidad de servicio para la pol´ıtica de planificacio´n
Asociado a cada para´metro de rendimiento, puede definirse aquel conjunto
de valores del mismo que pueden representar situaciones de conflicto -en
las que un proceso prioritario compite por el uso de recursos con procesos
menos prioritarios-. Los intervalos que contienen a estos valores, se definen
mediante un umbral de calidad de servicio. El valor promedio (prediccio´n)
para un para´metro de rendimiento determina el centro c del intervalo en
cada instante de muestreo t; y el umbral fijado ε determina la amplitud del
intervalo de modo que:
Intervalo(t) = [c(t)− ε, c(t) + ε]
El nuevo valor del evento de alto nivel (para´metro de rendimiento) obtenido
en cada momento, se comparara´ con el intervalo de calidad de servicio y con
el valor anterior registrado para dicho para´metro, pudiendo distinguirse los
siguientes casos.
1. Retornos al intervalo desde un valor inferior
2. Retornos al intervalo desde un valor superior
3. Salidas del intervalo hacia un valor inferior
4. Salidas del intervalo hacia un valor superior
La configuracio´n especificada por la estructura pasada como para´metro a
add_experiments(), permite fijar acciones de activacio´n y desactivacio´n de
un core asociadas los cuatro tipo de situaciones mencionadas anteriormente.
En La configuracio´n por defecto del planificador simbio´tico, el para´metro de
la tasa de fallos local de L2 provoca acciones de desactivacio´n asociadas a
las salidas del intervalo hacia valores superiores, y acciones de reactivacio´n
asociadas con retornos al intervalo desde un valor superior.
Procedimiento de extraccio´n de las muestras de monitorizacio´n de
los procesos
Para acceder a la informacio´n sobre las muestras capturadas por la her-
ramienta de monitorizacio´n, el usuario debe realizar las siguientes acciones:
1. Introducir en el nu´cleo la configuracio´n de los eventos a monitorizar
mediante la llamada al sistema add_experiments().
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2. Seleccionar el proceso o procesos que han de volcar la informacio´n de
monitorizacio´n al buffer de muestras asociado a cada CPU. Esto puede
realizarse de las siguientes formas:
a) Desde el shell,
1) Invocando la orden:
$ echo $PID > /proc/multicore/statisticks
Donde $PID almacena el identificador del proceso que de-
seamos monitorizar
2) Tambie´n puede emplearse el siguiente script (launch.sh) para
lanzar cualquier programa
#!/bin/sh
programa=$*
pid=$$
echo $PID > /proc/multicore/statisticks
#Ejecucion del programa
exec $programa
e invocando este script desde el shell:
$ sh launch.sh /home/usuario/bin/mi_programa
b) Desde el co´digo de un programa lanzador auxiliar (en C o Perl),
que presente la siguiente estructura:
1) Crear un proceso mediante fork()
2) En el co´digo del nuevo proceso hijo
escribir self en la entrada /proc/multicore/statisticks
Invocar exec() para ejecutar el co´digo del programa que
que se desee monitorizar
3) Invocar exit() para salir en el co´digo del proceso padre.
3. Procesar la entrada /proc/multicore/statistics cada cierto tiempo para
acceder a la informacio´n de profiling. Cada operacio´n de lectura a dicha
entrada permite u´nicamente al acceso a un ma´ximo de 4KB de infor-
macio´n de profiling. Esto es as´ı, porque el nu´cleo reserva un buffer de
4KB por cada fichero /proc.
6.2.3.2 Entradas en /proc
El planificador simbio´tico exporta las siguientes entradas /proc para permitir
la interaccio´n con el usuario:
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/proc/multicore/status:
• Operaciones de escritura: Permiten establecer el modo de op-
eracio´n del planificador. Aceptan tres cadenas como entrada:
◦ auto: Modo de operacio´n automa´tico
◦ disable:Modo de operacio´n de core 1 desactivado
◦ enable: Modo de operacio´n de ambos cores activados
• Operaciones de lectura: Muestran el estado actual en el que se
encuentra el planificador:
◦ auto_enabled
◦ auto_disabled
◦ force_enabled
◦ force_disabled
◦ waiting_timeslice
/proc/multicore/config: Esta entrada permite alterar y consultar el val-
or de los para´metros de configuracio´n enumerados en la seccio´n anterior
(exceptuando L2-miss-rate_threshold).
• Operaciones de escritura: Aceptan como entrada el nombre del
para´metro configurable seguido del valor entero positivo que se
desea asignar.
• Operaciones de lectura: Muestran el valor de todos los para´metros
de configuracio´n.
• /proc/multicore/experiments: Mediante las operaciones de escrit-
ura, la entrada puede ser configurada para realizar distintas ac-
ciones cuando se realice una accio´n posterior de lectura sobre ella.
Durante una operacio´n de escritura, la entrada acepta las sigu-
ientes opciones de configuracio´n:
◦ print_experiments: Imprime el nu´mero de eventos de alto y
bajo nivel del sistema.
◦ reset_statisticks: Permite borrar las estad´ısticas de mon-
itorizacio´n asociadas a todos los procesos del sistema
◦ clear_experiments: Borra la configuracio´n insertada medi-
ante la llamada al sistema add_experiments() y resetea las
estadisticas de monitorizacio´n almacenadas en cada descrip-
tor de proceso
◦ unset_profiling: Deshabilita el volcado de muestras de cualquier
proceso que tuviera habilitada esta caracter´ıstica
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◦ show_all: Muestra los nombres simbo´licos de eventos de alto
y bajo nivel.
◦ show_hl: Muestra los nombres simbo´licos de los eventos de
alto nivel
◦ show_ll: Muestra los nombres simbo´licos de los eventos de
alto nivel
◦ show_buffer_size: Muestra el nu´mero de muestras almace-
nados en los buffers de profilings asociados a todas las CPUs
Un ejemplo de uso de esta entrada (borrado de los experimen-
tos), es el siguiente:
$ echo clear_experiments > /proc/multicore/experiments
$ cat /proc/multicore/experiments
/proc/multicore/statistics: Entrada creada para ofrecer al usuario la
informacio´n de monitorizacio´n capturada por los contadores hardware:
o
• Operaciones de escritura: La entrada acepta distintos valores de
entrada:
◦ enable: Habilita globalmente el volcado de informacio´n al
buffer de profiling de cada CPU. El volcado solo se lleva a cabo
por los procesos que han sido seleccionados expl´ıcitamente.
◦ disable: Deshabilita globalmente el volcado de informacio´n
a los buffers de profiling
◦ self: Habilita al proceso invocador de la operacio´n de escrit-
ura para exportar su informacio´n de profiling al usuario
◦ noself: Deshabilita la caracter´ıstica anterior
◦ Identificador de un proceso: Si se introduce un PID va´lido,
aquella tarea con dicho PID mostrara´ la informacio´n de pro-
filing desde ese preciso instante
• Operaciones de lectura: Permiten el acceso, a la informacio´n de
profiling (hasta 4KB por cada operacio´n de lectura), construida a
partir de las muestras de los procesos almacenadas en los buffers de
profiling de cada CPU. Dicha informacio´n se representa en modo
texto por columnas. Cada columna representa un campo de cada
muestra almacenada (seccio´n 5.2.1).
Cap´ıtulo 6
Resultados
Para mostrar las prestaciones del planificador simbio´tico es necesario repro-
ducir las situaciones de conflicto por comparticio´n del segundo nivel de cache
que transcurren durante la ejecucio´n simulta´nea de dos tareas de distinta pri-
oridad ,una en cada core. De este modo, el uso de benchmarks que presenten
un uso intensivo de la jerarqu´ıa cache permitira´ aumentar la probabilidad de
aparicio´n de este tipo de situaciones de conflicto.
Por otra parte, cabe destacar que el objetivo u´ltimo del planificador sim-
bio´tico es dar soporte a una pol´ıtica de calidad de servicio que optimice el
rendimiento de los procesos ma´s prioritarios (speedup) sin degradar dra´stica-
mente la productividad global del sistema. Para medir la productividad del
sistema es necesario introducir el concepto de factor de productividad (lla-
mado system speedup en [18]) empleado frecuentemente para contabilizar la
calidad de la simbiosis asociada a la ejecucio´n simulta´nea de dos programas
en distintas CPUs lo´gicas que compartan recursos del procesador o de la
jerarqu´ıa cache.
Definicio´n 3 Dados dos programas independientes P0 y P1 . Sea tsolo(Pi)
el tiempo de ejecucio´n del proceso Pi cuando ejecuta con todos los recur-
sos diponibles (solo) y sea tpar(Pi, Pj) el tiempo de ejecucio´n del proceso Pi
cuando ejecuta simulta´neamente en el sistema con el proceso Pj. Se define el
factor de productividad como:
factorProductividad(P0, P1) = 100(
tsolo(P0)
tpar(P0, P1)
+
tsolo(P1)
tpar(P1, P0)
− 1)
Este para´metro viene representado como un porcentaje y, en funcio´n de val-
ores obtenidos puede deducirse el grado de contencio´n por comparticio´n de
recursos en arquitecturas CMP o SMT:
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100%: Este valor indica una simbiosis perfecta, es decir, la existencia de
recursos compartidos no ha afectado negativamente a la ejecucio´n, ya
que los procesos han ejecutado en el mismo tiempo que si dispusieran
de todos los recursos compartidos a su disposicio´n.
Valores positivos: Cuanto mayor es este valor, mejor es la calidad de la
simbiosis y por lo tanto la contencio´n por comparticio´n de recursos es
menor.
Valores negativos: La presencia de valores negativos se produce en situa-
ciones en las que el tiempo de ejecucio´n en paralelo de ambos procesos
es mayor que la suma de sus tiempos de ejecucio´n al ejecutar secuen-
cialmente. Estos valores muestran una situacio´n de contencio´n por com-
particio´n de recursos muy severa.
La primera parte de este cap´ıtulo describe el procedimiento de seleccio´n de
los benchmarks candidatos para ejecutar, tomados del conjunto de bench-
marks de SPEC CPU2006. En la segunda parte se describe el proceso de
obtencio´n del valor de los para´metros de configuracio´n que garantizan un
mejor comportamiento de la pol´ıtica de calidad de servicio. Finalmente, en
la u´ltima parte se analizan los resultados obtenidos durante la ejecucio´n de
pares de benchmarks seleccionados.
6.1. Caracterizacio´n de SPEC CPU 2006
El 24 de agosto de 2006, la corporacio´n SPEC (Standard Performance Evalu-
ation Corporation) anuncio´ el lanzamiento de CPU2006, la u´ltima generacio´n
de benchmarks intensivos en CPU que constituye un esta´ndar de facto para
la industria [19]. Por otra parte, el conjunto de benchmarks de SPEC CPU
tambie´n se ha convertido en el ma´s utilizado en la investigacio´n en el campo
de la arquitectura de computadores.
El conjunto de benchmarks de SPEC CPU esta´ constituido por programas
enteros y de punto flotante intensivos en CPU para medir el impacto en el
rendimiento de los procesadores, la memoria y los compiladores. Para man-
tenerse al mismo nivel que los avances tecnolo´gicos, las mejoras de los com-
piladores y las nuevas cargas de trabajo de las distintas configuraciones, la
corporacio´n SPEC lanza nuevas versiones de SPEC CPU en las que se an˜aden
nuevos programas, se eliminan programas que son susceptibles de optimiza-
ciones injustas del compilador, se incrementa el tiempo de ejecucio´n de cada
CAPI´TULO 6. RESULTADOS 84
programa y se incrementa la intensidad de los accesos a memoria de cada
benchmark.
En [20] se muestran las amplias diferencias existentes entre las versiones de
SPEC CPU 2000 y SPEC CPU 2006 en cuanto a uso de memoria y tiempo
de ejecucio´n. Las tablas 6.1 y 6.2 muestran la descripcio´n de los benchmarks
de la suite SPEC CPU 2006.
Nombre Lenguaje Descripcio´n
400.perlbench C PERL Programming Language
401.bzip2 C Utilidad de compresio´n
403.gcc C Compilador de C
429.mcf C Optimizacio´n combinatoria
445.gobmk C Juego de inteligencia artificial: GO
456.hmmer C Bu´squeda de secuencias de genes
458.sjeng C Juego de inteligencia artificial: ajedrez
462.libquantum C F´ısica cuantica
464.h264ref C Compresio´n de v´ıdeo
471.omnetpp C++ Simulacio´n de eventos discretos
473.astar C++ Algoritmos de bu´squeda (grafos)
483.xalancbmk C++ Procesamiento XML
Cuadro 6.1: Benchmarks enteros de SPEC CPU2006)
En [21], se muestran distintos para´metros de rendimiento obtenidos medi-
ante los contadores hardware en una ma´quina Sun Blade 2000. A partir de
esta informacio´n se seleccionan aquellos benchmarks de SPEC CPU2006 con
mayor nu´mero de fallos de cache de segundo nivel por cada mil instrucciones.
Esta medida se utiliza para realizar un primer filtrado de aquellos bench-
marks que presentan un uso intensivo de cache. Los benchmarks resultantes
son: GemsFDTD, astar, gcc, h264ref, lbm, leslie3d, libquantum, milc, om-
netpp y soplex. Posteriormente, mediante la herramienta de monitorizacio´n
del rendimiento del planificador simbio´tico , se calculan los distintos valores
que presenta cada benchmark a lo largo del tiempo para el nu´mero de in-
strucciones por ciclo y la tasa de fallos local de L2. La herramienta de mon-
itorizacio´n, que hace uso de los contadores hardware de la ma´quina (Intel
Core 2 Duo E6300), se configura para leer las muestras de los contadores en
cada cambio de contexto entre procesos. El objetivo de esta monitorizacio´n,
es capturar el comportamiento natural del programa con respecto a jerarqu´ıa
cache cuando dispone del 100% de la cache de segundo nivel para su uso, sin
compartirla con otro proceso que ejecute en el core opuesto. Para reproducir
este comportamiento el sistema queda establecido en un modo de baja carga
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(runlevel 1). Cabe destacar que para algunos benchmarks, SPEC realiza dis-
tintas ejecuciones con diferentes datos de entrada (data input sets). De este,
modo la notacio´n #i junto al nombre del benchmark se emplea para indicar
el conjunto de datos entrada utilizado en la ejecucio´n.
6.1.1. Caracter´ısticas de fallos de cache de segundo
nivel e instrucciones por ciclo
A continuacio´n se muestran las caracter´ısticas de fallos de cache de segundo
nivel e instrucciones por ciclo asociadas la ejecucio´n de distintos benchmarks
con distintos conjuntos de datos de entrada. Estas caracter´ısticas se han
obtenido a partir de la informacio´n extraida por la herramienta de monitor-
izacio´n del rendimiento del planificador simbio´tico.
Nombre Lenguaje Descripcio´n
410.bwaves Fortran Dina´mica de fluidos
416.gamess Fortran Qu´ımica Qua´ntica
433.milc C F´ısica: Cromo-dina´mica cua´ntica
434.zeusmp Fortran Physics CFD
435.gromacs CFortran Bioqu´ımica / Dina´mica molecular
436.cactusADM CFortran F´ısica / Relatividad general
437.leslie3d Fortran Dina´mica de fluidos
444.namd C++ Biolog´ıa molecular
447.dealII C++ Ana´lisis de elementos finitos
450.soplex C++ Programacio´n lineal, Optimizacio´n
453.povray C++ Ray-tracing sobre ima´genes
454.calculix CFortran Meca´nica estructural
459.GemsFDTD Fortran Electromagnetismo computacional
465.tonto Fortran Qu´ımica Cua´ntica
470.lbm C Dina´mica de fluidos
481.wrf CFortran Prediccio´n del tiempo
482.sphinx3 C Reconocimiento de voz
Cuadro 6.2: Benchmarks de punto flotante de SPEC CPU2006)
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GemsFDTD
Figura 6.1: GemsFDTD: Graficas de IPC y tasa de fallos local de L2
astar
Figura 6.2: astar: Graficas de IPC y tasa de fallos local de L2
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gcc
Figura 6.3: gcc: Graficas de IPC y tasa de fallos local de L2
h264ref
Figura 6.4: h264ref: Graficas de IPC y tasa de fallos local de L2
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lbm
Figura 6.5: lbm: Graficas de IPC y tasa de fallos local de L2
leslie3d
Figura 6.6: leslie3d: Graficas de IPC y tasa de fallos local de L2
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milc
Figura 6.7: milc: Graficas de IPC y tasa de fallos local de L2
omnetpp
Figura 6.8: omnetpp: Graficas de IPC y tasa de fallos local de L2
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soplex
Figura 6.9: soplex: Graficas de IPC y tasa de fallos local de L2
6.1.2. Seleccio´n de benchmarks candidatos
La figura 6.10, muestra el valor medio de la tasa de fallos local de cache de
L2 que presenta cada una de las anteriores ejecuciones. Para poner a prueba
la pol´ıtica de calidad de servicio del planificador simbio´tico, se escoge un
subconjunto de las ejecuciones de aquellos benchmarks y datos de entrada que
presenten un uso ma´s intensivo de la cache de segundo nivel. Esta seleccio´n
permite aumentar la probabilidad de aparicio´n de las situaciones de conflicto
por comparticio´n.
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Figura 6.10: Tasa de fallos local de L2 de benchmarks candidatos
6.1.3. Exploracio´n de para´metros de configuracio´n
Como se describe en la seccio´n 5.2.3, el planificador simbio´tico dispone de
distintos para´metros de configuracio´n que le permiten ajustar el nivel de cal-
idad de servicio deseado, ya que el speedup de los procesos prioritarios y
productividad var´ıan para distintos conjuntos de valores para los para´met-
ros de configuracio´n.En este trabajo no hemos considerado una exploracio´n
exhaustiva de dichos para´metros. Como primera aproximacio´n, nos hemos
centrado en estudiar:
min_ticks_out y max_ticks_out (intervalo de desactivacion)
ticks_per_count
L2-miss-rate_threshold
Para realizar un ana´lisis de los valores o´ptimos, se escoge un conjunto finito
de valores para cada para´metro de configuracio´n del planificador simbio´tico
y se procede a realizar mu´ltiples ejecuciones de exploracio´n que permitan en-
contrar los conjuntos de valores que presenten mejores resultados. El bench-
mark de referencia seleccionado para llevar a cabo dicho ana´lisis es el astar
con el primer conjunto de datos de entrada (astar #0). Antes de activar la
pol´ıtica de calidad de servicio del planificador es necesario tomar los tiempos
de ejecucio´n del programa relativa a dos tipos de ejecucio´n:
CAPI´TULO 6. RESULTADOS 92
Tiempo de ejecucio´n del proceso cuando ejecuta solo en el sistema. En
este caso el proceso dispone de toda la cache de L2 disponible.
Tiempos de ejecucio´n del mismo programa ejecutado simulta´neamente
en distintos cores y con distinta prioridad. De este modo, se obtendra´ el
tiempo de ejecucio´n del proceso ma´s prioritario (tprio) y el del proceso
menos prioritario (tnon_prio).
El experimento de exploracio´n, consiste en la ejecucio´n simulta´nea de dos in-
stancias de distinta prioridad del programa astar #0. Se realiza una ejecucio´n
con la pol´ıtica de calidad de servicio activada para cada conjunto de valores
posibles asignados (conjunto finito) a los para´metros de configuracio´n.
Los primeros experimentos, se destinaron a la eleccio´n de los valores o´pti-
mos para el intervalo de desactivacio´n (determinado por los para´metros de
configuracio´n min_ticks_out y max_ticks_out. Los experimentos muestran
que la anchura del intervalo determina:
El tiempo que el proceso ma´s prioritario dispone para recuperarse de las
situaciones de conflicto. Por lo tanto una mayor anchura del intervalo
favorece al proceso ma´s prioritario.
En las situaciones de desactivacio´n provocadas por el comportamiento
natural del programa, el intervalo determina el tiempo que el proceso
menos prioritario ejecutara´ en el mismo core que el ma´s prioritario. Por
lo tanto, cuanto ma´s ancho sea el intervalo mayor sera´ la degradacio´n
del rendimiento del proceso menos prioritario
Por otra parte, el valor del extremo inferior del intervalo (para´metro min_ticks_out),
no so´lo determina el tiempo mı´nimo que el core permanecera´ desactivado,
sino que tambie´n tiene las siguientes implicaciones en el rendimiento:
Cuanto mayor sea el extremo inferior del intervalo, mayor sera´ la degradacio´n
del rendimiento del proceso menos prioritario; ya que ,durante ese tiem-
po el proceso menos prioritario ejecutara´ en el mismo core que el ma´s
prioritario.
Cuanto menor sea el extremo inferior del intervalo, antes se actu-
alizara´ el valor promedio que determina el intervalo de calidad de
servicio (seccio´n 5.1.2). Por lo tanto valores menores del para´metro
min_ticks_out provocara´n una disminucio´n del grado de calidad de
servicio del proceso ma´s prioritario.
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El valor o´ptimo, encontrado para distintos intervalos de desactivacio´n es
[10,50] 1 . Con este valor se realizan distintas pruebas variando el nu´mero
de ticks por cuenta (ticks_per_count) y el umbral de la tasa de fallos lo-
cal de cache de L2 (l2-miss-rate_threshold). La figura 6.11 muestra el
speedup del proceso ma´s prioritario (variando estos para´metros) con respecto
al tiempo de ejecucio´n obtenido con la pol´ıtica de planificacio´n desactivada
(comportamiento natural de Linux). De manera complementaria, la figura
6.11 muestra el factor de productividad del sistema (definido al inicio del
cap´ıtulo) obtenido para las distintas ejecuciones.
Figura 6.11: Graficas de speedup del proceso ma´s prioritario y factor de pro-
ductividad asociado com los experimentos de exploracio´n con la ejecucio´n
(astar #0 vs. astar #0)
Los valores o´ptimos a elegir, para cada para´metro sera´n aquellos que presen-
ten mayor speedup sin degradar la productividad. Como muestran las gra´ficas
asociadas a ambos factores, los valores o´ptimos para un intervalo de desacti-
vacio´n de [10,50], son los pares (ticks_per_count, l2-miss-rate_threshold)
con valores (5 ticks ,5%) y (5 ticks,10%). El primer par de valores consigue
el mayor speedup para el proceso ma´s prioritario pero posee un factor de
productividad muy bajo. Por otra parte el par (5,10%) presenta una buena
relacio´n speedup-productividad.
1La notacion [a, b] para el intervalo de desactivacio´n indica que el extremo inferior del
intervalo tiene un valor de a ticks y el extremo superior del intervalo tiene un valor de b
ticks
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6.1.4. Resultados de calidad de servicio
Gracias al proceso de exploracio´n de los valores de los para´metros de con-
figuracio´n, ha sido posible determinar los valores que optimizan la relacio´n
rendimiento-productividad del benchmark de referencia (astar #0). Es por
ello que los experimentos de calidad de servicio con los benchmarks selec-
cionados emplean los siguientes valores:
ticks_per_count = 5 ticks
intervalo de desactivacio´n [min_ticks_out, max_ticks_out] = [10,50]
(en ticks)
l2-miss-rate_threshold = {8%, 10%}
La figura 6.12 muestra la accion del planificador simbio´tico. En esta gra´fi-
ca se representa el speedup del proceso ma´s prioritario (eje de ordenadas)
con respecto al planificador de Linux - sin calidad de servicio-. En el eje de
abscisas se muestran los pares de benchmarks ejecutados simulta´neamente
durante el experimento, siendo el ma´s prioritario el que aparece en la parte
inferior.
Como puede percibirse, el planificador logra un speedup ma´s que aceptable
para el proceso ma´s prioritario en el 70% de los experimentos. Sin embargo,
existen algunos benchmarks donde la pol´ıtica de calidad de servicio no con-
sigue obtener mejoras del tiempo de ejecucio´n del proceso ma´s prioritario.
No obstante, en estos casos la sobrecarga introducida por el planificador sim-
bio´tico es inferior al 2%.
El ma´ximo speedup que puede lograrse para el proceso prioritario viene de-
terminado por el tiempo de sobrecarga introducido por la contencio´n por
comparticio´n de recursos entre los cores. Este tiempo es la diferencia entre
el tiempo de ejecucio´n de un proceso cuando ejecuta con otro, y el tiempo
de ejecucio´n de dicho proceso cuando esta´ solo. La gra´fica de la figura 6.13
muestra la relacio´n entre la mejora obtenida y la fraccio´n de mejora asoci-
ada al tiempo de sobrecarga. Cabe destacar, que la cache de segundo nivel
no es el u´nico recurso compartido entre los cores, ya que el front side bus
tambie´n se encuentra compartido. Es posible, que el impacto por la compar-
ticio´n del front side bus determine un porcentaje considerable del tiempo de
sobrecarga.
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Figura 6.12: Graficas del speedup del proceso ma´s prioritario y factor de
productividad asociado a los experimentos de calidad de servicio con el sub-
conjunto de benchmarks con uso intensivo de cache
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Figura 6.13: Fraccio´n de mejora con respecto al speedup ideal
Por otra parte, como complemento de la informacio´n del speedup, la figu-
ra 6.12, muestra el valor del factor de productividad (definido al inicio del
cap´ıtulo) para la ejecucio´n con los distintos umbrales de la tasa de fallos
local de L2, y para la ejecucio´n del planificador nativo de Linux (sin soporte
para calidad de servicio). Puede realizarse la siguiente lectura a partir de los
resultados:
El 92% de los casos no presentan un impacto muy negativo en la pro-
ductividad. De este modo, la productividad no se ve degradada para
lograr QoS.
Un valor superior del umbral de fallos de cache permite lograr una
mayor productividad en la mayor parte de los casos. Esto es as´ı ya que
el establecimiento de un umbral superior, provoca menos situaciones
de desactivacio´n de un core y, por tanto el proceso menos prioritario
pierde su afinidad a la cache de nivel 1 en menos ocasiones. * En al-
gunas ocasiones, donde la comparticio´n de recursos provoca una severa
degradacio´n del factor de productividad (gcc #6 vs. gcc #6), la pol´ıtica
de calidad de servicio puede conseguir aliviar el efecto de la contencio´n.
Cap´ıtulo 7
Trabajo Relacionado
Bellosa y Steckermeier [22] fueron los primeros en sugerir el uso de los conta-
dores hardware de monitorizacio´n del rendimiento para detectar los conflictos
de comparticio´n entre threads, ubica´ndolos en el mismo procesador. Debido
a la dificultad de acceso a los contadores hardware en aquel tiempo- hace diez
an˜os en un Convex SPP 1000- no pudieron mostrar resultados experimentales
de sus teor´ıas.
Bellosa propuso usar la informacio´n del TLB para reducir los fallos de cache
entre cambios de contexto de los procesos y maximizar la reutilizacio´n de
las lineas de cache, identificando aquellos threads que comparten las mismas
regiones de datos [23]. Los threads que comparten regiones se planifican se-
cuencialmente -uno inmediatamente detra´s de otro- para maximizar las opor-
tunidades de reutilizacio´n de bloques de cache. Koka y Lipasti persegu´ıan los
mismos objetivos y proporcionaron informacio´n mas detallada sobre los prob-
lemas encontrados al emplear la misma estrategia [24]. Sin embargo, el traba-
jo de estos dos grupos de investigacio´n se centra en sistemas monoprocesador
y no en CMPs.
Muchos investigadores han analizado el problema de la minimizacio´n de los
fallos de cache de capacidad y conflicto en arquitecturas con un segundo nivel
de cache compartido. Snavely y Tullsen publicaron interesantes trabajos en
el a´rea de la coplanificacio´n (co-sheduling) que muestran el problema de la
planificacio´n convencional y los potenciales beneficios de rendimiento logra-
dos mediante planificacio´n simbio´tica en un entorno de simulacio´n [12]. Con
el lanzamiento de los procesadores de Intel con tecnolog´ıa Hyperthreading,
Nakajima y Pallipadi analizaron el impacto de la coplanificacio´n en estos
sistemas reales [25]. Parekh et al. hicieron uso de los contadores de monitor-
izacio´n del rendimiento para obtener informacio´n sobre los fallos de cache y
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desplegar una te´cnica de coplanificacio´n muy sofisticada [26].
McGregor et al. y El-Moursy et al., muestran que emplear u´nicamente una
heur´ıstica basada en fallos de cache, resulta insuficiente para determinar las
situaciones de conflicto por comparticio´n de recursos en multiprocesadores
formados por mu´ltiples chips con SMT. Esto es as´ı, porque los procesadores
SMT comparten otros muchos recursos microarquitecto´nicos adema´s del primer
y segundo nivel de cache [27, 28]. El- Moursy et al. demuestran que el em-
pleo de una heur´ıstica basada en el nu´mero de instrucciones por ciclo permite
detectar un mayor nu´mero de situaciones de conflicto por comparticio´n de
recursos en procesadores SMT.
Suh et al. introducen una aproximacio´n gene´rica a la planificacio´n memory-
aware, en la cual los threads se planifican en funcio´n de su porcentaje de uso
de cache [29, 30]. Por ejemplo, la ejecucio´n en paralelo de un proceso con uso
intensivo de cache con otro proceso con bajo ı´ndice de utilizacio´n de cache
constituye una buena decisio´n de planificacio´n memory-aware. Fedorova et
al. analizan el disen˜o de un planificador simbio´tico que emplea una heur´ıstica
de coplanificacio´n basada en la tasa de fallos de cache, cuyo objetivo es de
reducir los fallos de capacidad y conflicto [11, 31].
Otros trabajos analizan distintas estrategias de calidad de servicio (QoS) en
arquitecturas SMT y CMP. Iyer et al. analizan el problema de la asignacio´n
de los recursos compartidos a cada core en plataformas CMPs presentando
distintas pol´ıticas de asignacio´n de recursos (esta´ticas y dina´micas) [32, 33].
Estas pol´ıticas tienen en cuenta tanto los requisitos del usuario (prioridades)
como las caracter´ısticas de uso de recursos de cada programa. Cazorla pro-
pone distintas modificaciones microarquitecto´nicas en los procesadores con
SMT para dar soporte hardware de calidad de servicio [34, 35, 36].
En relacio´n con el ana´lisis del comportamiento del conjunto de benchmarks
de SPEC CPU2006 con respecto a la jerarqu´ıa de memoria, Henning realiza
un estudio basado en la utilizacio´n de los contadores hardware de monitor-
izacio´n del rendimiento [21]. Por otra parte, el mismo autor en [20] realiza
una comparativa entre el consumo de memoria de los benchmarks de SPEC
CPU2006 con los benchmarks de la anterior versio´n de esta misma suite
–SPEC CPU2000–.
Finalmente, Siddha [15] enumera las u´ltimas modificaciones incorporadas
al kernel Linux para desplegar distintas pol´ıticas de equilibrado de carga en
servidores constituidos por mu´ltiples chips CMP. En dicho trabajo analiza
distintas estrategias para optimizar el consumo y la productividad en situa-
ciones de baja carga.
Cap´ıtulo 8
Conclusiones y trabajo futuro
La pol´ıtica de planificacio´n propuesta en este trabajo da soporte de calidad
de servicio en arquitecturas CMP. Para obtener resultados experimentales
sobre un sistema operativo real, se ha optado por desarrollar un planificador
simbio´tico que implementa esta pol´ıtica sobre Linux kernel 2.6.21. Aunque
esta implementacio´n constituye una primera aproximacio´n sobre una arqui-
tectura CMP de dos cores (Intel Core 2 Duo), es posible adaptar dicha imple-
mentacio´n a arquitecturas compuestas por ma´s de dos cores; quedando como
trabajo futuro la realizacio´n de un estudio de las prestaciones de la pol´ıtica
de QoS en estos sistemas.
Los resultados obtenidos muestran mejoras significativas del rendimiento de
procesos prioritarios en un entorno de ejecucio´n con procesos de distinta pri-
oridad. De manera adicional, la productividad del sistema no se ve degradada
al desplegar la pol´ıtica de calidad de servicio; llegando en ocasiones a aumen-
tar la productividad gracias a la disminucio´n del impacto de las situaciones
de conflicto por comparticio´n de recursos entre los cores. Por otra parte, como
muestran los resultados, la asignacio´n de distintos valores a los para´metros de
configuracio´n del planificador simbio´tico permite ajustar el grado de calidad
de servicio y productividad deseados.
Cabe destacar que la herramienta de monitorizacio´n del rendimiento incluida
en el planificador simbio´tico –que hace uso de los contadores hardware de la
ma´quina– no so´lo proporciona al planificador informacio´n sobre los eventos
generados por los procesos durante la ejecucio´n, sino que tambie´n permite
al usuario realizar profiling de los procesos proporcionando mecanismos de
extraccio´n de la informacio´n almacenada en el nu´cleo sobre las medidas reg-
istradas por los contadores hardware. El hecho de estar integrada dentro del
planificador de tareas, permite que la herramienta de monitorizacio´n sea con-
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sciente de los cambios de contexto, realizando la cuenta de eventos hardware
de manera independiente por cada proceso.
Como trabajo futuro se propone la exploracio´n de pol´ıticas de calidad de
servicio que se basan en la combinacio´n de mecanismos de equilibrado de
carga basados en el uso de recursos compartidos por cada proceso (memory-
aware, [30]), con procedimientos de desactivacio´n de cores en situaciones
de conflicto. Por otra parte,tambie´n es posible emplear la herramienta de
monitorizacio´n del rendimiento del planificador simbio´tico para ampliar la
pol´ıtica de ahorro de consumo de Linux sobre multiprocesadores con chips
multicore (descrita en [15]) para que opere con independencia de la carga del
sistema.
A pesar de que este trabajo se centra en el ana´lisis de la contencio´n por
la comparticio´n del segundo nivel de cache en arquitecturas CMP, las ideas
aqu´ı expuestas permiten desarrollar pol´ıticas de calidad de servicio – basadas
en desactivacio´n de procesadores lo´gicos– sobre arquitecturas SMT (usando
el IPC como para´metro de calidad de servicio [27]); y, de manera jera´rquica,
como combinacio´n de CMP y SMT, a las arquitecturas CMT.
Ape´ndice A
Contadores hardware de
monitorizacio´n del rendimiento
A.1. Introduccio´n
Los contadores de monitorizacio´n del rendimiento, son registros del proce-
sador que proporcionan los recursos necesarios para contabilizar distintos
tipos de eventos que se producen en el chip. Algunos de estos eventos monitor-
izables son el nu´mero de instrucciones retiradas, el nu´mero de fallos de cache
de u´ltimo nivel o el nu´mero de fallos de prediccio´n de saltos. Para configurar
los contadores hardware para la monitorizacio´n del rendimiento, as´ı como
para obtener los valores almacenados en ellos; el procesador ofrece un sub-
conjunto de instrucciones de la arquitectura reservadas para uso exclusivo
del sistema operativo (ensamblador privilegiado). Comu´nmente, la lo´gica del
procesador que gestiona los contadores hardware y procesa la configuracio´n
de cuenta establecida por el sistema se denomina unidad de monitorizacio´n
del rendimiento (PMUs, performance monitoring unit).
Los eventos de monitorizacio´n son de intere´s tanto para aquellos que se ded-
ican al ana´lisis y la evaluacio´n del rendimiento de distintas configuraciones
hardware, como para desarrolladores de compiladores y de sistemas opera-
tivos, elementos que tienen un notable impacto en el rendimiento final de
las aplicaciones. Por ejemplo, un analista que observe que un programa pre-
senta una tasa elevada de fallos de cache en un sistema, puede experimentar
mejoras en el rendimiento con determinadas opciones de compilacio´n que
introduzcan prebu´squeda software o bien que faciliten la prebu´squeda hard-
ware. Por otra, parte un desarrollador de compiladores que observe la misma
situacio´n, puede modificar el generador de co´digo espec´ıfico del backend del
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compilador, para que tenga en cuenta los detalles necesarios de la arquitec-
tura subyacente, para optimizar el comportamiento de esa aplicacio´n con la
jerarqu´ıa de memoria.
El subcomite´ de SPEC CPU tambie´n ha hecho uso de los contadores hardware
durante el desarrollo de SPEC CPU 2006 [21]. En este caso, el intere´s que
se persigue no es la mejora del rendimiento para una ma´quina en particular
sino la seleccio´n de los candidatos a benchmarks.
Otros usos adicionales de los contadores hardware, incluyen:
Desarrollo de herramientas de profiling no intrusivas: Son aquellas her-
ramientas de profiling que no requieren la inclusio´n de co´digo en el
binario del programa a evaluar; sino que, por el contrario, permiten
obtener informacio´n acerca de una aplicacio´n cualquiera -sin proce-
samientos previos del binario- a partir de las medidas efectuadas por
los contadores hardware de la ma´quina.
Sintonizaciones del sistema operativo con la arquitectura: A partir de
las medidas que el sistema obtiene, en tiempo de ejecucio´n, se definen
pol´ıticas de planificacio´n para optimizar aspectos como la productivi-
dad, el rendimiento o la calidad de servicio.
Medida del impacto de las nuevas te´cnicas de alto rendimiento imple-
mentadas en los procesadores actuales como la calidad de la prediccio´n
de saltos, el impacto de la prebu´squeda hardware o la contencio´n por la
comparticio´n de recursos como el segundo nivel de cache. Motivados por
el ana´lisis por la contencio´n por la comparticio´n de recursos, arquitec-
turas como la SMT (multithreading simulta´neo) o CMP (arquitecturas
multi-core) han sido objeto de mu´ltiples estudios por la presencia de
recursos compartidos por los procesadores lo´gicos y cores existentes en
ellas. Este trabajo se encuentra entre uno de esos estudios.
A.2. Consideraciones sobre el disen˜o
Esencialmente, la unidad de monitorizacio´n del rendimiento (PMU) esta´ for-
mada por dos elementos: la lo´gica de deteccio´n de eventos y los contadores
hardware. La lo´gica de deteccio´n de eventos contabiliza el nu´mero de eventos
de un determinado tipo (o conjunto de eventos) que han ocurrido durante un
ciclo de reloj. Cada contador hardware recibe como entrada, cada ciclo de
reloj, un nu´mero de m bits que representa el nu´mero de eventos transcurri-
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dos durante ese ciclo. Cada ciclo, el contador acumula este valor al que tiene
almacenado.
Figura A.1: Estructura de la PMU
Sin embargo, a pesar de la simplicidad de este modelo, la lo´gica de deteccio´n
de eventos ha de tener en cuenta las te´cnicas de alto rendimiento, implemen-
tadas en los procesadores actuales, que hacen ma´s complejo [37] el proceso
de deteccio´n y cuenta de eventos:
Ejecucio´n en desorden: La ejecucio´n en desorden provoca que las in-
strucciones ejecutadas fuera de orden, tambie´n originen eventos en
desorden. Los eventos, como las instrucciones, no se producen segu´n
el orden impuesto por el programa.
Ejecucio´n especulativa: Las instrucciones ejecutadas de forma especu-
lativa, a parte de ser susceptibles de generar falsas excepciones, generan
eventos que hacen incrementar las cuentas almacenadas por los conta-
dores hardware. Es preciso disponer de mecanismos para filtrar eventos
especulativos y no especulativos.
Eventos no asociados a instrucciones: Las peticiones de acceso a memo-
ria desencadenadas por las unidades de prebu´squeda hardware, generan
eventos no asociados con ninguna instruccio´n de manera directa.
Las situaciones anteriores hacen necesaria que la lo´gica de deteccio´n y cuenta
de eventos, sea capaz de discernir la naturaleza especulativa y fuera de orden
de la ocurrencia de eventos. Para hacer frente a este modelo, Intel distingue
varios tipos de eventos:
non-retirement: Son los eventos que suceden durante la ejecucio´n de la
instruccio´n y se contabilizan en el mismo momento en el que suceden,
como transacciones en el bus o con la cache. Usar este tipo de eventos
implica ignorar la ejecucio´n especulativa y fuera de orden, a la hora de
contabilizar los eventos.
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at-retirement: Son los eventos preparados para ser contabilizados cuan-
do se retira la instruccio´n del ROB –buffer de reordenamiento–, lo que
permite contabilizar en orden los eventos efectivos generados por el
programa. El mecanismo de conteo de eventos at-retirement implica la
inclusio´n de lo´gica adicional para etiquetar microoperaciones (tagging).
El mecanismo de etiquetado o tagging, empleado para contabilizar eventos
at- retirement, separa la ocurrencia de el evento del momento en el que es
contabilizado. Cuando el evento se produce, la microoperacio´n generadora
se marca en el ROB (tag). Cuando la microinstruccio´n marcada se retira
el evento se contabiliza. La principal limitacio´n de este esquema es que so-
lo puede contabilizarse una sola ocurrencia de un evento at-retirement por
microinstruccio´n. A su vez los eventos at-retirement se dividen en:
Bogus: Eventos generados por instrucciones ejecutadas especulativa-
mente que pertenecen a la rama de la bifurcacio´n donde se ha producido
un fallo en la prediccio´n
Non-Bogus: Eventos generados por Instrucciones ejecutadas de manera
especulativa pertenecientes a la rama de ejecucio´n correcta
Retired: Eventos generados por instrucciones no ejecutadas de manera
especulativa.
Esta clasificacio´n esta´ ligada a la ejecucio´n especulativa. La monitorizacio´n de
los eventos bogus y non-bogus, es muy u´til para estudiar como se comportan
las distintas estrategias de prediccio´n de saltos. Gracias a la existencia de
eventos de este tipo, se puede conocer el impacto negativo de los fallos de
prediccio´n de saltos, ya que permiten contabilizar el nu´mero de instrucciones
que han sido ejecutadas especulativamente y que, finalmente, desembocaron
en un fallo de prediccio´n.
Por otra parte, existen eventos cuya monitorizacio´n puede facilitar la detec-
cio´n de situaciones cr´ıticas; como la deteccio´n de un impacto negativo en el
rendimiento provocado por la prebu´squeda hardware. Esta informacio´n puede
resultar muy valiosa para tomar decisiones que permitan ajustar la ma´quina
a los requisitos de las aplicaciones –en el ejemplo anterior, la prebu´squeda
hardware podr´ıa deshabilitarse para no entrar en conflicto con un escasa
localidad espacial que presenta la aplicacio´n–. Para detectar situaciones de
este tipo, en ocasiones, es necesario disponer de un control ma´s preciso que
el que pueda ofrecer la simple cuenta de eventos. Por esta razo´n, la mayor
parte de los procesadores actuales incluyen un modelo de cuenta de eventos
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precisos (PEBS, Precise Event Based Sampling). Este modelo permite que
un subconjunto de eventos at-retirement puedan ser configurados para su de-
teccio´n en modo preciso. En modo preciso, cuando la cuenta de ocurrencias
de ese evento at- retirement supera un determinado umbral, se realizan las
siguientes acciones:
Se salva el contexto arquitecto´nico
Se lanza una interrupcio´n en el procesador donde se detecto´ dicha
situacio´n
Se invoca la rutina de tratamiento de interrupcio´n para que realice las
acciones necesarias
A.3. Contadores de monitorizacio´n del rendimien-
to en los procesadores de Intel
A.3.1. Interfaz de sistema: MSRs
Los MSRs (Machine/Model Specific Registers) esta´n presentes en los proce-
sadores de Intel desde la aparicio´n del Pentium. Permiten el control de di-
versas caracter´ısticas hardware/software como:
Contadores de Monitorizacio´n del Rendimiento (PMCs)
Extensiones de depuracio´n
Mecanismo de deteccio´n y notificacio´n de errores del hardware (Machine-
Check Architecture )
Gestio´n del tipo de caching de bloques de memoria (Memory Type
Range Registers - MTRs )
Gestio´n de consumo y de temperatura (ACPI)
Un MSR es un registro de 64 bits, identificado por un nu´mero hexadecimal.
Para realizar operaciones de lectura/escritura sobre ellos Intel proporciona
las instrucciones: WRMSR y RDMSR. Estas instrucciones estan reservadas
para uso exclusivo del sistema operativo (nivel de privilegio 0). Cabe destacar
que estas instrucciones hacen uso de operandos impl´ıcitos -registros de 32
bits, eax, ecx y edx-. Gracias a su sema´ntica, las aplicaciones que hacen
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uso de estas instrucciones no han de sufrir modificaciones en el co´digo fuente
para mantener su compatibilidad, pues la instruccio´n se comporta de manera
similar en procesadores pertenecientes a las microarquitectura IA-32 e Intel
64. La sema´ntica de las instrucciones WRMSR y RDMSR se muestra en la
tabla A.1.
Sema´ntica de WRMSR Sema´ntica de RDMSR
MSR[ecx][0:31] <== eax; eax <== MSR[ecx][0:31]
MSR[ecx][63:32] <== edx; edx <==MSR[ecx][63:32]
Cuadro A.1: Sema´ntica de operaciones de acceso a MSRs
Pueden distinguirse dos tipos de registros MSR: los arquitecto´nicos y los no
arquitecto´nicos. Los MSRs arquitecto´nicos, en el momento que se declaran
como tales, permenecen inalterables en cuanto a identificador de MSR y
funcionalidad. Por otra, parte los MSRs no arquitecto´nicos pueden sufrir
modificaciones en distintos procesadores de la familia, haciendo honor a su
nombre de registros espec´ıficos de modelo.
Para llevar a cabo la cuenta de un so´lo evento, es necesario tener en cuenta
ma´s de un registro MSR. Uno de los MSRs necesarios es el PMC (Performance
Monitoring Counter), registro que almacena el nu´mero de eventos contabiliza-
dos de un cierto tipo. Los PMCs son MSRs especiales de 40 bits identificados
con un nu´mero hexadecimal - distinto del identificador del MSR asociado-.
Para acceder a ellos, adema´s de las instrucciones WRMSR y RDMSR, Intel
proporciona la instruccio´n RDPMC. Esta instruccio´n es la particularizacio´n
de RDMSR para registros de 40 bits. El identificador nume´rico de PMC es
necesario para acceder a e´l por medio de la instruccio´n RDPMC.
Cabe destacar que para que la la lo´gica de deteccio´n y cuenta de eventos
incremente correctamente el valor del PMC asignado cada ciclo de reloj, es
necesario configurar ciertos aspectos como: el modo de cuenta, la lo´gica de
control del contador, y la seleccio´n del evento a monitorizar.
En los procesadores de Intel, existen varios detectores de eventos, cada uno
de ellos ubicado en un lugar estrate´gico del chip para monitorizar un sub-
conjunto determinado de eventos. Los detectores de eventos permiten ser
configurados para detectar ma´s de un evento pero no de forma simulta´nea.
Para determinar, que evento contabilizara´ la unidad de deteccio´n, es preciso
establecer la configuracio´n en ciertos registros MSRs destinados para tal fin.
Por otra parte, el modo en el que se incrementa el PMC cada ciclo presenta
varios modos de funcionamiento, conocidos como modos de cuenta:
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Habilitacio´n de cuenta por nivel de privilegio actual (SO, Usuario): Este
modo de cuenta permite habilitar o deshabilitar el conteo de eventos que
se producen cuando el proceso esta ejecutando co´digo en modo usuario
(binario y bibliotecas, en nivel 3), o bien cuando el procesos ejecuta
co´digo del sistema operativo (llamadas al sistema o planificacio´n, en
nivel 0).
Incremento por comparacio´n con umbral: Esta caracter´ıstica resulta
muy u´til para medir eventos espec´ıficos como el nu´mero de ciclos de
reloj en el que se ha detectado un evento, un nu´mero de veces superior
o, inferior a un umbral k dado. El contador solo se incrementa cuando
se cumple la comparacio´n con dicho umbral. En los registros MSR que
permiten configurar el modo de cuenta, existen tres campos reservados:
campo de umbral (threshold), campo del signo de la comparacio´n y
campo de activacio´n de la caracter´ıstica (edge enable).
Interrupcio´n por overflow del contador o por incremento del conta-
dor: Es el fundamento para los sistemas de monitorizacio´n guiados por
eventos o guiados por tiempo (seccio´n A.4). La PMU puede configu-
rarse para lanzar interrupciones, en el procesador asociado a un con-
tador determinado, cuando dicho contador se ha desbordado o se haya
producido un incremento del mismo superior o inferior a un umbral
configurable.
Finalmente, la lo´gica de control de los PMCs es la que controla la activacio´n y
desactivacio´n de la cuenta e indica las situaciones en las que se ha producido
un desbordamiento del contador. Para controlar ambas situaciones, existen
dos campos reservados (enable y overflow) en el registro MSRs dedicado al
control de los contadores.
A.3.2. PMCs de la microarquitectura Netburst
Los procesadores de la microarquitectura Netburst constan de un nu´mero
variable de MSRs –segu´n el modelo– destinados a la monitorizacio´n de even-
tos del procesador. Para proceder a la configuracio´n de la unidad de monitor-
izacio´n del rendimiento (PMU), es necesario considerar dos tipos de registros
MSRs adicionales adema´s de los PMCs: ESCRs y CCCRs. La funcio´n de
los ESCRs (Event Select Control Register) es permitir la seleccio´n del evento
que se desea monitorizar en un detector de eventos. Cada detector de eventos
tiene asociado un registro ESCR formado por los siguientes campos:
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Flag USR (bit 2). Cuando esta´ activado, los eventos se cuentan cuando
el procesador esta´ en el nivel de privilegios (CPL) 1, 2 o 3. Estos niveles
son utilizados en las aplicaciones de usuario.
Flag OS (bit 3). Cuando esta´ activado se cuentan los eventos que se pro-
ducen cuando el nivel CPL es 0. Este nivel de privilegios, normalmente
esta´ reservado al sistema operativo. Cuando este flag y el anterior esta´n
activados, se contara´n los eventos que se producen en todos los niveles
de privilegio.
Flag Enable (bit 4). Activado cuando se permite el etiquetado de µops
para contar un eventos at-retirement. Cuando esta´ a 0, el etiquetado
esta´ desactivado.
Tag Value field o Valor de la Etiqueta (bit 5 al 8). Como su propio
nombre indica, selecciona un valor para la etiqueta utilizada.
Event Mask field o Ma´scara de Evento (bit 9 al 24). Esta ma´scara es
la que permite seleccionar que evento contar de la clase de eventos
seleccionada en el campo de seleccio´n de evento.
Event Select field o Seleccio´n de Evento (bit 25 al 30). Selecciona la
clase de evento. Para seleccionar un evento de esta clase se pondra´ el
valor correcto en el flag de Ma´scara de Evento.
Figura A.2: Campos de un registro ESCR
Por otra parte, los registros CCCR (Counter Configuration Control Register)
son registros MSRs, destinados al control del contador y a la configuracio´n
del modo de cuenta del mismo. Los registros CCCRs constan de los siguientes
campos:
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Flag de activacio´n (Enable flag) (bit 12). Cuando esta´ seleccionado, la
cuenta permanece activa. Cuando se borra o se hace un reset del CCCR
completo, se pone a 0 y deja de contar.
Seleccio´n de ESCR (ESCR select field) (bits 13 al 15). Identifica el
ESCR que se usara´ para seleccionar los eventos que se contara´n en el
contador asociado al CCCR.
Flag de comparacio´n (Compare flag) (bit 18). Cuando esta´ seleccionado
se activa el filtro para el contador. Se puede filtrar el valor del contador
mediante un umbral, complemento y edge flags.
Flag de complemento (Complement flag) (bit 19). Indica como com-
parar el valor del contador con el valor umbral. Cuando esta´ selecciona-
do, los valores menores o iguales al umbral habilitan el incremento del
contador. En caso de que no este´ activado, son los valores mayores los
que habilitan el incremento.
Umbral (Threshold field) (bits 20 al 23). Campo para establecer un
valor umbral con el que comparar en los filtrados de eventos.
Edge flag (bit 24). Cuando esta seleccionado activa la salida de la com-
paracio´n. So´lo funciona cuando esta´ activado el flag de comparacio´n.
FORCE OVF flag (bit 25). Fuerza a que la sen˜al de desbordamiento se
active en cada incremento del contador.
OVF PMI flag (bit 26). Si esta´ activado entonces se lanzar una inter-
rupcio´n de contador de rendimiento o PMI (performance monitoring-
interrupt) cada vez que suceda un desbordamiento en el contador. Si
esta´ desactivado no se lanza PMIs.
Cascade flag (bit 30). Con que este flag este´ activado en uno de los
contadores que forma la pareja, hace que los contadores funcionen en
cascada, es decir que se alternen con otros cuando se produce desbor-
damiento.
OVF flag (bit 31). Estara´ activado cuando el contador haya sufrido un
desbordamiento.
En el caso del procesador Intel Pentium 4 Xeon con tecnolog´ıa hyperthread-
ing, perteneciente a la familia de procesadores de la microarquitectura Net-
burst, el usuario dispone de:
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18 contadores de 40 bits (PMCs)
149 eventos configurables
18 PMCs o contadores
18 CCCRs, para la configuracio´n del modo cuenta y control de cada
PMC
44 ESCRs, para configuracio´n de la lo´gica de deteccio´n de eventos.
Cabe destacar que en el procesador anteriormente citado -procesador con
multithreading simulta´neo (SMT) de dos v´ıas-, los registros MSRs dedicados
a la monitorizacio´n del rendimiento esta´n compartidos entre los dos proce-
sadores lo´gicos
Para configurar la cuenta de un evento es preciso seleccionar un detector
de eventos y configurar su registro ESCR asociado. Posteriormente, se ha
de elegir un contador hardware (PMC) interconectado con el detector de
eventos (segu´n indica la figura ), y establecer el valor adecuado de los campos
del registro de control y configuracio´n CCCR asociado al contador. Debido
a este r´ıgido esquema, el repertorio de eventos no es ortogonal ya que no
todos los contadores pueden contar todos los eventos. La especificacio´n de la
configuracio´n de los ESCRs se detalla en [38] y [39].
Figura A.3: Campos de un registro CCCR
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El procedimiento de configuracio´n de cuenta de un evento comentado ante-
riormente, es el empleado para eventos non-retirement y en el hay 3 MSRs
involucrados. Sin embargo, para llevar a cabo la cuenta de un evento at-
retirement, es preciso realizar la configuracio´n equivalente a dos eventos,
para levar a cabo el procedimiento de etiquetado (tagging) de forma expl´ıci-
ta. El primer evento, representa la accio´n de deteccio´n del evento seleccionado
propiamente dicha. Cuando el evento se detecta, la instruccio´n se marca en
la entrada que ocupa en el ROB. El segundo evento involucrado, procede a
la deteccio´n de las instrucciones etiquetadas -durante la fase de commit- y
procede al incremento efectivo del PMC asociado. Cabe destacar que para la
configuracio´n de un so´lo evento at-retirement, es necesario reservar 6 MSRs-
3 para el etiquetado y 3 para el marcado-, frente a los so´lo 3 MSRs de los
eventos non-retirement.
Las principales limitaciones que presenta la implementacio´n de la PMU en
los procesadores de la microarquitectura Netburst son las siguientes:
El Repertorio de eventos no es ortogonal. No todos los contadores
pueden contar todos los eventos debido al interconexionado.
La cuenta de eventos no siempre puede realizarse de manera indepen-
Figura A.4: Interconexionado PMU P4
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diente en cada procesador lo´gico de un procesador con hyperthreading.
Intel distingue, por esta situacio´n, entre dos tipos de eventos:
• Eventos Thread Specific (TS): Pueden monitorizarse de manera
independiente en cada cpu lo´gica
• Eventos Thread Independent (TI): La deteccio´n se produce sin
distincio´n entre el procesador que emitio´ la instruccio´n generadora
del evento
A.3.3. PMCs de la microarquitectura Core
Los procesadores de la microarquitectura Core constan de un nu´mero variable
de MSRs –segu´n el modelo– destinados a la monitorizacio´n de eventos del
procesador. Estos registros MSR esta´n replicados en cada core de procesador.
A diferencia de los procesadores de la microarquitectura Netburst, los proce-
sadores incluyen un subconjunto mı´nimo de eventos y MSRs arquitecto´nicos.
Este hecho implica que todos los procesadores de la familia comparten un
subconjunto comu´n de eventos y de contadores hardware, que garantiza que
las herramientas desarrolladas para facilitar el proceso de monitorizacio´n de
eventos hardware, puedan ser reutilizables en mayor medida, para efectuar
mediciones en distintos procesadores de la familia. Este subconjunto mı´nimo
arquitecto´nico incluye:
2 PMCs para cuenta de eventos configurables y 2 registros MSR de
configuracio´n asociados (PEREVTSELs)
3 PMCs de cuenta fija para llevar a cabo la cuenta de instrucciones
retiradas, ciclos de bus y ciclos del procesador
Un registro MSR de control de los contadores de cuenta fija
3 registros MSRs para regir la lo´gica de control global de los contadores
hardware. Esta lo´gica permite habilitar o deshabilitar de forma global o
centralizada las cuentas de los PMCs, as´ı como consultar las situaciones
de desbordamiento de los mismos.
7 eventos arquitecto´nicos.
En el caso del procesador Intel Core 2 Duo perteneciente a la familia de
procesadores de la microarquitectura Core, el usuario dispone de 190 eventos
monitorizacio´n para configurar los dos contadores hardware (PMCs) incluidos
en la PMU. Dichos eventos se detallan en el ape´ndice B de [39].
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Para proceder a la configuracio´n de la unidad de monitorizacio´n del rendimien-
to (PMU), es necesario considerar un tipo de registro MSR adicional: PER-
FEVTSEL. El registro PERFEVTSEL se encarga de almacenar la configu-
racio´n de tres aspectos:
Seleccio´n de evento
Modo de cuenta
Lo´gica de control del contador hardware o PMC asociado
Los distintos campos de un MSR PERFEVTSEL se muestran en la figura .
La descripcio´n de cada uno de ellos es la siguiente:
Unit mask (UMASK) (bits 8 a 15): Estos bits catalogan la condicio´n
que la lo´gica del evento seleccionado detecta. Los valores va´lidos para
cada unidad de deteccio´n de eventos es espec´ıfica a la misma. Para
cada evento arquitecto´nico, su correspondiente valor de campo UMASK
define una condicio´n microarquitecto´nica espec´ıfica.
USR (user mode) flag (bit 16): Especifica que la condicio´n microarqui-
tecto´nica seleccionada se cuenta solamente cuando el procesador lo´gico
opera en el nivel de privilegio 1, 2 o 3. Este flag puede utilizarse en
combinacio´n con el flag OS.
OS (operating system mode) flag (bit 17): Especifica que la condicio´n
microarquitecto´nica seleccionada se cuenta cuando el procesador lo´gico
opera en el nivel de privilegio 0. Este flag puede utilizarse en combi-
nacio´n con el flag USR.
E (edge detect) flag (bit 18): Cuando esta´ habilitado, activa la detec-
cio´n de umbral de la condicio´n microarquitecto´nica seleccionada. El
procesador lo´gico incrementara´ el contador cuando el valor de cuenta
de eventos por ciclo supere (o sea inferior- segu´n configuracio´n del resto
de campos) al valor introducido en el campo CMASK.
PC (pin control) flag (bit 19): Cuando este´ habilitado, el procesador
lo´gico activa los pins PMi (performance monitoring interrupt) e incre-
menta el contador cuando ocurren los eventos de monitorizacio´n del
rendimiento. Si esta´ desactivado el procesador lo´gico activa los pins
PMi cuando el contador se desborde.
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INT (APIC interrupt enable) flag (bit 20): Cuando se active, el proce-
sador lo´gico genera una interrupcio´n a trave´s de su APIC local cuando
el contador se desborda.
EN (Enable Counters) Flag (bit 22): Sen˜al de enable del contador hard-
ware. Cuando esta´ activado permite la cuenta de eventos.
INV (invert) flag (bit 23): Invierte el resultado de la comparacio´n de la
ma´scara del contador cuando esta´ habilitado. De este modo, el contador
hardware se incrementa cuando el valor de la unidad de deteccio´n de
eventos para ese ciclo es inferior al indicado por el campo CMASK.
Counter mask (CMASK) (bits 24 a 31): Cuando este campo es distinto
de cero, un procesador lo´gico compara el valor de este campo con la
cuenta de eventos para ese ciclo. Si la cuenta es mayor o igual que
este valor, el contador se incrementa en una unidad; de otro modo el
contador no se incrementara´.
Figura A.5: Campos de un registro PERFEVTSEL
Para configurar la cuenta de un evento es preciso seleccionar un evento y
un contador hardware compatible. Para cada contador hardware se debe se-
leccionar el evento configurable a contabilizar, as´ı como su modo de cuenta.
Estos aspectos, unidos al control de activacio´n y desbordamiento del conta-
dor, pueden gestionarse configurando adecuadamente el registro PERFEVT-
SEL asociado a cada PMC. Para poder realizar la monitorizacio´n de eventos
non-retirement o at-retirement, solamente es necesario seleccionar un evento,
un PMC y configurar su registro PERFEVTSEL asociado. Los eventos non-
retirement pueden ser contabilizados por cualquier PMC, a diferencia de los
eventos at-retirement restringidos al PMC0.
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A diferencia del procedimiento empleado para la configuracio´n de los even-
tos at- retirement en los procesadores de la microarquitectura Netburst; en
la microarquitectura Core el procedimiento de tagging, se realiza de forma
impl´ıcita -sin que la configuracio´n implique la distincio´n de dos eventos (uno
de deteccio´n y marcado, y otro de conteo)-. Este hecho, unido a la com-
pactacio´n de las funcionalidades de CCCRs y ESCRs en un so´lo registro
MSR –PERFEVTSEL–, reduce el nu´mero de registros involucrados en la
configuracio´n de un evento a so´lo dos MSRs.
A.3.4. Comparativa
Con la nueva implementacio´n de los recursos hardware para la monitorizacio´n
del rendimiento (microarquitectura Core), Intel se ha propuesto mejorar di-
versos aspectos para facilitar el desarrollo de sistemas que hagan uso de estos
recursos. Algunas de las principales diferencias entre ambas implementaciones
–microarquitectura Netburst y microarquitectura Core– se muestran en las
tablas A.2 y A.3.
A.4. Modelos de sistema
Los recursos de monitorizacio´n del rendimiento permiten a investigadores,
analistas y desarrolladores de aplicaciones de alto rendimiento, tener acceso
a informacio´n muy valiosa para llevar a cabo optimizaciones y as´ı conseguir
una mayor sintonizacio´n de la aplicacio´n o sistema en cuestio´n con la ar-
quitectura subyacente. Sin embargo, para poder hacer uso de ellos, hay que
tener en cuenta diversos aspectos, como la restriccio´n de acceso, los entornos
de ejecucio´n multitarea y el bajo nivel expresivo de los eventos de monitor-
izacio´n.
En primer lugar, es necesario considerar que el conjunto de operaciones de
acceso a los contadores de monitorizacio´n del rendimiento, esta´ reservado
exclusivamente para uso del sistema operativo y los controladores de dispos-
itivo (modo nu´cleo). Por tanto, el sistema operativo o los drivers sera´n los
encargados de ofrecer un interfaz de acceso a los mismos a las herramien-
tas de usuario desarrolladas para simplificar la labor de medicio´n de eventos
hardware.
Actualmente la mayor parte de sistemas operativos de propo´sito general ofre-
cen un entorno de ejecucio´n multiprogramado -con ma´s de una tarea ejecu-
tando de forma alternada en cada CPU-. Esta situacio´n, unida a la ma´s que
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Caracter´ısticas PMCs Core PMCs Netburst
Nu´mero de contadores Hard-
ware disponibles
18 PMCs (Pentium IV
HT)
2 PMCs de propo´sito
general
5 PMCs de cuenta fija
Comparticio´n de MSRs entre
procesadores lo´gicos/cores
Compartidos
Configuracio´n para un
mismo evento es distin-
ta para cada procesador
lo´gico (MSRs y Valores)
Replicados
Configuracio´n para un
mismo evento es similar
para todos los cores
MSRs requeridos para la
cuenta de un evento
3 para non-retirement
6 para at-retirement
2 MSRs con indepen-
dencia de la naturaleza
del evento
Ortogonalidad del repertorio
de eventos
3 para non-retirement
6 para at-retirement
Limitada por el inter-
conexionado existente
entre los MSRs y las
unidades de deteccio´n
Todos los PMCs
pueden contar eventos
non-retirement
Los eventos at-
retirement han de
se contados con el
PMC0
Configuracio´n de cuenta en
cascada de PMCs
Soportada
2 PMCs por evento
(80 bits efectivos para
la cuenta de un evento)
No soportada
Cuadro A.2: Comparativa entre PMCs de microarquitectura Core y microar-
quitectura Netburst (1)
APE´NDICE A. CONTADORES HARDWARE 117
Caracter´ısticas PMCs Core PMCs Netburst
Complejidad de configuracio´n
Configuracio´n compleja
3/6 MSRs por evento
Mecanismo de etiqueta-
do (tagging) expl´ıcito
Configuracio´n sencilla
de PMCs de proposito
general (2 MSRs por
evento)
Existencia de eventos
de cuenta fija (no con-
figurables)
Mecanismo de etiqueta-
do (tagging) impl´ıcito
Control centralizado de PMCs
No, solo es posible parar
los contadores escribi-
endo en cada CCCR
Existencia de MSRs de
control centralizado.
Permite las cuentas
de todos los PMCs
simulta´neamente.
Subconjunto de eventos arqui-
tecto´nico
Cada conjunto de
eventos es espec´ıfi-
co del modelo, no
arquitecto´nico
Subconjunto arqui-
tecto´nico de 7 eventos
Cuadro A.3: Comparativa entre PMCs de microarquitectura Core y microar-
quitectura Netburst (2)
APE´NDICE A. CONTADORES HARDWARE 118
probable imposibilidad de acceso libre al co´digo fuente del sistema operativo,
obliga a que el backend –fragmento de ma´s bajo nivel– de las herramientas de
monitorizacio´n del rendimiento se implemente frecuentemente como un driver
del sistema. A pesar de que los drivers pueden tener acceso a los contadores
hardware, e´stos no disponen de informacio´n tan precisa para conocer las
situaciones en las que un proceso abandona voluntaria o involuntariamente
la CPU para dar paso a otros –cambios de contexto–, como el planificador
del sistema operativo. Este hecho dificulta la asociacio´n entre las mediciones
de los eventos y los procesos que los generaron.
En u´ltimo lugar, cabe destacar que los eventos capturados por las unidades
de monitorizacio´n del rendimiento del procesador (PMUs) son de bajo nivel
expresivo; ya que no puede establecerse una correspondencia directa entre un
evento hardware y un para´metro de rendimiento -como la tasa de fallos del
u´ltimo nivel de cache o el nu´mero de instrucciones por ciclo-. Esta situacio´n
obliga a que la obtencio´n de para´metros de rendimiento significativos requiera
la monitorizacio´n de ma´s de un evento. Por otra parte, el nu´mero de eventos
que la PMU permite contabilizar de manera simulta´nea es bastante limitado,
lo cual -unido a la baja expresividad de los mismos- dificulta la obtencio´n de
informes completos de rendimiento en una sola ejecucio´n.
Estos y otros aspectos han de tenerse muy en cuenta a la hora de desarrollar
herramientas de monitorizacio´n del rendimiento basadas en contadores hard-
ware. Teniendo en cuenta los distintos procedimientos de monitorizacio´n de
los eventos hardware que siguen las herramientas actuales, pueden distin-
guirse tres modelos [40]:
Sistema basado en intervalo de muestreo o guiado por tiempo
Sistema guiado por eventos
Sistema integrado en planificador del sistema operativo
A.4.1. Sistemas basados en intervalo de muestreo
Los sistemas basados en intervalo de muestreo se implementan como drivers
del sistema operativo. El objetivo de este tipo de sistemas es el almace-
namiento de las cuentas de eventos registradas por los contadores hardware
durante intervalos de muestreo fijos. Su procesamiento se activa por tiem-
po, capturando interrupciones temporizadas en cada CPU. En la rutina de
tratamiento de la interrupcio´n realiza el siguiente procesamiento:
1. Almacena los siguientes datos en un buffer interno:
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Contador de programa
Identificador de la tarea que esta ejecutando en este momento
Valor almacenado por los contadores hardware (cuenta de eventos)
2. Resetea los contadores y reanuda la cuenta de los eventos
3. . Reprograma la siguiente interrupcio´n temporizada
Las herramientas de usuario procesan la informacio´n almacenada en el buffer
de datos para asociar las medidas de los contadores con los fragmentos de
co´digo ejecutados por los programas monitorizados. Mediante el identificador
de la tarea es posible establecer una asociacio´n entre las medidas de los even-
tos monitorizados, con el fichero binario que almacena el co´digo ejecutado
por el proceso que los genero´. El contador de programa se utiliza como de-
splazamiento (ofsset) para acceder al binario. Con esta u´ltima informacio´n
puede asociarse el fragmento de co´digo del programa ejecutado con la infor-
macio´n capturada por los contadores hardware; obteniendo -de este modo-
informacio´n de profiling sin necesidad de modificar el binario de la aplicacio´n
para dicho fin.
La ventaja esencial que presenta este tipo de sistemas es que para llevar a
cabo su desarrollo, no es preciso que el sistema operativo subyacente sea open-
source. Sin embargo, las muestras tomadas entre los cambios de contexto de
los procesos de la CPU asociada, han de ser desechadas; ya que no es posible
realizar separaciones entre las cuentas que corresponden a cada proceso.
A.4.2. Sistemas guiados por eventos
Los sistemas guiados por eventos tambie´n pueden implementarse como drivers
del sistema operativo. El objetivo de este tipo de sistemas es la deteccio´n de
situaciones especiales que pueden ser asociadas con desbordamientos de un
contador hardware, o situaciones en las que el nu´mero de ocurrencias de
eventos de un cierto tipo supere un umbral. Su procesamiento se activa por
interrupciones programadas para lanzarse cuando un contador hardware:
1. Se desborda (overflow)
2. El valor almacenado supera un umbral configurable (threshold)
En la rutina de tratamiento de la interrupcio´n realiza el siguiente proce-
samiento:
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1. Captura los siguientes datos:
Contador de programa
Identificador de la tarea que esta ejecutando en este momento
Valor almacenado por los contadores hardware (cuenta de eventos)
2. Resetea los contadores y reanuda la cuenta de los eventos
A diferencia de los sistemas guiados por tiempo, los intervalos transcurridos
entre reseteo y reseteo de los contadores hardware no son regulares, sino que
dependen de la distribucio´n del nu´mero de eventos de un cierto tipo que
transcurren a lo largo del programa. A su vez este tipo de sistemas pueden
funcionar en modo preciso (PEBS) o impreciso.
Las principales diferencias en cuanto a funcionalidad y prestaciones que pre-
sentan este tipo de sistemas frente a los guiados por tiempo, son las siguientes:
Implican menos sobrecarga que el guiado por tiempo
Resultan muy eficaces para detectar los puntos calientes en la ejecucio´n
(e.g fallos de cache)
Permiten realizar profiling de grano grueso
A.4.3. Sistemas integrados en planificador del sistema
operativo
Este tipo de sistemas se integran dentro del planificador de tareas del sistema
operativo. Este modelo de sistema permite desarrollar tanto herramientas de
monitorizacio´n de grano fino como sintonizaciones del sistema operativo en
una arquitectura destino concreta. El hecho de estar integrado dentro del
planificador de tareas, le permite una total precisio´n a la hora de asociar las
cuentas de eventos de monitorizacio´n con las tareas que provocaron dichos
eventos. Su procesamiento de captura de la informacio´n almacenada en los
contadores hardware puede activarse cada n ticks de planificador (intervalos
regulares), y/o cada cambio de contexto (intervalos irregulares).
La principal ventaja de este modelo, es la posibilidad de efectuar decisiones de
planificacio´n en funcio´n de las muestras capturadas. Con ello, pueden disen˜ar-
se pol´ıticas de planificacio´n que optimicen aspectos como el rendimiento, la
productividad o la calidad de servicio en funcio´n del comportamiento del
sistema que revela la monitorizacio´n de los eventos hardware.
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Las principales diferencias en cuanto a funcionalidad y prestaciones que pre-
sentan este tipo de sistemas al resto de modelos, son las siguientes:
Implican menos sobrecarga que el guiado por tiempo
Tienen control absoluto sobre los cambios de contexto1
Permiten el desarrollo de optimizaciones del SO en funcio´n de las mues-
tras
Su desarrollo implica disponer del co´digo fuente del sistema operativo
(Linux, FreeBSD, OpenSolaris)
A.5. Dificultades de uso de los contadores hard-
ware
Aunque los contadores hardware proporcionan informacio´n u´til, para llegar
a ciertas conclusiones u obtener mejoras en el rendimiento; esta informacio´n
puede llegar a ser dif´ıcil de interpretar por diversas causas:
Perspectiva: En ocasiones, los contadores registran eventos que son
ma´s u´tiles para los arquitectos hardware que para los investigadores
o desarrolladores. Por ejemplo, es bastante infrecuente que los conta-
dores hardware diferencien entre los eventos que registran el nu´mero de
operaciones ejecutadas por una unidad funcional de forma voluntaria
(siguiendo el orden de las instrucciones del programa) o involuntaria
(ejecucio´n especulativa y planificacio´n dina´mica).
Existencia de eventos innecesarios: Las unidades de monitorizacio´n del
rendimiento (PMUs, performance monitoring units) incluidas en los
procesadores actuales soportan la cuenta de ma´s eventos de los nece-
sarios para una analista para llevar a cabo sus pruebas. En ningu´n caso,
estos eventos extra podr´ıan ayudar a encontrar un cuello de botella en
una aplicacio´n.
1Cabe destacar que los sistemas de monitorizacio´n integrados en el planificador de
tareas tienen control sobre los cambios de contexto de los threads en ejecucio´n. En los
otros modelos, un cambio de contexto entre interrupcio´n e interrupcio´n fuerza a desechar
la medida realizada ya que se contabilizan valores de ma´s de un proceso.
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Multiplexacio´n: Aunque un chip pueda implementar muchos eventos
de rendimiento, solo es posible contar un pequen˜o nu´mero de ellos al
mismo tiempo en la mayor´ıa de las implementaciones. Las soluciones
adoptadas, por investigadores y analistas para afrontar este proble-
ma, no consisten en realizar tantas ejecuciones de un programa como
subconjuntos de eventos se desee contablizar, sino alternar durante la
ejecucio´n –de forma rotativa– la cuenta de cada uno de estos subcon-
juntos. Esta te´cnica se conoce como multiplexacio´n.
Escaso presupuesto para testeo: Los contadores de monitorizacio´n de
rendimiento y su interfaz software- subconjunto de ensamblador priv-
iliegiado accesible a nivel de sistema operativo- no son usadas tan ex-
tensivamente como otras caracter´ısticas del procesador, y por lo tanto
se destina un presupuesto inferior para testeo. Por ejemplo, en una
implementacio´n de una PMU se detecto´ que dicha unidad fallaba si
un proceso era trasladado de una CPU a otra provocando un desbor-
damiento de un contador de 32 bits. Los usuarios de esta PMU, deb´ıan
ser conscientes de ese problema de implementacio´n y desarrollar solu-
ciones alternativas para poder realizar medidas fiables.
Importancia del compilador: Si se esta´ llevando a cabo la cuenta del
porcentaje de operaciones de punto flotante por segundo, dicha medi-
da esta considerablemente afectada por el impacto en el co´digo de la
accio´n del compilador. Intuitivamente, el porcentaje de operaciones de
punto flotante por segundo crece con el nivel de optimizacio´n ya que
la planificacio´n esta´tica de instrucciones realizada por el compilador
puede disminuir el nu´mero de paradas del pipeline.
Confidencialidad y calidad de la documentacio´n: Debido a que los even-
tos de rendimiento son tan cercanos a la implementacio´n de cada proce-
sador, los fabricantes tienden a mantener ocultos sus informes comple-
tos. En ellos se detalla con exactitud, la sema´ntica de cada evento y el
impacto mostrado por cada uno de ellos sobre cada una de las te´cni-
cas de alto rendimiento incorporadas en el procesador. Es por ello que
dicha informacio´n puede permitir sacar conclusiones sobre aspectos de
implementacio´n que no han sido desvelados pu´blicamente.
A pesar de estos inconvenientes, los contadores hardware son irremplazables
por su gran importancia, ya que gracias a ellos se pueden detectar directa-
mente aquellas caracter´ısticas del procesador y del subsistema de memoria
cache que constituyen verdaderos cuellos de botella en el rendimiento. El
desarrollo de nuevas herramientas como SPOT, Pappy, oprofile,. . . permiten
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realizar la cuenta de eventos de manera ma´s sencilla. Sin embargo, los proce-
sadores tienden a ser ma´s complejos, incluyendo eventos ma´s detallados para
monitorizar; dificultando el desarrollo de herramientas que simplifiquen estos
pequen˜os detalles, y haciendo ma´s complejo equiparar los distintos eventos
entre arquitecturas.
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