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Abstract 
In a 1985 paper, Bern, Lawler, and Wong described a general method for constructing 
algorithms to find an optimal subgraph in a given graph. When the given graph is a member of 
a k-terminal recursive family of graphs and is presented in the form of a parse tree, and when the 
optimal subgraph satisfies a property that is regular with respect to the family of graphs, then 
the method produces a linear-time algorithm. The algorithms assume the existence of multipli- 
cation tables that are specific to the regular property and to the family of graphs. In this paper 
we show that the general problem of computing these multiplication tables is unsolvable and 
provide a “pumping” lemma for proving that particular properties are not regular for particular 
k-terminal families. In contrast with these negative results, we show that all local properties, 
that can be verified by examining a bounded neighbourhood of each vertex in a graph, are 
regular with respect to all k-terminal recursive families of graphs, and we show how to automate 
the construction of the multiplication tables for any local property. 
Key words: Linear-time algorithms; Regular graph properties; Local properties; k-terminal 
recursive graphs 
1. Introduction 
Combinatorial optimization problems that ask for an optimal subgraph or a vertex 
partition of a given weighted or unweighted graph arise in many settings. Most 
problems of this form are NP-hard for arbitrary graphs, but many can be solved 
quickly for restricted families of graphs. In fact, there are a large number of linear-time 
algorithms in the literature for such problems. Many of these linear-time algorithms 
are problem-specific and were developed using ad hoc techniques. Takamizawa et al. 
[14] appear to have been the first to introduce general techniques for constructing 
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linear-time algorithms for graph optimization problems. They used dynamic pro- 
gramming algorithms to solve a variety of optimal subgraph problems for series- 
parallel graphs. A number of researchers then began developing more general 
methodologies that applied to larger classes of graphs and problems [3, 5-9, 12, 13, 
15, 161. This paper is based on the methodology described by Bern et al. [6], and 
extended by Mahajan and Peters [12]. Wimer et al. [16] and Arnborg [I] provide 
good introductions and a more detailed history of the early development of the theory 
of linear-time graph algorithms and Hedetniemi [lo] has compiled an extensive 
bibliography on the subject. 
Intuitively, a family of graphs is recursive if every graph of the family can be 
generated by a finite number of applications of composition operations starting with 
a finite set of basis graphs. If each graph in a recursive family of graphs has a set of 
k distinguished vertices called terminals, and each composition operation is defined in 
terms of certain primitive operations on terminals, then the family of graphs is 
k-terminal recursive. The k-terminal recursive families of graphs include trees, 
series-parallel graphs, outerplanar graphs, and partial k-trees. Also, every k-terminal 
recursive family of graphs has a fixed upper bound on the treewidth of the graphs in 
the family, and graphs with treewidth at most k for fixed k are partial k-trees (see [ 151). 
Bern et al. define regular properties in terms of finite-range homomorphisms on 
graph x subgraph pairs (G, H) where G is a member of the k-terminal recursive family 
and H is a subgraph of G. The idea is to extend the composition operations from 
graphs to equivalence classes of graph x subgraph pairs. A property P is regular with 
respect to a family of graphs if the number of equivalence classes induced by each 
extended composition operator is finite (and therefore can be represented as a finite 
binary multiplication table). 
Any member of a k-terminal recursive family of graphs can be represented as a parse 
tree in which the leaves are basis graphs and the internal nodes represent applications 
of composition operations to the subgraphs represented by their children. A dynamic 
programming algorithm can now be used to find an optima1 subgraph satisfying 
a regular property P in any graph of the family by using the multiplication tables for 
P to work up from the leaves to the root of the parse tree of the graph. The algorithm 
is linear in the size of the parse tree which is linear in the size of the graph when the 
graph is a member of a k-terminal recursive family. 
A disadvantage of the approach in [6] is that it is nonconstructive in two ways. 
Firstly, the linear-time algorithms assume the existence of multiplication tables (based 
on homomorphisms) which are specific to the property and to the family of graphs. 
Secondly, the algorithms require that the input be given in terms of a parse tree. The 
second issue has been investigated by Arnborg et al. [%], and by Arnborg and 
Proskurowski [4,5]. In this paper, we will assume the existence of a parse tree for the 
input and will concentrate on the computational aspects of regularity. We start by 
proving that the problem of computing the multiplication tables of an arbitrary 
subgraph property for a fixed k-terminal recursive family of graphs is unsolvable. 
Then we develop a “pumping” lemma to establish the nonregularity of particular 
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graph properties with respect to particular k-terminal recursive families, and use it to 
prove the existence of properties that are regular with respect to some k-terminal 
recursive families and nonregular with respect to other families. 
Motivated by the computational difficulties of dealing with arbitrary properties, we 
investigate local properties which can be verified by examining a bounded neighbour- 
hood of each vertex of a graph. Our goal is to provide a simple graph theoretic heuristic 
for testing for regularity. The main contributions of this paper are proofs that all local 
properties are uniform/y regular, that is, regular for all k-terminal recursive families of 
graphs, and an effective procedure for constructing the multiplication tables for any 
local property and any k-terminal family. Our construction procedure is based on finite 
state automata and provides an alternative to the logic-based methods of Arnborg et al. 
[3] and Borie et al. [S], and the algebraic approach of Bodlaender [7]. 
While we will not prove it here, it is easy to show (with the pumping lemma) that 
any attempt to generalize our definition of locality by replacing the finite state 
automata with more powerful machines gives nonregular properties. Thus, our notion 
of locality is the most general possible consistent with uniform regularity. Our notion 
of locality is not a complete characterization of uniform regularity, however, since 
there are nonlocal uniformly regular properties. Our approach could be generalized to 
obtain a more complete characterization, but the simplicity of our locality heuristic 
would be sacrificed in the process. Recent, logic-based approaches [3, 8, 91 come 
closer to a complete characterization by showing that properties describable in certain 
logic languages are uniformly regular. We discuss the generality of locality more fully 
in the last section of the paper. 
2. Preliminaries 
Definition 2.1. Let G = (V, E, T) be a graph’ with vertex set V, edge set E, and an 
ordered list T of k terminals chosen from V for some fixed integer k. (Note that the 
elements of T are not necessarily distinct.) Vertices in V- T are called internal 
vertices. A k-terminal recursive family of graphs r is defined as follows. 
(1) 
(2) 
Let B = {B,, B2, . , B,} be a finite set of basis graphs, where each Bi is a finite 
graph having an ordered list of k (not necessarily distinct) terminals (i.e., 
vertices). 
Let 0 = {or, 02, . . . , om} be a finite set of binary rules of composition, whereby 
two graphs Gi = (vi, Ei, 7;) and Gj = (vi, Ej, c) can be combined to produce 
new graphs Gi,j = Gi oy Gj; 1 < r < m. Each rule of composition oy consists of 
three suboperations on the terminals T and Tj: 
(i) Choose a subset Ti of distinct terminals from the list T and identify each 
x E T/ with a unique y E Tj. Let Tj denote the subset of affected terminals 
from the list Tj. 
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Add any subset of the edges {(x, y) 1 x E Fi, y E Fi) to Gi,j, where Fi is the 
subset of terminals in the list Ti but not in T/, and Ti is defined similarly. 
Select an ordered list of k (not necessarily distinct) terminals from the lists 7; 
and Tj to be the terminals of Gi,j. 
(3) Now define the family r of graphs recursively as follows: 
(i) Any Bi E B is in r. 
(ii) If Gi and Gj are in r and o1 is an operation in 0, then the graph Girj = Gi or Gj 
is also in r. 
Definition 2.2. Let r be a k-terminal recursive family of graphs. The parse tree of 
a graph G E r is a tree in which the leaves correspond to the basis graphs from which 
G is constructed, and each internal node represents the result of applying a composi- 
tion operation to the graphs represented by the subtrees rooted at its children. G, is 
used to denote the subgraph of G corresponding to a node u of a parse tree. If H is 
a subgraph of G, then H, is used to denote H restricted to G,. 
Example 2.3. The family of rooted trees is a l-terminal recursive family of graphs 
defined as follows. 
(1) The triple (Ix>, ( },( x )) IS a rooted tree with root (terminal) x. 
(2) If T, =(V’,,E,,{r,)) and T2 = (V2,Ez,(r2}) are rooted trees, then 
T=(~,u~,,E,uE,u{(r,,r,)},{r,))isarootedtree(seeFig.I). 
Example 2.4. The family of series-parallel graphs is a 2-terminal recursive family 
defined as follows. 
(1) The graph G = ({l,r>, {Kr)}, {l, )) r IS a series-parallel graph, with ordered list 
(1, r) of left and right terminals. 
(2) If G1 = (Vl,E,,(l,,r,)) and G2 = (V2,E2,(12,r2)) are series-parallel graphs, 
then: 
(a) The graph obtained by identifying rl and l2 is a series-parallel graph, with 
left and right terminals 1i and r2. This graph is the series composition of G1 
and GZ. 
r1 = 1 rz = 6 ‘, = 1 
2!‘h5 i7 2%7 // 
Tree T, Tree T2 T~eeTloT~ 
3 4 
Parse Tree of I-1 
Fig. 1. Rooted tree composition operation. 
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(b) The seriessparallel graph obtained by identifying 1, and l2 and also rl and r2 
is called the parallel composition of Gi and G2. The left and right terminals 
are Ii( = 12) and ri( = rz). 
Regular properties are defined in [6] in terms of homomorphisms. Let r be 
a k-terminal recursive family of graphs and let 0 be a rule of composition of r. Suppose 
that P is a computable predicate defined on graph x subgraph pairs (G, H) where 
G E r and H is a subgraph of G. For now, we will restrict attention to subgraphs that 
are induced by vertex subsets. (We will remove the restriction in Section 5.) In this 
restricted case, we can extend the definition of 0 to graph x subgraph pairs by defining 
(G,, H,)o(G,. Hz) = (G, oG2, HI u Hz). A subgraph property P is regular if, for each 
composition operation 0, the class of graph x subgraph pairs can be partitioned into 
a finite number of equivalence classes with respect to P. More formally, regularity is 
defined as follows. 
Definition 2.5. Let r be a k-terminal recursive family of graphs and let r x be the class 
of all graph x subgrapk pairs (G, H) where G E r and H is a vertex-induced subgraph of 
G. A vertex of G is called included if it is also in H and is called excluded otherwise. 
Suppose that (~1,~2, . . . ,o,) is the set of composition operations of r extended to 
graph x subgraph pairs as follows: if Gi o1 G2 is defined, and no vertex of Gi oy G2 is the 
result of identifying an included vertex with an excluded vertex, then (G,, HI)o,(Gz, 
Hz) = (GI 01 G2, HI u H,). Let P be a subgrapk property (i.e., computable predicate) 
defined on graph x subgraph pairs where the subgraph is vertex-induced. We say that 
a pair (G, H) satisfies property P if H satisfies P in G. A homomorphism with respect to 
the class r and the property P is a partition of r x into equivalence classes such that, 
for each operation or, the class to which a pair (G, H) = (G,, H,) or (G2, H,) belongs is 
a binary function (denoted l *) of the classes to which (G,, H,) and (G,, Hz) belong, 
and, for each equivalence class, either all or none of the members of the class satisfy P. 
Classes which satisfy P are accepting classes and classes which do not satisfy P are 
rejecting classes. P is regular with respect to r if it has a homomorphism with a finite 
number of equivalence classes (i.e., a jinite-range homomorphism). 
Since the number of equivalence classes is finite for a regular subgraph property, 
each binary operation l i on the equivalence classes can be represented as a finite 
multiplication table. Bern et al. [6] describe a dynamic programming algorithm which 
uses the multiplication tables for a property and the parse tree of a graph to solve 
optimal subgraph problems. Starting with the leaves of the parse tree, the algorithm 
associates an optimal representative with each equivalence class at each node of the 
parse tree. Suppose that u is a node in the parse tree and that G, is the subgraph that it 
represents. The optimal representative for each equivalence class at v will be 
a graph x subgraph pair (G,, H) in the class for which H has optimum cardinality (or 
weight). At a leaf, G, will be a basis graph Bi, and each optimal representative will be 
a pair of the form (Bi, H). At an interior node of the parse tree, the optimal 
representatives are functions of the optimal representatives of the children of v. For 
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each equivalence class Ck, consider all triples Ci, Cj, l I such that Ck = Ci.1 Cj, and 
choose the “best” such triple. The optimal solution is the best of the optimal 
representatives of the accepting classes at the root of the parse tree. Backtracking can 
be used to construct the optimal subgraph [6]. 
It is easy to show that this algorithm is linear in the size (number of nodes) of the 
parse tree. Furthermore, the size of the parse tree is linear in the size of the input for 
any k-terminal recursive family of graphs. Therefore, if the parse tree for any graph in 
a particular k-terminal recursive family of graphs can be obtained in linear time, then 
there is a linear-time algorithm for finding optimal subgraphs satisfying any given 
regular property P with respect to that k-terminal recursive family of graphs. We will 
restrict attention in this paper to unweighted graphs for clarity of presentation. To 
generalize all of our results to vertex-weighted problems, it is only necessary to make 
the obvious modifications to the dynamic programming algorithm. 
3. Regular properties 
The theory described in the previous section guarantees a linear-time algorithm for 
finding optimal subgraphs whenever the family of graphs is k-terminal recursive, the 
input consists of a parse tree of a graph, and the property is regular with respect to the 
family of graphs. A disadvantage of this theory is that it is not constructive; each 
linear-time algorithm must be constructed “by hand”. The theory would be more 
useful if the construction of the linear-time algorithms could be automated. Ideally, we 
would like to have an algorithm which, given descriptions of a property, and of 
a k-terminal recursive family of graphs, produces a linear-time algorithm for finding 
an optimal subgraph obeying the property for any graph in the family. Unfortunately, 
this is impossible. 
Theorem 3.1. Given a jixed k-terminal recursive family of graphs I’, and an arbitrary 
subgraph property P on graph x subgraph pairs, the problem of jinding a jinite-range 
homomorphism for P is unsolvable. 
Proof. It is known that the problem of determining whether L(G) = C* for an 
arbitrary context-free grammar G over an arbitrary finite alphabet C is undecidable 
[ll]. Without loss of generality, we can assume that C = (a}. For any context-free 
grammar G, we can define PC to be the property of graph x subgraph pairs on a given 
k-terminal recursive family of graphs r that is true for all graph x subgraph pairs on 
n vertices exactly when a” E L, and false otherwise. (Without loss of generality, assume 
that there exists a graph on n vertices which belongs to r for all n.) Clearly, PC is true 
for all graph x subgraph pairs on r iff L(G) = C*. Furthermore, the homomorphism 
with one equivalence class which is an accepting class is a finite-range homomorphism 
for PC iff PG is true for all graph x subgraph pairs. Suppose that there was an 
algorithm for finding a homomorphism for a property PC. Then we could use the 
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method described in [6] to minimize the number of equivalence classes in such 
a homomorphism to obtain a homomorphism h. (The method in [6] is an adaptation 
of state minimization techniques for finite-state automata [l l] to the problem of 
minimizing equivalence classes.) If h has one equivalence class which is an accepting 
class, then t(G) = C*; otherwise, L(G) # C *. Since the problem of determining 
whether L(G) = C* is undecidable, the problem of finding a finite-range homomor- 
phism for a property PC of graph x subgraph pairs on a given k-terminal recursive 
family of graphs is unsolvable. 0 
Theorem 3.1 shows that the general problem of finding homomorphisms for sub- 
graph properties that can be specified in terms of pushdown automata is unsolvable. If 
we restrict attention further to properties that can be specified in terms of finite-state 
automata, the problem of finding homomorphisms is solvable, and most of the rest of 
this paper investigates the construction of homomorphisms (i.e., multiplication tables) 
for properties specified in terms of finite-state automata. First, however, we will 
develop a “pumping” lemma reminiscent of the pumping lemma for regular languages 
to establish the nonregularity of particular graph properties with respect to particular 
k-terminal recursive families of graphs. As an application of the pumping lemma, we 
will then show that a particular class of properties involving vertex independence is 
not regular with respect to the family of rooted trees. 
Definition 3.2. A path from node u to node v in a parse tree of a graph G (where v is the 
ancestor of u in the parse tree) will be denoted u + v. The length (number of edges) of 
u --+ v is denoted Iu + v(. A fragment corresponding to a path u + v, denoted 
frag (u -+ v), is obtained by deleting all descendents of u (and their incident edges) from 
the parse subtree rooted at v (see Fig. 2). The concatenation of two fragments 
frag (u 4 v) and j?ag(w -+ x) is denoted frag(u -+ v)$-ag(w + x) and is obtained by 
identifying v and w. The concatenation of n > 0 copies of frag (u + v) is denoted 
fvag”(u + v), and @ag’(u + v) is defined to be the trivial graph with one node. These 
notions can all be extended to graph x subgraph pairs (G, H) by considering all 
subgraph information to be inherited by all copies of a path or fragment. So, if a vertex 
or edge of a path or fragment is included (i.e., in H), then the corresponding vertices or 
edges in all copies of that path or fragment are also included. 
Fig. 2 shows a tree T, and its parse tree with a fragment frag (u --f v) indicated. The 
parse trees of T2 and To are obtained from the parse tree of T1 by replacing 
frag (u + v) with frag’(u + v) and frag’ (u --f v), respectively. 
Lemma 3.3. Let P be a regular (vertex-induced) subgraph property with respect to 
a given k-terminal recursive family of graphs r. There exists a constant j, such that if 
(G, H) is a graph x subgraph pair in r ’ which satis$es P, and the parse tree of G has 
a path u --f v with ( u + v) > j, then u + v can be partitioned into three subpaths u + w, 
w-+x,andx-+u,withJw+xl3 1,and)u -+ XI < j such that the graph x subgraph pair 









obtained by replacing 








1 2 5 6 
Parse. Tree of To 
Fig. 2. Fragments and concatenation. 
fiag (u --) v) by jag (u -+ w)frag”(w --f x)frag (x -+ u) also satis- 
Proof. Choose j to be the number of equivalence classes in a finite-range homomor- 
phism for P and r. Let (G, H) be any graph x subgraph pair in r ’ which satisfies P, 
and which has a path 1.4 + v in its parse tree with IU -+ UJ > j. (G, H) satisfies P, so the 
equivalence class to which it belongs is an accepting class, say Ci. Since (u -+ u 1 > j and 
there are j equivalence classes, there must be two distinct nodes, w and x on u --) v 
(where x is a proper ancestor of w) such that IU + XI < j and the equivalence classes of 
(G,,H,) and (G,,H,) are the same. Now, the equivalence class of (G,,H,) depends 
only on the classes of the children of x. So, for any ancestor y of x, the class of (G,, H,,) 
does not change if frag(w + x) is replaced with .frag”(w + x) for any n 3 0. Since the 
root of a parse tree is the ancestor of every node of the parse tree, the class of the root 
will still be Ci and the new graph x subgraph pair will satisfy P. 0 
Definition 3.4. Two vertices in a graph G are f-independent for some function 
f: N -+ k4 if the shortest path between them has at least f(n) vertices, where n is the 
number of vertices of G. A graph x subgraph pair (G, If) is f-independent if every pair 
of vertices of H is f-independent in G. 
Theorem 3.5. Vertex f-independence is a nonregular property for rooted trees for any 
integer function f: N -+ N satisfying the following conditions. 
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TreeT Parse Tree of T 
Fig. 3. A nonregular property. 
(ii) f(n) -f(n - 1) < 1, n > 1, 
(iii) for every nonnegative integer j, there exists an n > 1 such that f(n) > j and 
f(n) -f(n - 1) < 1. 
Proof. Assume to the contrary that vertex f-independence is regular, let j be the 
constant from Lemma 3.3, and choose n such that f(n) >j and f(n) -f(n - 1) < 1. 
Since f(i) -f(i - 1) < 1 for all i > 1, we have f(n - k) >f(n) - k for all k < n. 
Consider the graph x subgraph pair (G, H) of Fig. 3 where G is a simple path with 
n vertices, one leaf r is the root of G, and H consists of two vertices p and q which are 
distance f(n) apart in G. In the corresponding parse tree of G, let u be the node 
corresponding to p and let v be the parent of the node corresponding to q. Clearly, 
lu + VI = f(n) and H is f-independent in G. Now, since f-independence is regular (by 
assumption), (G, H) is f-independent, and IU -9 VI = f(n) > j, Lemma 3.3 guarantees 
thattherearenodeswandxonu-tvsuchthat(u-txJ,<j,~w~xI=k31,and 
Jrag (w -+ x) can be replaced by frag’(w + x) to get a new pair (G’,H’) that is 
f-independent. G’ has n - Jw -+ XI = n - k vertices and the two included vertices 
p and q are distance f(n) - k < f(n - k) apart, so (G’, H’) is not f-independent. This is 
a contradiction, so f-independence is not a regular property for rooted trees. q 
Example 3.6. The function f(n) = rlognl satisfies the three conditions of The- 
orem 3.5. (A suitable choice of II for condition (iii) is n = 2jt2.) Therefore, rlogl- 
independence is a nonregular property for rooted trees. 
It is easy to construct properties that are regular with respect to one k-terminal 
recursive family and not regular with respect to another. For example, let P be the 
property that is true for a graph x subgraph pair (G, H) if G is a member of a k- 
terminal recursive family r that does not include any rooted trees and H is inde- 
pendent in G, or if G is a rooted tree and H is rlogl-independent in G. We have just 
shown that rlogl-independence is not regular for the family of rooted trees, but we 
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will show in the next section that ordinary independence is regular with respect to all 
k-terminal recursive families. In fact, we will show that j-independence for any 
constant j, and many other properties, are regular for all k-terminal recursive families, 
and any of these properties could be used in place of ordinary independence in this 
example. 
4. Local properties and uniform regularity 
In the last section we showed that there is no guarantee that a property is regular 
with respect to a particular k-terminal recursive family, even if it is known to be 
regular with respect to some other k-terminal recursive family. There are, however, 
properties that are regular with respect to all k-terminal recursive families. We call 
such properties unijormly regular. In this section we will concentrate on subgraph 
properties that are local in the sense that it can be determined whether a subgraph 
satisfies the property in a graph by examining a bounded neighbourhood of each 
vertex of the graph. We will prove that all local subgraph properties are uniformly 
regular, and we will give an effective procedure for constructing the multiplication 
tables for any local property and any k-terminal recursive family. In this section, we 
continue to restrict attention to properties involving vertex-induced subgraphs. 
In the formal definition that follows, locality is defined in terms of vertex properties 
and finite state machines. Intuitively, a vertex property is j-local if a finite state 
machine can verify that the property holds for a vertex by examining its j-neighbour- 
hood (i.e., the set of vertices at distance j or less). A property defined on 
graph x subgraph pairs is local if it can be defined in terms of a j-local vertex property 
(for some fixed j) and a finite state machine that verifies that a “correct” number of 
vertices of the graph satisfy the vertex property. All of the finite state machines used 
below are automata that recognize subsets of the nonnegative integers. We will abuse 
notation by using L(M) to denote the subset of integers corresponding to the strings 
accepted by machine M rather than the set of strings (which represent integers in 
unary notation) accepted by M. 
Definition 4.1. Let G = (V, E) be a graph, let (G, H) be a graph x subgraph pair, and 
let N(o) denote the 1-neighbourhood of vertex u (the set of vertices adjacent to v in G). 
For any vertex property II/ defined on the vertices of graph x subgraph pairs, and any 
set S of vertices, let I+(S)\ denote the number of vertices in set S for which $ is true, 
and I$(S)l the number of vertices in set S for which $ is false. A vertex property p is 
O-local if the truth value of p(v) depends only on whether u is included or excluded for 
every vertex u E V. (That is, all included vertices have the same truth value and all 
excluded vertices have the same truth value.) A vertex property p is j-local for some 
positive integer j if there is a j - l-local vertex property $, and four finite state 
machines Ml, M2, MS, and Mb, such that, for every graph x subgraph pair (G, H) and 
every vertex v E V, p(v) is true iff either v is included, I$(N(v))l E L(M,), and 
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It,@V(v))( E L(M,), or u is excluded, Ir,QYV(u))l E L(M,), and I$(N(v))/ E L(M,). A sub- 
graph property P defined on graph x subgraph pairs is j-local if there is a j-local 
vertex property p, and two finite state machines M, and Mb such that (p( V)I E L(M,) 
and lp( V)I E L(M,). A subgraph property is local if it isj-local for some nonnegative 
integer j. 
Note that all of the finite state machines used to define a local subgraph property 
P can be combined into a single machine using well-known techniques [l 11. However, 
the following examples and proof are easier to understand if we continue to consider 
the machines separately. 
Example 4.2. An included vertex in a graph x subgraph pair is independent if none of its 
neighbours is included. A graph x subgraph pair (G, H) is independent iff all its included 
vertices are independent. The vertex independence property is l-local. The automata for 
the associated l-local vertex property accept the sets L(M,) = (0) and 
L(M,) = L(M,) = L(M,) = Z,’ (the set of nonnegative integers). The associated O-lo- 
cal property is true for included vertices and false for excluded vertices. The automata 
for the vertex independence property accept the sets L(M,) = iZJ and L(M,) = (0). 
Example 4.3. An included vertex in a graph x subgraph pair dominates itself and all of 
its neighbours. A graph x subgraph pair is dominated if all of its vertices are dominated. 
Since an included vertex is always dominated, and an excluded vertex is dominated if 
there is an included vertex in its I-neighbourhood, the vertex domination property is 
l-local. The associated sets are L(M,) = Z,i, L(M,) = {0}, L(M,) = L(M,)= 
L(M,) = z,+ > and L(M,) = Zf (the positive integers). The associated O-local prop- 
erty is true for included vertices and false for excluded vertices. 
Example 4.4. Irredundance is an example of a 2-local property. An included vertex in 
a graph x subgraph pair is redundant if the set of vertices that it dominates can be 
dominated by other included vertices. An included vertex v is irredundant if there is an 
excluded vertex w in the neighbourhood of u such that the only included vertex in the 
neighbourhood of w is o. A graph x subgraph pair is irredundant if all of its included 
vertices are irredundant. To check if an included vertex is irredundant we need to 
check the 2-neighbourhood of v. The associated sets are L(M,) = Z,’ and 
L(M,) = (0). Th e sets for the associated 2-local property are L(M,) = Z+ and 
L(M,) = L(M,) = L(M,) = 22,‘) and the sets for the associated l-local property are 
L(MI) = L(M,) = { }, L(M,) = {l}, and L(M,) = Z,‘. The associated O-local prop- 
erty is true for included vertices and false for excluded vertices. 
Theorem 4.5. All local vertex-induced subgraph properties are uniformly regular. 
Proof. Let r be a k-terminal recursive family of graphs, and let (G, H) be 
a graph x subgraph pair. Assume, for now, that all of the composition operations of 
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r are defined in the same way for every pair of graphs. To prove that a local subgraph 
property P is regular for r, we need to show that there is a finite-range homomor- 
phism for P. We prove this by first showing that there is a finite state machine for any 
j-local vertex property and then building a finite state machine with states that 
correspond to the equivalence classes of a homomorphism for P. 
Let p be a j-local vertex property for some j 2 0. The states of a machine for p must 
store enough information about the structure of a graph x subgraph pair (G, H) to 
determine the truth value of p(v) for a vertex v of G when (G, H) is involved in any 
number of composition operations. We will prove by induction that there is a machine 
for p with a finite number of states. We will call the states of this machine p-states. If 
p is a O-local vertex property, then the only information that has to be recorded about 
a vertex is whether it is included or excluded, so only two p-states are needed. If j > 0, 
then let Mi, MZ, MS, Mq, and I(/ be the four automata and the j - l-local vertex 
property associated with p. Assume, by induction, that the number of accepting and 
nonaccepting states in a machine for II/ (which we call $-states) is finite. 
To determine the truth value of p(v) for a vertex u of a graph x subgraph pair (G, H), 
when (G, H) is involved in a composition operation, it is necessary to store the current 
$-state of v, whether v is an internal vertex of a terminal, and, if u is a terminal, which 
terminal it is (recall that the set of k terminals is ordered). It is also necessary to know 
Irc/(N(u))l and I$(N(r))l because Mi, M2, MS, and M4 require this information. 
However, this is not enough information about the $-states of the neighbours of u to 
determine the value of p(v) after a composition operation because two vertices in 
different accepting (or nonaccepting) $-states might not both be in accepting (or 
nonaccepting) @states after a composition operation. The essential information 
about $-states for a vertex v is the numbers of neighbours of v in each of the $-states. 
Since this is a finite amount of information, there is a finite state machine for p that 
uses its states to store this detailed information about $-states along with l$(N(u))l 
and I$(N(u))\. A p-state in this machine is an accepting p-state if it stores values 
l$(N(u))( and I$(N(v))\ such that I$(N(u))l E L(M,) and l$(N(u))I E L(M,) if u is 
included, or I$(N(u))l E L(M,) and lt+&(N(v))I E L(M,) if u is excluded. Otherwise, it is 
a rejecting p-state. 
Now, let P be a j-local subgraph property for some j > 0 with associated automata 
M, and Mb and associated j-local vertex property p. To determine the truth value of 
P for a graph x subgraph pair (G, H), it is necessary to record information about the 
p-state of each vertex in G. By an argument similar to the one in the previous 
paragraph, it is sufficient to store the number of vertices in each of the p-states and 
there is a finite state machine M for P that stores this information. The accepting 
states of M are those that store values of 1 p(V)1 and Ip( such that Ip( E L(M,) 
and Ip( E L(M,). Since the states of M correspond exactly to the equivalence 
classes of a finite-range homomorphism, we have established that P is regular. 
For some classes of k-terminal recursive graphs, the composition operations may be 
defined differently for some pairs of graphs than for others. In particular, some basis 
graphs in the class may have fewer than k vertices, so they cannot have k distinct 
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terminals. Since the number of graphs for which this can happen is finite, all such 
differences in the definition of the composition operations can be handled by the 
addition of a finite number of states of M (and therefore a finite number of equivalence 
classes to the homomorphism). Cases in which the result of the composition of two 
graphs is undefined (such as attempts to identify an included terminal with an 
excluded terminal) can be grouped into a special rejecting state (or class). cl 
In the previous section, we showed that there are functions f for which f(n)- 
independence is not a regular property for rooted trees. It is easy to see that these 
properties are also not j-local for any constant j. However, it follows immediately 
from Theorem 4.5 that a local restriction of f(n)-independence, called j-independence 
is uniformly regular for every j > 1. 
Definition 4.6. Two vertices in a graph are j-independent, for j > 1, if the shortest path 
between them has more than j edges, and j-dependent otherwise. A graph x subgraph 
pair (G,H) is j-independent if its included vertices are pairwise j-independent in G. 
Ordinary independence is 1 -independence. 
Corollary 4.7. j-independence is a uniformly regular subgraph property for any j 2 1. 
Theorem 4.8. There is an effective procedure to build the multiplication tables for any 
local subgraph property for any k-terminal recursive family of graphs. 
Proof. Let P be a local subgraph property, let r be a k-terminal recursive family of 
graphs, and let M be the finite state machine for P from Theorem 4.5. The multiplica- 
tion table for each operation l r (corresponding to the composition operation o1 of r) 
can be generated directly from M as follows. Start by determining the equivalence 
class of each graph x subgraph pair (G, H) for which G is one of the basis graphs of r. 
These classes form the set of initial equivalence classes. The number of basis graphs is 
finite, each basis graph has a bounded number of vertices, and M has a finite number 
of states, so this process can be completed in finite time. Add the initial equivalence 
classes to a set T and to the multiplication table T, for each operation l I, Now, for 
every pair of (not necessarily distinct) equivalence classes of T and each operation l 1, 
use M and the definition of o1 to determine the result of composing graph x subgraph 
pairs from these two classes, and store the result in TI. If any of these compositions 
yields a new equivalence class, add it to T. Repeat this process until no more 
equivalence classes can be added to T. Accepting classes are easily identified using M. 
Compositions that involve illegal operations, such as an attempt to identify an 
included vertex with an excluded vertex, can be grouped into a rejecting class. CZ 
Theorem 4.5 can be used to establish an upper bound on the number of equivalence 
classes for any local subgraph property in terms of the number of states in the 
automata. In most cases, the number of equivalence classes generated by the construc- 
tion of Theorem 4.8 will be smaller than this upper bound because “unreachable” 
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classes are not added to the set T. Sometimes the number of equivalence classes can be 
reduced further by using the same equivalence class minimization algorithm from [6] 
that was used in the proof of Theorem 3.1. One important class of properties for which 
these equivalence class minimization techniques can give dramatic reductions is the 
class of local properties which are true only if all vertices satisfy the associated vertex 
property (i.e., L(M,) = Z,’ and L(M,) = IO}). A s an example, consider such a prop- 
erty P that is l-local, and let p, Mr , MZ, M3, and M4 be the l-local vertex property 
and automata associated with P. Let (G, H) be a graph x subgraph pair where G is 
a member of a k-terminal family r and assume that all composition operations of 
r are defined in the same way for every pair of graphs. Internal vertices of (G,H) 
cannot change p-states when the pair is involved in a composition operation because 
internal vertices cannot acquire new neighbours. Therefore, it is only necessary to 
store the p-states of the k terminals and whether or not all internal vertices satisfy p. 
Since any O-local property has two states, the number of different p-states is 
(s:s: + s:si) (where sl, s2, s3, and sq are the numbers of states in M1, Ma, M3, and 
Mb). This gives a total of (s:s$ + s~s;)~ + 1 equivalence classes corresponding to all 
possible choices of p-states for the k terminals and one rejecting state. This is much 
smaller than the bound from Theorem 4.5 which could be as large as 22(k + ‘)(‘:‘~ + ‘:‘:! It 
is often possible to reduce the number of states even further for specific properties such 
as those in the following example. 
Example 4.9. After eliminating unnecessary equivalence classes, the homomorphism 
for the vertex independence property (for any k-terminal family for which all of the 
composition operations are defined in the same way for every pair of graphs) has at 
most 2k + 1 equivalence classes. 2k of the equivalence classes are accepting classes that 
represent the 2k possible ways of including or excluding the k terminals of 
a graph x subgraph pair. For the vertex domination property, at most 3k + 1 equiva- 
lence classes are needed. Each terminal of a graph x subgraph pair can be classified as 
included (and therefore dominated), excluded and dominated, or excluded and un- 
dominated, so there are 3k equivalence classes corresponding to the 3k ways of 
classifying the k terminals. Of these classes, 2k are accepting classes in which all 
terminals (included and excluded) are dominated. The other 3k - 2k classes are 
nonaccepting classes which contain undominated terminals but no undominated 
internal vertices. Any graph x subgraph pair containing an undominated (excluded) 
internal vertex is grouped into the rejecting class. For the irredundance property 
which is 2-local, the required number of equivalence classes is at most (zk + 4)k + 1 
WI. 
5. Regular vertex partition problems 
To this point, we have restricted attention to properties of graph x subgraph pairs 
in which the subgraph is induced by a vertex subset. In this section, we show how to 
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extend our results to problems which ask for a partition of the vertex set of a graph. 
We will concentrate on optimization problems which ask for the coarsest or finest 
partition satisfying some property. An example of such a problem is the chromatic 
number problem which asks for the coarsest partition of the vertices satisfying the 
property that no pair of adjacent vertices is in the same component of the partition. 
We will continue to restrict attention to unweighted graphs for clarity of presentation, 
but all of the results hold for vertex-weighted problems with only minor modifica- 
tions. 
Definition 5.1. Let G = (V, E) be a graph and let P be a graph property which can be 
checked by examining the adjacency structure of a labelled graph. A vertex partition 
problem is the problem of finding a labelling function f: V+ { 1, . . . , ) VI} satisfying 
P for which the cardinality of the range of f; denoted If[V]l, is maximized or 
minimized, If 0 < f(u) < 1 for all v E V, for some fixed positive integer 1, then f is 
a bounded labelling for G. A vertex partition problem restricted to bounded labellings 
is called a bounded partition problem. 
Example 5.2. Let G E r where G = (V, E) and r is a k-terminal family of graphs. 
A colouring of V is a labelling function fsuch that for every v E V(G), f(u) # f(u’) for 
every v’ E N(v). The vertex colouring problem is the vertex partition problem of finding 
a colouring f for which ) f [V] 1 is minimized. To show that the vertex colouring 
problem is a bounded partition problem for any k-terminal recursive family r, first 
assume that every basis graph of r can be coloured with at most 2k colours. For any 
composition operation 0 of r, if two graphs G, and G, are 2k-colourable, then 
G = G1 0 G2 is also 2k-colourable because edges are only added between the 2k 
terminals of G1 and Gz. It follows by induction on the number of composition 
operations used to build G that G is 2k-colourable. If 1 is the maximum of the 
chromatic numbers of the basis graphs of r, and m = max {1,2k), it follows immedi- 
ately that every G E r is m-colourable. Since m is a constant independent of G, the 
vertex colouring problem is a bounded partition poblem for every k-terminal recur- 
sive family of graphs. 
Example 5.3. A function f: V-+ { 1, . . , ( VI} is a domatic labelling of a graph 
G = (V, E), if, for all i, the set K = {U 1 f(v) = ‘} z is a dominating set for G. The domatic 
number problem is the vertex partition problem of finding of domatic labelling f for 
which (f [ V]) is maximized. Suppose that G E r where r is a k-terminal recursive 
family. If 1 VJ = n, then G has at most (m + k2)n edges, where m is the maximum 
number of edges in any basis graph of r. Let f be a domatic labelling of G with 
(f [ V] 1 = d. Since each vertex v must be dominated by a vertex labelled i for each 
1 d i < d and since v dominates itself, the number of edges in G is at least n(d - 1)/2. 
Therefore, n(d - 1)/2 < (m + k2)n which implies d < 2(m + k’) + 1. Since d is 
bounded by a constant independent of G, the domatic number problem is a bounded 
partition problem for every k-terminal recursive family of graphs. 
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Definition 5.4. Let f: D -+ R be a function and let S E D. The range off restricted to 
S is f[S] = {f(d) 1 d E S}. The union of two functions fr : D1 + RI and fi : D, -+ R2 is 
the function fi @ f2 : D, u D2 -+ RI u R2 defined by 
I 
f,(d) if d E D1\D,, 
fi 0 fz(d) = f,(d) if d E D,\D1, 
f,(d) =f,(d) if d E D, n D2. 
We will generalize the definitions of regular property and homomorphism to 
bounded partition problems by considering graph x function pairs (G,j), where G is 
a member of a k-terminal recursive family of graphs r and f is a bounded labelling of 
G. The graph x subgraph pairs considered in previous sections are a special case of 
graph x function pairs in which the range of S is (0, l} (or (excluded, included}). When 
the definition of a rule of composition 0 is extended to graph x function pairs in the 
natural way: (Gl,fi)o(G2,f2) = (G, oGZ,fi @f2), the corresponding definitions of 
homomorphism and regular property are essentially the same as their counterparts for 
graph x subgraph pairs. 
Definition 5.5. Let r be a k-terminal recursive family of graphs and let I- x be the class 
of all graph x function pairs (G, f), where G E r and f is a bounded labelling of G. 
Suppose that {01,02, . . . ,o,,,}, h 1s t e se o composition operations of r extended to t f 
graph x function pairs as follows: if G1 or G2 is defined, and no vertex of G1 or G2 is the 
result of identifying two vertices x and y with fi @f2(x) # fi @f2(y), then 
(G,,fI)o,(G2,f2) = (G1o,Gz,fi @f2). Let P be a partition property defined on 
graph x function pairs where the function is a bounded labelling. We say that a pair 
(G, f) satisjies property P if G satisfies P when it is labelled by J A homomorphism with 
respect to the class r and the property P is a partition of r x into equiualence classes 
such that, for each operation o,., the class to which a pair (G,f) = (G, ,fr) o,(G2,f2) 
belongs is a binary function (denoted 0,) of the class to which (G,,fI) and (G2,f2) 
belong, and, for each equivalence class, either all or none of the members of the class 
satisfy P. Classes which satisfy P are accepting classes and classes which do not satisfy 
P are rejecting classes. P is regular with respect to r if it has a homomorphism with 
a finite number of equivalence classes. 
Theorem 5.6. If P is a regular partion property with respect to a k-terminal recursive 
family of graphs r, then there is a linear-time algorithm forfinding an optimal bounded 
labelling that satisfies P for any G E r when G is given as a parse tree. 
Proof. The extension of the linear-time dynamic programming algorithm from 
graph x subgraph pairs to graph x function pairs is straightforward. The only differ- 
ence is that the algorithm for graph x subgraph pairs partitions the vertices of a graph 
into two classes (included and excluded), whereas the algorithm for graph x function 
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pairs may produce more than two vertex classes (corresponding to the possible vertex 
labels). However, since a bounded labelling gives a constant number of vertex classes, 
the dynamic programming algorithm is still linear in the size of the input graph for 
any regular bounded partition property. 17 
The negative results in Section 3 extend easily to graph x functions pairs. The 
unsolvability of finding a finite-range homomorphism for an arbitrary partition 
property is immediate for graph x function pairs because graph x subgraph pairs are 
a special case of graph x function pairs. The proof of the pumping lemma requires 
only cosmetic changes to reflect the changes in the definition of regularity. It follows 
that there are partition properties that are not uniformly regular. However, the notion 
of locality also extends in a natural way to partition properties and, as was the case 
with graph x subgraph pairs, all local partition properties can be shown to be 
uniformly regular (for bounded partition problems). The main difference between the 
following definition and Definition 4.1 is that more finite state machines are needed to 
define vertex properties because there are 1 different vertex types instead of two 
(included and excluded), where 1 is the bound associated with the partition property. 
Definition 5.7. Let (G,f) E r ’ where r is a k-terminal recursive family of graphs, 
G = (V, E), and f is a bounded labelling of G with If[ V]) G 1. Use N(v) to denote the 
I-neighbourhood of vertex v. For any vertex property $ defined on the vertices of 
graph x function pairs, and any set S of vertices, let I$j(S)l denote the number of 
vertices in set S which are labelled j by f and for which $ is true, and let (&j(S)/ denote 
the number of vertices in set S which are labelled j by ,f and for which $ is false. That 
is, l$JS)l = I{vES[~(V) =jand Ii/(v) is true}) and I$j(j(s)l = l{v~SIf(v) =j and $(v) 
is false} 1. A vertex property p is O-local if f(v) =f(w) implies p(v) = p(w) for all v, w E V 
(i.e., the truth value of p(v) depends only on the value of f(v)). A vertex property p is 
j-local for some positive integer j if there is a j - 1 -local vertex property $, and 21’ 
finite state machines Mij and Mij, 1 < i, j < 1, such that, for every graph x function 
pair (G,f) and every vertex v E V, p(v) is true iff f(v) = i and Itij(N(V))l E L(Mij) and 
I$j(N(u))l E L(Mij) for all 1 < j < 1 and any 1 < i < 1. A partition property P defined 
on graph x function pairs is j-local if there is a j-local vertex property p, and two finite 
state machines M, and M, such that Ip( V’)I E L(M,) and Ip( E L(M,). A partition 
property is local if it is j-local for some nonnegative integer j. 
Example 5.8. The partition property P associated with the vertex colouring problem 
is l-local. The automata for the associated l-local vertex property accept the sets 
L(Mii) = ,!,(n;i,,) = L(n;iij) = (0) and L(Mij) = Z,’ for 1 ,< i, j < 1 and i fj, where 1 is 
the bound from Example 5.2. The associated O-local property is true for all vertices. 
The automata for P accept the sets L(M,) = Z,’ and L(A4,) = (0). The property 
associated with the domatic number problem is also l-local and the associated 
machines M, and Mb and O-local property are the same as for the vertex colouring 
problem. The automata for the associated l-local vertex property accept the sets 
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L(Mii) = h,+ ) L(Mij) = Z +, and L(ll;iii) = L(l\;lij) = (0) for 1 d i, j < 1 and i fj, 
where 1 is the bound from Example 5.3. 
Theorem 5.9. All local partition properties are uniformly regular for bounded partition 
problems. 
Proof. The proof is essentially the same as the proof for local subgraph properties. 
The only differences reflect the use of more finite state machines in the definition of 
local partition properties. Since no infinite quantities are introduced by these changes, 
the number of equivalence classes for the property will still be finite. 0 
Corollary 5.10. There is an eflective procedure to build the multiplication tables for any 
local bounded partition property for any k-terminal recursive family of graphs. 
Proof. The proof is identical to the proof of Theorem 4.8. c3 
6. General subgrapb problems 
Bern et al. [6] showed how to extend their results for vertex subset properties to 
subgraph properties involving edges. The same extension allows us to extend all of our 
results about vertex-induced subgraph properties to general subgraph properties. The 
basic idea of the extension is quite simple. Suppose that f is a k-terminal recursive 
family and that 0 is a composition operation of r. When 0 is extended to 
graph x subgraph pairs (G, H) for vertex-induced subgraph properties as in Defini- 
tion 2.5, it is only necessary to remember which vertices of G are included in H because 
included vertices that are adjacent in G are also adjacent in H. For general subgraph 
properties, this is not necessarily the case, so the included edges must also be 
remembered. Of course, if an edge is included, its two endpoints must also be included, 
but the converse is not necessarily true. If an application of 0 adds 1 new edges, then the 
included edges can be remembered by using 2’ corresponding extended composition 
operations for r ‘. This causes an increase in the number of extended composition 
operations for r x, but, since 1 f k*, the increase is by a constant amount. 
The definitions of homomorphism and regular property are not changed by the 
extension to general subgraph properties. The linear-time dynamic programming 
algorithm and the unsolvability result from Section 3 are also unchanged and the 
pumping lemma requires only obvious minor modifications. 
For general subgraph properties, the definition of locality requires modification. 
The intuitive meaning of locality is unchanged: a property is local if it can be verified 
by examining a bounded neighbourhood of each vertex. For vertex-induced sub- 
graphs, the truth value of a vertex property for a vertex v can be determined by 
examining the neighbours of v in G because it is implicit that two vertiex are adjacent 
in H iff they are both included and they are adjacent in G. For general subgraphs, the 
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definition of neighbourhood needs to be refined to reflect the fact that adjacency in 
N is not necessarily inherited from G. For an included vertex u, it is necessary to 
examine two types of neighbourhood: NH(o) is the set of all vertices that are adjacent 
to u in H, and N,(u) is the set of all vertices that are adjacent to v in G but not in H. For 
an excluded vertex v, the definition of N(u) is unchanged because it is implicit that an 
excluded vertex cannot have an incident included edge. The only other change 
required to generalize Definition 4.1 to general subgraph properties is that six auto- 
mata are now required in the inductive part of the definition instead of four. For 
included vertices, MF and My are used to check NH(v), and Mf and Mf are used to 
check N,(v). For excluded vertices, M, and M4 are used to check N(v) as before. 
Example 6.1. The problem of determining whether a graph contains a collection of 
disjoint cycles that includes all vertices of the graph is an example of a l-local 
subgraph problem. The O-local vertex property is true for all included vertices and 
false for all excluded vertices. The languages accepted by the six automata associated 
with the l-local vertex property are L(MF) = {2}, L(M!) = {0}, L(M?) = Z,‘, 
L(Mf) = {0}, and L(M,) = L(M,) = { }. Th us, the l-local property is false for all 
excluded vertices and true only for included vertices that have exactly two neighbours 
in H. Using L(M,) = 27,’ and L(M,) = (0) ensures that every vertex is included. 
The following two results are generalizations of Theorems 4.5 and 4.8 from ver- 
tex-induced subgraph properties to general subgraph properties. Since the only changes 
in the proofs result from the increased number of automata, the proofs are omitted. 
Theorem 6.2. All local subgraph properties are uniformly regular. 
Theorem 6.3. There is an efective procedure to build the multiplication tables for any 
local property for any k-terminal recursive family of graphs. 
7. Discussion 
We have shown that any optimal subgraph or vertex partition problem based on 
a property that is locally verifiable in constant time per vertex is regular with respect 
to all k-terminal recursive families of graphs. This implies the existence of a linear-time 
algorithm for any such problem (when the input is in the form of a parse tree) and we 
have given an effective procedure for constructing these algorithms. Although we have 
not proved if here, it should be obvious that our results can be extended to problems 
involving edge-induced bounded partitions by suitable changes to the definitions. We 
have also presented a pumping lemma which can be used to establish that any attempt 
to generalize our definition of locality by replacing the finite state automata with 
more powerful machines gives properties that are not uniformly regular. That such 
properties are difficult to work with is established by our proof that it is unsolvable to 
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compute the multiplication tables for an arbitrary property with respect to a particu- 
lar k-terminal recursive family. 
It is tempting to conclude that locality somehow “captures” the notion of uniform 
regularity, but this is not true. The Hamiltonian circuit problem is based on a uni- 
formly regular property (Hamiltonicity) that is not local. Hamiltonicity is not local 
because any verification procedure that is restricted to examining a bounded neigh- 
bourhood of each vertex cannot distinguish between a Hamiltonian circuit and 
a union of disjoint circuits. Hamiltonicity is a uniformly regular property as a special 
case of the following more general result. 
Theorem 7.1. The property that a subgraph is a cycle is uniformly regular. 
Proof. Let r be a k-terminal recursive family of graphs and let 0 be a composition 
operation of r. Consider a graph x subgraph pair (G, H) E r ’ where G = (V, E). If 
there is an included vertex v E V with INH(v)) > 2, then (G, H) does not have the “cycle 
property” (i.e., H is not a cycle), and composition operations involving (G, H) will 
result in pairs that do not have the cycle property. Also, if [NH(u)1 < 2 for an included 
internal vertex v, then u can never be part of a cycle. We group all pairs which have 
such vertices into a rejecting equivalence class. Now, assume that IN,(v)) = 2 for all 
included internal vertices and 1 NH(v)\ < 2 for all included terminals. If (NH(u)\ = 2 for 
all included terminals then H is either a cycle or a union of two or more disjoint cycles. 
We group all pairs of the first kind into the single accepting class and all pairs of the 
second kind into a rejecting class. If more edges are added to H when (G, H) is in the 
accepting class, then the resulting graph x subgraph pair will belong to a rejecting 
class. For each included terminal v of (G, H) with IN&v)1 = 1 there must be another 
such terminal w such that there is a path from v to w in H. If all such pairs of terminals 
are known for each graph x subgraph pair, then it can be determined whether the 
result of a composition operation has the cycle property. Since the number of such 
pairs of terminals in a graph x subgraph pair is at most k/2, and this is a finite number, 
the number of equivalence classes needed to record the information to identify all of 
the pairs of terminals is also finite. 0 
Theorem 7.1 shows that locality, as we have defined it, does not completely 
characterize uniform regularity. The same can be said of three other notions of locality 
that have appeared in the literature. Locality as defined in our earlier work [12] is 
a weaker version of our current definition. Bodlaender’s definitions of the class LCC 
and several subclasses of LCC [7] are similar to the definition in this paper, but the 
existence of polynomial algorithms of LCC problems is only established for input 
graphs with maximum degree bounded by a constant. (The existence of linear-time 
algorithms requires additional restrictions.) Seese’s notion of existential locally veriji- 
able is based on monadic second-order logic without universal quantification; how- 
ever, Courcelle [9] has shown that all properties expressible in monadic second-order 
logic with universal quantification are uniformly regular. 
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It should be possible to extend our approach to obtain a complete characterization 
of uniform regularity. The only technical purposes served by restricting a vertex 
property p to being j-local is to bound the number of states in the finite state 
automaton that verifies p, and to permit relatively straightforward induction proofs. 
We could obtain a more general characterization of uniform regularity by replacing 
our condition that a finite state machine can verify that a vertex property p holds by 
examining its j-neighbourhood, by a condition that a finite state machine can verify 
that p holds for a vertex in time that is independent of the size of the input. (Of course, 
the time will depend on k which is fixed for any particular k-terminal recursive family.) 
This condition is consistent with our pumping lemma and is probably very close to 
a complete characterization of uniform regularity. Unfortunately, our simple local- 
ity-based test for uniform regularity would be lost in the process of this generalization. 
We believe that the approach described in this paper is a useful complement to 
existing methodologies. Our heuristic for identifying uniformly regular properties is 
based on the graph theoretic concept of locality. We think that most researchers using 
graph algorithms will find this to be a simple and intuitive tool. If a property fails the 
locality test, then the more general condition of expressability in extended monadic 
second-order logic [3,8,9] can be used, or our pumping lemma can be used to try to 
show that the property is not uniformly regular. Development of an algorithm using 
our construction method is easy. It only requires the specification of a property in 
terms of a finite state automaton. Very simple automata are sufficient for specifying 
most properties. For example, the reader is invited to specify the automaton for 
finding a spanning Eulerian subgraph with no degree 2 vertices. 
One final technical point concerning regularity should be made. We regard regular- 
ity as a structural property that permits the development of linear-time algorithms for 
optimization problems on k-terminal recursive families of graphs. A solution for an 
instance of one of these optimization problems must be bothfeasible (i.e., must satisfy 
a regular property) and optimal with respect to some objective function. For a table- 
based dynamic programming algorithm to run in linear time, it must be possible to 
evaluate the objective function in constant (average) time at each node of a parse tree. 
We consider the required restrictions on objective functions to be a separate issue and 
refer the reader to [3] for a discussion. 
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