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Abstract—Orthogonal time frequency space (OTFS) modu-
lation outperforms orthogonal frequency division multiplexing
(OFDM) in high-mobility scenarios. One challenge for OTFS
massive MIMO is downlink channel estimation due to the large
number of base station antennas. In this paper, we propose a 3D
structured orthogonal matching pursuit algorithm based channel
estimation technique to solve this problem. First, we show that the
OTFS MIMO channel exhibits 3D structured sparsity: normal
sparsity along the delay dimension, block sparsity along the
Doppler dimension, and burst sparsity along the angle dimension.
Based on the 3D structured channel sparsity, we then formulate
the downlink channel estimation problem as a sparse signal
recovery problem. Simulation results show that the proposed
algorithm can achieve accurate channel state information with
low pilot overhead.
Index Terms—OTFS, massive MIMO, channel estimation,
high-mobility, sparsity.
I. INTRODUCTION
One goal of future wireless communications (the emerging
5G or beyond 5G) is to support reliable communications
in high-mobility scenarios, such as on high-speed railways
with a speed of up to 500 km/h [1], [2] or on vehicles
with a speed of up to 300 km/h [3], [4]. Currently, the
dominant modulation technique for 4G and the emerging 5G
is orthogonal frequency division multiplexing (OFDM). For
the high-mobility scenarios, OFDM may experience significant
inter-carrier interference (ICI) due to the Doppler spread of
time-variant channels (which are also referred to as doubly
selective or doubly dispersive channels). ICI will severely de-
grade the performance of OFDM systems when the traditional
transceivers are used [5].
To cope with ICI, some modifications of the traditional
OFDM were proposed at the cost of more complicated
transceiver design. Linear equalization [6]–[9] and non-linear
equalization [10]–[12] were proposed to eliminate the ICI at
the receiver. Some transmitter processing methods to mitigate
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ICI were proposed including polynomial cancellation coding
[13], [14] and pulse shaping [15], [16]. Using both transmitter
and receiver processing, a channel-independent block spread-
ing based multiple access scheme was proposed for the multi-
user scenarios, where both ICI and multiuser interference can
be eliminated [17].
Instead of trying to eliminate ICI, there are some modula-
tion schemes proposed for time-variant channels to enhance
the system performance by using the transmit diversity. A
frequency-oversampling technique for zero-padded OFDM
system was proposed in [18], where frequency diversity can
be achieved through transmit signal design. Vector OFDM
[19] transmits multiple groups of linearly precoded symbols
over the channel subcarriers to provide frequency diversity.
A Doppler-resilient orthogonal signal division multiplexing
technique was proposed. That multiplexes several data vectors
and a pilot vector into a data stream to fully exploit the
frequency-time diversity in the time-variant channels [20],
[21].
Orthogonal time frequency space (OTFS) is an alternative
to OFDM to tackle the time-variant channels [22]–[24]. Lever-
aging the basis expansion model (BEM) for the channel [25],
[26], OTFS converts the time-variant channels into the time-
independent channels in the delay-Doppler domain. Accord-
ingly, the information bearing data is multiplexed into the
roughly constant channels in the delay-Doppler domain. OTFS
is different from previous work in that it multiplexes data in
the delay-Doppler domain.
Like OFDM multi-antenna systems, OTFS with massive
multiple-input multiple-output (MIMO) can further increase
the spectrum efficiency. Such benefits require that the channel
state information (CSI) is known at the transmitter to design
the transmit beamforming vectors [27]–[29]. When OTFS
massive MIMO systems are operated with frequency division
duplex (FDD) mode, downlink channel estimation is necessary
due to the lack of channel reciprocity. With a large number of
antennas equipped at the base station (BS) in OTFS massive
MIMO systems, downlink channel estimation is challenging.
The time-variant channel estimation schemes for massive
MIMO systems have been proposed in [30]–[32]. In [30], the
time-variant MIMO channels are modeled by several jointly
sparse time-independent coefficients based on the BEM. These
jointly sparse coefficients can be estimated through a dis-
tributed compressive sensing algorithm with high accuracy. In
[31], a spatial-domain BEM was developed to further reduce
the effective dimensions of massive MIMO time-variant chan-
nels, such that the downlink training overhead can be reduced.
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2Moreover, a general framework of compressed channel sensing
was provided in [32]. Based on the sparse multipath structure
of massive MIMO time-variant channels, compressed channel
sensing can achieve a target estimation error using much less
overhead. The aforementioned channel estimation techniques
[30]–[32] were proposed for OFDM massive MIMO systems.
They are not directly applicable for OTFS massive MIMO
systems. This is because that the information bearing data is
multiplexed in the delay-Doppler domain in OTFS systems,
not the frequency-time domain as in OFDM systems.
For OTFS systems, an impulse based channel estimation
technique was proposed for the OTFS single-input single-
output (SISO) architecture in [33]. The BS transmits an
impulse in the delay-Doppler domain as the training pilots.
The received signals in the delay-Doppler domain can be
regarded as a two-dimensional periodic convolution of the
transmit impulse with the delay-Doppler channel [33]. The
delay-Doppler channel can then be estimated from the received
signal. An alternative method using PN sequences as the train-
ing pilots in the delay-Doppler domain was proposed for OTFS
SISO systems [34]. In that method, channel estimation is done
in the discrete domain, where three quantities of interest,
namely, delay shift, Doppler shift, and fade coefficient are
estimated. Then the delay-Doppler channel can be calculated
accordingly. The impulse-based scheme is extended to OTFS
MIMO systems by transmitting several impulses with proper
guard between two adjacent impulses to distinguish different
BS antennas [35]. The existing channel estimation techniques
can not be directly extended to OTFS massive MIMO since a
large number of antennas are required to be distinguished by
transmitting orthogonal pilots, which will lead to high pilot
overhead.
To solve this problem, we propose a 3D structured orthog-
onal matching pursuit (3D-SOMP) algorithm based downlink
channel estimation technique for OTFS massive MIMO sys-
tems, which can achieve accurate CSI with low pilot overhead.
The specific contributions are summarized as follows.
• We present the discrete-time formulation of OTFS sys-
tems and demonstrate that the OTFS massive MIMO
channel exhibits a delay-Doppler-angle 3D structured
sparsity. Since the number of dominant propagation paths
is limited, the 3D channel is sparse along the delay
dimension. As the Doppler frequency of a path is usually
much smaller than the system bandwidth, the 3D channel
is block-sparse along the Doppler dimension. The only
one non-zero block is concentrated around zero, but the
length of the non-zero block is unknown. Since the angle-
of-departure (AoD) spread of a path at the BS is usually
small, the 3D channel is burst-sparse along the angle
dimension [36]. The lengths of non-zero bursts can be
regarded as constant, but the start position of each non-
zero burst is unknown.
• Based on the 3D structured sparse channel, we formu-
late the downlink channel estimation problem in OTFS
massive MIMO systems as a sparse signal recovery
problem. The estimator makes use of the training pilots
that are transmitted in the delay-Doppler domain. We
propose that pilots of different antennas are independent
complex Gaussian random sequences, which overlap to
reduce the overall pilot overhead. By inserting guard
intervals between pilots and data, the received pilots can
be expressed as a phase compensated two-dimensional
periodic convolution of the transmit pilots with the delay-
Doppler channel. Decomposing the channel based on its
structure, we formulate the downlink channel estimation
problem as a sparse signal recovery problem.
• We propose a 3D-SOMP algorithm to solve the for-
mulated channel estimation problem. The main idea is
summarized as follows. The 3D support of each path is
estimated in an one-by-one fashion. For each path, the
user first estimates the delay-dimension support. Then,
by using the block-sparse property of channels along the
Doppler dimension, the user estimates the size of the
unique non-zero block to obtain the Doppler-dimension
support. Finally, the user transforms the burst-sparsity of
channels along the angle dimension into the traditional
block-sparsity through a lifting transformation following
[36], so that the angle-dimension support can be esti-
mated accordingly. In this way, the whole 3D channel
can be estimated after several iterations by removing the
contribution of previous paths in each iteration.
The rest of the paper is organized as follows. In Section II,
we present the system model. In Section III, we review the
channel estimation in OTFS SISO systems. Then, we propose
a 3D-SOMP based channel estimation technique for OTFS
massive MIMO systems in Section IV. Simulation results are
given in Section V. Our conclusions are finally drawn in
Section VI.
Notation: Boldface capital letters stand for matrices and
lower-case letters stand for column vectors. The transpose,
conjugate, conjugate transpose, and inverse of a matrix are
denoted by (·)T, (·)∗, (·)H and (·)−1, respectively.  is the
Hadamard product operator. ‖s‖ is the `2-norm of the vector
s. Ψ† = (ΨHΨ)−1ΨH is the Moore-Penrose pseudo-inverse
of Ψ. Finally, IN denotes the identity matrix of size N ×N .
II. SYSTEM MODEL
In this section, we review OTFS for SISO systems including
a discrete-time formulation of OTFS modulation and OTFS
demodulation. Then, we describe an extension of OTFS into
massive MIMO systems.
Fig. 1 shows the OTFS SISO architecture as commonly
assumed in [22]–[24]. OTFS is a modulation/demodulation
technique. It can be realized by adding a pre-processing block
before a traditional modulator in the frequency-time domain
such as OFDM modulator at the transmitter, and a correspond-
ing post-processing block after a traditional demodulator in
the frequency-time domain such as OFDM demodulator at
the receiver. Through the pre-processing and post-processing
blocks, time-variant channels are converted into the time-
independent channels in the the delay-Doppler domain. There-
fore, the information bearing data can be multiplexed in the
roughly constant delay-Doppler channel. At the same time,
the transmit data in OTFS systems can take advantage of full
diversity in the frequency-time channels. In this way, OTFS
3improves system performance over OFDM in high-mobility
scenarios [22]–[24].
A. OTFS SISO Modulation
In this section, we describe the modulation at the transmitter.
A quadrature amplitude modulated (QAM) data sequence of
length MN is first rearranged into a 2D data block. This
is called a 2D OTFS frame in the delay-Doppler domain
XDD ∈ CM×N , where M and N are the numbers of resource
units along the delay dimension and Doppler dimension. OTFS
modulation at the transmitter is composed of a pre-processing
block and a traditional frequency-time modulator such as
OFDM or filter bank multicarrier (FBMC). The pre-processing
block maps the 2D data block XDD in the delay-Doppler
domain to a 2D block XFT ∈ CM×N in the frequency-time
domain. It is realized by using an inverse symplectic finite
Fourier transform (ISFFT) and a transmit windowing function.
The ISFFT of XDD is [22]
XISFFT = FMX
DDFHN, (1)
where FM ∈ CM×M and FN ∈ CN×N are discrete Fourier
transform (DFT) matrices. A transmit windowing matrix
Wtx ∈ CM×N multiplies XISFFT element-wise to produce
the 2D block in the frequency-time domain XFT as
XFT = XISFFT Wtx. (2)
There are several uses of the windowing matrix. For example,
the windowing matrix can be designed to randomize the
phases of the transmitted symbols to eliminate the inter-cell
interference [33]. In this paper, we assume a trivial window
at the transmitter for simple expression, i.e., Wtx is a matrix
of all ones.
Then, the 2D block XFT in the frequency-time domain is
transformed to the 1D transmit signal s through a traditional
frequency-time modulator such as OFDM or FBMC. Assum-
ing an OFDM modulator, the M -point inverse DFT (IDFT)
is applied on each column of XFT to obtain the 2D transmit
signal block S ∈ CM×N , i.e.,
S = FHMX
FT, (3)
where S = [s1, s2, · · · , sN ]. Each column vector si ∈ CM×1
of S can be regarded as an OFDM symbol. Note that N OFDM
symbols {si}Ni=1 occupy the bandwidth M∆f and have the
duration NT , where ∆f and T are the subcarrier spacing and
symbol duration. By combing (1)-(3),
S = XDDFHN. (4)
To avoid inter-symbol interference between blocks, the OFDM
modulator usually adds cyclic prefix (CP) for each OFDM
symbol si via a CP addition matrix ACP ∈ C(M+NCP)×M
[24] with NCP being the length of CP. By reading the 2D
transmit signal block S column-wise, the 1D transmit signal
s ∈ C(M+NCP)N×1 is
s = vec{ACPS}. (5)
B. OTFS SISO Demodulation
In this section, we describe demodulation at the receiver.
The κ-th element of the received signal r ∈ C(M+NCP)N×1
after the time-variant channel hκ,` with length L + 1 is
expressed as
rκ =
L∑
`=0
hκ,`sκ−` + vκ, (6)
where vκ is the additive noise at the receiver. The OTFS de-
modulation at the receiver consists of a traditional frequency-
time demodulator such as the OFDM or FBMC demodulator
and a post-processing block as shown in Fig. 1. The frequency-
time demodulator transforms the received signal r to a 2D
block in the frequency-time domain YFT ∈ CM×N . Specifi-
cally, assuming an OFDM demodulator, the received signal r
is first rearranged as a matrix R of size (M +NCP)×N , i.e.,
R = unvec{r}, (7)
where each column vector of R can be regarded as a received
OFDM symbol including CP. Then, the OFDM demodula-
tor removes the CP by multiplying R with a CP removal
matrix RCP ∈ CM×(M+NCP) [24] to obtain the OFDM
symbols RCPR without CPs. Applying the M -point DFT on
each OFDM symbol without CP (i.e., each column vector
of RCPR), we obtain the received 2D block YFT in the
frequency-time domain as
YFT = FMRCPR. (8)
In the post-processing block, YFT is transformed to the 2D
data block YDD ∈ CM×N in the delay-Doppler domain. It is
realized by a receive windowing matrix Wrx ∈ CM×N and
the SFFT. The receive windowing matrix Wrx multiplies YFT
element-wise, i.e.,
YFT,W = YFT Wrx. (9)
Then, the SFFT is applied for YFT,W to obtain the 2D data
block YDD in the delay-Doppler domain as
YDD = FHMY
FT,WFN. (10)
Like the transmitter, we consider a trivial window at the
receiver for simple expression, i.e., Wrx is a matrix of all
ones [33]. By combing (8)-(10), we can obtain
YDD = RCPRFN. (11)
The received 2D data block YDD in the delay-Doppler domain
is given by the phase compensated two-dimensional periodic
convolution of the transmit 2D data block XDD in the delay-
Doppler domain with the delay-Doppler channel impulse
response (CIR) HDD ∈ CM×N as shown in the following
Lemma 1.
Lemma 1: We denote the (`+1, k+1+N/2)-th element of
YDD and XDD as Y DD`,k and X
DD
`,k , where ` = 0, 1, · · · ,M −
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Fig. 1. OTFS SISO architecture. OTFS modulation is composed of a pre-processing block before a traditional OFDM modulator at the transmitter. OTFS
demodulation is composed of a post-processing block after a traditional OFDM demodulator at the receiver.
1 and k = −N/2, · · · , 0, · · · , N/2 − 1. Then Y DD`,k can be
expressed as
Y DD`,k
N→∞
=
M−1∑
`′=0
N/2−1∑
k′=−N/2
XDD`′,k′H
DD
`−`′,k−k′e
j2pi
`(k−k′)
N(M+NCP)
(12)
+ V DD`,k ,
where V DD`,k is the additive noise in the delay-Doppler domain.
HDD`,k is the (`+1, k+1+N/2)-th element of the delay-Doppler
CIR HDD and
HDD`,k =
N∑
i=1
h(i−1)(M+NCP)+1,(`)M e
−j2pi(i−1) kN , (13)
where (`)M is the remainder after division of ` by M . Note
that HDD`,k = H
DD
`+M,k+N , thus (12) can be regarded as periodic
convolution.
Proof: See Appendix I.
We observe from (12) that the transmit data XDD`′,k′ in the
delay-Doppler domain experiences roughly constant channel
HDD`,k in the delay-Doppler domain, since the delay-Doppler
CIR HDD is time-independent (HDD does not vary with the
variable κ of hκ,`). Moreover, since each transmit data XDD`′,k′
in the delay-Doppler domain is expanded onto the whole
frequency-time domain as shown in (1) and (2), it can exploit
the full diversity of the frequency-time channel. As a result,
OTFS has improved performance over the traditional OFDM
especially in high-mobility scenarios [22]–[24].
Equalization is required to eliminate the inter-symbol inter-
ference, since each transmit data XDD`′,k′ in (12) experiences not
only the delay-Doppler channel XDD`′,k′H
DD
0,0 but also the inter-
symbol interference XDD`′,k′H
DD
`−`′,k−k′ ,∀`′ 6= `, k′ 6= k. To
eliminate such inter-symbol interference through equalization,
the delay-Doppler CIR HDD is required, which is obtained
through downlink channel estimation.
C. OTFS Massive MIMO
We explain how OTFS work in massive MIMO systems
to further increase the spectrum efficiency by using multi-
user MIMO in this section. Fig. 2 shows the OTFS massive
MIMO architecture. The BS is equipped with Nt antennas
to simultaneously serve U single-antenna users. Downlink
precoding is performed to eliminate the inter-user interference.
For example, the zero-forcing Tomlinson-Harashima precod-
ing is adopted in [28]. To perform downlink precoding, down-
link CSI is required, which is obtained from uplink channel
feedback in FDD systems. After precoding, the transmit data
block XDD in the delay-Doppler domain will be modulated
through the OTFS modulation and transmitted at Nt antennas.
At the user side, the received signal is first demodulated
through the OTFS demodulation to obtain the received data
block YDD in the delay-Doppler domain. To cancel the inter-
symbol interference, equalization is performed based on the
downlink CSI. Next, we will focus on the downlink channel
estimation in OTFS SISO/massive MIMO systems.
III. CHANNEL ESTIMATION IN OTFS SISO SYSTEMS
The goal of channel estimation is to obtain the delay-
Doppler CIR HDD from the received delay-Doppler data
block YDD in (12). One intuitive method to estimate HDD
is to transmit an impulse in the delay-Doppler domain as the
training pilots [33]. The transmit impulse is expressed as
XDD`,k =
{
1, ` = 0, k = 0,
0, ` 6= 0, k 6= 0. (14)
Based on (12), the received signal in the delay-Doppler domain
can be expressed as
Y DD`,k = H
DD
`,k e
j2pi `k
N(M+NCP) + V DD`,k , (15)
The delay-Doppler CIR HDD`,k can be estimated from Y
DD
`,k
in (15) through the least square (LS) estimator or minimum
5Precoding
In
p
u
t
Mapping
Mapping
Antenna Ports
OTFS Pre-
processing 
Block
Time-
frequency 
Modulator
OTFS 
Pre-processing
Frequency-
time 
OTFS 
Pre-processing
Frequency-
time 
Modulator
OTFS Modulation
Resource 
Element 
Mapping
Fr quen y-
ti  
Demodulator
OTFS 
Post-processing 
Demapping Equalization
OTFS Demodulation
Channel 
Estimation
Resource 
Element 
Mapping
Fr quen y-
ti  
Demodulator
OTFS 
Post-processing
Demapping Equalization
OTFS Demodulation
Channel 
Estimation
OTFS Modulation
Base Station
User 1
User U
O
u
tp
u
t
O
u
tp
u
t
Fig. 2. OTFS massive MIMO architecture. Multi-user MIMO is used to increase the spectrum efficiency. Downlink precoding is performed based on the
downlink CSI [28], which is obtained through downlink channel estimation and uplink channel feedback in FDD systems.
mean square error (MMSE) estimator [35]. Note that only the
non-zero part of HDD`,k need to be estimated due to its finite
support, which will be explained later.
This impulse based channel estimation technique, however,
is not applicable to massive MIMO systems due to the huge
required pilot overhead. In OTFS massive MIMO systems,
to distinguish the delay-Doppler channels associated with Nt
BS antennas at the user side, Nt impulses are required to be
transmitted. We assume that the delay-Doppler CIRs HDD`,k of
Nt antennas have finite support [0 : Mmax − 1] along the
delay dimension and
[−Nmax2 : Nmax2 − 1] along the Doppler
dimension [22], [28], [33]. To avoid the interference among
multiple antennas, guard intervals between two adjacent im-
pulses should not be smaller than Nmax along the Doppler di-
mension and no smaller than Mmax along the delay dimension
[33]. As a result, the length of pilots to transmit Nt impulses
in OTFS massive MIMO systems should be ∝ NtNmaxMmax.
With a large number of BS antennas, the pilot overhead will
be overwhelming. To solve this problem, we propose a 3D-
SOMP algorithm based channel estimation technique, which
can obtain the accurate CSI with considerably reduced pilot
overhead.
IV. PROPOSED 3D-SOMP BASED CHANNEL ESTIMATION
IN OTFS MASSIVE MIMO SYSTEMS
In this section, we first demonstrate the 3D structured
sparsity of channels in OTFS massive MIMO systems. Then,
we formulate the downlink channel estimation problem as
a sparse signal recovery problem. To solve this problem,
we propose a 3D-SOMP algorithm. Finally, we analyze the
required pilot overhead for the proposed 3D-SOMP based
channel estimation technique.
A. 3D Structured Sparsity of Delay-Doppler-angle Channel
We consider an OTFS massive MIMO system with Nt
antennas at the BS and U single-antenna users. Downlink
channel estimation is the same for U users. Therefore, we
focus on a certain user and omit the subscript for the user
without loss of generality. We consider the downlink time-
variant channel consisting of Np dominant propagation paths.
Each dominant path is composed of Ns subpaths. The si-th
subpath in the i-th dominant path has a complex path gain
αsi and Doppler frequency νsi . The delays of all subpaths
in the i-th dominant path can be regarded as the same τi
[37]. We denote the physical AoD of the si-th subpath as
θsi . When a typical uniform linear array (ULA) of antennas is
considered, the spatial angle associated with θsi is defined
as ψsi =
d
λ sin θsi [38], where d is the antenna spacing
and λ is the wavelength of the carrier frequency. Typically,
d = λ/2 and θsi ∈ [−pi/2, pi/2), thus ψsi ∈ [−1/2, 1/2). The
time-variant channel associated with the (p + 1)-th antenna
(p = 0, 1, · · · , Nt − 1) can be expressed as [39]
hκ,`,p =
Np∑
i=1
Ns∑
si=1
αsie
j2piνsiκTsprc(`Ts − τi)e−j2pipψsi , (16)
where prc(τ) is the band-limited pulse shaping filter response
evaluated at τ and Ts = 1M∆f is the system sampling interval.
Based on (13), we express the delay-Doppler CIR of the (p+
1)-th antenna (which is referred to as delay-Doppler-space CIR
HDDS`,k,p in OTFS massive MIMO systems, where `, k and p
correspond to the delay, Doppler and spatial index) as follows
HDDS`,k,p =
N∑
n=1
h(n−1)(M+NCP)+1,(`)M ,pe
−j2pi(n−1) kN (17)
=
Np∑
i=1
Ns∑
si=1
βsiΥN (νsiNT − k) prc ((`)MTs − τi) e−j2pipψsi ,
where βsi = αsie
j2piνsiTs , ΥN (x) ,
∑N
n=1 e
j2pi xN (n−1) =
sin(pix)
sin(pi xN )
ejpi
x(N−1)
N and T = (M +NCP)Ts.
To investigate the 3D structured sparsity of channels in
OTFS massive MIMO systems, we define the delay-Doppler-
6Doppler
Delay
Angle
Fig. 3. Delay-Doppler-angle 3D channel, which is sparse along the delay
dimension, block-sparse along the Doppler dimension, and burst-sparse along
the angle dimension.
angle channel HDDA`,k,r by applying inverse DFT for H
DDS
`,k,p
along the space-dimension p as
HDDA`,k,r
∆
=
Nt−1∑
p=0
HDDS`,k,pe
j2pi rpNt (18)
where r = −Nt2 , · · · , 0, · · · , Nt2 − 1 is the angle index. Then,
by substituting (17) into (18), we can express the delay-
Doppler-angle channel HDDA`,k,r as
HDDA`,k,r =
Np∑
i=1
Ns∑
si=1
βsiΥN (νsiNT − k) (19)
× prc ((`)MTs − τi) ΥNt(r − ψsiNt).
We arrange HDDA`,k,r into a 3D tensor H ∈ CM×N×Nt , where
HDDA`,k,r is the (` + 1, k + N/2 + 1, r + Nt/2 + 1)-th element
of H (` = 0, 1, · · · ,M − 1, k = −N/2, · · · , 0, · · · , N/2− 1,
and r = −Nt/2, · · · , 0, · · · , Nt/2).
The function ΥN (x) has the following characteristic:
|ΥN (x)| ≈ 0 when |x|  1 [40]. Therefore, HDDA`,k,r has
dominant elements only if k ≈ νsiNT , ` ≈ τiM∆f , and
r ≈ ψsiNt. As shown in Fig. 3, since the number of dominant
paths is small, e.g., Np = 6 [37] (the path delays of Ns
subpaths of a dominant path are regarded as the same [39]),
the delay-Doppler-angle channel H is sparse along the delay
dimension `. Assuming that the largest path delay is τmax, then
H has finite support [0 : Mmax − 1] along the delay dimension
`, where Mmax ≈ τmaxM∆f .
Additionally, the Doppler frequency of the si-th subpath in
the i-th dominant path can be expressed as νsi =
v
λ sinφsi
[39], where v is the moving velocity of the user and φsi
is the angle between the users moving direction and the
arriving direction of the si-th subpath. Therefore, the max-
imum Doppler of a subpath is νmax2 =
v
λ . Since φsi is
distributed in [−pi/2, pi/2), νsi is distributed in [−νmax2 , νmax2 ).
Therefore, H has finite support [−Nmax2 : Nmax2 − 1] along
the Doppler dimension k, where Nmax ≈ νmaxNT . For
example, for the typical subcarrier spacing ∆f = 15 kHz and
carrier frequency 2.15 GHz, the maximum Doppler of a user
with a speed of 180 km/h equals to νmax2 = 358Hz. Thus,
Nmax
2 ≈ νmax2 NT ≈ νmax2 N/∆f ≈ 0.05N2 . There are only
about 5% dominant elements along the Doppler dimension.
That is to say, the delay-Doppler-angle channel H is block-
sparse along the Doppler dimension k, where the unique non-
zero block is centered around k = 0 but the length of the
non-zero block is unknown.
Finally, for the angle dimension r, since the angle spread
of a dominant path is small, ψsi is distributed in Np pieces
in [−1/2, 1/2). Therefore, the delay-Doppler-angle channel
H is burst-parse [36] along the angle dimension r. There
are Np non-zero blocks but the start position of each block
is unknown, since the path may arrive from any directions.
Note that the difference between the burst-sparsity and the
traditional block-sparsity is that, the start position of the non-
zero burst is not necessarily to be {1, 1 + D, 1 + 2D, · · · }
where D is the length of non-zero blocks.
To sum up, we decompose the multipaths of time-variant
channels to show its structured sparsity along the delay di-
mension, Doppler dimension, and angle dimension as shown
in Fig. 3. The 3D channel tensor H is sparse along the delay
dimension, block-sparse along the Doppler dimension, and
burst-sparse along the angle dimension. This 3D structured
sparsity can be used to estimate the CSI with low pilot
overhead.
B. Formulation of Downlink Channel Estimation
Fig. 4 shows an OTFS frame of size M × N in the
delay-Doppler domain. The length of pilots along the Doppler
dimension and the delay dimension are Nν and Mτ , satisfying
that Nν ≥ Nmax and Mτ ≥ Mmax. We propose to use
complex Gaussian random sequences as the training pilots.
To avoid interference between pilots and data caused by the
two-dimensional periodic convolution in the delay-Doppler
domain, guard intervals are required. Note that the delay-
Doppler-angle channel H in OTFS massive MIMO systems
has finite supports
[−Nmax2 : Nmax2 − 1] along the Doppler
dimension and [0 : Mmax − 1] along the delay dimension.
The length of guard intervals should be Ng2 ≥ Nmax2 − 1
along the Doppler dimension and Mg ≥ Mmax − 1 along
the delay dimension as shown in Fig. 4. To reduce the overall
pilot overhead in OTFS massive MIMO systems, we propose
the non-orthogonal pilot pattern, i.e., the transmit pilots at
different antennas are completely overlapped in the delay-
Doppler domain, but the complex Gaussian random sequences
(pilots) at different antennas are independent.
The training pilots in the delay-Doppler domain at the (p+
1)-th antenna are denoted as x`,k,p with ` = 0, 1, · · · ,Mτ −1,
k = −Nν2 , · · · , 0, · · · , Nν2 − 1, and p = 0, 1, · · · , Nt − 1.
The OTFS frames at Nt antennas will be modulated and
transmitted simultaneously. After passing the channel, the
received signal is demodulated, and then the guard intervals
are discarded. According to (12), the received pilots in the
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Fig. 4. An OTFS frame in the delay-Doppler domain with pilots and guard
intervals.
delay-Doppler domain at the user side can be expressed as
y`,k =
Nt−1∑
p=0
Mg−1∑
`′=0
Ng
2 −1∑
k′=−Ng2
w`−`′,k′HDDS`′,k′,px`−`′,k−k′,p + v`,k,
(20)
where w`−`′,k′ = e
j2pi
(`−`′)k′
N(M+NCP) is the compensate phase, k =
−Nν2 , · · · , 0, · · · , Nν2 − 1, ` = 0, 1, · · · ,Mτ − 1. The delay-
Doppler-space channel HDDS`,k,p can be expressed as the DFT of
the delay-Doppler-angle channel HDDA`,k,r based on (18), i.e.,
HDDS`,k,p =
Nt
2 −1∑
r=−Nt2
HDDA`,k,r e
−j2pi rpNt . (21)
By substituting (21) into (20) and expressing z`−`′,k−k′,r =∑Nt−1
p=0 e
−j2pi rpNt x`−`′,k−k′,p, we have
y`,k =
Nt
2 −1∑
r=−Nt2
Mg−1∑
`′=0
Ng
2 −1∑
k′=−Ng2
w`−`′,k′HDDA`′,k′,rz`−`′,k−k′,r + v`,k.
(22)
To simplify the expression, we rewrite (22) into the vector-
matrix form. We arrange y`,k (k = −Nν2 , · · · , 0, · · · , Nν2 − 1,
` = 0, 1, · · · ,Mτ − 1) into column vectors y ∈ CMτNν×1,
where the (`Nν+k+Nν/2+1)-th elements of y equal to y`,k.
We also arrange HDDA`′,k′,r (k
′ = −Ng/2, · · · , 0, · · · , Ng/2 −
1, `′ = 0, 1, · · · ,Mg − 1) into column vector hr ∈ CMgNg×1,
where the (`′Ng + k′+Ng/2 + 1)-th elements of hr equal to
HDDA`′,k′,r. As a result, (22) can be rewritten in the vector-matrix
form as
y =
Nt
2 −1∑
r=−Nt2
W  Zc,rhr + v, (23)
where Zc,r ∈ CMτNν×MgNg is the two-dimensional
periodic convolution matrix with the (`Nν + k + Nν/2 +
1, `′Ng + k′ + Ng/2 + 1)-th element of Zc,r being equal
to z`−`′,k−k′,r, where k = −Nν2 , · · · , 0, · · · , Nν2 − 1,
` = 0, 1, · · · ,Mτ − 1, k′ = −Ng2 , · · · , 0, · · · , Ng2 − 1, and
`′ = 0, 1, · · · ,Mg − 1. W ∈ CMτNν×MgNg is a matrix with
the (`Nν + k + Nν/2 + 1, `′Ng + k′ + Ng/2 + 1)-
th element being w`−`′,k′ . By denoting Zc,W =[
W  Z
c,−Nt2 , · · · ,W  Zc,0, · · · ,W  Zc,Nt2 −1
]
∈
CMτNν×MgNgNt and h =
[
hT−Nt2
, · · · ,hT0 , · · · ,hTNt
2 −1
]T
∈
CMgNgNt × 1, (23) can be expressed as
y = Zc,Wh + v. (24)
Note that h can be inversely vectorized to obtain a truncated
delay-Doppler-angle channel Hg ∈ CMg×Ng×Nt , i.e., Hg =
invec{h}, which is composed of the non-zero part of H with
` = 0, 1, · · · ,Mg − 1, k = −Ng2 , · · · , 0, · · · , Ng2 − 1, and
r = −Nt2 , · · · , 0, · · · , Nt2 − 1. In this way, we formulate the
OTFS channel estimation problem as a sparse signal recovery
problem with the sensing matrix Ψ = Zc,W
y = Ψh + v. (25)
This problem can be solved by traditional CS algorithms such
as the OMP algorithm [41]. In the next subsection, we propose
a 3D-SOMP algorithm to recover the channel vector h (or the
truncated 3D channel Hg) in (25) with improved performance
compared with the traditional OMP algorithm.
C. 3D-SOMP Algorithm
The proposed 3D-SOMP algorithm is presented in Algo-
rithm 1. We borrow the main idea of OMP to obtain the
correlation vector e between the columns of sensing matrix Ψ
and the residual measurements r = y−Ψh(0) with h(0) = 0
being the initial channel estimate
e = ΨHr. (26)
For the traditional OMP algorithm, the support of the sparse
channel vector h can be identified by finding the columns of Ψ
that is most correlated to the residual measurement r. Different
from OMP, to use the 3D structured sparsity of h (or Hg), we
rearrange the correlation vector e as a tensor E ∈ CMg×Ng×Nt
in step 6,
E = invec{e}. (27)
For the sake of presentation, we first introduce some
notations of a N -dimensional (N ≥ 3) tensor M ∈
CI1×I2×,··· ,×IN . The mode-n fiber is obtained by fixing all
indexes but the n-th index of M, i.e., M(i1, i2, · · · , in−1, :
, in+1, · · · , iN ). The slice is obtained by fixing all but two
indexes of M, i.e., M(i1, i2, · · · , in−1, :, :, in+2, · · · , iN ).
Finally, the unfolding operation transforms a N -dimensional
tensor to a 2D matrix. The mode-n unfolding matrix M(n) ∈
CIn×I1I2···In−1In+1···IN can be obtained by arranging all the
mode-n fibers as the columns of M(n).
Our proposed 3D-SOMP algorithm identifies the 3D sup-
port of each dominant path in an one-by-one fashion. For
81: Input:
1) Measurements y; 2) Sensing matrix Ψ
2: Initialization:
i = 0
Ω = ∅
h(i) = 0 % Initialize the channel vector
r = y −Ψh(i) % Initialize the residual
measurements
3: for i ≤ Np do
4: i = i+ 1
5: e = ΨHr
6: E = invec{e}
7: eτ (m) = ‖E(1)(m, :)‖
8: m
(i)
τ = arg maxmeτ (m) % Delay-dimension
support
9: eν(n) = ‖E(m(i)τ , n, :)‖
10: n
(i)
ν = arg minn
∥∥∥eν (Ng2 − n : Ng2 + n− 1)∥∥∥, s.t.
‖eν
(
Nt
2 − n : Nt2 + n− 1
) ‖≥ ‖eν‖
11: Λ
(i)
ν =
{
Ng
2 − n(i)ν , · · · , Ng2 , · · · , Ng2 + n(i)ν − 1
}
% Doppler-dimension support
12: eθ(r) =
∥∥∥E (m(i)τ ,Λ(i)ν , r)∥∥∥
13: dθ = L
Heθ % Lifting transformation
14: gθ(r) = ‖Dθ(r, :)‖
15: ps = arg maxrgθ(r) % Start position of the
non-zero burst
16: Λ
(i)
θ = {ps, ps + 1, · · · , ps +D − 1} %
Angle-dimension support
17: Ω = Ω ∪ (m(i)τ ,Λ(i)ν ,Λ(i)θ ) % delay-Doppler-angle
3D support
18: h(i)|Ω = Ψ†Ωy, h(i)|Ωc = 0 % Partial channel
estimate
19: r = y −Ψh(i)
20: end for
21: Output:
Recovered channel vector hˆ = h(Np).
Algorithm 1: Proposed 3D-SOMP Algorithm
each dominant path, the algorithm starts by obtaining the
mode-1 unfolding matrix E(1) ∈ CMg×NgNt . By calculating
the `2-norm of row vectors of E(1), the correlation vector
eτ ∈ CMg×1 along the delay dimension is obtained with the
m-th element
eτ (m) = ‖E(1)(m, :)‖. (28)
Thus, the delay-dimension index m(i)τ of the i-th dominant
path can be obtain by finding the largest element of eτ , i.e.,
m
(i)
τ = arg maxmeτ (m).
Then, the user fixes the delay-dimension index m(i)τ and
focuses on the slice E(m(i)τ , :, :) ∈ CNg×Nt to identify the
Doppler- and angle-dimension support. By calculating the `2-
norm of row vectors of the slice E(m(i)τ , :, :), the correlation
vector eν ∈ CNg×1 along the Doppler dimension is obtained
with the n-th element
eν(n) = ‖E(m(i)τ , n, :)‖. (29)
Since the truncated 3D channel Hg is block-sparse along
the Doppler dimension and there is only one non-zero block
centered around ν = 0, only the length of the non-zero block
is unknown. It can be estimated by finding a smallest block in
the Doppler-dimension correlation vector eν , where the ratio
between the block’s norm and ‖eν‖ should be larger than a
threshold , i.e.,
n(i)ν = arg minn
∥∥∥∥eν (Ng2 − n : Ng2 + n− 1
)∥∥∥∥ , (30)
s.t.
∥∥∥∥eν (Ng2 − n : Ng2 + n− 1
)∥∥∥∥ ≥ ‖eν‖.
Thus, the Doppler-dimension support of the i-th dominant path
is obtained as Λ(i)ν in step 11.
Finally, we focus on E
(
Λ
(i)
ν ,m
(i)
τ , :
)
to obtain the angle-
dimension support of the i-th dominant path. Similarly, by
calculating the `2-norm of column vector of E
(
Λ
(i)
ν ,m
(i)
τ , :
)
,
the angle-dimension correlation vector eθ ∈ CNt×1 is obtained
with the r-th element
eθ(r) =
∥∥∥E (Λ(i)ν ,m(i)τ , r)∥∥∥ . (31)
As we have discussed in the previous subsection, the truncated
3D channel Hg is burst-sparse along the angle dimension. The
length of the non-zero burst is assumed as D. The user needs
to estimate the start position of the non-zero burst which is
correlated with the AoD of the i-th dominant path. The user
first transforms the burst sparsity into the traditional block
sparsity through a lifting transformation method following
[36]. In this method, a burst-sparse vector of size Nt × 1 is
connected to a block-sparse vector with a higher diemnsion
NtD × 1 via a lifting matrix L ∈ {0, 1}Nt×NtD. The start
position of the non-zero burst in the burst-sparse vector is
correlated with the support of the non-zero block in the higher-
dimensional block-sparse vector. The ((i−1)D+j)-th column
of L (i = 1, 2, · · · , Nt and j = 1, 2, · · · , D) only has one
non-zero element 1 at location i⊕ j where
i⊕ j =
{
i+ j, if i+ j ≤ Nt,
i+ j −Nt, if i+ j > Nt. (32)
To transform the burst sparsity of the truncated 3D channel Hg
along the angle dimension into the traditional block sparsity,
the angle-dimension correlation vector eθ is modified by the
lifting matrix L as
dθ = L
Heθ. (33)
Then dθ ∈ CNtD×1 is rearranged as a Nt×D matrix Dθ. By
calculating the `2-norm of the row vectors of Dθ, we obtain
gθ ∈ CNt×1 in step 14. Thus, the start position ps of the non-
zero burst is obtained by finding the largest element of gθ.
Therefore, the angle-dimension support correlated to the i-th
dominant path can be obtained as Λ(i)θ = {ps, ps+1, · · · , ps+
D − 1} in step 16.
Up to this point, the delay-Doppler-angle 3D support in the
i-th iteration can be obtained as Ω = Ω ∪
(
m
(i)
τ ,Λ
(i)
ν ,Λ
(i)
θ
)
.
The user can partially estimate the channel through the LS
as h(i)|Ω = Ψ†Ωy, h(i)|Ωc = 0, where Ωc denotes the
complementary set of Ω. Then, the residual measurements is
9computed by subtracting the contribution of h(i) in the i-th
iteration in step 19. After Np iterations, the complete channel
estimate is obtained as hˆ = h(Np).
D. Performance Comparison
For the traditional impulse based channel estimation tech-
nique (extended to OTFS massive MIMO systems), the pi-
lot overhead is ∝ NtNmaxMmax. In our proposed channel
estimation technique, the pilot overhead (i.e., the length of
measurements) is ∝ S log(L), where S and L are the sparsity
level and length of the sparse vector h, according to CS
theory [42]. For our problem formulation in the last subsection,
S = NmaxNpD and L = NgMgNt. Therefore, the pilot
overhead of our proposed channel estimation technique is
∝ NmaxNpD log(NgMgNt). Note that the number of domi-
nant paths is usually small, e.g., Np = 6 [37]. Since the angle
spread of a dominant path is usually not large, the length of
non-zero block along the angle dimension D is usually much
smaller than the number of BS antennas Nt, e.g., D ≈ Nt/10
[37]. The lengths of guard intervals Ng and Mg can be set as
Nmax and Mmax. Therefore, the pilot overhead of the proposed
3D-SOMP based channel estimation is much lower than that
of the previously proposed impulse based channel estimation.
V. SIMULATION RESULTS
In this section, we investigate the performance of the
proposed 3D-SOMP based channel estimation technique, in
terms of the normalized mean square error (NMSE) of channel
estimation. The traditional impulse based channel estimation
technique is presented as a benchmark, where we use the
LS estimator to estimate the delay-Doppler channel HDD`,k
(k = −N2 , · · · , 0, · · · , N2 − 1 and ` = 0, 1, · · · ,M − 1) of
each antenna from (15) as
HˆDD`,k =

Y DD`,k e
−j2pi `k
N(M+NCP) ,
k ∈ [−Nmax2 , Nmax2 − 1]
` ∈ [0,Mmax − 1] ,
0,
k /∈ [−Nmax2 , Nmax2 − 1]
` /∈ [0,Mmax − 1] .
(34)
The NMSE of the traditional impulse based channel estimation
technique is computed as
NMSE =
∑k=N2
k=−N2
∑`=M−1
`=0 |HˆDD`,k −HDD`,k |2∑k=N2
k=−N2
∑`=M−1
`=0 |HDD`,k |2
, (35)
which will be averaged over Nt antennas. For the proposed
channel estimation technique, the channel vector h in (25)
can be estimated through the proposed 3D-SOMP algorithm
as hˆ. Then, hˆ is rearranged as a Mg × Ng × Nt tensor
Hˆg = invec{hˆ}. Thus, the delay-Doppler-angle channel can
be estimated as Hˆ|Γ = Hˆg and Hˆ|Γc=0, where Γ is the
index set of Hˆg. The NMSE of the proposed 3D-SOMP based
channel estimation technique is computed as
NMSE =
‖Hˆ − H‖2
‖H‖2 . (36)
TABLE I
SYSTEM PARAMETERS FOR SIMULATION
Parameter Values
Carrier frequency (GHz) 2.15
Duplex mode FDD
Subcarrier spacing (kHz) 15
Cyclic prefix duration (us) 16.6
FFT size 1024
Transmission bandwidth (# of resource blocks) 50
Size of a OTFS frame (M,N) (600, 12)
# of BS antennas 8 ∼ 64
# of user antennas 1
Channel model:3GPP standardized channel model Urban macro cell
# of dominant channel paths 6
# of sub-paths per dominant path 20
User velocity (km/h) 360
We also present the NMSE of the traditional OMP based chan-
nel estimation technique for comparison when the traditional
OMP algorithm is used to recover h in (25).
We simulate the standardized spatial channel model in
3GPP considering the urban macro cell environment [43].
The detailed system parameters are summarized in Table I.
We define the pilot overhead ratio η as the ratio between the
number of resource units for pilot transmission and the number
of total resource units in the delay-Doppler domain. We will
compare the NMSE performance of the proposed 3D-SOMP
based channel estimation technique, the traditional impulse
based channel estimation technique, and the traditional OMP
based channel estimation technique against the pilot overhead
ratio, the number of BS antennas, and the signal-to-noise ratio
(SNR).
In Fig. 5, we show the NMSE performance comparison
against the pilot overhead ratio η. The number of BS antennas
is 16 and the SNR is 5 dB. We observe that the proposed 3D-
SOMP based channel estimation technique outperforms the
traditional impulse based channel estimation technique, when
the same pilot overhead ratio is considered. The traditional
impulse based technique does not perform well due to insuf-
ficient pilot overhead when the pilot overhead ratio is small,
i.e, the intervals between two adjacent impulses are smaller
than Nmax along the Doppler dimension and/or smaller than
Mmax along the delay dimension. Therefore, interference from
adjacent impulses will degrade the NMSE performance of
the traditional impulse based channel estimation technique.
By contrast, non-orthogonal pilots are used for the proposed
3D-SOMP based channel estimation technique. The required
pilot overhead is ∝ NmaxNpD log(NgMgNt), which is much
smaller than that of the traditional impulse based channel
estimation technique. For example, to achieve the NMSE
of 0.03, only 32% pilot overhead ratio is required for the
proposed 3D-SOMP based channel estimation technique. For
the traditional impulse based channel estimation technique,
60% pilot overhead ratio is required to achieve a NMSE of 0.3.
Moreover, the proposed 3D-SOMP based channel estimation
technique has better performance than the traditional OMP
based channel estimation technique, which results from its
use of the 3D structured sparsity of the delay-Doppler-angle
channel in OTFS massive MIMO systems.
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Fig. 5. The NMSE performance comparison against the pilot overhead ratio
η. The number of BS antennas is 16 and the SNR is 5 dB.
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Fig. 6. The NMSE performance comparison against the number of BS
antennas. The pilot overhead ratio is 50% and the SNR is 5 dB.
In Fig. 6, we present the NMSE performance comparison
against the number of BS antennas Nt. The pilot overhead
ratio is set as 50% and the SNR is 5 dB. We observe that the
NMSE performance of the traditional impulse based channel
estimation technique severely degrades (NMSE is larger than
10−1) when the the number of BS antennas increases larger
than 8. This is due to the insufficient intervals between two
adjacent impulses when the number of BS antennas is large
while the pilot overhead ratio is constant. On the contrary,
the proposed 3D-SOMP based channel estimation technique
works well with a large number of BS antennas. Moreover,
the proposed 3D-SOMP based channel estimation technique
outperforms the traditional OMP based channel estimation
technique in the considered numbers of BS antennas.
In Fig. 7, we show the NMSE performance comparison
against the SNR. The number of antennas is set as 32 and
the pilot overhead ratio is 50%. We observe that the proposed
3D-SOMP based channel estimation technique outperforms
the traditional impulse based channel estimation technique.
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Fig. 7. The NMSE performance comparison against the SNR. The number
fo BS antennas is 32 and the pilot overhead ratio is 50%.
The traditional impulse based channel estimation technique
has a NMSE floor due to the interference among multiple
antennas resulted from the insufficient pilot overhead. For the
proposed 3D-SOMP based technique, the NMSE performance
is improved with the increased SNR. Moreover, the proposed
3D-SOMP based technique outperforms the traditional OMP
based technique by about 6 dB.
VI. CONCLUSIONS
In this paper, we studied the OTFS modulation for massive
MIMO systems for the first time with the focus on channel es-
timation. Specifically, we transformed the time-variant massive
MIMO channels into the delay-Doppler-angle 3D channel in
OTFS massive MIMO systems. We found that the 3D channel
is structured sparse, i.e., sparse along the delay dimension,
block-sparse along the Doppler dimension, and burst-sparse
along the angle dimension. Based on the 3D structured spar-
sity, we formulated the downlink channel estimation problem
as a sparse signal recovery problem and solved it with the
proposed 3D-SOMP algorithm. Simulation results verified the
superior performance of our proposed technique. For future
research, we will focus on some open problems in OTFS
massive MIMO systems such as the low-complexity equalizer,
downlink precoding, and efficient channel feedback.
APPENDIX I
Proof of Lemma 1.
Proof: Based on the OTFS modulation, each column
vector si ∈ CM×1 (i = 1, 2, · · · , N ) of S is an OFDM symbol
(without CP),
si = X
DDf∗i , (37)
where XDD is the 2D data block in the delay-Doppler domain
and fi ∈ CN×1 is the i-th column vector of the DFT matrix
FN. Then, CP is added to each OFDM symbol and these
OFDM symbols with CPs are transmitted by the BS. After
passing through the channel, the received OFDM symbols are
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removed with CPs and arranged in the columns of matrix
Z = [z1, z2, · · · , zN ] ∈ CM×N ,
Z = RCPR. (38)
To avoid the inter-symbol interference, the length of CP NCP
is usually larger than the channel length L, i.e., NCP > L.
Thus, the i-th received OFDM symbol (without CP) zi ∈
CM×1 is given by the circular convolution of the i-th transmit
OFDM symbol (without CP) si with the time-variant channel,
i.e.,
zi = H
c
isi + vi, (39)
where Hci ∈ CM×M is the circular convolution
matrix, whose (a, b)-th element can be expressed
as h(i−1)(M+NCP)+a,(a−b)M (a = 1, 2, · · · ,M and
b = 1, 2, · · · ,M ), where (a − b)M is the remainder
after division of a− b by M . vi is the additive noise vector.
By substituting (37) into (39),
zi = H
c
iX
DDf∗i + vi. (40)
The received OFDM symbols Z without CPs are trans-
formed to the 2D data block in the delay-Doppler domain
YDD as (11), i.e.,
YDD = ZFN = [z1, z2, · · · , zN ] FN. (41)
We rewrite (41) as
YDD =
N∑
i=1
zif
T
i . (42)
By substituting (40) into (42),
YDD =
N∑
i=1
HciX
DDf∗i f
T
i + V
DD, (43)
where VDD = [v1,v2, · · · ,vN ] FN. We denote the (`+1, k+
1 + N/2)-th element of YDD and XDD as Y DD`,k and X
DD
`,k ,
where ` = 0, 1, · · · ,M−1 and k = −N/2, · · · , 0, · · · , N/2−
1. Expanding to sum in (43), Y DD`,k is given by
Y DD`,k =
M−1∑
`′=0
N/2−1∑
k′=−N/2
XDD`′,k′
N∑
i=1
h(i−1)(M+NCP)+`+1,(`−`′)M
×e−j2pi(i−1) k−k
′
N + V DD`,k .
(44)
We define Λ`,(`−`′)M ,k−k′
∆
=∑N
i=1 h(i−1)(M+NCP)+`+1,(`−`′)M e
−j2pi(i−1) k−k′N and focus
on the calculation of Λl,(`−`′)M ,k−k′ . We first expand the
time-variant channels hκ,` based on the Fourier series as
hκ,` =
P∑
p=1
ωp,`e
j2pi
κfp,`
N(M+NCP) , (45)
where P is the number of frequency component of time-variant
channels. fp,` is the p-th frequency component of the `-th
channel tap. ωp,` is the non-zero coefficient corresponding to
e
j2pi
κfp,`
N(M+NCP) . Based on (45), Λ`,(`−`′)M ,k−k′ is expressed as
Λ`,(`−`′)M ,k−k′ =
N∑
i=1
P∑
p=1
ωp,(`−`′)M e
j2pi
((i−1)(M+NCP)+`+1)fp,( −`` ′)M
N(M+NCP) e−j2pi(i−1)
k−k′
N
=
P∑
p=1
ωp,(`−`′)M e
j2pi
(`+1)f
p,(`−`′)M
N(M+NCP)
N∑
i=1
ej2pi(i−1)
f
p,(`−`′)M−(k−k
′)
N .
(46)
We define a function ΥN (x) ,
∑N
i=1 e
j2pi xN (i−1) =
sin(pix)
sin(pi xN )
ejpi
x(N−1)
N . Then, (46) is rewritten as
Λ`,(`−`′)M ,k−k′ =
P∑
p=1
ωp,(`−`′)M e
j2pi
(`+1)f
p,(`−`′)M
N(M+NCP) (47)
×ΥN
(
fp,(`−`′)M − (k − k′)
)
.
Now we can define the delay-Doppler CIR HDD`,k (k =
−N/2, · · · , 0, · · · , N/2− 1 and ` = 0, 1, · · · ,M − 1) as
HDD`,k
∆
= Λ0,(`)M ,k (48)
=
N∑
i=1
h(i−1)(M+NCP)+1,(`)M e
−j2pi(i−1) kN .
Then, HDD`−`′,k−k′ is given by
HDD`−`′,k−k′ = Λ0,(`−`′)M ,k−k′ (49)
=
P∑
p=1
ω˜p,(`−`′)MΥN
(
fp,(`−`′)M − (k − k′)
)
,
where ω˜p,(`−`′)M = ωp,(`−`′)M e
j2pi
f
p,(`−`′)M
N(M+NCP) . Now we will
prove that Λ`,(`−`′)M ,k−k′
N→∞
= e
j2pi
`(k−k′)
N(M+NCP)HDD`−`′,k−k′ .
Specifically, we first calculate
Λ`,(`−`′)M ,k−k′e
−j2pi `(k−k
′)
N(M+NCP) =
P∑
p=1
ω˜p,( −`` ′)M e
j2pi
`(fp,( −`` ′)M−(k−k
′))
N(M+NCP) ΥN
(
fp,(`−`′)M−(k−k′)
)
.
(50)
It is noticed that the function ΥN (x) has the following charac-
teristic: |ΥN (x)| → 0 when |x|  1 [40]. Thus we conclude
that there are P dominant items in (50), which are obtained
when
∣∣fp,(`−`′)M − (k − k′)∣∣ < 1. Since 0 ≤ ` ≤ M − 1, we
have
e
j2pi
`(fp,(`−`′)M−(k−k
′))
N(M+NCP)
N→∞
= 1. (51)
Therefore, by combining (49), (50), and (51),
Λ`,(`−`′)M ,k−k′
N→∞
= HDD`−`′,k−k′e
j2pi
`(k−k′)
N(M+NCP) . (52)
Finally, by substituting (52) into (44), we prove that
Y DD`,k
N→∞
=
M−1∑
`′=0
N/2−1∑
k′=−N/2
XDD`′,k′H
DD
`−`′,k−k′e
j2pi
`(k−k′)
N(M+NCP)
(53)
+ V DD`,k .
12
REFERENCES
[1] B. Ai, X. Cheng, T. Krner, Z. D. Zhong, K. Guan, R. S. He, L. Xiong,
D. W. Matolak, D. G. Michelson, and C. Briso-Rodriguez, “Challenges
toward wireless communications for high-speed railway,” IEEE Trans.
Intell. Transport. Syst., vol. 15, no. 5, pp. 2143–2158, Oct. 2014.
[2] C. X. Wang, A. Ghazal, B. Ai, Y. Liu, and P. Fan, “Channel mea-
surements and models for high-speed train communication systems: A
survey,” IEEE Commun. Surveys Tutorials, vol. 18, no. 2, pp. 974–987,
Second quarter 2016.
[3] J. Choi, V. Va, N. Gonzalez-Prelcic, R. Daniels, C. R. Bhat, and R. W.
Heath, “Millimeter-wave vehicular communication to support massive
automotive sensing,” IEEE Commun. Mag., vol. 54, no. 12, pp. 160–
167, Dec. 2016.
[4] L. Dai, Z. Wang, and Z. Yang, “Time-frequency training OFDM with
high spectral efficiency and reliable performance in high speed environ-
ments,” IEEE J. Sel. Areas Commun., vol. 30, no. 4, pp. 695–707, May
2012.
[5] H. Sari, G. Karam, and I. Jeanclaude, “Transmission techniques for
digital terrestrial TV broadcasting,” IEEE Commun. Mag., vol. 33, no. 2,
pp. 100–109, Feb. 1995.
[6] W. G. Jeon, K. H. Chang, and Y. S. Cho, “An equalization technique
for orthogonal frequency-division multiplexing systems in time-variant
multipath channels,” IEEE Trans. Commun., vol. 47, no. 1, pp. 27–32,
Jan. 1999.
[7] X. Cai and G. B. Giannakis, “Bounding performance and suppressing
intercarrier interference in wireless mobile OFDM,” IEEE Trans. Com-
mun., vol. 51, no. 12, pp. 2047–2056, Dec. 2003.
[8] P. Schniter, “Low-complexity equalization of OFDM in doubly selective
channels,” IEEE Trans. Signal Process., vol. 52, no. 4, pp. 1002–1011,
Apr. 2004.
[9] S. Das and P. Schniter, “Max-SINR ISI/ICI-shaping multicarrier com-
munication over the doubly dispersive channel,” IEEE Trans. Signal
Process., vol. 55, no. 12, pp. 5782–5795, Dec. 2007.
[10] Y.-S. Choi, P. J. Voltz, and F. A. Cassara, “On channel estimation and
detection for multicarrier signals in fast and selective rayleigh fading
channels,” IEEE Trans. Commun., vol. 49, no. 8, pp. 1375–1387, Aug.
2001.
[11] A. F. Molisch, M. Toeltsch, and S. Vermani, “Iterative methods for
cancellation of intercarrier interference in OFDM systems,” IEEE Trans.
Veh. Technol., vol. 56, no. 4, pp. 2158–2167, Jul. 2007.
[12] K. Fang, L. Rugini, and G. Leus, “Low-complexity block turbo equaliza-
tion for OFDM systems in time-varying channels,” IEEE Transactions
on Signal Processing, vol. 56, no. 11, pp. 5555–5566, Nov. 2008.
[13] Y. Zhao and S. G. Haggman, “Intercarrier interference self-cancellation
scheme for OFDM mobile communication systems,” IEEE Trans. Com-
mun., vol. 49, no. 7, pp. 1185–1191, Jul. 2001.
[14] K. A. Seaton and J. Armstrong, “Polynomial cancellation coding and
finite differences,” IEEE Trans. Inf. Theory, vol. 46, no. 1, pp. 311–313,
Jan. 2000.
[15] W. Kozek and A. F. Molisch, “Nonorthogonal pulseshapes for multicar-
rier communications in doubly dispersive channels,” IEEE J. Sel. Areas
Commun., vol. 16, no. 8, pp. 1579–1589, Oct. 1998.
[16] K. Liu, T. Kadous, and A. M. Sayeed, “Orthogonal time-frequency
signaling over doubly dispersive channels,” IEEE Trans. Inf. Theory,
vol. 50, no. 11, pp. 2583–2603, Nov. 2004.
[17] G. Leus, S. Zhou, and G. B. Giannakis, “Orthogonal multiple access
over time- and frequency-selective channels,” IEEE Trans. Inf. Theory,
vol. 49, no. 8, pp. 1942–1950, Aug. 2003.
[18] Z. Wang, S. Zhou, G. B. Giannakis, C. R. Berger, and J. Huang,
“Frequency-domain oversampling for zero-padded OFDM in underwa-
ter acoustic communications,” IEEE Journal of Oceanic Engineering,
vol. 37, no. 1, pp. 14–24, Jan. 2012.
[19] X.-G. Xia, “Precoded and vector OFDM robust to channel spectral
nulls and with reduced cyclic prefix length in single transmit antenna
systems,” IEEE Trans. Commun., vol. 49, no. 8, pp. 1363–1374, Aug.
2001.
[20] T. Ebihara and G. Leus, “Doppler-resilient orthogonal signal-division
multiplexing for underwater acoustic communication,” IEEE J. Oceanic
Eng., vol. 41, no. 2, pp. 408–427, Apr. 2016.
[21] T. Ebihara and K. Mizutani, “Underwater acoustic communication with
an orthogonal signal division multiplexing scheme in doubly spread
channels,” IEEE J. Oceanic Eng., vol. 39, no. 1, pp. 47–58, Jan. 2014.
[22] R. Hadani, S. Rakib, M. Tsatsanis, A. Monk, A. J. Goldsmith, A. F.
Molisch, and R. Calderbank, “Orthogonal time frequency space mod-
ulation,” in Proc. IEEE Wireless Communications and Networking
Conference (IEEE WCNC’17), Mar. 2017, pp. 1–6.
[23] R. Hadani, S. Rakib, A. F. Molisch, C. Ibars, A. Monk, M. Tsatsanis,
J. Delfeld, A. Goldsmith, and R. Calderbank, “Orthogonal time fre-
quency space (OTFS) modulation for millimeter-wave communications
systems,” in Proc. IEEE International Microwave Symposium (IEEE
IMS’17), Jun. 2017, pp. 681–683.
[24] A. Farhang, A. RezazadehReyhani, L. E. Doyle, and B. Farhang-
Boroujeny, “Low complexity modem structure for OFDM-based orthog-
onal time frequency space modulation,” to appear in IEEE Wireless
Commun. Lett., 2018.
[25] G. B. Giannakis and C. Tepedelenlioglu, “Basis expansion models and
diversity techniques for blind identification and equalization of time-
varying channels,” Proc. IEEE, vol. 86, no. 10, pp. 1969–1986, Oct.
1998.
[26] P. Bello, “Characterization of randomly time-variant linear channels,”
IEEE Trans. Commun., vol. 11, no. 4, pp. 360–393, Dec. 1963.
[27] R. Hadani, S. Rakib, S. Kons, M. Tsatsanis, A. Monk, C. Ibars,
J. Delfeld, Y. Hebron, A. J. Goldsmith, A. F. Molisch, and R. Calder-
bank, “Orthogonal time frequency space modulation,” arXiv preprint
arXiv:1808.00519, 2018.
[28] R. Hadani and A. Monk, “OTFS: A new generation of modulation
addressing the challenges of 5G,” arXiv preprint arXiv:1802.02623,
2018.
[29] L. Li, H. Wei, Y. Huang, Y. Yao, W. Ling, G. Chen, P. Li, and Y. Cai, “A
simple two-stage equalizer with simplified orthogonal time frequency
space modulation over rapidly time-varying channels,” arXiv preprint
arXiv:1709.02505, 2017.
[30] P. Cheng, Z. Chen, Y. Rui, Y. J. Guo, L. Gui, M. Tao, and Q. T.
Zhang, “Channel estimation for OFDM systems over doubly selective
channels: A distributed compressive sensing based approach,” IEEE
Trans. Commun., vol. 61, no. 10, pp. 4173–4185, Oct. 2013.
[31] H. Xie, F. Gao, S. Zhang, and S. Jin, “A unified transmission strategy for
TDD/FDD massive MIMO systems with spatial basis expansion model,”
IEEE Trans. Veh. Technol., vol. 66, no. 4, pp. 3170–3184, Apr. 2017.
[32] W. U. Bajwa, J. Haupt, A. M. Sayeed, and R. Nowak, “Compressed
channel sensing: A new approach to estimating sparse multipath chan-
nels,” Proc. IEEE, vol. 98, no. 6, pp. 1058–1076, Jun. 2010.
[33] A. Monk, R. Hadani, M. Tsatsanis, and S. Rakib, “OTFS-orthogonal
time frequency space,” arXiv preprint arXiv:1608.02993, Aug. 2016.
[34] K. Murali and A. Chockalingam, “On OTFS modulation for high-
doppler fading channels,” arXiv preprint arXiv:1802.00929, Feb. 2018.
[35] M. K. Ramachandran and A. Chockalingam, “MIMO-OTFS in high-
doppler fading channels: Signal detection and channel estimation,” arXiv
preprint arXiv:1805.02209, 2018.
[36] A. Liu, V. K. N. Lau, and W. Dai, “Exploiting burst-sparsity in massive
MIMO with partial channel support information,” IEEE Trans. Wireless
Commun., vol. 15, no. 11, pp. 7820–7830, Nov. 2016.
[37] “Spatial channel model for multiple input multiple output (MIMO)
simulations,” 3GPP TR 25.996 V12.0.0 (2014-09).
[38] R. W. Heath, N. Gonzalez-Prelcic, S. Rangan, W. Roh, and A. Sayeed,
“An overview of signal processing techniques for millimeter wave
MIMO systems,” IEEE J. Sel. Top. Signal Process., vol. 10, no. 3, pp.
436–453, Apr. 2016.
[39] F. Hlawatsch and G. Matz, Wireless communications over rapidly time-
varying channels. Academic Press, 2011.
[40] X. Gao, L. Dai, S. Han, C. L. I, and X. Wang, “Reliable beamspace
channel estimation for millimeter-wave massive MIMO systems with
lens antenna array,” IEEE Trans. Wireless Commun., vol. 16, no. 9, pp.
6010–6021, Sep. 2017.
[41] L. Dai, Z. Wang, and Z. Yang, “Spectrally efficient time-frequency
training OFDM for mobile large-scale MIMO systems,” IEEE J. Sel.
Areas Commun., vol. 31, no. 2, pp. 251–263, Feb. 2013.
[42] D. L. Donoho, “Compressed sensing,” IEEE Trans. Inf. Theory, vol. 52,
no. 4, pp. 1289–1306, Apr. 2006.
[43] J. Salo, G. Del Galdo, J. Salmi, P. Kysti, M. Milojevic, D. Laselva,
and C. Schneider, “MATLAB implementation of the 3GPP Spatial
Channel Model (3GPP TR 25.996),” Jan. 2005. [Online]. Available:
http://www.tkk.fi/Units/Radio/scm/
