Two-phase jet impingement is a compact cooling technology that provides high-heat-flux dissipation at manageable pressure drop, with applications in cooling power electronics and server modules. The extensive set of geometrical parameters and operating conditions that determine the heat transfer behavior of jet impingement systems provide an attractive level of design flexibility. In the present study, a semiempirical approach is developed to predict heat transfer from arrays of jets of liquid that undergoes phase change upon impingement. In the modeling approach developed, the jet array is divided into unit cells centered on each orifice that are assumed to behave identically. Based on prior experimental observations, the impingement surface in each unit cell is divided into two distinct regions: a single-phase heat transfer region directly under the jet, and a surrounding boiling heat transfer region along the periphery. Singlephase convection and boiling heat transfer correlations available in the literature are used to estimate the heat transfer coefficient distribution in each region, and the mean surface temperature of the unit cell is estimated via area-averaging. An analysis is performed to show that the model outputs are sensitive to the heat transfer coefficient correlations used as inputs, with the choice depending on the heat flux input and the expected operating regime. Experiments are performed to validate the area-averaged thermal performance predictions. The model results are also compared against experimental data in the literature.
Introduction
Two-phase jet impingement is an attractive approach for cooling densely packed electronics systems due to the integration of highly effective heat transport mechanisms into a compact and flexible design.
The heat transfer behavior of an impinging jet array is dependent on many design parameters, such as the orifice dimensions, array size and distribution, orifice-to-target spacing, and operating/boundary conditions, as illustrated in Figure 1 . Prediction of the heat transfer performance when the jets undergo phase change is particularly challenging due to the coupled phase-change phenomena and flow dynamics.
On the other hand, exhaustive parametric evaluation via experimentation is infeasible.
During two-phase jet impingement, both single-phase convection and boiling occur concurrently at different regions of the heat transfer surface. On a smooth, flat surface, nucleate boiling initiates at the periphery of the wall jet as the heat flux is increased, and creeps inwards toward the stagnation region directly under the jet orifice [1] [2] [3] . In a study that used infrared thermography to measure the temperature of a thin-film heater cooled by jet array impingement, Rau and Garimella [1] observed a stable boiling front, beginning furthest away from the jet centers and moving inward with increasing heat flux. At the highest heat fluxes tested, the boiling front reached the jet centers ( /0 nb rd  ), such that boiling occurred across the entire surface. The behavior of the boiling front was also investigated by Dukle and Hollingsworth [4] [5] using liquid crystal thermography in a submerged unconfined liquid jet. They found that the boiling front was marked by the location at which the level of wall superheat was sufficient to cause nucleation. Because the local wall superheat in the single-phase region is controlled by the local convective transport, a correlation between the location of the boiling front and the convection coefficient profile was identified [4] [5] . Orifice-to-target spacing, jet-to-jet spacing, jet diameter, and jet velocity determine the shape of this local convection coefficient profile [6] [7] [8] .
In submerged jet impingement, the local single-phase heat transfer coefficient achieves a maximum value near the stagnation point under the jet orifice and decreases radially outward in a monotonic fashion as the wall jet boundary layer grows in thickness [1, 5, 6, 9, 10] . In some cases, a secondary peak in the local convection coefficient has been observed to occur at a short radial distance from the stagnation region [5] , and is associated with transition to turbulence in the wall jet; in confined jet impingement, this transition is also associated with reattachment of the recirculating flow pattern created by the confinement gap [11] [12] . This secondary peak is more significant at higher jet Reynolds numbers and smaller orifice-to-target spacings [7, 11] . In jet arrays with significant jet-to-jet interactions, the secondary peak is less pronounced than for a single jet [6] .
Correlations that predict the local and average convection coefficient during single-phase jet impingement heat transfer have been developed [13] [14] [15] [16] [17] . Chang et al. [13] 
Model description
The jet impingement system being modeled is illustrated in Figure 2 . Liquid jets are formed when subcooled liquid passes through an orifice plate with a square array of circular orifices. The flow through all the orifices is assumed to have the same, constant inlet temperature and to be equally distributed among the orifices, yielding jets of the same velocity. The jets issue into a gap filled with the same fluid, leading to a submerged jet impingement situation. The jets impinge on a flat surface that is being heated at a uniform flux. As heat is removed from the surface and the temperature of the fluid increases, boiling may occur either in selected regions or over the entire surface. After impingement, the spent fluid is forced outwards through the confinement gap bounded on the top and bottom by the orifice plate and the impingement surface, respectively. The resultant average temperature of the surface depends on a set of geometrical parameters, operating conditions, and fluid properties. The geometrical parameters accounted for in the model include the jet diameter, orifice-to-target spacing and jet-to-jet spacing; the operating conditions include the fluid flow rate, operating pressure, inlet subcooling, and surface heat flux.
Unit-cell-based modeling approach
The jet array is divided into unit cells, as shown in Figure 2 As shown in Figure 2 (c), it is assumed that heat transfer in the single-phase region is identical to that for a reference case in which only single-phase jet-impingement heat transfer occurs across the entire unit cell. In the boiling region, on the other hand, a uniform nucleate pool boiling coefficient is assumed, similar to the behavior reported by Rau and Garimella [1] . The area-averaged surface temperature inside the jet unit cell is then found as:
To delineate the regions, the model assumes that nucleate boiling occurs in those regions of the unit cell where the heat transfer coefficient due to nucleate boiling exceeds that due to single-phase convection. Hence, the location of the boiling front is defined at the intersection of the single-phase heat transfer profile and the horizontal line representing a constant nucleate pool boiling heat transfer coefficient, as shown in Figure 2 
A nucleate pool boiling correlation appropriate for the surface-fluid combination can be used to estimate the boiling heat transfer coefficient. The assumed functional form of the single-phase heat transfer coefficient profile for jet impingement is described in Section 2.2, and requires as inputs empirical correlations for the area-averaged and the stagnation heat transfer coefficient.
Details regarding the computation of the area of the boiling region for a square unit cell are presented in the appendix. The area of the single-phase region is simply found as:
To facilitate the evaluation of the area-integral in the single-phase region in Eq. (1), this region is approximated as a circular area of radius:
The average surface temperature is then computed as:
Single-phase heat transfer coefficient profile
The single-phase heat transfer profile used in the model is inspired by prior experimental observations during jet impingement of a bell-shaped local heat transfer coefficient distribution with a maximum value at the stagnation point and a monotonic decrease in the outward radial direction [13] . The following function is proposed for the single-phase heat transfer coefficient.
The function is expressed as the inverse of the local heat transfer coefficient in order to facilitate the estimation of the area-averaged surface temperature by Eq. (1). The profile does not account for the possible existence of a secondary peak in the single-phase heat transfer coefficient distribution. Such a secondary peak has been observed in cases with small orifice-to-target spacings, large jet-to-jet spacings, and high Reynolds numbers [7] .
The width parameter of the single-phase heat transfer profile, σ, is set as 1, which implies that the inflection point of the profile occurs near the transition from impingement to wall jet behavior at r/d = 1.
Also, the profile is constrained to comply with the empirical values for the stagnation heat transfer coefficient and the area-averaged heat transfer coefficient:
Correlations appropriate to the specific geometrical parameters and operating conditions can be used for the area-averaged and the stagnation heat transfer coefficient. For the single-phase heat transfer correlations, fluid properties are evaluated at a film temperature, taken as the mean value of the jet inlet temperature and reference average surface temperature that would be achieved by single-phase jet impingement in the absence of boiling.
The square unit cell is approximated to a circular area of radius:
Eq. (7) and Eq. (8) 
Experimental methods
Experiments are conducted to provide data for validation of the modeling approach, namely, the prediction of the area-averaged surface temperature and the different heat transfer modes and transitions that occur during two-phase jet impingement.
Flow loop
The custom-developed two-phase jet impingement facility used in the experiments is described in detail in Ref. [19] and is shown schematically in Figure 3 . The dielectric liquid HFE-7100 [20] is circulated through the loop by a magnetically coupled gear pump, and the flow rate is coarsely set by tuning the rotation speed of the pump. Fine adjustments to the flow rate are then made using metering valves in the bypass loop line and at the test section inlet. Mass flow rate is measured by a Coriolis flow meter (CMFS015, Emerson) with +/-0.1% accuracy. Subcooling at the jet inlet is maintained at 8 °C by adjusting the voltage supplied to a 1.2 kW inline preheater. For degassing purposes, the reservoir is equipped with a 1 kW immersion heater and two Graham reflux condensers connected to a chiller. Fluid exiting the reservoir is cooled before entering the pump by a copper-finned liquid-to-air heat exchanger equipped with a voltage-regulated fan; this prevents cavitation in the pump and provides greater control over the jet inlet subcooling temperature.
Test section
The test section, shown in Figure 4 , was originally developed in Ref. [19] , but the heater assembly was modified for the current study to ensure that the heated surface is completely covered by the jet array, so as to achieve spatially periodic unit cells. The jets impinge on a 20 mm × 20 mm square heated surface, which is aligned such that it is completely covered by an integer number of square unit cells with a side length equal to the jet-to-jet spacing (3.33 jet diameters). The test surface is heated by means of twelve 100 W cartridge heaters inserted into the bottom of an oxygen-free copper block. The copper block is equipped with three thermocouple rakes located along the centerline and along two opposing sidewalls of the block, which allow for calculation of the area-averaged surface temperature from extrapolated surface values obtained for the three rakes. The centerline rake consists of four T-type thermocouples inserted at 2.54 mm intervals in the vertical direction. The near-sidewall rakes consist of two T-type thermocouples each, spaced by 7.62 mm vertically. Fiberglass insulation is packed into the cavities between the heater block and the surrounding PEEK carrier; the heater block is supported from below by a ceramic block to provide further insulation. The smooth top surface of the heater is mounted flush with the bottom of the test section and a small bead of sealant (Q3-6611, Dow Corning) is carefully applied into a 1 mm chamfer cut into the tightly fitting 4 mm thick PEEK plate surrounding the edges of the test surface. By applying the sealant into a recessed chamfer, the bead can be made smooth and flush with the upper edges of the heater block and the surrounding PEEK plate, while maintaining proper adhesion to the copper side walls.
Experimental procedure
Prior to each test run, the HFE-7100 in the flow loop is degassed by circulating it at a flow rate of 650 ml/min while using the immersion heater and the inline heater to boil the fluid. Noncondensable gases are allowed to vent to the atmosphere through the two Graham reflux condensers on the reservoir. This initial degassing procedure is carried out for 2 h. During experimentation, the facility is run in an open-loop configuration, using the immersion heater to maintain the fluid in the reservoir at the saturation temperature corresponding to the atmospheric pressure (101.3 kPa), while continuing to vent noncondensable gases to the atmosphere. This ensures that the HFE-7100 remains degassed throughout the experiment.
The HFE-7100 flow rate desired for testing (1300 ml/min in all cases presented here) is then set, and the power input to the inline heater is adjusted to maintain an inlet subcooling of 8 °C, relative to the saturation temperature calculated according to the outlet pressure. Power input to the heater block is incremented in steps of 8 W, and 2 min of steady-state data are collected at each step. The system is considered to be at a steady state when a surface temperature change of less than 1 °C/h is measured. Data are recorded at a frequency of 0.5 Hz, capturing 60 steady-state measurements per step.
Experiments were performed at nondimensional orifice-to-target distances (H/d) of 4, 1, and 0.5 for the 3×3 array, corresponding to actual confinement heights (H) of 8 mm, 2 mm, and 1 mm, respectively.
Nondimensional orifice-to-target distances of 4 and 1 were tested for the 5×5 array, corresponding to actual confinement heights of 4.8 mm and 1.2 mm, respectively. All experiments were carried through to a critical heat flux condition, as indicated by a rapid surface temperature rise upon incrementing power to the heater block. The final reported data point corresponds to the steady-state data recorded prior to the sudden temperature rise. A summary of experimental conditions is provided in Table 1 .
Data reduction
The area-averaged surface temperature of the copper heater is extrapolated from the temperature gradient inside the block measured by the thermocouple rakes, assuming one-dimensional conduction.
Thermocouple measurement uncertainties are estimated to be ±0.3 °C, such that the average surface temperature extrapolation resulted in an uncertainty from ±0.4 °C at a low heat flux to ±0.6 °C at the maximum heat flux of 49 W/cm 2 . Heat loss from the block is estimated by a numerical heat loss model, following the procedure in Ref. [19] , and is subtracted from the electrical power supplied to the heater for calculation of heat flux to the fluid. Uncertainty in heat flux was estimated to be less than 2% based on a 95% confidence interval. All uncertainties are calculated as described in Ref. [19] . In Figure 5 At low heat fluxes, the area-averaged behavior in Figure 5 (a) follows the single-phase prediction, which has a constant area-averaged heat transfer coefficient with increasing heat flux, seen as a linear slope in the boiling curves. Once boiling begins in the partial boiling regime, the area-averaged heat transfer coefficient increases due to inclusion of the nucleate boiling heat transfer coefficient (hnb) in the boiling regions on the surface. The curves in Figure 5 (a) corresponding to two different jet velocities converge in the fully boiling regime. The average heat transfer coefficient in this regime is equal to hnb, which is independent of jet velocity.
The bounding envelopes in Figure 5 reported in Ref. [24] is useful for validation. The working fluids used in these studies are HFE-7100 [1] and distilled water [24] . For each comparison, the choice of correlations from the literature was based on their applicability to the parameter ranges of the experimental data obtained here, as well as their providing the best fit to the data, as we recommend based on the analysis performed in Section 4.
Comparison to the current experimental results
The predictions of the semi-empirical model developed here are validated against the area-averaged surface temperatures obtained as described in Section 3.4. The fluid is HFE-7100 and the inlet subcooling is 8 °C. The flow rate for all cases is 1300 ml/min, which corresponds to Reynolds numbers of 5400 for the 3×3 array and 3300 for the 5×5 array. Three different nondimensional orifice-to-target spacings, H/d, are tested using the 3×3 array, namely, 0.5, 1 and 4. Spacings of H/d = 1 and 4 are tested using the 5×5 array. Table 1 summarizes the geometrical parameters and operating conditions. Correlations used in this comparison include: Martin [16] for area-averaged single-phase Nusselt number, Li and Garimella [15] for the stagnation Nusselt number, and Stephan and Abdelsalam [32] for the nucleate boiling heat transfer coefficient (C4 = 1.7). A summary of these correlations can be found in Table 2 .
The boiling curves obtained from the experiments and predicted by the model for the 3×3 and 5×5 jet arrays are shown in Figure 6 and Figure 7 , respectively, with a mean absolute error in the predicted 13 surface temperature of 0.53 °C compared to the experiments. For the three orifice-to-target spacings, the model predicts small differences in the curves in the single-phase and partial boiling regimes; the predicted surface temperatures are identical for all cases when boiling occurs over the entire surface, as the nucleate pool boiling heat transfer coefficient predicted by the correlation is independent of gap height. In the experimental boiling curves, small differences in boiling curve slopes are also observed during single-phase heat transfer among the three orifice-to target spacings, and the magnitude of measured superheat is in reasonable agreement with the model predictions. Discrepancies in superheat within the single-phase regime might be attributed to experimental parameters that are slightly outside the applicability range of the correlations. However, once boiling occurs on the entire surface, differences in surface superheat between the three confinement heights are much smaller than in the single-phase regime, and both the experimental boiling curves and model predictions converge. The temperature overshoot just before boiling incipience is commonly observed when a highly wetting fluid is used [19] ;
this phenomenon is not captured by the model.
Comparison to studies in the literature
The model predictions are first compared to local heat transfer results obtained for arrays of impinging jets by Rau and Garimella [1] . In this prior study, a thin-foil heater backed by an infraredtransparent window allowed localized temperature mapping of the heated surface during two-phase jet impingement. The fluid used was HFE-7100. Table 3 summarizes the geometrical parameters and operating conditions for the experiments in [1] . Correlations used in evaluation of the model for comparison to this data again include Martin [16] for area-averaged single-phase Nusselt number, and Li and Garimella [15] for the stagnation Nusselt number. In addition, Cooper's [33] correlation is used for the nucleate boiling heat transfer coefficient (Rp = 1 µm). However, the stagnation heat transfer coefficient is, in general, slightly over-predicted by the correlation of Li and Garimella [15] ; the discrepancies may be due to the use of the correlation outside the original ranges for which it was developed.
Area-averaged results from a recent study by de Brún et al. [24] are now compared against model predictions in Figure 10 . The geometric configuration consists of a 3×3 array of 1 mm diameter jets, jetto-jet spacing (s/d) of 5, and an orifice-to-target distance (H/d) of 2. The jets of distilled water impinge onto a 15 mm × 15 mm copper surface under submerged and confined conditions. The average surface temperature is extrapolated from thermocouples embedded in the copper surface. As summarized in Table   3 , operating parameters include a subcooling of 8 °C and flow rates of 500 mL/min (vj = 1.18 m/s) and Cooper's correlation [33] predicts the fully boiling regime heat transfer coefficient well. The final jump in surface temperature (shift of the curve to the right in Figure 10 ) at the onset of critical heat flux is not captured by the model, which does not include a prediction of critical heat flux. Excluding these points, the mean absolute error in surface temperature prediction is 1.34 °C for this dataset. Figure 11 compares the predicted and measured boiling curves for de Brún et al. [24] , Rau and
Summary of comparisons
Garimella [1] , and the jet array configuration investigated in the current study. Apart from the outliers in the current data set due to temperature overshoot at incipience and onset of critical heat flux (denoted as open symbols in Figure 11 ), experimental data in all three cases, which include the single-phase, partial boiling, and fully boiling regimes, are well-predicted. The mean absolute percentage error (MAPE) in comparing the current experimental results with model predictions in terms of the difference between surface temperature and jet inlet temperature is 3.61%. In this calculation, the data points corresponding to temperature overshoot at boiling incipience were omitted. For the comparisons to Rau and Garimella [1] and de Brún et al. [24] , the MAPE is 3.75% and 4.42%, respectively. In the MAPE calculation for de
Brún et al. [24] , the data points corresponding to critical heat flux were omitted. The overall mean absolute error across all experimental data points is 3.88%.
Conclusions
A semi-empirical model is presented for the prediction of area-averaged two-phase heat transfer from a surface subjected to jet array impingement. The modeling approach is based on experimental 
Appendix A. Boiling areas in square unit cell
The portion of surface area in the unit cell that experiences boiling depends on the location of the boiling front defined by Eq. 2. As shown in Figure 12 , there are three possible cases for the boiling area computation according to the location where the boiling front intersects the outer edge of the unit cell:
1. When the radius of the boiling front is larger than one half of the cell diagonal, Table 1 . Geometrical parameters and operating conditions for the two-phase jet array impingement experiments performed in the current study. Table 2 . Empirical correlations used in model validation with current experimental data set. Table 3 . Geometrical parameters and nominal operating conditions for jet array experiments available in the literature for comparison. [16] , Nu0,ref [15] , hnb [30] . Figure 6 . Model predictions of area-averaged surface superheat for the conditions of Table 1 for the 3×3 array at a flow rate of 1300 mL/min (vj = 0.77 m/s) compared to the current experimental data.
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