Let D a be a differential monomial in n variables. We try to identify in this paper those closed, densely denned linear operators A (in a fairly general class of locally convex spaces) such that the equation {D a -A)S = δ (g) I has a solution; here S is an operator-valued distribution in n variables with support in the cone of nonnegative coordinates. The results are applied to the study of the equation (D a -A)U = T, T a distribution with values in the space where A is defined, and to the formulation and solution of an "abstract Goursat problem" that reduces to the abstract Cauchy problem when Throughout this paper E will be a quasi-complete, barreled (tonnele) linear topological space over the field C of complex numbers ( [1] , Ch. II, §4; [2], Ch. Ill, §1 and § 2), A a closed linear operator with domain D{A) dense in E and range in E. For n an integer > 1 R n denotes ^-dimensional Euclidean space endowed with its natural vector space operations; elements of R n will be written s = (s 19 , s w ), t = (t ίy •••,£»), etc. We shall also denote R\ (resp. R\) the subset of R n consisting of elements t = (t ly , t n ) with t k > 0 (resp. t k ^ 0), 1 ^ k <^ n. The symbol Z n stands for the set of all points in R n with integer coordinates; we also define Z+ = Z n Π R n + , 2% = Z n ΠRl Elements in Z$, Zl will be denoted a = (a 19 , a n ), β = (β 19 where T is an arbitrary distribution with values in E and support in some translate of Rl; this is done by reduction to the case of one variable (n = 1) where the results are well known ([3] for the case a -1, [4] for a ^> 1). Section 3 is (mostly) devoted to the study of the case | α: | = α^! + + a n ^> 3, again by reduction to the case of one variable and-this time-by application of results in [6] . In particular, it is proved that Θ(a) = θ(\ a\) for | a | ^ 3, which provides a complete identification of these classes (Recall that, according to [6] , especially Theorem 4.1, the class θ(a) for a an integer ^> 3 consists of those continuous, everywhere defined operators A such that the series i=o (aj)\ converges in E for all u e E and t ^ 0 or, equivalently, such that lim -^-A j u = 0 i-(aj)ϊ for all ue E, t ^ 0. In § 4 the previous results are applied to the solution of the "usual" Goursat problem, that is, finding ordinary (smooth) solutions of the equation
in R%, the value of the solution and of its normal derivatives up to a convenient order given in the boundary of R n + . A few comments on nomenclature may be in order. The name "Goursat problem" is used in current literature mostly in the following context: to find solutions u = u(t u t 2 , , t n , x ly x 2 , , x m ) of the partial differential equation (1.4) D"u = / for (t ly •• , t n )e R", the values of u arbitrarily prescribed in the boundary of R\ (Here a = (1, 1, , 1) and / depends on the variables, on u and on some of its partial derivatives with respect to t 17 , t n and x 19 * x m ; the order of any of those partials with respect to the t-variables should be less than n). If one allows only derivatives with respect to the α -variables to appear in the right-hand side of (1.4) and / is independent of ί 1? •••, t n and linear in these derivatives then the equation (1.4) can be written-at least formally-in the form (1.3) . (Note, however, that we do not assume α: = (1, 1, , 1) in (1.3) ). In this framework we are able to give an abstract version of a result of A. Friedman ([7] , § 9 and [8] , Chapter 7) where as in the case outlined above A is a partial differential operator in the "space" variables x lt •••, x m and E itself is a distribution space (note, incidentally, that the space E in [7] is not a Banach space, which provides a justification for setting the abstract Goursat problem in spaces more general than Banach). Section 5 deals with the case I a I = 2-the case | a | = 1 is just the well-known first-order Cauchy problem-and completes the results in § 3 by showing that Θ((l, 1)) = (9(2). A similar, but weaker property is shown for the classes Ξ(a), defined with reference to the usual Goursat problem. The last section is devoted to the case in which E is a Banach space and relies heavily •on [3] , where the case n = 1 was considered. Although the results for I a I ^ 3 are merely particular cases of the previous ones for general E, a better characterization of the class <9 ((1, 1) ) is obtained.
Observe, finally, that when A is a partial differential operator it is in general possible to define E, as a space of functions or distributions, in such a way as to obtain a Banach space-then A is not continuous except for trivial cases-or to allow E to be a more general space, but rendering A continuous. Treating these two cases separately would probably allow for some simplification of detail but would also make for a lengthier exposition and a real loss of generality; thus, we have adopted a unified point of view.
The present paper can be considered an extension (or continuation) of [6] ; nevertheless, no great familiarity with [6]-except for Theorem 4.1-is required.
2* The Goursat problem for distributions and the classes Θ(a).
We shall assume D(A), as customary, endowed with the strongest topology that makes the maps u->u and u->Au continuous. Under this topology D(A) is a quasi-complete locally convex linear topological space. (If £ is a Banach space this topology is generated, for instance, by the norm \u\ D{A) = | u \ E + \Au\ E ).
In the following remarks the spaces F, G, are quasi-complete locally convex linear topological spaces. The space S^ (F, G) consists of all linear continuous operators from F to G endowed with the topology of uniform convergence on bounded sets of F. If F is barreled then Jzf{F, G) is a locally convex, quasi-complete linear topological space (see [2] , Ch. Ill, §3, No. 7). Moreover, the "equicontinuity principle" holds in £? {F, G) , that is, the three following properties are equivalent for a family {J3J <Ξ J^:
Modifying slightly a notation of [13] we shall call &(R n ) the space of all complex-valued infinitely differentiate functions with compact support equipped with its usual L. Schwartz topology ( [13] , Ch. III). According to [13] , a n ) e R n . Let 
where we have written dt = dti ••• dt n (this follows easily approximating the integrals involved by means of Riemann sums). Assume now that l(s) = 1 for seΩ and let φ by any function in 3ϊ{Ω), p = (m + 2, , m + 2). We have (E, D(A) ). Assume now that {φ v } is a generalized sequence in &{R n ) such that φ v -> 0 and let K be a bounded set in F. Then {<? 0 u; u e K} is a bounded set in ]^+(R n ; E). Since ^^ is a continuous operator it takes bounded sets into bounded sets ([2] , Ch. Ill, § 2.3) thus {^//{δ ®u);ue K} is bounded in ^(R n ; D{A)). Using now the fact that £^(R n ) is a barreled space ( [13] , Ch. Ill, Theoreme 2) and the equicontinuity principle formulated at the beginning of this section we see that {^(J®w), u e K} is equicontinuous (as a subset of £? (&r(R n 
On the other hand, if φe& is such that supp (φ) Π R+ = 0 (where supp (<p) denotes the support of <p) £ α (<p) = (^(δ 0 u))(<p) = 0-this follows from the fact that, according to (a) supp {^f{δ 0 %)) g ^+-and thus supp (S α ) S β+. We shall call the distribution S a the propagator or fundamental solution of the equation (2.2). Observe that, 
) J*f(E, D(A)) f . Then A e Θ(a). Conversely, let A e Θ(a). Then the Goursat problem is well set and the propagator S a of (2.2) (which satisfies (2.5) and then must coincide with the distribution S a in the definition of the class Θ{a)) belongs to ^'{R
For the proof of the remaining half we shall need a few facts on convolutions of vector-valued distributions. Although they are very particular cases of results in [15] (especially Proposition 39, p. 167) an independent presentation seems reasonable, as they can be established by elementary means (moreover, some of the techniques sketched will also be used in § 3).
Let Te 3t\R
Plainly ψ has compact support.
(s, -))->Dj(p(s, •) for each s in the topology of 3f(RY).

But then Djψ exists and Djf(s) = T((Dj) s φ(s, •)
. Iterating this procedure, we see that ψ has continuous partial derivatives of all orders and that, for any qe Z+, 
11) (S®T)(φ) = (-iyA f(s)(D*ψ)(s)ds
where ψ is the function given by (2.7). A few remarks are now in order.
I. Since D p ψ is continuous and has compact support the set
} and continuity of / imply continuity of the integrand in the right-hand side of (2.11), thus the integral exists.
II. Let (Ω,f,p) , (Ω,f,p) both satisfy the conditions (2.9) and (2.10). By repeated indefinite integration of /, / (if necessary) we may assume that
III. If {φ v } converges to zero in &{R 2n
) then, as the supports of all the φ u 's are contained in a fixed compact in R 2n , it is clear that /, Ω and p in the definition (3.11) can be chosen independently of v; on the other hand, it follows from (2.8) that D p s
T(φ(s, ))->0 uniformly for all p, thus (S ® T)(φ»)-+0 in G. This shows that
S®Tê \R 2n ; G).
IV. It follows from the form of compact sets in
& spaces that if a set ^Γ is compact in &(R 2n ) then so is {φ(s, -);φe <3Γ,seR n s } in &{Έtΐ). This shows that if T v -> 0 in &\R n \ F) then so does v in ^r'(R 2n ;G).
V. It is easy to see that supp (S® T) <Ξ supp (S) x supp (T);
the proof is very similar to that for the scalar case, where S® T coincides with the tensor product S® T.
Assume now that supp (T) Q Rlφ) for some beR n and let φê (R n ).
It is immediate from V that Definition (2.12) is independent of X.
Moreover if {φ u } converges to zero (resp. is bounded) in St (R n ) and {ΓJ is a set in ^r'(R n ; F) such that supp(T,) Sfiϊ(α) for all η, then X can be chosen independently of v, η and 
(D>S*T)(φ) = D>(S® T){lφ) = (_l)ii%S® T)(Dl{lφ)) .
Noting now that D p a (Xφ) = ZDJ^ = X{D*φ) in the subset of R 2n where X = 1 we deduce (2.14)
Finally, it follows from V that
We may note at this point the relation between the operations ® and * defined above and the definitions in [15] . According to Proposition 33 (especially equality II. 6; 2) the product S® T coincides with the image of the tensor product
Likewise, S*T is the image under the same map of the convolution S* c Te &\R n \ ^f{F, G) ( §), F) (see [15] , Proposition 39, especially equality II. 7; 8; the definitions of the topological tensor products and maps involved can be found in the first pages of [15] ).
These facts can now be applied to our problem as follows. Let Aeθ(α), and let S α e &'{R n \ J^f{E, D{A))) with support in R n + and satisfying
Then, by virtue of (2.13), (2.14), (2.15) and surrounding comments, S α * T furnishes a solution of (2.2) for any
There u= U*φ is such a function. By virtue of (2.14) u satisfies (2.17), and it follows from (2.15) that supp (v) lies in some jβ+(α). Then u = 0; in particular
We settle next the case n = 1 (one variable). To this end, let u be as above; let φe^ (R) with support in t^O and define σ -S a *φ. Again σ is an infinitely differentiate function-this time with values in £f (E, D(A) ). In view of (2.16) it satisfies
Define now, for t > 0
where a is such that supp (u) lies in ί^α. A moment's consideration shows that v{-) is infinitely differentiate: in particular,
Making now use of (2.17), (2.18) and of the fact that σ(t) and A commute for any t-a simple consequence of the property that S and A commute-we obtain
In particular, v'(s) = 0 for s ^ t. Thus v is constant for s ^ t; as it vanishes for s ^ 0, v(s) = 0 for s ^ t. Repeating this reasoning for any ί^0 we obtain f^ί )
where φ{t) = φ(-t), it is clear that the fact that u is everywhere zero will be a consequence of the following statement:
Assume this is not true, and call U = Σi=o S^Uj. Since S α vanishes for £ < 0, so does Z7; on the other hand, (2.20) implies that U vanishes as well for t > 0. This and the fact that S a -thus Uis locally of finite order yields: either U = 0 or 
Γ(p)
(h the Heaviside function equal to 1 for t ^ 0, 0 for t < 0) when Re p > 0 and extended to all values of p by analytic continuation (see [13] , Ch. II or [9] , Ch. I where this distribution is denoted tl^/Γip)).
For each p the support of Y p lies in t ^ 0; moreover, we have
Let now g 7 = ^'(i?"" 1 ; J& 
), ψe^(R).
Plainly supp(^) lies in t ^ α for some α; moreover, a few manipulations similar to the ones above show that satisfies^<
By the uniqueness property, already proved for n = 1, ^ = 0 (it should be pointed out that, although g 7 = ^'(ϋ^-1 ; J?) may not be barreled, this property was not used in the proof for the case ^ = 1). Taking now into account the definition of ^ and the fact (proved in [13] , Ch. IV, Theoreme III) that {φ (g) ψ; φ e 3f{R n~ι ), ψ e ^(R)} is dense in 3ϊ{R n ) we see that Dl 1 ••• D;*τ 1 ί7= 0; taking advantage of the fact that Ue^(R n ;D(A)) to convolute with Y ai (g) (g) Y an _ t we obtain U -0, as desired. This ends the proof of Theorem 2.1.
The case | a \ ^ If β = (β l9
, β n ), Ί -(Ύ U , 7 n ) are elements of Z+ we shall write, for the sake of brevity, β + 7 = (βi + %, , β n + τ Λ ), /3! = A! βj, βj = (βj, , #j) for i e ^+; we will also write 1 = (1, 1, •• , 1) when there is no danger of confusion.
Given aeZΐ we define the class Φ(a) £ £?(E 9 E) as follows; A e Φ{a) if and only if it is continuous, everywhere defined and
for all ueE, r > 0. As it will be immediately seen, Φ(a) depends only on | a \ = a, + + a n . 
Proof. Clearly thus
Φ(a)QΦ(\a\)
for any aeZl.
On the other hand, according to Stirling's asymptotic formula ([10] , formula 8.327), 
Proof. Assume A e Φ(\ a |) = Φ(a).
It is a consequence of (3.1) that, for any r > 0 the set {r'((aj)l)~1A i u, j = 1, 2, •} is bounded in E for any ue E. But then it follows from the equi-continuity principle in §2 that {r ''((aj) s a = g (γ aιi ® ® y βni ) ® Aŵ here the series, by virtue of the comments following (3.6) is convergent in Sf\R n \ Jzf(E, E)) and can thus be differentiated term by term any number of times. Doing this, using formula (2.23) and the possibility of writing 8 = δ x ® (g) ^ (π times), δ x the Dirac measure in i?, we obtain after a simple computation
On the other hand it is plain from (3.7) that S a and A commute. Thus
(observe that (3.8) has actually been proved for all aeZl, a result of some interest for | a \ < 3 as well). We now proceed to the proof of the reverse inclusion for | a \ ^ 3. Let T be a distribution in some &'(R n ] F) (F as in § 2 an arbitrary quasi-complete locally convex linear topological space) with support in some R'Ί(a). We shall obtain by means of T a new distribution fe^(R F)-which might be called the "autoconvolution" of T-as follows. Let φ e £^{R) and define (3.10) T(φ) = Tβφ)
where
and 1 is any function in 3j{R n ) which equals 1 in R\{a) Π supp (φ). Exactly in the same way as in the definition of convolution in § 2 it can be shown that (3.10) is independent of the particular X used, that f belongs in fact to &i{R; F) and that, for any p e Z+, φ e (3.11 )
Observe that in the case T coincides with a (say, continuous) function in X s k < b then T is as well a continuous function in t < b given by the formula
where dσ is the element of (hyper) area of the hyperplane Assume then that Aeθ(a).
Let S a be the distribution in r'(R n ; £f{E, D(A)) satisfying (3.8) and commuting with A and let S lal = S a . Plainly S lal e &'(R; £f(E, D(A))
, commutes with A and its support is contained in t ^ 0. Moreover, it follows easily from its definition that S lal is locally of finite order if S a is. Applying the (evidently linear) transformation ~ to both sides of the equality (3.8) and making use of the simple fact that δ = δ t we obtain
This shows that Aeθ(\a\); in general, (3.13) θ(a) Sθ(\a\) (observe again that (3.13) has been established for all aeZl; an application for \a\ = 2 will be found in § 5). Returning to the case \a\ Ξ> 3 note that (3.13) 
, t k -l9 ί fc+ i, , t n ), 1 ^ k ^ n and ^, , η n are given in advance (see the next § 4 for the relation between this type of problem and the abstract Goursat problem). Here u-as a "function" of x-is a distribution in a W f space (see definitions in [7] , especially §1). An abstract version of (3.14) is also considered, although the definition of solution is different from ours. There is a result in [7] , however, that is related to Theorem 3.2. In fact, a condition that insures solvability of (3.14), (3.15) ( [7] , condition 6.19) is seen not to hold, except for trivial cases when n, the number of variables, is ^> 3; on the other hand, uniqueness of solutions of (3.14), (3.15) 
Ξ{a) = θ(a)
for I a I Ξ> 3. Thus the previous definition of Ξ(a) introduces something new only in the three cases a = 1, 2, (1, 1) . The first two cases (one variable) correspond to the Cauchy problem and can essentially be read off from the results in [4] , [5], thus will not be treated here, As for the case | a \ ^> 3-as pointed out in § 3-the class Ξ(a) = θ(a) is perhaps too restricted to include (say, differential) operators of interest in practice. Nevertheless a sketch of the available results is included at the end of the present section, after the case a = (1, 1) has been treated in detail and then applied to a problem considered by Friedman in [7] and [8] .
We begin by stating a well-known result which will be applied in the sequel. 
Then f = \ f(t)dt e D(Q) and
Qf = ^Qf(t)dt .
The proof can be immediately achieved by approximating the two integrals involved by Riemann sums and using the closedness of Q.
Let η u rj 2 be two functions defined in R + . We shall say that the pair {η u rj 2 } is compatible if (4.3) 77, (0) (4.7) by h 0 A = Yί 0 Y γ and making use of (2.23) we obtain
Now, since both sides of (4.8) are continuous functions of t in R\-the left-hand side because of (4.6) and preceding comments-the equality must hold pointwise, which clearly implies S(t u 0)u = S(0, t 2 )u = u; since D{A) is dense in E,
We define a function u in R\ by the formula (4.10) It is easy to show that u{ ) is continuous in R 2 + ; equality (4.9) and the compatibility condition (4.3) imply that u( ) satisfies the initial conditions (4.5) . Observe next that making use of (4.10) 
and of Lemma 4.0 we obtain that u(t) e D(A) for all teR% and Au( ) is continuous in R%.
It is plain that u is none other than the convolution of S by the distribution (4.4) . Extend it to the complement of R 2 + as being zero there. A short computation shows that v satisfies (4.12) in the sense of distributions, with T given by (4.11) . But it has been shown during the proof of (a) that u-defined by (4.10) in R\ and extended in the same way as v to R 2 -satisfies the same equation, also in the sense of distributions. By uniqueness of solutions of the Goursat problem (Theorem 2.1) u = v as distributions; since both u and v are continuous functions in Ri, u(t) = v(t) for all teR%. Clearly, formula (4.10) yields (b), which ends the proof of Theorem 4.1. 1) ), which is a sort of converse of that theorem. The proof-long but simple-runs much like the one for the Cauchy problem (n = 1) given in [11] and is therefore omitted. We only note that the propagator S( ) is constructed as follows: for ueD(A), t e R\ define
S(t)u = u{t)
where u( ) is the solution of (4.4) with u{t u 0) = w(0, t 2 ) = u and extend S( ) to all of E by continuity. REMARK 4.3. The results for the case a = (1, 1) can be extended to any a = (a lf •••, a n ), \a\ ^ 3. This extension, however, seems of limited interest, since for these values of a the classes Ξ{a) = Θ(a) = Φ(a) are probably too restricted to include any (say, differential) operator of interest in applications. The "initial values" of a solution are now a family Φ = {yjβ fk } of functions defined in Rl~\ 0^β^a-1, 1 ^ k ^ n (the family Φ consists of n J\l=ιθί k functions); we try to solve
with initial conditions (4.14) . This can be assured by means of intrinsic conditions on the family Φ that reduce to differentiability requirements and to the compatibility condition (4.3) when a = (1,1) . (For instance, when a -(1, 1, , 1) Φ consists of n functions η Xi η 2 , -*-,r) n defined in Rl~u, then the assumption above reduces to η k e C (1) 
(t) = (S a * T)(t) teRX
A simple computation basically similar to the one for the case a = (l, 1) shows that u{ ) is a solution of (4.13)-(4.14). Uniqueness and continuous dependence on initial conditions follow also in the same way; part (b) of Theorem 4.1 reads now (b') Let {%"(•)} b e a generalized sequence of strong solutions of (4.11) such that uniformly on compacts of Rχ~ι for β ^ a -e 3 , j = 1, 2, , n. Then u u (*)-+0 uniformly on compacts of R n + . The proof of (b') is based, as it was the case for (b), on formula (4.16), which can directly be shown to hold for any solution of (4.13)-(4.14).
Note, finally, that an analogous of Remark 4.2 holds as well for the case | a \ ^ 3. Proof of Theorem 5.1. It was proved in § 3 (see (3.13) ) that Θ(a) S θ(| α I) for any ae Z+; in particular 1, 1)) s
To prove the reverse inclusion, let A e (9(2) and let be a solution of (5.5) S 2 " -AS 2 = δ, <g) I commuting with A and with support in t ;> 0. Let now /»(•)> n -1, 2, be continuous £f(E, Z)(A))-valued functions defined (say) in ( -%, w) and such that (5.6) S 2 = /*<*» in ( -n, ri) for some p(n)eZ+, n -1, 2, (the existence of such a sequence is assured by the fact that S 2 is of finite order locally). By integrating f n -and thus raising p(ri)-we may plainly suppose that f n is twice continuously differentiate in ( -n,n) , that p(l) p (2) ^ and that each p(n) is odd. By Theorem 2.0 we may also assume that f n (t) = 0 for t < 0 for all n.
Consider now the equation (5.5) in ( -n, ri) . Integrating both sides p(n) times-that is, convoluting with Y p(n) -we obtain AA% -Au n = in H(n) U ^R% where
(see [10] , formulas 4 and 5 in 8.384). Consequently, (5.11) can be written
Differentiating q(n) times with respect to each variable and using (5.8) we see that S satisfies (5.12) (AA -A)S = (δ, (8) δj 0 I in H(n) U ^R\\ as n is arbitrary (5.12) holds in R 2 , which shows that A e <9 ((1, 1) ).
The proof that Ξ(2) g Ξ((l, 1)) runs much along the same lines: in fact, let S 2 in (5.5) be a ^f(E, jE)-valued function such that S 2 (-) ((l, 1) ). This ends the proof of Theorem 5.1.
REMARK 5.4. It is not in general true-except for obvious exceptional cases like άimE < co-that Ξ((l, 1)) = Ξ(2). To examine this question we study in detail the case where E -H is a Hubert space and A is a normal, possibly unbounded operator in H. We shall make some use in what follows of the functional calculus for these operators; although only the self adjoint case is examined in detail in [12] the results to be used can be extended easily to normal operators.
For any ^0 we define ) .
The second equality in (5.17), the facts that tc is bounded on compacts of Ύj ^ 0 and that / is continuous in R 2 + for λ fixed yield, by a simple application of the Lebesgue dominated convergence theorem that £(•) is strongly continuous in R\.
We apply now the results of § 3 (in E = R) to the function /. According to them, (5.18) (AA-λ)/( ,λ) = δ where δ is the Dirac measure in R 2 (here we have set / = 0 outside of R\). But then we obtain by applying (5.18) to an arbitrary test function φe^(R n ), integrating the result with respect to P( ) and making use of Fubini's theorem that S-extended to the outside of R\ by setting S = 0 there-satisfies
We have thus shown that A 6 Ξ((l, 1)) (the fact S commutes with A is trivial). Conversely, assume AeΞ((l, 1)) and let S be the strongly continuous, J*f(E, i£)-valued function with support in R 2 + , commuting with A and satisfying (5.19). We can still define S(t u t 2 ) for t u t 2^0 by means of (5.16); this time, S(t u t 2 ) will only be a closed, densely defined operator ( [12] , Chapter IX, § 127); for every ί lf t 2^ 0 D(S(t u t 2 )) contains the subspace F generated by all elements of the form
where e is any bounded Borel set in the complex plane, u any element of H. Now, since for ue F the domain of integration in (5.16) is bounded, it can be proved with arguments similar to the ones used above that if ueF then S( )ue-C ((M)) (J?+; H) and satisfies Applying the results in [12] , Chapter IX, § 128 combined with the second equality in (5.17) we see that tc(η)-thus £{η)-is finite for all ^ ^ 0 which ends the proof of Theorem 5.5.
To give now an example of an operator that belongs to Ξ((l, 1)) but not to 5(2) is simple. In fact, let A be, say, any normal operator whose spectrum σ(A) consists of the region for some ω < oo. But Ω cannot be described in this way, thus A$Ξ(2). It might be pointed out that in some cases of interest the implication A e 5((1, 1)) => A e 5(2) holds. For instance, assume that A is an everywhere defined and continuous member of Θ ((l, 1) ), (see § 1 for comments on this) and let S e &\R\ J^J(E, E)) f be the solution of (5.19) with support in R in the intersection of Rt and \t k \ < α; reasoning in this way repeatedly we see that / has continuous partials of any order there, and thus the same is true of S. Since one can argue likewise for any a > 0, S has continuous partials of any order in all of R% (in particular, A belongs to Ξ((l, 1))). We now go back to § 3; according to the results there, if S is the distribution defined from S by the formula (3.11) then S e 3ί\R\ £?(E, E)), has its support in t ^ 0 and satisfies §"-AS=δ 1 ®I.
But, according to the comments following (3.11) if S is a function, S is given by the formula (3.12) which in our case takes the form
S(t) = \*S(t -s, s)ds , t ^ 0 .
Jo
This clearly shows that AeΞ(2).
6* The Banach space case* The method used here is merely an adaptation of the one used by Chazarain in [3] for the case of one variable. Recall that a logarithmic region A -Λ(σ, τ, ω) in the complex plane C is any subset of C defined by an inequality of the type ReX ^ max (σ log | ImX \ + r, ω) where σ, τ, OJ are real constants, σ > 0. Before proceeding to the proof a few comments may be useful. Observe first that if m > 2 the set {λ m ; X e A}, A any logarithmic region contains a neighborhood of ©o, thus the conclusion of Theorem 6.1 simply means that A is hounded-which is, of course, in accordance with Theorem 3.2. Second, the condition that S a should be of finite order locally in the definition of the class Θ(a) is now void; in fact, since E-thus D(A)-is a Banach space, so is Jzf(E, D(A)); then, according to [13] , Corollaire 2, p. 85 every distribution with values in £f{E, D(A) ) is of finite order locally. Finally, Theorem 6.1 could be fairly easily read out from the results in the preceding section and those in [3] ; however, to deduce them anew seems justified not only by the importance of the particular case considered but also because substantial simplifications become available. (-xye-^(&φ)(t) where the summation is extended over all /9, 7 e Z'l such that β + 7 = ice \ ίa \ a, and K β = ( J-) ( *) (in the second sum we have used the notation μ β for the product μl 1 //£», ^ = (ft, ",ft)eC\ Consequently (and on the basis of (6.2)) R{X) satisfies Observe now that, by virtue of (6.3) we can write (after some
