DG coalgebras as formal stacks  by Hinich, Vladimir
Journal of Pure and Applied Algebra 162 (2001) 209–250
www.elsevier.com/locate/jpaa
DG coalgebras as formal stacks
Vladimir Hinich
Department of Mathematics, University of Haifa, Mount Carmel, Haifa 31905, Israel
Received 5 May 1999; received in revised form 9 April 2000
Communicated by E.M. Friedlander
Abstract
The category of unital (unbounded) dg cocommutative coalgebras over a 1eld of characteristic
zero is provided with a structure of simplicial closed model category. This generalizes the model
structure de1ned by Quillen in 1969 for 2-reduced coalgebras. In our case, the notion of weak
equivalence is structly stronger than that of quasi-isomorphism. A pair of adjoint functors con-
necting the category of coalgebras with the category of dg Lie algebras, induces an equivalence
of the corresponding homotopy categories.
The model category structure allows one to consider dg coalgebras as the most general formal
stacks. The corresponding Lie algebra is then interpreted as a tangent Lie algebra which de1nes
the formal stack uniquely up to a weak equivalence.
As an example, we calculate the coalgebra of formal deformations of a principal G-bundle on
a scheme X . c© 2001 Elsevier Science B.V. All rights reserved.
MSC: 18G55; 14D15; 55P62
1. Introduction
1.1. In this paper we study the category of di>erential graded cocommutative co-
algebras over a 1eld k of characteristic zero. The main motivation comes from formal
deformation theory – we look for an object which might be called a formal moduli
space (or, more precisely, a formal moduli dg stack). In our approach, which goes back
to Drinfeld’s letter [3], formal stacks are described by dg cocommutative coalgebras
which are de1ned up to weak equivalence. We prefer working with coalgebras (instead
of complete local algebras) in order to avoid superDuous 1niteness conditions.
E-mail address: hinich@math.haifa.ac.il (V. Hinich).
0022-4049/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0022 -4049(00)00121 -3
210 V. Hinich / Journal of Pure and Applied Algebra 162 (2001) 209–250
In the 1rst part of the paper (Sections 3–7) we provide the category of unital (dg,
unbounded) coalgebras dgcu(k) over a 1eld k of characteristic zero with a structure of
a simplicial closed model category (see 2:3). This structure generalizes the one de1ned
by Quillen [20] in 1969 for 2-reduced unital coalgebras. The major di>erence is that
our notion of weak equivalence is strictly stronger (see the example in 9:1:2) than that
of quasi-isomorphism.
In the second part of the paper (Sections 8–10) we use unital dg coalgebras (de1ned
up to homotopy) to represent formal deformation functors in characteristic zero.
Classical formal deformation theory [21] is described by a functor from artinian local
rings to sets which is seldom representable.
We suggest describing formal deformation problems over a 1eld k of characteristic
zero by functors
F : dgart≤0(k)→ opEns (1)
from the category of non-positively graded artinian local dg k-algebras to the category
of simplicial sets. These functors are represented (in a homotopy category sense) by
unital coalgebras from dgcu(k) (see 8:1). Such a coalgebra plays the role of the co-
algebra of distributions concentrated at a point and it is de1ned uniquely up to weak
equivalence in dgcu(k).
In Section 8, we study properties of the functors (1) which appear as nerves of dg Lie
algebras. In Section 9, we calculate some elementary examples. The most interesting
example – that of deformations of a principal G-bundle – is considered in Section
10. The main result of this section, Theorem 10:4:4, claims that the deformations of a
principal G-bundle P on a scheme X are represented by the standard complex of the
Lie algebra R(X; gP). A similar description was given in [15] for the deformations
of G-local systems on a topological space.
1.2. Tangent Lie algebra. We suggest interpreting a unital dg coalgebra as the co-
algebra of distributions concentrated at a point of a would-be-a-space.
1.2.1. The Quillen functor L : dgcu(k)→ dglie(k) to the category of dg Lie algebras
(see [20, Appendix B] or 2:2 below) is interpreted as the tangent Lie algebra functor.
Theorem 3.2 claims that the adjoint pair (L;C) of functors establishes an equivalence
between the homotopy categories of dgcu(k) and of dglie(k). This means that a
formal dg stack can be (uniquely up to weak equivalence) reconstructed from the
homotopy type of its tangent Lie algebra.
1.2.2. Formal schemes de1ne, of course, coalgebras concentrated in degree zero. The
corresponding tangent Lie algebra is concentrated in strictly positive degrees. More
generally, a formal stack X ∈ dgcu(k) satisfying Hi(L(X )) = 0 for i ≤ 0, is called
a formal space. Equivalently, this means that X is weakly equivalent to a coalgebra
concentrated in non-negative degrees. Formal spaces have also a description in terms
of the functor on Artin rings they represent (see 1:3:2 below).
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1.3. Functors on Artin rings. Thus, we consider unital coalgebras as “the most general”
formal (dg) stacks concentrated at a point. It is reasonable to describe them as functors
on formal spaces – as one de1nes stacks using functors on aLne schemes. One can
go even further and take into account that any formal space is a 1ltered colimit of
1nite-dimensional ones which now take the form A∗ where A ∈ dgart≤0(k).
1.3.1. Any formal stack X ∈ dgcu(k) gives rise to a deformation functor
X˜ : dgart≤0(k)→ opEns
which is de1ned up to homotopy equivalence. This corresponds to the usual description
of stacks as 2-functors from aLne schemes to groupoids. The deformation functor
enjoys nice exactness properties (see 8:1:3). Given the tangent Lie algebra g=L(X ),
the functor X˜ can be described as the nerve g of the dg Lie algebra g (see [9] and
8:1:1) de1ned by the formula
g((A;m))n =MC(m ⊗ n ⊗ g)
for (A;m) ∈ dgart≤0(k), where MC( ) denotes the collection of Maurer–Cartan ele-
ments of a dg Lie algebra and n is the algebra of polynomial di>erential forms on
the standard n-simplex.
The nerve of a dg Lie algebra is homotopy equivalent to the Deligne groupoid (cf.
[6,9]) if (m ⊗ g)i = 0 for i¡ 0.
1.3.2. If X is a formal space, the restriction of X˜ to the category art(k) of artinian
k-algebras concentrated in degree zero, is a functor to discrete simplicial sets (i.e.,
essentially, to Ens) (see 9:3:2).
This means in particular, that the restriction of X˜ to art(k) is representable in the
usual sense by H 0(X ).
1.4. Rational spaces. A very “non-geometric” class of unital coalgebras is the Quillen’s
category dgcu2(Q) of 2-reduced unital coalgebras which is one of the models for
simply connected rational homotopy types.
One can easily calculate the deformation functor de1ned by a simply connected
rational homotopy type. Let g ∈ dglie(Q) be the Lie algebra model for it. This is the
tangent Lie algebra of the corresponding unital coalgebra. One has gi = 0 for i ≥ 0.
Let (A;m) ∈ dgart≤0(Q). Then g(A) is a simply connected rational space and its
homotopy type corresponds to the Lie algebra m ⊗ g (see 9:4).
1.5. Coarse moduli. Let g ∈ dglie(k). One might be willing to consider the functor
g : (A;m) → 0(g(A)) on the category art(k) as the “coarse moduli” space for the
deformation problem de1ned by g. Usually, this functor is not representable (except
for the case described in 1:3:2). However, it admits a hull in the sense of [21] 1 which
can be easily constructed using a dg Lie subalgebra h which is a 1-truncation of g as
1 Translated to the language of coalgebras.
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in [7]. A 1-truncation h being chosen, the hull of the functor g can be described as
H 0(C(h)) (see 9:3:4).
The choice of the truncation h is not unique though the resulting coalgebra is unique
up to non-canonical isomorphism by a general result of [21]. One might ask whether
the 1-truncation h of g is unique up to quasi-isomorphism. This is obviously so in the
case of [7] where Hi(g) = 0 for i ≤ 0. We doubt this is true in general.
1.6. Two general ideas
Idea 1: Any reasonable formal deformation problem in characteristic zero can be de-
scribed by Maurer–Cartan elements of an appropriate dg Lie algebra,
Idea 2: Moduli spaces should admit a natural sheaf of dg commutative algebras as a
structure sheaf
have been spelled out by di>erent people during the last years (Drinfeld [3], Feigin,
Deligue and Kontsevich [16]). In this paper we tried to show that these two claims
are essentially equivalent to the one saying that any reasonable formal deformation
problem can be described by a representable functor on dg artinian rings with values
in simplicial sets.
2. Preliminaries
In this section we 1x some notation and de1nitions.
Throughout this section k is a commutative ring containing Q.
2.1. Unital coalgebras. Let X be a cocommutative dg coalgebra X over k with co-
multiplication  :X → X ⊗ X and counit  :X → k.
Recall that an element u ∈ X is called a group-like element if
(1) d(u) = 0; (2) (u) = u⊗ u; (3) (u) = 1.
A choice of a group-like element u ∈ X de1nes a decomposition
X = k · u⊕ QX ;
where QX = ker(). This de1nes an increasing 1ltration on X by the formula
Xn = ker(X
n→X⊗n+1 → QX⊗n+1); (2)
where n is the nth iteration of .
2.1.1. De"nition (see [12]). A pair (X; u) consisting of a dg cocommutative coalgebra
X and a group-like element u is called a unital coalgebra if the 1ltration (2) is
exhausting.
The group-like element de1ning a unital coalgebra X is called the unit of X and
it is usually denoted by 1. Filtration (2) of a unital coalgebra is called the canonical
1ltration.
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Note that if k is a 1eld then unital coalgebras are just connected coalgebras of Quillen
(see [20, Appendix B]). In this case the unit element is unique and it is preserved by
any coalgebra map.
2.1.2. The category of unital coalgebras over k will be denoted by dgcu(k). The
morphisms in it are supposed to preserve the units (this is automatically ful1lled when
k is a 1eld).
2.1.3. Let  be a commutative dg algebra over k. Similarly to the above, one
de1nes -coalgebras as cocommutative coalgebras in the category of -modules.
Furthermore, one de1nes unital -coalgebras as pairs (X; 1) with an -coalgebra X
and a group-like element 1 of X such that the 1ltration (2) is exhausting. The cate-
gory of unital -coalgebras is denoted dgcu().
2.2. Quillen functors. Recall the de1nition of the couple of adjoint functors
L : dgcu(k) dglie(k) :C (3)
de1ned by Quillen in [20, Appendix B].
2.2.1. Let X ∈ dgcu(k); QX =ker  in the standard notation. The dg Lie algebra L(X )
is de1ned as follows. As a graded Lie algebra, this is the free Lie algebra F( QX [− 1]).
The di>erential in L(X ) is the sum of two parts: the one generated by the di>erential
of QX [ − 1], and the second de1ned to be the only derivation of the free Lie algebra
F( QX [− 1]) whose restriction to QX [− 1]) is given by the map
− 1⊗ id − id⊗1 : QX → QX ⊗ QX :
2.2.2. Let g ∈ dglie(k). The unital coalgebra C(g) is de1ned as follows. As a unital
graded coalgebra, this is the cofree cocommutative coalgebra S(g[1])=
⊕
n≥0 S
n(g[1]).
The di>erential in C(g) is the sum of two parts: the one generated by the di>erential in
g[1], and the second de1ned by its 1-component given by the Lie bracket [; ] : ∧2g → g.
2.2.3. Let g ∈ dglie(k). Recall that an element x ∈ g1 is called a Maurer–Cartan
element if dx + 12 [x; x] = 0. The set of Maurer–Cartan elements of g is denoted by
MC(g).
2.2.4. If X ∈ dgcu(k); g ∈ dglie(k), then the complex Hom( QX ; g) admits a natural
structure of a dg Lie algebra given by the formula
[f; g] = ‘(f ⊗ g);
where  is the comultiplication in X and ‘ is the bracket in g. In particular, the set
MC(X; g) :=MC(Hom( QX ; g)) is de1ned.
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2.2.5. Theorem. The functors L and C (3) are adoint. More precisely; for X ∈
dgcu(k); g ∈ dglie(k) one has natural bijections
Hom(L(X ); g) = Hom(X;C(g)) =MC(X; g):
See [20, Appendix B6].
2.3. Simplicial closed model categories. We use the axioms (CM1)–(CM5) of [20]
for the de1nition of closed model category (denoted CMC).
A simplicial category C is a collection of objects ObC together with a collection
of simplicial sets Hom(X; Y ) assigned to each pair (X; Y ) of objects, with strictly
associative compositions.
A simplicial category C with a CMC structure will be called a simplicial CMC if
the following Quillen’s axiom (SM7) [19] is ful1lled
(SM7) Let i :A → B be a co1bration and p :X → Y be a 1bration in C. Then the
map of simplicial sets
Hom(B; X )→Hom(A; X )×Hom(A;Y )Hom(B; X ) (4)
is a Kan 1bration. If, moreover, either i or p is a weak equivalence, then (4) is an
acyclic Kan 1bration.
Note that we do not include Quillen’s axiom (SM0) claiming the existence of
cylinder and path objects (see [19]) in our de1nition of simplicial closed model
category.
2.4. Models for dg Lie algebras. Recall [10] that the category dglie(k) of dg Lie
algebras over a commutative ring k ⊇Q admits a simplicial model structure. More
precisely, one has the following.
Theorem (see Hinich [10; 4:1:1 and 4:8]). The category dglie(k) admits a simpli-
cial CMC structure with surjective maps as 1brations and quasi-isomorphisms as
weak equivalences. The simplicial structure on dglie(k) is de1ned by the formula
Homn(g; h) = Homdglie(k)(g; n ⊗ h); (5)
where n is the algebra of polynomial di9erential forms on the standard n-simplex.
2.5. Operad notation. Throughout the paper we will sometimes use the language of
operads (see e.g. [11]). In what follows COM denotes the operad for commutative al-
gebras, LIE the one for Lie algebras and LIE∞ denotes the standard Lie operad of
[11, 4:1], governing “strongly homotopy Lie algebras”. If O is an operad and A is an
O-algebra then U (O; A) denotes the corresponding enveloping algebra (see [11, 3:3]).
We will use sometimes di>erent base tensor categories. If C is a tensor (= symmetric
monoidal) category, Op(C) denotes the category of operads over C.
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3. Simplicial closed model category structure on dgcu(k)
Now we are ready to formulate the main results of the 1rst part of the paper.
3.1. Theorem. The category dgcu(k) of unital coalgebras over a 1eld k of char-
acteristic zero admits a simplicial CMC structure. Co1brations in it are injective
maps and weak equivalences are the maps f in dgcu(k)) such that L(f) is a
quasi-isomorphism. The simplicial structure on dgcu(k) is given by the condition
Homn(X; Y ) = Homdgcu(n)(n ⊗ X;n ⊗ Y ); (6)
where as in (5) n is the algebra of polynomial di9erential forms on the standard
n-simplex.
Note that the property of a morphism f of dgcu(k) to be a weak equivalence is
strictly stronger then that of being a quasi-isomorphism – see the counter-example in
9:1:2.
3.2. Theorem. The adjoint functors L;C induce an equivalence of the corresponding
homotopy categories
LL : Ho(dgcu(k)) Ho(dglie(k)) : RC:
The proof of Theorems 3.1 and 3.2 is given in Sections 3–7.
3.3. Functors C and L. Let us study some basic properties of the adjoint functors L
and C de1ned above. We start with the following lemma whose proof can be deduced
from [10, Section 6] (note that the general claim of [11, 3:6:12] contains an error).
3.3.1. Lemma (see Hinich [10, 6.8.5]). Let g be a dg Lie algebra over a commutative
ring k ⊇Q. It can be obviously considered as a LIE∞-algebra. Suppose that g is k-<at.
Then the natural map
U (LIE∞; g)→ U (LIE; g)
is a quasi-isomorphism.
Proof. We use the results of [10, Section 6]. The functor U (LIE∞; ) carries quasi-
isomorphisms of Dat dg Lie algebras into quasi-isomorphisms, since LIE∞ is a co1brant
operad (see [10, 6.8.3]).
The functor U (LIE; ) carries quasi-isomorphisms of Dat dg Lie algebras into quasi-
isomorphisms by the PBW theorem (see [20, Appendix B]). Choose a co1brant resolu-
tion P → g of LIE∞-algebra g and let QP be the Lie algebra which is the inverse image
of P with respect to the map LIE∞ → LIE. Now the lemma follows from Comparison
theorem [10, 5:5:1] and from the fact that P and QP are Dat.
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The following Proposition 3.3.2 has a very important 1ltered analog (see 4:4:3
below).
3.3.2. Proposition. (1) The functor C preserves quasi-isomorphisms.
(2) The adjunction maps iX :X → CL(X ) and pg :LC(g) → g are quasi-
isomorphisms.
(3) The restriction of L to the subcategory dgcu≥0(k) of non-negatively graded
coalgebras preserves quasi-isomorphisms.
Proof. Step 1: Let us prove 1rst that the map pg :LC(g)→ g is a quasi-isomorphism.
Consider the Lie algebra g as an algebra over the operad LIE∞ as above. According
to Lemma 3.3.1, the natural map of the enveloping algebras U (LIE∞; g)→ U (g) is a
quasi-isomorphism. Now, one has an isomorphism U (LIE∞; g) =U (LC(g)) and then
the adjunction map pg is quasi-isomorphism by the PBW theorem [20, Appendix B].
Step 2: Now we check that C preserves quasi-isomorphisms. The coalgebra C(g)
admits an increasing 1ltration natural in g so that the associated graded pieces are
Sn(g[1]). This clearly implies the claim.
Step 3: Now we can prove that the map iX :X → CL(X ) is a quasi-isomorphism
for any X ∈ dgcu(k). In fact, the map iX admits a natural splitting qX :CL(X )→ X
as a map of complexes: Y = CL(X ) as a graded vector space takes form
Y = S(F(X [− 1])[1]);
where S is the symmetric algebra and F is the free Lie algebra functor. This de1nes
the projection qX :Y → F(X [− 1])[1]→ X which is compatible with the di>erentials
and splits i :X → Y . Now consider the diagram
X
iX−−−−−→ CL(X ) qX−−−−−→ X
iX

 CL(iX )
 iX
CL(X ) −−−−−→
iCL(X )
CLCL(X ) −−−−−→
qCL(X )
CL(X )
:
The left square in it is commutative by the general nonsense of adjoint functors;
the right square is commutative since qX is functorial in X . The map L(iX ) is a
quasi-isomorphism since it is split by the quasi-isomorphism pL(X ) by Step 1. Then,
by Step 2, the map CL(iX ) is also a quasi-isomorphism, and therefore its retract iX
is a quasi-isomorphism as well.
Step 4: Claim (3) follows by a standard spectral sequence argument.
4. Filtered world and graded world
In this section we prove a 1ltered analog of Lemma 3.3.1 and of Proposition 3.3.2
– see Propositions 4:3:7; 4:4:3 below. For this we need a number of new categories
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and functors and a well-known Rees trick which allows one to reduce some 1ltered
objects to graded objects over the polynomial ring (see 4:3).
4.1. Filtered world
4.1.1. De"nition. Here k is a base commutative ring. A 1ltered k-module V is a
collection V = {Vi}; i ∈ Z with Vi⊆Vi+1 and V =
⋃
Vi. The category of 1ltered
k-modules is denoted modf(k).
A 1ltered complex is a complex in modf(k). The category of 1ltered complexes will
be denoted in the sequel CF(k) instead of C(modf(k)).
A morphism f :X → Y in CF(k) is called a 1ltered quasi-isomorphism if for each
n ∈ Z the map of the corresponding subcomplexes
fn :Xn → Yn
is a quasi-isomorphism.
The category modf(k) admits a tensor structure given by the formula
(X ⊗ Y )n =
∑
p+q=n
Im(Xp ⊗ Yq → X ⊗ Y ):
This tensor structure induces a tensor structure on CF(k).
The functor # :CF(k)→ C(k) forgetting the 1ltration preserves the tensor structure.
4.1.2. There is an obvious functor
$ :C(k)→ CF(k)
given by $(X )−1=0; $(X )n=X; for n ≥ 0. The functor $ preserves the tensor structure.
Thus $ induces a functor $ : Op(C(k))→ Op(CF(k)). For an operad O ∈ Op(C(k)) we
denote by Algf(O) (instead of Alg($(O))) the category of 1ltered O-algebras.
4.1.3. Example. We write dglief(k) instead of Algf(LIE) for the category of 1ltered
dg Lie algebras. Explicitly, such an algebra is a 1ltered complex g = {gi} with a Lie
bracket satisfying [gi ; gj]⊆ gi+j. Similarly, we write dgcf for the category of 1ltered
cocommutative coalgebras. Its objects are 1ltered complexes X = {Xi} endowed with
a cocommutative comultiplication satisfying
(Xn)⊆
∑
p+q=n
Xp ⊗ Xq:
4.1.4. Fix O ∈ Op(C(k)) and let A ∈ Algf(O). The 1ltration on A induces a natu-
ral 1ltration on the enveloping algebra U (O; A#) de1ned as follows. Recall (see [11,
Section 3]) that U (O; A#) is a quotient of the “O-tensor algebra”
T (O; A#) =
⊕
n≥0
O(n+ 1)⊗Un (A#)⊗n:
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We endow T (O; A#) with the tensor product 1ltration and U (O; A#) with the quotient
1ltration. One easily sees that this de1nes a 1ltered associative dg algebra which will
be denoted in the sequel by U (O; A).
4.2. Graded world. Let R be a commutative graded k-algebra and let R# be the un-
derlying commutative algebra.
Denote by modg(R) the category of graded R-modules. It has an obvious tensor
structure with the commutativity constraint
M ⊗R N → N ⊗R M
given by the formula m⊗ n → n⊗ m (no signs involved).
One has an obvious forgetful functor # : modg(R) → mod(R#) preserving the tensor
structure.
Denote CG(R) = C(modg(R)). The forgetful functor de1nes a tensor functor
# : CG(R)→ C(R#):
4.2.1. Tensoring by R de1nes a tensor functor
$ : mod(k)→ modg(R):
This allows one, for any operad O ∈ Op(C(k)), to consider the category of $(O)-algebras.
This latter will be denoted Algg(O; R) or just Algg(O) (this will not lead to a confu-
sion).
The enveloping algebra U (O; A) of A ∈ Algg(O) is de1ned in a standard way as in
[11, Section 3], using the tensor structure on CG(R).
We will need the following graded analog of Lemma 3.3.1.
4.2.2. Proposition. Let g be a <at graded dg Lie algebra over R. Then the natural
map
U (LIE∞; g)→ U (LIE; g)
is a graded quasi-isomorphism.
Proof. Since the forgetful functor # : modg(R) → mod(R#) is exact, and since a map
f : X → Y is a graded quasi-isomorphism if and only if f# is a quasi-isomorphism,
the result immediately follows from Lemma 3.3.1.
4.3. Rees functor
From now on k is a 1eld of characteristic zero and R= k[t] with deg(t) = 1.
The Rees functor
+ : modf(k)→ modg(R)
is de1ned by the formula
+(V ) =
∑
Viti⊆ $(V ) = V ⊗ R:
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4.3.1. Lemma. 1: Rees functor preserves the tensor structure.
2: One has +$= $ (two di9erent $; from 4:1 and from 4:2; are involved).
Proof. Straightforward.
4.3.2. Corollary. The Rees functor induces a functor
+ : Algf(O)→ Algg(O):
4.3.3. The Rees functor + identi1es the category modf(k) with the full subcategory of
modg(R) consisting of graded torsion-free (=Dat) R-modules. The functor + admits a
left adjoint functor , : modg(R)→ Modf(k) de1ned by the formulas
,(M) = lim→ Mn =M=(1− t)M ; ,(M)n = im(Mn → ,(M)):
4.3.4. Proposition. Let O ∈ Op(C(k)); A ∈ Algf(O). The 1ltered enveloping algebra
of A can be calculated by the formula
U (O; A) = ,(U (O; +(A))):
Proof. The total space of ,(U (O; +(A))) is equal to
U (O; +(A))⊗R R=(1− t)R= U (O; +(A)⊗R R=(1− t)R) = U (O; A):
To identify the 1ltration, recall that U (O; +(A))n is the image of the nth component of
the tensor algebra T (O; +(A)) which is an image of⊕
i1+···+ik=n
O(k + 1)⊗ Ai1 ⊗ · · · ⊗ Aik :
This coincides with the de1nition of the 1ltration on U (O; A) as in 4.1.4.
4.3.5. Corollary. Let O= LIE or LIE∞. Then for any A ∈ Algf(O) one has
+(U (O; A)) = U (O; +(A)):
Proof. Having in mind Proposition 4.3.4, it is enough to check that U (O; +(A)) is
torsion-free for O= LIE or LIE∞.
We can forget the di>erentials in our dg objects. If O= LIE the claim follows from
the PBW theorem. In the second case O = LIE∞ is free as a graded operad, so that
the corresponding enveloping algebra is a tensor algebra which has no torsion.
4.3.6. Note the following nice (surely well-known) generalization of the PBW theorem.
Corollary. Let g be a 1ltered Lie algebra. Then the associated graded of the 1ltered
enveloping algebra U (g) is isomorphic to the enveloping algebra of the associated
graded Lie algebra.
Proof. The passage to the associated graded module is the composition of the Rees
functor with the base change with respect to R→ R=(t).
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4.3.7. Comparing Corollary 4:3:5 with Proposition 4.2.2 we get the following 1ltered
version of 3.3.1.
Proposition. Let g be a 1ltered dg Lie algebra over k. The natural map
U (LIE∞; g)→ U (LIE; g)
is a 1ltered quasi-isomorphism.
4.3.8. Note also the following 1ltered version of the PBW theorem.
Lemma. Let g be a 1ltered dg Lie algebra over k. The symmetrization map S(g)→
U(LIE; g) is an isomorphism of 1ltered complexes.
Proof. Use the usual PBW theorem for the dg R-Lie algebra +(g).
4.4. A "ltered version of Proposition 3.3.2. Let g be a 1ltered dg Lie algebra. The
coalgebra C(g) endowed with the induced 1ltration is a 1ltered unital coalgebra. Note
that 1ltered unital coalgebras admit two 1ltrations, the one being the given 1ltration,
and the second being de1ned by the unit. In the same way the functor L sends 1ltered
unital coalgebras to 1ltered Lie algebras.
4.4.1. De"nition. 1. A unital 1ltered coalgebra X={Xi} ∈ dgcf(k) is called admissible
(or, in other words, {Xi} is an admissible 1ltration on X ) if X−1 = 0 and X0 = k · 1.
2. A 1ltered dg Lie algebra g = {gi} ∈ dglf(k) is admissible if g0 = 0.
4.4.2. Note. If X is an admissible coalgebra, one has
(x)− 1⊗ x − x ⊗ 1 ∈ Xn
whenever x ∈ Xn+1. This follows from the formula
(1⊗ )= (⊗ 1)= id:
The category of admissible 1ltered coalgebras is denoted by dgca(k), and the category
of admissible dg Lie algebras is dgla(k).
4.4.3. Proposition. 1. The functors L and C de1ne a pair of adjoint functors
L : dgca(k) dgla(k) : C:
2. The functor C preserves 1ltered quasi-isomorphisms:
3. The adjunction maps iX : X → CL(X ) and pg : LC(g) → g are 1ltered
quasi-isomorphisms.
Proof. For X ∈ dgca(k) and g ∈ dgla(k) the sets Hom(L(X ); g) and Hom(X;C(g))
coincide with the collection of 1ltration preserving maps from MC(X; g). This proves
the 1rst claim.
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Now we can proceed as in the proof of 3.3.2.
Step 1: Let g ∈ dgla(k). To check that the adjunction map pg : LC(g) → g is a
1ltered quasi-isomorphism, note that U (LIE∞; g)=U (LIE;LC(g)) as 1ltered algebras
so that Proposition 4:3:7 and Lemma 4:3:8 give what we need.
Step 2: Exactly as in the proof of 3.3.2, C preserves 1ltered quasi-isomorphisms
since the coalgebra C(g) admits an increasing 1ltration natural in g with the associated
graded pieces Sn(g[1]).
Step 3: Consider the diagram of Step 3 of the proof of 3.3.2. Since all the maps in-
volved preserve the 1ltrations, and since the map pL(X ) is a 1ltered quasi-isomorphism
by Step 1, the map L(iX ) and, therefore, its retract iX , are also 1ltered quasi-
isomorphisms.
This proves Proposition 4.4.3.
Filtered quasi-isomorphisms of admissible coalgebras are useful because of the fol-
lowing.
4.4.4. Proposition. Let f : X → Y be a 1ltered quasi-isomorphism of admissible
coalgebras. Then L(f) is a quasi-isomorphism.
Proof. Since the functor L commutes with colimits and passing to cohomology com-
mutes with 1ltered colimits, the claim can be proven by induction. Suppose, by the
inductive hypothesis, that the map L(fn) : L(Xn) → L(Yn) is a quasi-isomorphism.
Denote M = Xn+1=Xn and N = Yn+1=Yn.
The short exact sequences Xn → Xn+1 → M and Yn → Yn+1 → N split as se-
quences of graded k-vector spaces. Choose compatible splittings a : M → Xn+1 and
b : N → Yn+1. The maps d(a) : M → Xn+1 and d(b) : N → Yn+1 can be carried
through unique maps 0 : M [ − 1] → Xn and 1 : N [ − 1] → Yn. We will denote
by the same letters the compatible maps of complexes 0 : M [ − 2] → L(Xn) and
1 : N [− 2]→L(Yn).
Recall the following notation from [10, Section 1]. Let O be a dg operad over
k; X be an O-algebra, M be a complex of k-modules and f : M → X be a map
of complexes. Then an O-algebra X 〈M;f〉 is de1ned to be the colimit of the
diagram
X ← F(X )→ F(Y );
where F( ) is the free O-algebra functor, Y is the cone of the map f : M → X , the
left arrow is induced by the O-algebra structure on X and the right arrow is induced
by the canocal map X → Y of complexes.
Using Note 4.4.2 one can easily observe that L(Xn+1) =L(Xn)〈M [ − 2]; 0〉 and
L(Yn+1) =L(Yn)〈N [ − 2]; 1〉. Since the complexes M and N are quasi-isomorphic
and the Lie algebras L(Xn); L(Yn) are co1brant, Proposition 4.4.4 follows from the
following lemma in the spirit of [10, 5.3.3].
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4.4.5. Lemma. Let O be an operad in C(k). Suppose a commutative square
M
0−−−−−→ X
g
 f

N
1−−−−−→ Y
is given so that f : X → Y is a quasi-isomorphism of co1brant O-algebras and g :
M → N is a quasi-isomorphism of complexes. Then the induced map of O-algebras
X 〈M; 0〉 → Y 〈N; 1〉 is a quasi-isomorphism.
Proof. One easily reduces the claim to the case M =N = k · e is generated by an only
element e. Since X and Y are co1brant, f is homotopy equivalence. This means that
there exists a map g : Y → X homotopically inverse to f. Let x = 0(e); y = 1(e) =
f(x). The di>erence x − g(y) is obviously a boundary in the complex X ; write it as
x − g(y) = du; u ∈ X .
Choose a path diagram X i→X I  X so that i is a standard acyclic co1bration (i.e.
X I has form X
∐
F(V ) with contractible V ) and a map 5 : X → X I which realizes a
homotopy between idX and gf : X → X . The map
i′ : X 〈e; de = x〉 → X I 〈e; de = i(x)〉
is a quasi-isomorphism since X I = X
∐
F(V ). Since i(x) and 5(x) represent one and
the same cohomology class in X I , there is an obvious isomorphism between X I 〈e; de=
i(x)〉 and X I 〈e; de = 5(x)〉. This implies that the arrows p′i in the diagram below are
quasi-isomorphisms:
X 〈e; de = x〉 5
′
→ X I 〈e; de = 5(x)〉
p′1↗
p′2↘
X 〈e; de = x + du〉
X 〈e; de = x〉
:
Thus, the map 5′, and therefore the composition
p′15
′ : X 〈e; de = x〉 → X 〈e; de = x + du〉
induced by the map gf : X → X , is a quasi-isomorphism. The same is true for the
morphism fg : Y → Y . This implies that the map
f′ : X 〈e; e = x〉 → Y 〈e; e = y〉
is a quasi-isomorphism.
5. Proofs of the theorems
5.1. The proof of Theorem 3:1 is based on the following Key Lemma whose proof
we postpone until Section 6.
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5.1.1. Key Lemma. Given X ∈ dgcu(k); let f : g → L(X ) be a surjective map in
dglie(k). Consider the cartesian diagram
Z
j−−−−−→ C(g)
 C(f)
X
iX−−−−−→ CL(X )
in dgcu(k). Then L(j) :L(Z)→LC(g) is a quasi-isomorphism.
The lemma is very close to [20, II.5.6]. Its proof in our context uses the technicalities
of Section 4.
5.2. Proof of Theorem 3.1. To prove Theorem 3.1 we use Lemma 5:1:1 and follow
the proof of Theorem II.5.2 of [20].
5.2.1. Limits and colimits in dgcu(k). The existence of colimits in dgcu(k) is obvious;
the functor # : dgcu(k) → C(k) de1ned by the formula #(X ) = QX , commutes with
colimits.
Finite products in dgcu(k) correspond to tensor products of the underlying com-
plexes; also kernels of a pair of maps in dgcu(k) are the same as in C(k). This proves
the property (CM1) (see [20, II.1]).
5.2.2. Co"brations in dgcu(k).
Lemma. Let f : X → Y be a co1bration (resp., an acyclic co1bration) in dgcu(k).
Then L(f) is a co1bration (resp., an acyclic co1bration) in dglie(k).
Proof. Let f : X → Y be injective, {Yi} be the canonical 1ltration of Y; Zi =f(X ) +
Yi⊆Y are subcoalgebras in Y . Since Y = lim→ Zi and L commutes with colimits, it is
enough to check that L(Zi) → L(Zi+1) is a co1bration. Now, Zi=Zi+1 is primitive,
so any subcomplex of Zi+1 containing Zi is a subcoalgebra. Therefore, without loss of
generality, we can suppose Zi+1 = Zi ⊕ k · x with dx = z ∈ Zi.
In this case the Lie algebra L(Zi+1) is a standard co1bration (see [10, 2.2.2, 2.2.3])
over L(Zi) generated by the element x[− 1] ∈ Zi+1[− 1]⊆L(Zi+1) corresponding to
x ∈ Zi+1.
The claim about acyclic co1brations follows from the above and from the de1nition
of weak equivalences in dgcu(k).
5.2.3. Fibrations in dgcu(k).
Lemma. Let f : g → h be a surjective map (resp., a surjective quasi-isomorphism)
in dglie(k). Then C(f) is a 1bration (resp., an acyclic 1bration) in dgcu(k).
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Proof. If f is surjective, C(f) is a 1bration by Lemma 5:2:2 and the adjointness of
L and C. If, moreover, f is a quasi-isomorphism, C(f) is a weak equivalence by
Proposition 3.3.2(2).
5.2.4. The properties (CM2), (CM3) are obvious. Also the lifting property (CM4)(ii)
is valid by de1nition of 1brations in dgcu(k).
(CM5)(i). Given a map f : X → Y in dgcu(k) let L(f) = pi be a decomposition
of L(f) with a co1bration i :L(X )→ g and an acyclic 1bration p : g →L(Y ).
Let Z = Y ×CL(Y ) C(g). According to Lemma 5:1:1 and Proposition 3:3:2, the map
Z → Y is a weak equivalence. It is also a 1bration since it is obtained by a base
change from the 1bration C(p) in dgcu(k). Now, the induced map X → Z being
injective, we get (CM5)(i).
(CM4)(i). If f : X → Y is an acyclic 1bration, the already proven property (CM5)(i)
gives a decomposition f = qj where j is an acyclic co1bration and q is obtained by
a base-change from a map C(p) with p an acyclic 1bration in dglie(k). Adjointness
of L and C immediately gives that C(p) has a RLP with respect to all co1brations.
Therefore q admits the same property. Since j admits a LLP with respect to f, we
get that f is a retract of q and therefore, it also satis1es RLP with respect to all
co1brations.
(CM5)(ii). Let f : X → Y and let L(f) = pi be a decomposition with a 1bration
p : g → L(Y ) and an acyclic co1bratiton i : L(X ) → g. According to Lemma 5:1:1
the map j : Z → C(g) is a weak equivalence and the map Z → Y is a 1bration
where Z=Y ×CL(Y )C(g). This immediately implies that the map X → Z is an acyclic
co1bration.
Therefore, we proved dgcu(k) admits a CMC structure. The simplicial structure on
dgcu(k) and the proof of the axiom (SM7) will be provided in Section 7.
5.3. Proof of Theorem 3.2. Now Theorem 3.2 follows immediately from the general
Theorem II.1.4 of [20] and from Proposition 3.3.2.
6. Proof of Key Lemma 5:1:1
In this section we prove Key Lemma 5:1:1.
Endow X with the canonical 1ltration and L(X ) with the induced 1ltration. Let a =
Ker(f : g →L(X )). De1ne an admissible 1ltration on g by setting gn=f−1(L(X )n)
for n¿ 0. This induces admissible 1ltrations on C(g) and on C(L(X )).
According to Proposition 4.4.3, iX : X → CL(X ) is a 1ltered quasi-isomorphism.
De1ne a 1ltration on Z by the formula Zn = j−1(C(g)n).
According to Proposition 4.4.4, it is enough to check that j : Z → C(g) is a 1ltered
quasi-isomorphism.
Let us describe more explicitly the 1ltrations involved. Forget about the di>erentials.
Choose a graded Lie algebra splitting s :L(X )→ g of f. This de1nes isomorphisms
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(not preserving the di>erentials)
C(g) ∼→CL(X )⊗ C(a ) (7)
and
Z ∼→ X ⊗ C(a ) (8)
of 1ltered coalgebras, the 1ltration on C(a ) being the standard one. In fact, the 1rst
isomorphism obviously preserves 1ltrations, and the second one preserves the 1ltrations
because of the equality Xn = i−1X (CL(X )n).
The isomorphism (8) can be rewritten as
Zn
∼→
⊕
r
Xn−r ⊗ Sr(a [1]) (9)
and similarly
C(g)n
∼→
⊕
r
CL(X )n−r ⊗ Sr(a [1]): (10)
Unfortunately, the isomorphisms (9), (10) are not compatible with the di>erentials. To
overcome this minor diLculty, we de1ne a double 1ltration on the complexes involved
so that the associated graded pieces are already isomorphic as complexes. We will
write formulas only for the 1ltration on Z and on Zn, the formulas for C(g) being
obtained by substitution of Xn with CL(X )n. Here are the formulas:
Fqp =
⊕
r≥q
Xp ⊗ Sr(a [1]); (11)
Fqp (Zn) = F
q
p ∩ Zn =
⊕
n≥r≥q
Xmin(p;n−r) ⊗ Sr(a [1]): (12)
The 1ltrations are increasing on p and decreasing on q. The 1ltration (12) is 1nite. Its
(p; q)-graded piece vanishes for p+ q¿n and is otherwise isomorphic to Xp=Xp+1 ⊗
Sq(a [1]) as a complex.
Associated graded pieces of the corresponding 1ltration for C(g) have the form
CL(X )p=CL(X )p+1 ⊗ Sq(a [1]):
The (p; q)-graded piece of the map jn : Zn → C(g)n has the form
Xp=Xp+1 ⊗ Sq(a [1])→ CL(X )p=CL(X )p+1 ⊗ Sq(a [1])
which obviously a quasi-isomorphism by Proposition 4.4.3.
Key Lemma is proved.
7. Simplicial structure on dgcu(k)
In this section we de1ne a simplicial structure on the category dgcu(k) of dg uni-
tal coalgebras over a 1eld k of characteristic zero and check the axiom (SM7) (see
Introduction).
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7.1. Functional spaces for unital coalgebras. Recall (cf. [1]) that the functor of poly-
nomial di>erential forms
 :opEns→ dga(k) (13)
is the one de1ned uniquely by its values on the standard simplices
V(n) = n = k[t0; : : : ; tn; dt0; : : : ; dtn]
/(∑
ti − 1;
∑
dti
)
and by the property that  commutes with colimits.
7.1.1. For any commutative dg algebra  ∈ dga(k) tensoring by  de1nes a functor
 ⊗ : dgcu(k)→ dgcu(): (14)
Therefore, the following de1nition makes sense.
7.1.2. De"nition. Let X; Y ∈ dgcu(k). The simplicial set Hom(X; Y ) is de1ned by the
formula
Hom(X; Y )n =Homdgcu(n)(n ⊗ X;n ⊗ Y );
the faces and the degeneracies being de1ned in an obvious way.
Note the following
7.1.3. Lemma. The functor (14) commutes with colimits and with 1nite limits.
Proof. The claim about colimits is obvious. In order to prove that (14) commutes with
1nite limits we check separately the case of a product of two coalgebras and that of
equalizer of a pair of maps. In these two cases the result follows from the description
of limits in 5:2:1.
Lemma 7.1.3 yields the following.
7.1.4. Corollary. 1: The functor Hom(X; ) : dgcu(k)→ opEns commutes with 1nite
limits.
2: The functorHom( ; Y ) : dgcu(k)op → opEns carries arbitrary colimits to limits.
One has the following standard fact.
7.1.5. Lemma (Bous1eld and Gugenheim [1, Lemma 5:2], Hinich [10, 4.8.3]). There
is a natural in S ∈ opEns morphism
5(S) : Homdgcu(V(S))((S)⊗ X;(S)⊗ Y ) ∼→Hom(S;Hom(X; Y ))
which is a bijection provided S is 1nite.
Proof. The proof of [10, 4.8.3] is applicable here.
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7.1.6. Lemma. The adjoint functors C and L induce an isomorphism
Hom(X;C(g)) ∼→Hom(L(X ); g)
of simplicial sets for every X ∈ dgcu(k); g ∈ dglie(k).
Proof. Repeats the standard argument of Theorem 2.2.5 substituting the base category
C(k) with mod(n).
7.2. Property (SM7).
7.2.1. Proposition. Let i :A → B be a co1bration and p :X → Y be a 1bration in
dgcu(k). Then the map of simplicial sets
(i; p) :Hom(B; X )→Hom(A; X )×Hom(A;Y )Hom(B; Y ) (15)
is a Kan 1bration. If; moreover; either i or p is a weak equivalence; then (i; p) is
an acyclic Kan 1bration.
7.2.2. In what follows we will say that a pair of maps (i :A→ B; p :X → Y ) satis1es
(SM7) if the map (i; p) from (15) is a Kan 1bration, acyclic if one of (i; p) is a
weak equivalence. To prove Proposition 7.2.1, we will show step by step that any pair
(i :A→ B; p :X → Y ) such that i is a co1bration and p is a 1bration, satis1es (SM7).
Step 1: Suppose that p = C(f) where f : g → h is a surjective map of dg Lie
algebras. Then any pair (i; p) satis1es (SM7) by 7:1:6, 5:2:2 and [10, 4.8.4].
Step 2: Suppose that a pair (i; p) satis1es (SM7) and let a map q :Z → T be
obtained from p :X → Y by a base change a :T → Y .
Using Corollary 7.1.4, we easily see that (i; q) is obtained by a base change from
(i; p). Therefore the pair (i; q) also satis1es (SM7).
Step 3: Suppose that a pair (i; p) satis1es (SM7) and let a map q :Z → T be a
retract of p :X → Y . Then the map (i; q) is a retract of (i; p) and therefore, the pair
(i; q) also satis1es (SM7).
Now Proposition 7.2.1 follows from the following lemma.
7.2.3. Lemma. 1: Any 1bration in dgcu(k) can be obtained; using the operations of
retraction and base change; from a map C(f) where f is a surjective map of dg Lie
algebras.
2: Any acyclic 1bration in dgcu(k) can be obtained; using the operations of retrac-
tion and base change; from a map C(f) where f is a surjective quasi-isomorphism of
dg Lie algebras.
Proof. 1. Let f :X → Y be a 1bration. Using the maps i :Y → CL(Y ) and CL(f) :
CL(X )→ CL(Y ), de1ne Z = Y ×CL(Y ) CL(X ) and let j :Z → CL(X ); k : X → Z
and g :Z → Y be the obviously de1ned maps. According to Key Lemma, j is an acyclic
co1bration, and therefore, k is an acyclic co1bration as well. Since f is a 1bration,
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the map k splits over g and this gives a presentation of f as a retract of g which is
obtained by a base change from C(L(f)).
2. If, moreover, f :X → Y is an acyclic 1bration, then L(f) is a surjective
quasi-isomorphism. This proves the second assertion of the lemma.
8. The nerve of a dg Lie algebra
8.1. The nerve and its properties. Let X ∈ dgcu(k). Choose a 1brant resolution
X → F and de1ne a functor
X˜ : dgart≤0(k)→ opEns
by the formula
X˜ (A) =Hom(A∗; F);
where A∗ is the unital coalgebra with the unit A → k. The resulting functor X˜ does
not depend, up to homotopy, on the choice of the resolution. One can get a speci1c
representative for X˜ as follows.
Let g =L(X ) be the tangent Lie algebra of X . Choose C(g) to be a 1brant reso-
lution of X . This allows one to easily express the functor X˜ through the tangent Lie
algebra g.
8.1.1. De"nition. Let g ∈ dglie(k). The nerve of g is the functor
g : dgart≤0(k)→ opEns
de1ned by the formula
g((A;m))n =MC(m ⊗ n ⊗ g):
One has immediately the following.
8.1.2. Proposition. For X ∈ dgcu(k) the functor X˜ : dgart≤0(k)→ opEns is homo-
topy equivalent to the nerve L(X ).
Proof. According to Lemma 7.1.6, one has for any g ∈ dglie(k) and A ∈ dgart≤0(k)
g(A)n =MC(n ⊗m ⊗ g)
= Homdgcu(n)(n ⊗ A∗; n ⊗ C(g)) =Homn(A∗;C(g)): (16)
8.1.3. Proposition. 1: A quasi-isomorphism f : g → h of dg Lie algebras induces for
every A ∈ dgart≤0(k) a homotopy equivalence
f : g(A)→ h(A):
2: For each g ∈ dglie(k) the functor g carries quasi-isomorphisms in dgart(k)
to homotopy equivalences.
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3: For each g ∈ dglie(k) the functor g carries surjective maps to Kan 1bration.
In particular; g(A) is always a Kan simplicial set.
4: g commutes with 1nite projective limits.
Proof. Claims 1; 3; 4 follow from Proposition 7.2.1 and Lemma 7.1.6. By Proposition
3.3.2, (3), a quasi-isomorphism f :A→ B in dgart≤0(k) de1nes a weak equivalence
f∗ :B∗ → A∗ in dgcu(k). Then the induced map g(f) is a weak equivalence of Kan
simplicial sets, hence a homotopy equivalence.
8.2. Some calculations. Here we provide some explicit calculations which help to
better understand what the nerve of a dg Lie algebra looks like. We will use them
below in Section 10.
In this subsection g is a nilpotent dg Lie algebra (it replaces m ⊗ g of 8:1:1), and
we denote by (g) the simplicial set
(g)• =MC(g•);
where the simplicial dg Lie algebra g•={g(n)} is de1ned by the formula g(n) =n⊗g.
8.2.1. Deligne groupoid. Recall (cf. [6]) that for a nilpotent dg Lie algebra g one
de1nes Deligne groupoid (g) as follows.
The Lie algebra g0 acts on the set MC(g) of the Maurer–Cartan elements of g by
vector 1elds:
+(y)(x) = dy + [x; y] for y ∈ g0; x ∈ g1:
This de1nes the action of the nilpotent group G=exp(g0) on the set MC(g). Then the
groupoid (g) is de1ned by the formulas
Ob =MC(g);
Hom(x; x′) = {g ∈ G|x′ = g(x)}:
8.2.2. Maurere–Cartan elements of g(1). Let us explicitly describe the set MC(g(1)):
Since g(1)=k[t; dt]⊗g we will iterate the calculation to get the description of MC(g(n)).
Write an element z ∈ g1(1) in the form
z = x + dt · y;
with x ∈ g1[t], y ∈ g0[t]. Then the Maurer–Cartan equation is easily seen to be
equivalent to the di>erential equation
dx(t)
dt
= dy(t) + [x(t); y(t)];
x(0) = x0;
where x0 is an element of MC(g).
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An element y ∈ g[t] de1nes a unique polynomial path g(t) in the Lie group G =
exp(g0) satisfying the di>erential equation g˙(t) = g(t)(y(t)) with the initial condition
g(0) = 1.
Let k be the Lie subalgebra tg0[t]⊆ g0(1) and let K=exp(k). The above consideration
proves the following
8.2.3. Lemma. An element x of MC(g(1)) can be uniquely represented in the form
x = g(x0);
where x0 ∈ MC(g)⊆MC(g(1)), g ∈ K ⊆ exp(g0(1)) and the action of exp(g0(1)) on the
set MC(g(1)) is de1ned as in 8:2:1.
8.2.4. Iteratively using Lemma 8.2.3 we obtain the following description of the set of
Maurer–Cartan elements of g(n).
Let ki = tig0(i−1)[ti] for i¿ 0 be the Lie subalgebra of g
0
(n). Denote Ki =exp(ki). This
is a subgroup of exp(g0(n)).
Lemma. Let 0 ≤ i ≤ j ≤ n. Then Ki normalizes Kj.
Proof. This immediately follows from the inclusion
[ki ; kj]⊆ kj:
De1ne Gn=exp(g0(n)) and let Tn=Kn ·Kn−1 · · ·K1 be the subgroup in Gn. The lemma
above implies that this group is the exponent of the Lie algebra
⊕
i≥1 ki. Then one has
the following
8.2.5. Proposition. Any element of MC(g(n)) can be uniquely presented as g(x0) where
x0 ∈ MC(g) and g ∈ Tn.
Note that the simplicial group G• = {Gn} acts on the nerve (g). Proposition 8.2.5
implies that the restriction
G• ×MC(g)→ (g) (17)
is surjective. One has the following stronger
8.2.6. Corollary. The map (17) admits a pseudo-cross section (see [18; Section 18]).
Proof. The pseudo-cross section is given as the composition
n(g)
∼→Tn ×MC(g)→ Gn ×MC(g):
This map obviously commutes with the faces di for i¿ 0 and with all degeneracies.
8.2.7. Note. Using the explicit description of (g) above, one can easily obtain the
property (3) of 8:1:3 independently of Theorems 3.1 and 3.2.
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9. Remarks and applications
In this section we provide some examples, de1nitions, calculations and remarks.
9.1. Homology of Lie algebras. Let us give another description of the homology
functor # ◦ C : dglie(k) → C(k) where the functor # : dgcu(k) → C(k) is given by
the formula #(C) = QC.
9.1.1. Proposition. The composition # ◦ C is the left derived functor of the functor
Ab : dglie(k)→ C(k) de1ned as
Ab(g) = g=[g; g]:
Proof. It is suLcient to check that the map of complexes C(g) → g=[g; g] is a
quasi-isomorphism provided g is standard co1brant. Consider C(g) as a bicomplex
so that the horizontal di>erential d′ is de1ned by the Lie bracket in g and the vertical
di>erential d′′ is induced by the di>erential in g. Forget for a moment the di>erential
in g. Then
g = F(V ) =
⊕
Fn(V ) (18)
is a free Lie algebra over a graded vector space V . The di>erential d′ preserves the
grading which comes from the presentation (18). Since H (C; d′) = V and each homo-
geneous component of (C; d′) is bounded, the proposition follows.
Proposition 9.1.1 allows one to construct easily an example of acyclic coalgebra X
such that L(X ) has non-trivial cohomology (another example is given in Kontsevich’s
lectures [16]).
9.1.2. Example. Let g be the co1brant Lie algebra having generators e; f; h of degree
0, x; y; z of degree −1 with the di>erential given by
de = dh= df = 0; dx = [h; e]− 2e; dy= [h; f] + 2f; dz = [e; f]− h:
According to Proposition 9.1.1, C(g) is acyclic though g is not (one has H 0(g) =
sl2(k)). One can look at this the other way around putting X = C(g) and obtaining a
non-contractible L(X ). This counter-example means that there are quasi-isomorphisms
in dgcu(k) which are not weak equivalences.
9.2. In"nitesimals. Look at the 1rst in1nitesimal deformation corresponding to a dg
Lie algebra g.
9.2.1. Dual numbers. For each n= 0; 1; : : : de1ne
An = k[; deg =−n]=(2) ∈ dgart≤0(k):
This is a k-vector space object in the category dgart≤0(k).
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Let us calculate the simplicial vector space g(An). Its i-simplices are the Maurer–
Cartan elements of  · i ⊗ g which is a dg Lie algebra with zero multiplication.
Therefore,
g(An)i = Z0(i ⊗ g[1 + n]):
Using the Dold–Puppe equivalence of categories and the fact that the cosimplicial
complex {i}i∈N is homotopy equivalent to the cosimplicial complex of cochains
{C∗(i)}i∈N, we obtain the following.
9.2.2. Proposition. g(An) is homotopy equivalent to the simplicial abelian group
corresponding to the complex $≤0(g[1 + n]).
Note the following.
9.2.3. Corollary. If a map f : g → h in dglie(k) induces an equivalence of the nerve
functors; then f is itself a quasi-isomorphism.
9.3. Formal spaces.
9.3.1. De"nition. A formal stack X ∈ dgcu(k) is called a formal space if it is weakly
equivalent to a coalgebra Y ∈ dgcu(k) satisfying Y i = 0 for i¡ 0.
An equivalent condition: X is a formal space if Hi(L(X ))=0 for i ≤ 0. According
to 9:2:2, this property is equivalent to the one saying that g(A0) is discrete. By an
obvious artinian induction we get
9.3.2. Lemma. X ∈ dgcu(k) is a formal space i9 for each A ∈ art(k) the simplicial
set X˜ (A) is discrete.
9.3.3. Now the two ideas mentioned in the Introduction about formal deformations in
characteristic zero can be formulated as follows.
Any formal deformation problem in characteristic zero can be described by a
representable functor
F : dgart≤0(k)→ opEns:
Classical deformation problems are often not representable, since in the classical picture
we see only the 0 of the genuine deformation functor.
De"nition. Let X ∈ dgcu(k). The classical part of X˜ is the functor
X˜ cl : art(k)→ Ens
de1ned by the formula X˜ cl(A) = 0(X˜ (A)).
Let g=L(X ). Suppose 1rst that X is a formal space. Put Y =H 0(C(g)). Then for
any A ∈ art(k) one has
Xcl(A) = 0(X˜ (A)) = X˜ (A) = Hom(A∗; X ) = Hom(A∗; Y ):
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This means that the classical part X˜ cl of a formal space X is representable by the
coalgebra Y . For a general X ∈ dgcu(k) one should not expect representability of the
classical part. However, the functor X˜ cl admits a hull in the sense of [21]. In fact,
choose a complement V in g1 to the vector subspace Im(d : g0 → g1) and de1ne a
1-truncation h of g by the formulas
hi =


0; i ≤ 0;
V; i = 1;
gi ; i ¿ 1:
(19)
Put Y = H 0(C(h)) and de1ne hY (A) = Hom(A∗; Y ).
9.3.4. Lemma. The injection h → g induces a smooth morphism of functors hY → X˜ cl
which is isomorphism on the tangent spaces.
Proof. This claim essentially belongs to Goldman–Millson [6,7] (who considered how-
ever only the case of formal spaces). The tangent spaces to hY and to X˜ cl are isomor-
phic to H 1(h) and to H 1(g), respectively. To check the smoothness it is enough to
prove that for any surjection f : (B; n)→ (A;m) in art(k) whose kernel I is annihilated
by n, the map
hY (B)→ hY (A)×X˜ cl(A) X˜ cl(B)
is surjective.
Suppose x ∈ MC(m⊗V ) and y ∈ MC(n⊗g1) have the same image in X˜ cl(A). Then,
1rst of all, one can substitute the element y by an equivalent one, so that the images
of x and of y in MC(m ⊗ g1) coincide. Then the element y belongs to n ⊗ V , up to
an element from I ⊗ Im(d : g0 → g1) which can be killed by the action of I ⊗g0. After
this correction, the element y already belongs to n ⊗ V and it automatically satis1es
the Maurer–Cartan equation.
Therefore, the coalgebra Y (or, its dual complete local algebra) is a hull of X˜ cl.
It would be nice to prove the uniqueness of Y . For this it would be enough to prove
that h does not depend, up to a quasi-isomorphism, on the choice of 1-truncation. This
is of course so if (as in [7]) one supposes that H 0(g) = 0. Unfortunately, we doubt
this is true in general.
Nevertheless, a general claim of [21] implies that the hull Y is unique up to a
non-canonical isomorphism provided H 1(g) is 1nite-dimensional.
9.4. Simply connected rational spaces. Let S be a simply connected rational space.
According to [20], S has a dg Lie algebra model g which satis1es gi=0 for i ≥ −1 (we
keep using degree +1 di>erentials). Therefore, S should de1ne a formal deformation in
our general de1nition. It looks a bit strange, since “usual” deformations are described
by non-negatively graded Lie algebras. The classical part of such a deformation is
trivial. However, one can easily calculate the deformation functor corresponding to S
– in terms of dg Lie algebra models.
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9.4.1. Proposition. Let S have a 1nite Q-type. For any A ∈ dgart≤0(Q) the sim-
plicial set g(A) is simply connected and rational. Its Lie algebra model is given by
m ⊗ g.
Proof. Put h=m⊗g. We wish to check that h is a Lie algebra model for the simplicial
set (h). But this is clear: the coalgebra model of h is C(h), so the dg algebra model
of h is the dual complex C∗(h) and the corresponding simplicial set is given according
to [1, Theorem 9:4], by the formula
n → Hom(C∗(h); n) =MC(n ⊗ h) = n(h)
since hi are 1nitely dimensional.
9.5. Example (Intersection of subschemes). A typical example of a formal space which
is not a formal scheme is given by a non-transversal intersection of subschemes. Let
X; Y ⊆Z be closed subschemes in a noetherian scheme Z , z ∈ X ∩ Y . We wish to
describe the intersection of X and Y in Z near z. Let A; B; C be the local rings of
X; Y; Z , respectively.
These rings (or the corresponding dual coalgebras A∗; B∗; C∗) represent functors
FA; FB; FC : dgart≤0(k)→ opEns;
where k = k(z) is the base 1eld.
The functors FA; FB; FC being de1ned up to homotopy equivalence, the best thing we
can do is to consider their homotopy 1bre product.
Thus, de1ne the homotopy intersection of X and Y at z ∈ Z to be the homotopy 1bre
product functor F of FA and FB over FC . In order to calculate it, one has to substitute
a map FA → FC (or the other one) with a 1bration and take the usual 1bre product.
For this it suLces to take a co1brant resolution A˜ for the C-algebra A and substitute
FA with FA˜. The result will be given by the dg algebra A˜ ⊗C B de1ned canonically
in the corresponding homotopy category, concentrated in the nonpositive degrees. Its
cohomology is given by the formula
Hi(A˜⊗C B) = TorC−i(A; B)
– exactly as one could expect.
9.5.1. Remark. It is unclear how to de1ne a global object corresponding, say, to the
intersection of two subschemes in a non-aLne scheme. One should probably use a
technique suggested by Hirschowitz and Simpson in [13].
9.6. Example (Quotient by a group action). Let an algebraic group G over k act on
a dg Lie algebra h. Then G acts on each simplicial set h(A). De1ne a functor
F : dgart≤0(k)→ opEns
as the homotopy quotient F(A) = h(A)=Gˆ1(A) where Gˆ1 is the formal completion of
G at 1 so that Gˆ1(A) = exp(m ⊗ g).
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9.6.1. Proposition. The functor F is homotopy equivalent to the nerve of the semidi-
rect product gn h.
Proof. According to Proposition 8.1.3, (3), (4), one has a 1bration
f: gnh(A)→ g(A)
with 1bre h(A). On the other hand, the map (17) gives in our case a 1bration
: G•(A)→ g(A)
with 1bre Gˆ1(A) and a contractible total space. Then the cartesian diagram
X −−−−−→
Gˆ1(A)
gnh(A)
h(A)

 h(A)
G•(A) −−−−−→
Gˆ1(A)
g(A)
(all the arrows being 1brations marked by the corresponding 1bres) presents gnh(A)
as a homotopy quotient of h(A) modulo Gˆ1(A).
10. Example: Moduli of G -torsors
10.1. In this section we construct a formal stack of moduli of principal G-bundles.
Let G be an algebraic group over a 1eld k of characteristic zero, S be a scheme
over k, P be an S-torsor under G. We wish to study formal deformations of P. For
this we have to de1ne a deformation functor
FP: dgart≤0(k)→ opEns (20)
naturally generalizing the standard functor of formal deformations art(k)→ Grp.
We will proceed as follows. First of all, we de1ne in 10:2:1 torsors with an (aLne)
dg base. Then (in 10:2:2) we construct a functor
DP: dgart≤0(k)→ sGrp (21)
from artinian dg algebras to simplicial groupoids describing the formal deformations
of a torsor in the aLne case.
The nerve (see 11:3) of this simplicial groupoid gives a functor
QFP: dgart≤0(k)→ opEns (22)
which we call the deformation functor for a torsor P over an aLne base.
Deformation functor (28) of a torsor P over an arbitrary scheme is de1ned in (10:4:3)
as an appropriate homotopy limit of QFP over aLne bases.
Our aim is to present a dg Lie algebra governing the formal deformations of a torsor
over an arbitrary scheme.
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First of all, we explicitly calculate in 10:2:4–10:2:6 the functor (22) describing de-
formations of a trivial torsor over an aLne base.
Then, using faithfully Dat descent, we deduce that for an aLne base the functors
QFP and FP are homotopically equivalent. This easily implies the main result Theorem
10:4:4.
10.1.1. We 1x some notation. Recall that dga(k) = Alg(COM(k)) is the category of
commutative dg algebras over k.
Let R be the Hopf algebra of regular functions on G. Then g=Der(R; R) is the Lie
algebra of G.
10.2. The a<ne case.
10.2.1. De"nition. Let B ∈ dga(k). A B-torsor under G is a morphism x: B → X
together with an associative (co)multiplication map =: X → X ⊗ R satisfying the fol-
lowing properties:
(0) =x = (idX ⊗ 1)x.
(1) (Pseudo-torsor). The multiplication = together with idX ⊗1 induce an isomorphism
X ⊗B X → X ⊗ R.
(2) (Local triviality). The map x is faithfully Dat (this property does not depend on
the di>erential, see [8]).
10.2.2. The de1nition above gives rise to a stack of groupoids on dga(k) in the topol-
ogy generated by the faithfully Dat maps. This is a (2-) functor C: dga(k)→ Grp such
that for B ∈ dga(k) C(B) is the groupoid of B-torsors under G.
For a 1xed B-torsor P one de1nes a 1bred category C(P) over dgart≤0(k) by the
formula
C(P; A) = {A⊗ B-torsors P˜ with a trivialization P˜ ⊗A⊗B B ∼→P}:
Now we are ready to de1ne the functor (21).
De"nition. Let B ∈ dga(k) and let P be a G-torsor over B. The functor
DP: dgart≤0(k)→ sGrp
is de1ned by the formulas
ObDP(A) = ObC(P; A);
HomDP(A)(x; y)n =HomC(Pn;A)(xn; yn):
for A ∈ dgart≤0(k). Here Pn is the torsor n ⊗ P over n ⊗ B and, similarly, xn; yn
are the torsors over A⊗ n ⊗ B.
In order to get a functor with values in simplicial sets, we apply the simplicial nerve
functor N: sCat→ opEns (see 11:3).
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10.2.3. De"nition. Let B ∈ dga(k) and let P be a G-torsor over B. The deformation
functor QFP : dgart≤0(k)→ opEns is the composition of DP with the simplicial nerve
functor
QFP(A) :=N(D(P; A)):
10.2.4. Let us make some calculation. Suppose that P is a trivial torsor over B.
Fix A ∈ dgart≤0(k) and calculate the simplicial groupoid D(A) – we omit P from
the notation since P is supposed to be trivial.
The functor # forgetting the di>erential in dg objects, transforms B-torsors to
B#-torsors.
Lemma. Let P be a torsor over B⊗ A trivial over B. Then P# is a trivial (B⊗ A)#-
torsor.
Proof. Let Vectgr be the tensor category of graded vector spaces with the commuta-
tivity constraint given by the formula
x ⊗ y → (−1)deg x deg yy ⊗ x:
We will use the theory of cotangent complex [14]. Similarly to [14, Chapter II], one
de1nes a cotangent complex LB=A for a commutative A-algebra B in Vectgr.
The cotangent complex commutes with the Dat base change (see [14, II.2.2.3]).
A map of commutative algebras in Vectgr is formally smooth if it satis1es the left
lifting property with respect to surjective maps having a nilpotent kernel. A standard
result – see e.g. [14, III, 3:1:2], for the non-graded case – claims that an A-algebra B is
formally smooth if the cotangent complex LB=A is represented by a projective B-module.
Since the algebra R of functions on G is smooth over k, the cotangent complex LR=k
is 1nitely generated projective. Then the base change property and the faithfully Dat
descent give that LP#=B# is 1nitely generated projective P#-module for any B#-torsor P#
under G=Spec(R). This implies that all graded torsors under G are formally smooth.
This fact implies that the map P# → P# ⊗B#⊗A# B# → B# can be lifted to a map
P# → B# ⊗ A# splitting the structure map. This proves triviality of P#.
10.2.5. Corollary. For a given B ∈ dga(k); the groupoid C(A) is canonically (in A)
equivalent to the following groupoid QC(A) :
Ob QC(A) =MC(m ⊗ B⊗ g);
Hom QC(A)(x; y) = {g ∈ exp((m ⊗ B)0 ⊗ g)|y = g(x)}:
Proof. According to 10:2:4, any A⊗ B-torsor trivial over B has form A⊗ B ⊗ R as a
graded algebra; its di>erential is de1ned by its restriction to R which is a derivation
? : R → A ⊗ B ⊗ R trivialized by A → k. This is given by a Maurer–Cartan element
of m ⊗ B ⊗ g. Any automorphism of the graded torsor (A ⊗ B ⊗ R)# is given by a
A ⊗ B-point of G. This one should map to the unit B-point of G under A → k. This
gives the second formula of the claim.
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10.2.6. Proposition. For a given commutative k-algebra B the functor
Ftriv: dgar≤0(k)→ opEns
describing deformations of the trivial B-torsor under G is naturally equivalent to the
nerve of the Lie algebra B⊗ g.
Proof. Let B be a commutative k-algebra. According to 10:2:5, one has ObD(A) =
MC(m ⊗ B ⊗ g) is a singleton since m ⊗ B ⊗ g is non-positively graded, so D(A) is
actually a simplicial group.
Re-denoting for simplicity D(A) by D and m ⊗ B⊗ g by g we have
Dn = {u ∈ exp(n ⊗ g)0|u(0) = 0}= StabGn(0)
in the notation of 8:2.
Now we have to 1nd a natural equivalence from (g) toN(D). Since MC(g)={0},
Corollary 8.2.6 furnishes us a principal 1bration with the base (g), the total space
G• with the group StabG•(0) and a canonical pseudo-cross section.
The simplicial set G• is isomorphic to
n → (n ⊗ g)0
which is (a simplicial vector space and) a direct sum of simplicial vector spaces of
form p• which are all contractible by [17, p. 44].
Then Theorem 21:13 of [18] provides a canonical homotopy equivalence (g) →
QW (D) (see 11:5). According to Lemma 11:5:1, this gives a canonical equivalence in
question.
10.3. Descent
10.3.1. In the previous subsection we de1ned for each B-torsor P under G, B being a
dg commutative algebra, a deformation functor
QFP : dgart≤0(k)→ opEns
and calculated it in terms of the Lie algebra g of G in the case when P is trivial and
B is a commutative algebra.
In order to proceed further, we need some descent techniques. This will allow us to
check that the functor QFP is (a sort of) a sheaf in the Dat topology.
10.3.2. “Total space” functors. Denote by M the following category. The objects of
M are morphisms [p] → [q] in . A morphism from [p] → [q] to [p′] → [q′] is a
commutative diagram
[p] −−−−−→ [q]
0
 1

[p′] −−−−−→ [q′]
:
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Let C be a simplicial category having inverse limits and simplicial function objects
hom(S; X ) ∈ C for S ∈ opEns and X ∈ C. The total space Tot(X ) of a cosimplicial
object X ∈ C is de1ned by the formula
Tot(X ) = lim←−
,∈M
hom(p; X q); (23)
where ,: [p]→ [q].
We need three instances of this construction.
Simplicial sets. Put C = opEns. In this case the de1nition of Tot is the standard
one (see [2, XI.3]).
If G ∈ C is a cosimplicial groupoid, then Tot(G) is also a groupoid. This is the
groupoid of “descent data” for G.
This fact justi1es the de1nition of deformation groupoid in 10:4:3 using homotopy
limits.
Simplicial categories. Let C = sCat be the category of small simplicial categories.
This category admits a structure of simplicial category (see 11:1) with simplicial func-
tion objects described as follows. Let X = {Xn} ∈ sCat; S ∈ opEns. The
collection
n →Hom (S; Xn)
form a simplicial object in Cat. We de1ne Hom (S; X ) to be the simplicial category
given by the formulas
ObHom (S; X ) = ObHom (S; X0); (24)
HomHom (S;X )(x; y)n =HomHom (S;Xn)(xn; yn); (25)
where x; y are objects of Hom (S; X0) and xn; yn are their degeneracies in Hom (S; Xn).
Lie algebras. Let C = dglie(k) be the category of dg Lie algebras over k with
the structure of simplicial category described in 2:4. For g ∈ dglie(k) the dg Lie
algebra Tot(g) coincides with the Thom–Sullivan complex of [12, 5:2].
As a complex, Tot(g) is canonically quasi-isomorphic to the usual normalization of
the cosimplicial complex g. This construction allows one to de1ne the functor
R : dglieqc(X )→ dglie(k) (26)
from the category of quasi-coherent sheaves of dg Lie algebras on a quasi-compact
scheme X over k to the category of dg Lie k-algebras (see details in [12, 5:4]).
The following theorem relates the 1rst and the third instances of the functor Tot
mentioned above to the nerve functor  de1ned in 8:2.
10.3.3. Theorem (see Hinich [9, Theorem 4:1]). Let g be a cosimplicial nilpotent dg
Lie algebra over k. Suppose that g is 1nitely dimensional in the cosimplicial sense;
i.e. that the normalization
Nn(g) = {x ∈ gn|Ci(x) = 0 for all i}
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vanishes for suCciently big n. Then there is a natural homotopy equivalence
(Tot(g))→ Tot((g))
of Kan simplicial sets.
10.3.4. Let F : X → C is a functor to a simplicial closed model category C. Recall
that the homotopy limit holim F ∈ C is de1ned by the formula
holim F = Tot(∗(F)):
Here the cosimplicial object ∗(F) in C is de1ned by the formula
n(F) =
∏
(x0→···→xn)∈X
F(xn):
10.3.5. Let X be a site, F :X op → C be a presheaf with the values in a simplicial
closed model category C (as examples we will have C = opEns and C = sCat).
For each sieve U→ U in X we de1ne
F(U) = holim F ◦ sU;
where sU :U→ X carries any object f : V → U of U to V ∈ X .
De"nition. F :X op → C is called a sheaf if for each covering sieve U→ U the natural
map
F(U )→ F(U)
is a weak equivalence.
10.4. The general case. Now we are ready to describe deformations of a torsor over
an arbitrary scheme – and to present a dg Lie algebra governing these deformations.
First of all, we check in 10:4:1 that the deformation functor QFP de1ned in 10:2:3 is
a sheaf in the Dat topology.
Then we de1ne in 10:4:3 a deformation functor for a torsor P under G over an
arbitrary scheme S. Finally, in 10:4:4 we construct the corresponding dg Lie algebra.
10.4.1. Let X op = dga(k). Let B ∈ dga(k) and let P be a G-torsor over B. Fix A ∈
dgart≤0(k).
One has a presheaf QFP : (X=B)op → opEns de1ned by the formula QFP(f)= QFf∗P(A).
Lemma. QFP is a sheaf in the <at topology.
Proof. One can immediately observe that the presheaf
DP : (X=B)op → sCat (27)
is a sheaf.
Applying the simplicial nerve functor to (27) and using Lemma 11:5:2 claiming that
holim commutes with the simplicial nerve up to homotopy, we obtain the required
result.
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10.4.2. Corollary. Let B be a commutative k-algebra and let P be a G-torsor over B.
Denote by gP the corresponding Lie algebra over B. Then the functor QFP :
dgart≤0(k)→ opEns is equivalent to the nerve of gP .
Proof. This immediately follows from 10:4:1 together with Theorem 10.3.3.
10.4.3. Let S be a quasi-compact scheme over k and P be a S-torsor under G.
We de1ne FP(A), A ∈ dgart≤0(k), by the formula
FP(A) = holim
i : U→S
U aLne
QFi∗P(A); (28)
the inverse homotopy limit being taken over all aLne open subschemes of S.
Lemma 10:4:1 implies that the functors FP and QFP are homotopy equivalent for aLne
S. This implies that FP is also a sheaf in the Dat topology.
In particular, this means that FP can be calculated using any aLne cover of S.
10.4.4. Let S be a quasi-compact scheme over a 1eld k of characteristic zero, G be
an aLne algebraic group and P be a S-torsor under G. Let g be the Lie algebra of G
and gP be the coherent sheaf of Lie algebras on S induced by P.
According to Corollary 10:4:2, for each aLne open subset i :U ⊆ S the deformation
functor QFi∗P is equivalent to the nerve of the Lie algebra gP(U ). Then Theorem 10.3.3
implies that the deformation functor FP is equivalent to the nerve of the dg Lie algebra
R(S; gP) (see (26)). This proves the following.
Theorem. The formal stack of deformations of a S-torsor P under G has form
C(R(S; gP)):
10.4.5. A similar result holds in the context of [15] where G-local systems are con-
sidered.
For this one de1nes torsors under G over a “dg-ringed space” (X;OX ) where X is a
topological space endowed with a sheaf of commutative dg k-algebras OX , using the
topology generated by surjective open covers of X . Then, given a good topological
space X and a torsor P under G over the ringed space (X; kX ) (O= kX is the constant
sheaf), its deformations over a local dg artinian k-algebra A are de1ned as (X; A ⊗
kX )-torsors under G endowed with a trivialization over (X; kX ). These deformations are
governed locally by the sheaf of Lie algebras gP and, therefore, globally, by R(X; gP).
This formula coincides with Kapranov’s [15, 2.5.1].
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Appendix A. Simplicial categories
In this section we present some (more or less) standard results about simplicial
categories. It includes the description A.1.5 of a simplicial CMC structure on the
category sCat of small simplicial categories. A similar description of CMC structure
on sCat can be found in [4, Chapter 48].
The main results of this section are Proposition A.5.2 and Lemma A.5.1.
A.1. Weak equivalences and "brations in sCat. Here we de1ne a closed model cate-
gory structure on the category sCat of simplicial categories.
A.1.1. (Co)limits. The category sCat admits arbitrary limits and colimits. Inverse lim-
its in sCat are induced by inverse limits in Ens in the obvious sense.
The existence of inductive limits in sCat follows by a general abstract nonsense
from the existence of inductive limits in Ens. Note that the functor sCat → Ens
assigning to each simplicial category the set of its objects, commutes with inductive
limits. The set of morphisms of an inductive limit is freely generated by the morphisms
of all categories involved, modulo an obvious equivalence relation.
Note that the existence of direct limits in sCat allows one to mimic the procedure
of “adding variables”. We will single out the following cases.
Adding an object. Given C ∈ sCat, denote C〈∗〉 the coproduct of C with the trivial
one-object category ∗.
Adding an ingoing arrow. Given C ∈ sCat, x ∈ ObC, one de1nes C〈∗ → x〉 to
be the category having the set of objects ObC
∐{∗} and the set of morphisms freely
generated by MorC and by a map ∗ → x.
Adding an outgoing arrow. The category C〈x → ∗〉 is de1ned similarly to the above.
Adding maps between objects. Given C∈ sCat, x; y∈ObC and a map
0 :HomC(x; y)→ H of simplicial sets, the simplicial category C〈x; y; 0〉 has the same
objects as C. Its set of morphisms is freely generated by MorC and by H , subject to
identi1cation 0(f) ∼ f; f ∈HomC(x; y).
A.1.2. De1ne the functor
0 : sCat→ Cat
as follows. For C ∈ sCat the category 0(C) has the same objects as C. For x; y ∈
Ob0(C)
Hom0(C)(x; y) = 0(HomC(x; y)):
A.1.3. De"nition. A map f :C → D in sCat is called a weak equivalence if the
following properties are satis1ed:
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(1) The map N(0(f)) is a weak equivalence of simplicial sets.
(2) For all x; x′ ∈ ObC the map f :Hom(x; x′) → Hom(fx; fx′) is a weak equiva-
lence.
A.1.4. De"nition. A map f :C → D in sCat is called a 1bration if it satis1es the
following properties.
(1) The right lifting property (RLP) with respect to “adding an ingoing or an outgoing
arrow”
A→A〈∗ → x〉; A→A〈x → ∗〉
(see A.1.1).
(2) For all x; x′ ∈ ObC the map f :Hom(x; x′) → Hom(fx; fx′) is a Kan 1bration.
This is equivalent the RLP with respect to all maps A → A〈x; y; 0〉 where 0 is
an acyclic 1bration (see A.1.1).
A.1.5. Theorem. The category sCat admits a CMC structure with weak equivalences
described in A:1:3 and 1brations as in A:1:4.
A.1.6. An explicit description of di>erent classes of morphisms in sCat is given below.
The proof of Theorem A.1.5 is standard. It is given in A.2 .
A.1.7. A map f :C→ D in sCat is called an acyclic 1bration if it is simultaneously
a weak equivalence and a 1bration.
Lemma. A map f :C → D is an acyclic 1bration i9 the following conditions are
satis1ed;
(1) The map Obf : ObC → ObD is surjective. In other words; f satis1es the RLP
with respect to “adding an object map” A→A〈∗〉.
(2) For all x; x′ ∈ ObC the map f :Hom(x; x′) → Hom(fx; fx′) is an acyclic Kan
1bration.
Proof. If f satis1es (1), (2), it is clearly an acyclic 1bration. In the other direction,
suppose f is an acyclic 1bration. Then property (2) is clear. We have only to check
that Obf is surjective. Since f satis1es the RLP with respect to ingoing and outgoing
arrows, D is a disjoint union of the full subcategories, de1ned by the image of Obf
and by its complement. Since 0(f) is a weak equivalence, it induces a bijection of
the connected components of C and D and this proves the claim.
A.1.8. A map f :C→ D will be called a standard co1bration if there is a collection
of maps fi :Ci → Ci+1; i ∈ N such that C=C0; D=lim→ Ci, and each fi is a coproduct
of maps of one of the following two types:
(1) Adding an object Ci → Ci〈∗〉.
(2) Adding maps between objects Ci → Ci〈x; y; 0〉 with 0 injective.
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By A.1.7, standard co1brations satisfy LLP with respect to all acyclic 1brations.
A.1.9. A map f :C → D will be called a standard acyclic co1bration if there is a
collection of maps fi :Ci → Ci+1; i ∈ N such that C=C0; D= lim→ Ci, and each fi is
a coproduct of maps of one of the following three types:
(1+) Adding an ingoing arrow Ci → Ci〈∗ → x〉.
(1–) Adding an outgoing arrow Ci → Ci〈x → ∗〉.
(2) Adding maps between objects Ci → Ci〈x; y; 0〉 with 0 acyclic co1bration
By A.1.4 , standard acyclic co1brations satisfy LLP with respect to all 1brations.
A.1.10. The following description of co1brations and of acyclic co1brations results
from the proof of Theorem A.1.5.
Corollary. 1. Any co1bration in sCat is a retract of a standard co1bration.
2. Any acyclic co1bration in sCat is a retract of a standard acyclic co1bration.
A.2. Proof of Theorem A.1.5. The axioms (CM1), (CM2), (CM3), (CM4)(ii) are
immediately veri1ed.
(CM5)(ii) Let f :X → Y be a map in sCat. Adding objects to X , we can en-
sure that the map f : Ob (X ) → Ob(Y ) is surjective. Then, adding maps between
objects, we can decompose f into a standard co1bration followed by an acyclic
1bration.
This implies, in particular, that any co1bration is a retract of a standard co1bration.
To check the axiom (CM5)(i) we need the following.
A.2.1. Lemma. Standard acyclic co1brations are acyclic co1brations.
Proof. It is enough to prove that a map C → D is a weak equivalence when D is
obtained from C by one of the following ways:
(1) adding a number of ingoing arrows;
(2) adding a number of outgoing arrows;
(3) adding (simultaneously) maps between objects xi and yi along acyclic co1brations
0i :Hom(xi; yi)→ Hi.
In the 1rst two cases the map C→ D is easily split by an acyclic 1bration.
The shortest way to get the result in case (3) is to use Proposition 7:2 of [5] which
claims the existence of CMC structure on the category of simplicial categories having
a 1xed set of objects.
(CM5)(i) Let f :X → Y be a map in sCat. Adding ingoing and outgoing arrows to
X , we can ensure that the image of Ob (X ) under f consists of a number of connected
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components of Ob (Y ). From now on we can suppose, without loss of generality, that
f is surjective on objects. Then to costruct a decomposition f = p ◦ i it is enough to
check that p satis1es condition (2) of A:1:4 to ensure p is a 1bration.
Now applying step by step the procedure of adding maps between objects C →
C〈x; y; 0〉 along acyclic co1brations 0, we can construct a decomposition f=p◦ i with
p 1bration and i a standard acyclic co1bration. According to Lemma A.2.1, i is an
acyclic co1bration.
Now, applying the proof of (CM5)(i) to any acyclic co1bration f, we deduce that
f is a retract of a standard acyclic co1bration.
(CM4)(i) By de1nition, any standard acyclic co1bration satis1es LLP with respect
to all 1brations. Any acyclic 1bration is a retract of a standard acyclic 1bration, and
therefore satis1es as well LLP with respect to all 1brations.
Theorem is proved.
A.3. Simplicial nerve
A.3.1. In what follows we identify Cat with the full subcategory of opEns. Then
every simplicial category (and even every C ∈ opCat) can be seen as a bisimplicial
set; its diagonal will be called the nerve of C and will be denoted N(C). If C is a
“usual” category, N(C) is its “usual” nerve.
The functor N : sCat→ opEns admits a left adjoint functor
SC :opEns→ sCat
de1ned by the properties
Ob SC(n) = [n] = {0; : : : ; n};
MorSC(n) is freely generated by ai ∈Homn(i − 1; i); i = 1; : : : ; n;
SC commutes with arbitrary colimits.
A.3.2. Proposition. The nerve functor N : sCat → opEns preserves weak equi-
valences; 1brations and co1brations.
Proof. 1. To check that N preserves the 1brations, it is enough to prove that the
adjoint functor SC preserves acyclic co1brations. For this we have to check that SC
transforms any map Dni → n to an acyclic 1bration. This is an easy exercise (one
should consider the cases n = 1 and n¿ 1 separately). Note that the same reasoning
(even easier!) proves thatN preserves acyclic 1brations – this is because SC preserves
co1brations.
2. It is clear that N(f) is a weak equivalence provided f is a weak equivalence
bijective on objects. To prove the general claim, we present f as a composition of an
acyclic 1bration with an acyclic co1bration and therefore reduce the problem to the
case f is an acyclic co1bration. Using A.1.10, we can suppose that f is of one of the
types (1+), (1–), (2) of 11:1:9. The type (2) does not change the set of objects, so
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we have nothing to prove. The maps of types (1+), (1–) split, and the splitting map
is an acyclic 1bration. This proves the claim.
3. The claim about co1brations is obvious.
A.3.3. Lemma. Let f :X → Y in sCat induce a 1bration N(f) :N(X ) → N(Y ).
Then the functor f0 :X0 → Y0 induces a 1bration of the corresponding (usual) nerves
N (f0) :N (X0)→ N (Y0):
Proof. One has a natural map i :N (X0)→N(X ). A map [0]→ [n] in opEns sending
0 to i for i = 0; : : : ; n, de1nes a map vi :Nn(X ) → Nn(X0) splitting in. The maps vi
do not form a map of simplicial sets; however, for any i = j one has the following
identity:
dj ◦ vi = v′k ◦ dj; (A.1)
where k = i for j¿ i and i− 1 otherwise, and v′k :Nn−1(X )→ Nn−1(X0) is de1ned as
vi above.
Fix i = 0; : : : ; n and let xj; j = i be a collection of compatible (n − 1)-simplices in
N (X0). Let y ∈ Nn(Y0) be such that f(xj) = djy. Our aim is to 1nd x ∈ Nn(X0) such
that y = f(x) and xj = djx.
Since N(f) is a 1bration, there exists x ∈ Nn(X ) such that i(y) = f(z) and
i(xj)=dj(z). Put x= vi(z). Then f(x)= y since vi splits i. Also dj(x)=dj(vi(z))= xj
by (A.1).
A.4. Simplicial structure on sCat.
A.4.1. Let S be a simplicial set, C be a category and let NC be the nerve of C. The
simplicial set Hom(S; NC) is the nerve of a category which will be denoted by CS .
A.4.2. Let now S be a simplicial set and X ∈ sCat. The categories X Sn form a
simplicial object in Cat. However, they have di>erent sets of objects. We de1ne a
simplicial category X S by the formulas
Ob X S =Ob X S0 ; (A.2)
HomX S (x; y)n =HomX Sn (xn; yn); (A.3)
where x; y are objects of X S0 and xn; yn are their degeneracies in X
S
n .
A.4.3. The following proposition means that formulas (A.2)–(A.3) de1ne on sCat a
right framing in sense of [4, Chapter 53].
Proposition. 1. For any X ∈ sCat the natural map X → Xn is a weak equivalence.
2. Let X ∈ sCat be 1brant. Then for each n ∈ N the natural map
X
n → X @n
is a 1bration.
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The 1rst claim of the proposition is standard; the second claim is a special case of
the following.
A.4.4. Lemma. Let 0 : S → T be a co1bration in opEns and let  :X → Y be a
1bration in sCat. Then the induced map
+ :X T → X S ×Y S Y T (A.4)
is a 1bration in sCat.
Proof. We have to check that + satis1es the properties (1), (2) of A.1.4 .
1. Adding an ingoing or an outgoing arrow. Given an object x ∈ X T and a 0-arrow
f :+(x)→ y in X S ×Y S Y T , we have to lift f to a 0-arrow f˜ : x → y˜.
The object x ∈ X T is given by a map x :T → N (X0); a 0-arrow in X T is given by
a map T × 1 → N (X0). The pair x; f de1ned above gives rise to a commutative
square
T unionsqS (S × 1) −−−−−→ NX0
1
 Nf0

T × 1 −−−−−→ NY0
The map 1 induced by 0 : S → T , is acyclic co1bration. The map Nf0 is a 1bration
by Lemma A.3.3. This proves the assertion.
2. Let us check property (2) of A.1.4 . It is convenient to de1ne for X ∈ sCat and
S ∈ opEns a category X (S) with the objects ObX (S)=ObX0 and morphisms given
by
HomX (S)(x; y) = Hom(S;HomX (x; y)):
A straightforward check shows that if U → V is an acyclic co1bration in opEns
and X → Y is a 1bration in sCat then the induced map
NX (V )→ NX (U )×NY (U ) NX (V )
is an acyclic 1bration. This easily implies property (2) of A.1.4.
A.5. Functor QW . The following construction is a minor generalization of the functor
QW , see [18, chapter 1V].
Let C ∈ sCat. De1ne a simplicial set QW (C) as follows.
The n-simplices of QW (C) are the sequences
(g1| : : : |gn); gi ∈ homCn−i(vi−1; vi) where v0; : : : ; vn ∈ ObC:
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The faces and the degeneracies are given by the following formulas:
di(g1| : : : |gn) = (di−1g1| : : : |d1gi−1|gi+1d0gi| : : : |gn) for i = 0; n;
d0(g1| : : : |gn) = (g2| : : : |gn);
dn(g1| : : : |gn) = (dn−1g1| : : : |d1gn);
s0(g1| : : : |gn) = (id|g1| : : : |gn);
si(g1| : : : |gn) = (si−1g1| : : : |s0gi|id|gi+1| : : : |gn) for i¿ 0:
A.5.1. One has the following canonical maps connecting N(C) and QW (C):
 :N(C) QW (C) :+
given by the formulas
[f1| : : : |fn] = (d0f1|d20f2| : : : |dn0fn);
+(g1| : : : |gn) = [s0g1|s20g2| : : : |sn0gn]:
Lemma. Suppose that C is a simplicial groupoid. Then the maps ; + are homotopy
equivalences.
Proof. Note that for each two objects x; y of C the simplicial set
n → HomCn(x; y) (A.5)
is 1brant. In fact, it is empty when x  y and is isomorphic to a simplicial group
otherwise.
We will directly check that if C ∈ sGrp the map  satis1es the RLP with respect
to the maps @n → n.
A map n → QW (C) is given by a collection
g= (g1| : : : |gn); gi ∈Homn−i(vi−1; vi):
A map @n →N(C) is given by a compatible collection
xi = [xi1| : : : |xin−1] with deg xij = n− 1;
the compatibility conditions being conditions (A), (B) below.
(A) The condition di(xk) = dk−1(xi) for i¡ k amounts to the system
di(xkj ) = dk−1(x
i
j) for j ≤ i − 1 or j ≥ k + 1;
di(xki+1 ◦ xki ) = dk−1(xii) for i ≤ k − 2;
di(xkj+1) = dk−1(x
i
j) for i¡ j ≤ k − 2;
di(xkk ) = dk−1(x
i
k ◦ xik−1) for i ≤ k − 2;
dk−1(xkk ◦ xkk−1) = dk−1
(
xk−1k ◦ xk−1k−1
)
:
(B) The compatibilities of xi with g say that (xi) = di(g) which gives
dj0x
i
j =


di−jgj for j ≤ i − 1;
gi+1 ◦ d0gi for j = i;
gj+1 for j¿ i:
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(C) Now, we have to construct a map n →N(C) i.e. a collection [f1| : : : |fn] satis-
fying the conditions dif = xi; (f) = g which can be rewritten as a system
(1) dj0(fj) = gj,
(2) di(fj) =
{
xij; i ≥ j + 1;
xij−1; i ≤ j − 2;
(3) dj−1(fj) ◦ dj−1(fj−1) = x j−1j−1 .
One is looking for fj by induction. For j= 1 we have prescribed values for di(f1),
i = 1.
Thus, checking their compatibility and using the 1brantness of (A.5), we deduce that
the system admits a solution f1.
Suppose that fi have already been found for i¡ j so that the equations above
are satis1ed. One checks 1rst of all that for j¿ 1, Eq. (C.1) follows from (C.2).
Afterwards, one can 1nd the value for dj−1(fj) since Cn−1 is a groupoid. Then we
have the prescribed values for di(fj) for all i = j and we have only to check using
the compatibility conditions (A), (B) that these prescriptions given by (C.2), (C.3),
are compatible.
A.5.2. Let I be a category and let C : I → sCat be a functor.
Proposition. Suppose that C(i) is 1brant for each i ∈ I (for instance; C(i) ∈ sGrp).
Then there is a natural homotopy equivalence
N(holimC) ∼ holim(N ◦ C): (A.6)
Proof. It is very convenient here to use the approach of [4, Chapter XIV]. Namely,
since C(i) are 1brant in sCat, holimC represents the right derived functor R lim :
Ho(sCatI ) → Ho(sCat) (Note that our de1nition of homotopy limit coincides with
that of [4] by Proposition A:4:3.) On the other hand, this functor can be calculated
using “virtually 1brant” resolutions of C (see [4, 58.5]).
The functor N is “right Quillen” – it admits a left adjoint functor and preserves
1brations and weak equivalences. Then by [4, 12.6], it sends virtually 1brant diagrams
in sCat to virtually 1brant diagrams of simplicial sets. SinceN commutes with inverse
limits, this proves the assertion.
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