Abstract-In direction-of-arrival (DOA) estimation, the direction of a signal is usually assumed to be a point. If the direction of a signal is distributed due to some environmental phenomenon, however, DOA estimation methods based on the point source assumption may result in poor performance. In this paper, we consider DOA estimation when the signal sources are distributed. Parametric and nonparametric models are proposed, and estimation methods are considered under these models. In addition, the asymptotic distribution of estimation errors is obtained to show the models' statistical properties.
I. INTRODUCTION

I
N THE FIELD of array signal processing, a class of direction-of-arrival (DOA) estimation methods has been developed based upon the eigenstructure of the array output covariance matrix (e.g., [11] , [12] ). One well-known DOA estimation method (the multiple signal classification (MUSIC) method) is proposed in [12] , and its variations can also be found in the literature (e.g., [3] , [8] ). In [2] , [4] , [7] , and [14] , the statistical properties of MUSIC are analyzed. Other estimation methods utilize the maximum likelihood (ML) estimate of the covariance matrix (e.g., [13] ). These MLbased DOA estimation methods can be categorized as either 'conditional' or 'unconditional,' depending on assumptions associated with the signal amplitudes.
The DOA estimation methods mentioned above are based on the assumption that the signal sources are point sources, i.e., if the DOA of a source is , then there is no other source at for a sufficiently small value of Under this assumption, the DOA estimation method utilizes a statistic constructed from a weighted sum of sensor outputs, where the sensor outputs are modeled by plane waves emanating from a small number of discrete far-field point sources with an additive spatially and temporally uncorrelated Gaussian noise vector.
In real surroundings, the signals received at an array include not only a direct path signal (which can be regarded as a point source) but also angularly spread signals that are coherent, phase-delayed, and amplitude-weighted replicas of the direct path signal: The signals observed from an array can then be regarded as a superposition of plane waves originating from Manuscript received May 3, 1994 ; revised August 18, 1996. This work was supported by the Korea Science and Engineering Foundation under Grants 941-0900-040-2 and 961-0923-134-2. The associate editor coordinating the review of this paper and approving it for publication was Dr. Monique Fargues.
Y. U. Lee a continuum of directions. (Typical examples [1] , [11] are the angularly spread effects created from the local scattering on the lower layers in a multibeam echo sounder and spurious phenomenon due to clutter in radar. In [15] , a more detailed discussion can be found.) In such cases, the signal source direction is spread around , which is the signal's direct path, with angularly spread signals existing in some interval on a single frequency for some nonnegligible value of [8] , [9] . We call such a signal source a distributed source.
When the signal source direction is distributed, i.e., angularly spread, the beamformer output is not correctly modeled by a noisy weighted sum of spatially sampled plane wave signals. Thus, application of point source DOA estimation methods is not guaranteed to work for distributed sources. It has been shown (e.g., [9] , [15] ) that if a source spread in frequency is incorrectly modeled as a single frequency source, estimation performance is degraded.
When point sources are partially (or fully) correlated, spatial smoothing DOA estimation methods under the point source assumption can be applied [11] , [13] . This application, however, requires spatial smoothing information, e.g., a spatial smoothing of covariance matrix or reflection coefficients. In this paper, we remove this requirement.
In this paper, the distributed sources are considered starting from the most general class and classified into the parametric and nonparametric sources based on the distributed source shape. Then, the two source models and estimation problems for the models are studied. It is shown that existing DOA estimation procedures can be extended to the case of distributed sources.
Recently, estimation for one type of distributed source (which corresponds to the parametric sources in this paper) has been considered. Although both this paper and [15] address the problem of parametric source estimation, this paper distinctively differs from [15] in the following aspects. In [15] , signals from different sources are spatially uncorrelated with each other, and signals within a source may or may not be correlated (coherent or incoherent). In this paper, on the other hand, signals from different sources may or may not be spatially correlated, and signals within a source are correlated. Thus, the mathematical expressions of the array output and covariance matrix include those of [15] as special cases when the number of sources is greater than one. In addition, in [15] , which is a more complete description for a source, is done (coherent or incoherent), whereas in this paper, more attention is given to the relation among sources. We would also like to mention that the spatial auto-correlation function of sources is assumed to be known in [15] , whereas the distributed source shape (intensity) is assumed to be known in this paper.
II. DISTRIBUTED SOURCE MODELS
Consider plane wave sources impinging on the array sensor from (azimuth) directions respectively. For convenience, we restrict our attention to linear arrays (which results in ambiguity in elevation) and thus consider only azimuth. We would like to mention, however, that with small notational modifications, many of the results can be easily extended to nonlinear arrays. Assume that the directions of plane wave sources are modeled by points in angle (i.e., point sources), the plane wave sources are narrowband with carrier frequency , and the outputs of the array sensor are frequency-shifted to baseband signals.
Under the point source assumption, the output of an array with sensor elements can be represented in the form (1) where vector of the array output, th point source, steering vector, DOA of the th point source. The steering vector is specified by the distance from the origin to the th sensor and the propagation velocity of medium. It is assumed that the zero-mean white complex normal noise vector is stationary with covariance matrix ( is the known variance), and
Here, denotes the space of complex-valued vectors. If we define and (1) can be rewritten as (2) where the zero-mean complex normal vector is stationary with covariance matrix and
We now consider a distributed source as a generalization of the collection of -point sources. Such a source is usually described by a distributed source density (or directional density) that indicates the amount of source power coming from each direction. Herein, we concentrate on the distributed source density for which the plane wave approximation (narrowband in frequency) is valid. In this paper, the distributed source is represented in terms of spatial harmonics, and the output of an array is obtained by integrating the effect of a single plane wave source over all azimuth directions weighted by the distributed source density. Note that in modeling of noise, a similar approach was studied in [5] and [10] .
A point source with DOA and envelope can be represented as where is the scaled envelope. Then, the complex representation of the plane wave propagating across the array sensor is where is a function of the envelope and DOA Generalizing the function , or equivalently, generalizing the DOA of a point source into a number of unknown parameters (e.g., the mean and anglespread extent), the distributed source can be expressed as where is a function of the envelope and unknown parameters.
Denoting the distributed source density by , we have (3) since is periodic in Here, the coefficients are assumed to be stationary zeromean complex normal random processes with covariance and This assumption can be justified in the generalization of the point source since the point source in (1) is generally assumed to be a zero-mean complex normal random process.
Under this formulation, the covariance function of the distributed source can be obtained as (4) and the output of a beamforming array can be expressed as (5) where is temporally and spatially uncorrelated with Note that if where is a model abstraction, then from (3) and (5) This shows that (5) is a generalization of (1). Some examples of distributed sources are shown in Fig. 1 . For example, the distributed sources in Fig. 1 (b) may be obtained from weighted functions of the point sources in Fig. 1(a) .
A. A Parametric Source Model
Many distributed sources composed of various weighted functions, as shown in Fig. 1(b) , cannot easily be dealt with. To obtain specific and concrete results, we will consider a class of the distributed sources.
In this section, we concentrate on a class of distributed sources, for which with and , as shown in Fig. 1(c) . Note that some of the sources in Fig. 1(b) can be expressed as a weighted sum of the sources in Fig. 1(c) . Let us call a source defined with and a parametric source. The parametric source is thus unimodal and symmetric about
We require that for two closely spaced parametric sources, if , then and In other words, the distributed source density of the two combined sources located at any point between their centers is less than the source density of either one at its center. Closely spaced sources not satisfying this condition will not be considered in this paper.
A parametric source can therefore be characterized by the two parameters: DOA (representing the center direction) and distribution parameter (representing the extent). These two parameters together form a generalization of DOA. Under this parametric model, the goal of DOA estimation is to estimate and Defining , the distributed source composed of parametric sources can be expressed as
The geometric series (7) is absolutely convergent when all and represents point sources when all because when all
In addition, the covariance function of is (8) and the output of an array is (9) where (10) is the steering vector under the parametric model. It should be noted that from (4). Now, the covariance matrix of is (11) where Note that (11) is quite similar to the equation (12) used in the point source model. It should be noted that the term with in (8) is equivalent to the spatial auto-correlation function in [15] .
B. A Nonparametric Source Model
Let us next consider the nonparametric model. A nonparametric source in this paper is defined to be a general function defined for The goal under the nonparametric model is thus generalized to estimating the distributed source , as opposed to the conventional goal of identifying the number of sources and their locations under the point source model. Although a source is theoretically expanded into an infinite series, a finite truncation of the series may often be used as an approximation. Under the assumption that is piecewise continuous and differentiable with respect to , we have from (3) (13) where is the model order, an abstraction, which is not to be interpreted as the number of sources. For the nonparametric source, the source covariance function is (14) that is, in (4) for or The output of an array for the source is, with the substitution (13) where and are the th largest eigenvalue and its corresponding eigenvector, respectively, of (and It should be noted that when a parametric source is specified with three or more parameters, alternative parametric models can be developed that adequately represent higher dimensional systems. When the information of the source distribution cannot be obtained at all, the nonparametric model may be useful. After some prior knowledge (e.g., the number of sources and the distributed source shape) are obtained from nonparametric estimation, the parametric estimation can be applied with the acquired information.
III. DOA ESTIMATION UNDER DISTRIBUTED SOURCE MODELS
A. DOA Estimation under the Parametric Model
This section considers an eigenstructure-based method analogous to the MUSIC method. Consider an eigendecomposition of the covariance matrix Assume that we can obtain the signal and noise subspaces range and range , respectively, which are defined by and with the eigenvector of corresponding to the th largest eigenvalue of and Then, we have from (11) It is noteworthy that in this case, Thus, the only difference between the steering vectors under the point and parametric models is the factor when the phase of is a linear function of for In this case, if is close to 1 in addition, the difference obviously becomes less significant.
B. Distributed Source Estimation under the Nonparametric Model
In general, the DOA of a nonparametric source can be estimated from in (14) , with determined from (17), since both and are known. (Practically, the sample covariance matrix is used in place of
.) The matrix is obtained from the covariance matrix as follows. From (17), it is easy to see that (26) When rank , the matrix can uniquely be obtained using the pseudoinverse of When is full rank and , there are many matrices that satisfy (26). In these cases, some constraints must be imposed to find a matrix It is well known [6] that use of the pseudoinverse concept imposes a least-squares constraint with the result (27) Thus, if , a nonparametric source is expected to be correctly estimated by examining the covariance function because of the uniqueness of When , the direct method may result in poor performance due to indeterminacy of It should again be noted that the goal under the nonparametric model is generalized to estimating the distributed source as opposed to the conventional goal of identifying the number of sources and their locations under the point source model.
IV. STATISTICAL PROPERTIES
In this section, we consider the asymptotic statistical properties of the estimates of the DOA's and distribution parameters obtained from the MUSIC-based method discussed in Section III-A.
Let the th eigenvector of be denoted by corresponding to the th largest eigenvalue
The estimates of the DOA and distribution parameter are denoted by and , respectively. Using the orthogonality property (21), these estimates can be determined by taking the values that minimize the cost function 
and Using the Cauchy-Schwartz inequality, it is easily shown that the asymptotic Hessian given in (34) is a nonnegative definite matrix. When (37) the matrix is a positive definite matrix, and we use an optimization technique such as the steepest descent method to obtain (33).
We now consider the case where the distribution parameters are known. Conditioned on the distribution parameters, the covariance of the estimation errors and of the DOA is cov Re
which is similar to the covariance obtained from the MUSIC method under the point model [14] . The covariance is naturally smaller than that unconditioned on the distribution parameter unless the correlation between the estimation errors and is 0, or the two row vectors and are orthogonal. Since the statistical analysis of the nonparametric sources strongly parallels that of the point sources, we will not reconsider the analysis here.
V. NUMERICAL EXAMPLES AND SIMULATION RESULTS
In this section, examples of the distributed sources are considered to illustrate previous results explicitly. The direction of a signal source is denoted in radians and the SNR in decibels. 
A. Resolution Ambiguity of a Point Source Model applied to Distributed Sources
Assume that the number of sensors of a uniform linear array is 10, 30, 50, and 55 in Examples 1 and 2.
Example 1: Let the number of parametric sources be two and We estimate the DOA's with the conventional MUSIC method under a point source assumption, assuming that The conventional MUSIC null-spectrum is shown in Fig. 2 . Only one local minimum can be found (around The other DOA (around ) cannot exactly be obtained using this method, even when the number of sensors is increased.
Example 2: In this example, the nonparametric source is the 50th-order approximation of [i.e., in (13)] , and , as shown in Fig. 3(a) . Assuming that , the conventional nullspectrum is as shown in Fig. 3(b) ; again, we cannot locate the two DOA (around and ) exactly. These examples show that the MUSIC-based DOA estimator may fail when depending on use of a point source assumption, even when the number of sensors is increased. The following section will give an example of the performance using the nonparametric model. The parametric model will be used in the simulation of Section V-C.
B. Resolution Ambiguity of Distributed Source Models
Example 3: For the nonparametric source of Example 2, the source covariance function is shown in Fig. 4  for and 55. As the value of becomes larger, it becomes clearer from the figure that the extent of the source is between and and between and From Fig. 4 , we see that if
, the estimation of a nonparametric source can be achieved by examining the covariance function. To obtain a good estimate of the covariance function for a nonparametric source, we need This example shows that the nonparametric DOA estimator can be successfully used under the nonparametric source assumption. Fig. 3(a) . The contour of the nullspectrum is as shown in Fig. 5 : Only one peak can be found around and This example shows that the parametric DOA estimator may fail when erroneously applied to a nonparametric source.
Example 5: Consider the two parametric sources and of Example 1. The source covariance function is shown in Fig. 6 for and 100: When the number of sensors is 50, we may (incorrectly) estimate that one nonparametric source exists with the extent between and On the other hand, when is 70, 80, or 100, we can obtain a good approximation of the parametric source. This example shows that the nonparametric DOA estimator may fail when applied to a parametric source when the number of sensors is small. This example also shows, however, that the estimator may produce a good result when the number of sensors and the model order are sufficiently large. 
C. Simulation Results
In this section, we assume that , the number of snapshots , is 100, SNR 20 dB, and two parametric sources are temporally and spatially uncorrelated. Fig. 7(a) : Two peaks around and may be obtained through the implementation of (29), in which the plane is searched for the minima of To better locate the two peaks, we plot the (conventional) sample spectrum (that is, the cross-section of the contour) with and 0.92, as shown in Fig. 7(b) . It is clearer now that a local minimum exists around Similarly, when we plot the cross-section with , as in Fig. 7(c) , the second local minimum is found to exist around We next consider the estimation errors. Table I shows the variances of the estimation errors when and is perturbed with fixed at 0.99. Simulation results are obtained from 30 trials, and theoretical values of the variances are calculated from (33). We observe that the variances of the estimation errors decrease as the difference of the two DOA's increases.
VI. CONCLUDING REMARK
When signal sources are angularly distributed, we consider two distributed source models: parametric and nonparametric.
One signal source considered is a generalization of the point source. This parametric source is characterized by two parameters: the DOA and distribution parameters. In the parametric model, the estimation of a source could alternatively be viewed as a 2-D estimation problem and analyzed using a MUSICbased method. A direct method under a nonparametric model was also investigated.
The asymptotic distribution of estimation errors is obtained to show statistical properties under the parametric model. Some simulation results and discussions on the estimation of sources are given for the two distributed source models.
We think the models considered in this paper would be appropriate in many cases including a) when the sources are correlated with each other (parametric model) and b) when several sources form an inseparable source (nonparametric model). Let us now obtain the mean of the estimation error vector Since is known to be a zero-mean normal random vector [7] , [14] for , it is easy to see that the estimation error vector is a zero-mean vector from (A.1).
APPENDIX
Next, let us obtain the covariance matrix From (A. 
