We present an extension of the Polarizable Continuum Model (PCM) to simulate solvent effects at diffuse interfaces with spherical symmetry, such as nanodroplets and micelles. We derive the form of the Green's function for a spatially varying dielectric permittivity with spherical symmetry and exploit the integral equation formalism of the PCM for general dielectric environments to recast the solvation problem into a continuum solvation framework. This allows the investigation of the solvation of ions and molecules in nonuniform dielectric environments, such as liquid droplets, micelles or membranes, while maintaining the computationally appealing characteristics of continuum solvation models. We describe in detail our implementation, both for the calculation of the Green's function and for its subsequent use in the PCM electrostatic problem. The model is then applied on a few test systems, mainly to analyze the effect of interface curvature on solvation energetics. C 2016 AIP Publishing LLC. [http://dx
I. INTRODUCTION
Solvation of ions and molecules at liquid interfaces is of fundamental interest in chemical and biological fields. [1] [2] [3] Understanding how molecules are affected by interfacial environments is therefore crucial in providing insight into many important processes, such as the uptake of pollutants by water droplets 4 in the atmosphere, or the material transport across the cell membrane. 5, 6 The investigation of the solvation process at surfaces and interfaces has therefore received increasing attention both theoretically and experimentally.
On the experimental side, an important contribution to the molecular structure elucidation at surfaces and interfaces comes from non-linear optical spectroscopy techniques such as Second Harmonic Generation (SHG) 7, 8 and Sum Frequency Generation (SFG). [9] [10] [11] Such techniques are able to target molecules at surfaces and interfaces, because the interfacial environment breaks the inversion symmetry 12 of the bulk. On the computational side, most investigations have been carried out by making use of simulation techniques, and in particular Molecular Dynamics (MD) simulations, 2,13,14 which allow for atomistic details of the whole system providing invaluable insight on the interface structure.
It is however difficult to directly connect molecular dynamic findings with the experimental measurements: MD simulations can be used to obtain the structural information through modeling. On the other hand, a direct comparison of the experimental measurements with theoretical finding will require methods which are able to model the relevant electronic structure parameters: electronic density, transition dipole moments, and polarizabilities of ground and excited states. The natural choice for such studies is in the realm a) Electronic mail: roberto.d.remigio@uit.no b) Electronic mail: luca.frediani@uit.no of quantum chemistry as the relevant electronic structure parameters can be obtained directly. Modeling the solvent effect for complex environments such as surfaces and interfaces at the quantistic level is however a challenge. The treatment of the whole system is well beyond the capabilities of any modern computing facility, and alternative strategies have to be devised.
When the focus is on the electronic structure of a single molecule or a limited cluster (supermolecule), it is possible to restrict the quantum modeling to the molecule itself and include the environmental effect in a mediated way, either by means of continuum methods [15] [16] [17] [18] or by Quantum Mechanics (QM)/Molecular Mechanics (MM) methods. [19] [20] [21] These approaches have largely and successfully been employed for bulk solutions, but their use for surfaces and interfaces is still limited due to the additional complications brought about by the presence of the interface. For QM/MM methods, it is necessary to generate an adequate number of snapshots from simulations in the presence of the interface which is rather challenging, and it is only very recently that such studies have appeared [22] [23] [24] for planar interfaces. For continuum models, the description of electrostatic effects is rendered more complicated by the variation of the dielectric permittivity which must be accounted for correctly. Moreover, it has been previously shown that for interfaces, it is crucial to consider non-electrostatic interactions in addition to the widely employed electrostatic one. 25, 26 The modeling of the interface itself requires special attention. Although it is relatively easy to model a sharp planar interface, 25 ,27 a more correct description should consider diffuse interfaces, where the permittivity changes gradually from the value in one bulk phase to the other: this assumption is physically more reasonable, avoids unphysical divergencies at the interface, and allows for more complicated environments such as membranes or layered environments. This choice is also supported by simulations showing that the density profile at the interface is smooth with a sigmoidal shape. [28] [29] [30] The electrostatic problem for planar diffuse interfaces has been originally presented by several authors. [31] [32] [33] [34] [35] [36] [37] [38] However, due to the limited computational resources, the focus was mostly on finding profiles enabling analytical Green's functions. The extension to solvation for QM solutes has later been developed by Frediani et al. 39 In a recent contribution, Xue and Deng 40 revisited such a model. They used a quasiharmonic permittivity profile, allowing for a closed, analytical expression of the Green's function. Nonlocal electrostatic theories offer another possible approach to the modelling of nonuniform dielectric environments. The polarization vector in the medium is defined as the convolution of the applied electric field with a nonlocal susceptibility kernel:
. These approaches, pioneered by Kornyshev and co-workers [41] [42] [43] [44] and later extended to a continuum solvation framework by Basilevsky and co-workers, [45] [46] [47] [48] might offer a more physical description of interfacial phenomena. Knowledge of suitable susceptibility kernels is however still limited, even for bulk solvents, preventing the wide application of nonlocal electrostatic models. 18 In this contribution, we extend the number of possible environments that can be treated with a continuum solvation approach. Our method can determine the solute-solvent electrostatic interaction for a QM solute in the presence of an environment with a radially varying permittivity ε(r). It is in this way possible to rigorously describe the electrostatic part of the solvation effect for media in spherical symmetry, such as nanodroplets, micelles, or even cellular membranes. The formalism is general and it requires only (1) continuity of the permittivity function in any point and (2) an asymptotic constant behavior for large values of r. This development makes it possible to study the effect of the droplet size on the solute-solvent electrostatic interaction: although for large systems the planar interface can be a convenient approximation, it is also well known that at the nanoscale, peculiar effects arise and the effect of the size and shape of the droplet are then relevant ones.
The calculation of the Green's function in spherical symmetry for a sharp interface is a textbook example of expansion in spherical harmonics, 27, 49 and has already been adopted in combination with the Polarizable Continuum Model (PCM) by Delgado et al. 50 Similar models have been employed by Deng, [51] [52] [53] who has extended them to ellipsoidal geometries and layered models. Xue and Deng 54, 55 have later on generalized the model to diffuse interfaces for quasiharmonic dielectric profiles, such that the solution can then be expressed in terms of a series expansion, rather than direct numerical integration, which is the approach we have followed instead. By making use of a quasiharmonic permittivity profile, Deng presented also a strategy for the simulation of spherical quantum dots in the presence of general, spatially varying permittivities. 53 It is important to emphasize that to achieve a correct picture of solvation at surfaces and interfaces, it has been demonstrated that electrostatics is not enough and nonelectrostatic contributions need to be accounted for. 26 In this contribution, we limit however ourselves to considering the electrostatic effect to focus on the main novelty of our work, which is the inclusion of electrostatic solvation at spherical diffuse interfaces for quantum chemical modeling and arbitrary dielectric profile. In Section II, the theory for the determination of the Green's function is presented. After a brief description of the implementation (Section III), we illustrate the application of our methodology (Section IV) on inorganic ions and organic chromophores. We summarize our conclusions in Section V.
II. THEORY

A. Integral Equation Formalism (IEF)-PCM
Dielectric Continuum (DC) models provide a simple, yet effective strategy to treat solvent effects on molecular systems by treating implicitly the degrees of freedom relative to the solvent molecules forming the environment. The solvent is replaced by a structureless continuum described by its bulk properties, such as the dielectric permittivity ε. The solute is then placed in a cavity C ⊂ R 3 with boundary ∂C inside this continuum. The calculation of the mutual polarization between the solute charge density ρ and the infinite continuum is performed by solving the classical Poisson problem for the electrostatic potential u(r),
where the last two equations represent the boundary conditions: the requirement of continuity for the electrostatic potential across boundary and the jump condition on its normal derivative. 27 The values at the boundary are defined in terms of trace operators, 56 i. e., in terms of limits taken from the outside (+ subscript) or the inside (− subscript) of the cavity boundary.
The Poisson problem defined by Eq. (1) can be solved by formulating it as a boundary integral equation. 57 First, the electrostatic potential is separated into the Newton
|r−r ′ | and the reaction potentials ξ,
The reaction potential is then represented in terms of an apparent surface charge (ASC) σ(s),
such that the polarization in the continuum is entirely described by a surface charge, a scalar function of the surface coordinate s. The ASC is obtained as the unique solution of the following integral equation:
The internal and external Calderón projectors are here marked by the placeholder subscript ⋆ ∈ {i, e}. As already noted elsewhere 39, 58 knowledge of the Green's function for the differential operators involved in the Poisson problem guarantees that the IEF-PCM approach is applicable also for dielectric environments that are not uniform and homogeneous. This is in fact the aim of the Sec. II B, where the Green's function for a position-dependent permittivity in spherical symmetry will be derived. The solution of Eq. (5) is achieved using the boundary element method (BEM), a procedure detailed in Section II D. Note that Hartree atomic units have been used and will be used throughout the text.
B. Green's function in spherical symmetry
The general electrostatic Green's function G(r, r ′ ) for a system with a position-dependent dielectric constant, ε(r), is formally defined as the solution to the inhomogeneous differential equation,
which can be rearranged as 27, 59 ε
We assume that the permittivity has spherical symmetry. It is thus convenient to reformulate Eq. (7) in a spherical coordinate system-r, θ, φ-with the origin in the center of the spherical droplet. Given r ∈ [0, +∞) as the radial distance, θ ∈ [0, π] as the polar angle and φ ∈ [0, 2π) as the azimuth, Eq. (7) can be rewritten as
where the weighted dielectric distribution,
was introduced. Further regularity assumptions on the permittivity profile will be detailed in the Appendix, but it can already be noted that it has to be nonzero on the whole domain to be acceptable. We now consider G(r, r ′ ) as a function of r and expand it in spherical harmonics, 59 G(r, r 
Substitution of this expansion in Eq. (8) together with the expansion of the δ-function on the right-hand side (RHS),
By virtue of the completeness of the spherical harmonics functions, we are left with the radial equation,
The radial Eq. (14) is a second-order inhomogeneous ordinary differential equation (ODE). It is useful to note that, in the absence of the dielectric inhomogeneity due to the diffuse layer, the radial equation would be
Eq. (14) has an additional first-order term-λ ε dR ℓ dr -on the left-hand side (LHS). Furthermore, the source inhomogeneity on the RHS is scaled by the value of the dielectric profile at the source point ε(r).
To solve Eq. (14) for the radial part of the Green's function, we first solve the associated homogeneous equation,
and then integrate the RHS source inhomogeneity to find a particular solution. 60 Eq. (16) admits two linearly independent solutions, 60 u ℓ and v ℓ , whose asymptotic behavior is fixed to the same as for the solution to the radial equation in vacuo, 27, 59 
This is a valid assumption for profiles represented by a sigmoidal functional form, see the Appendix. The constraint on the functional form of the two linearly independent solutions defines also the initial values for the solution of Eq. (16),
The most general radial solution will be a linear combination of u ℓ and v ℓ . The coefficients are determined by the RHS source inhomogeneity and will be different for the cases r < r ′ and r > r
Notice that the coefficients are unknown functions of the second radial variable and the function trace notation to denote evaluation of a function at a given radial point,
was introduced. Due to the requirement that the Green's function be finite at the origin and at infinity, we can already determine that c (2) ℓ r ′ = 0 and c
ℓ r ′ = 0. The Green's function has thus the following form:
The spherical harmonics addition theorem 60 was used and the argument to the Legendre polynomial is
The coefficients can be found by imposing the continuity of the Green's function for r = r ′ and γ 0,
and by integrating Eq. (14) in a vanishingly small volume element centered around r
The RHS is easily integrated to yield
For the LHS, we have
and the remaining terms in (24) are in fact zero by virtue of the mean value theorem for integration,
where angle brackets were used to indicate the average value of the integrand function. We thus obtain a system of linear equations from Eqs. (23) and (24),
whose solution fully determines the radial part of the Green's function,
The coefficients are defined in terms of the Wronskian,
Eventually, the Green's function reads
C. Separation of the Coulomb singularity
The working expression for the Green's function in Eq. (31) includes the Coulomb singularity arising when source and probe point coalesce. It is important to isolate such a singularity, for two reasons. First of all, the presence of the singularity in the components G ℓ (r, r ′ ) would make the summation slowly converging. Moreover, since the boundary element representation of the integral operators will be obtained by a collocation method, 17 isolating the singularity avoids instabilities in the evaluation of the diagonal matrix elements, i. e., the self-interaction at the collocation points. 61, 62 Formally, we can rewrite the Green's function as the sum of singular and non-singular terms,
The C(r, r ′ ) factor accounts for the variation of the permittivity and "modulates" the Coulomb singularity according to the dielectric environment. To preserve the physical meaning of the Green's function, we require that
such that the Green's function is that for a uniform dielectric with constant permittivity,
To derive a useful expression for the separation coefficient, we use the exact expansion of the Coulomb singularity,
and obtain for the image Green's function,
We are here usingG img (r, r ′ ) because the image contribution so defined contains spurious contribution that have to be renormalized. At large ℓ, the Coulomb singularity dominates over the image part,
leading to
Once the coefficient is calculated, the leading monopole term (ℓ = 0 term) in the Legendre polynomial expansion of the Green's function can be expressed in its exact singular form. This term must thus be excluded a posteriori from the summation of the image contribution, by starting the angular momentum summation from ℓ = 1,
This avoids the appearance of an unphysical monopole contribution in the image potential, which is consistent with the analytic expression of the Green's function for a spherically symmetric dielectric permittivity with sharp boundary. 
D. Collocation BEM for the IEF-PCM equation
The numerical solution of boundary integral equations, such as the IEF-PCM Eq. (4), can be achieved by the application of the BEM. A discretization of the molecular cavity boundary is necessary. 62 The discretization of the molecular surface into finite elements leads to a corresponding discretization of both the integral operators and the functions in Eq. (4). Different strategies are available to perform the discretization: the collocation or the Galerkin approach. 63 The final result is the transformation of the original integral equation to a system of linear equations whose dimension relates to the number of finite elements generated by discretizing the boundary. For general integral equations and discretization schemes, a dense system matrix is obtained. Moreover, the discretization scheme might not, in general, preserve the symmetry property of the original integral equation.
In this paper, we apply the traditional centroid collocation method 18, 62 on the cavity boundary discretization obtained via the GePol algorithm. 62, [64] [65] [66] [67] [68] In this algorithm, the cavity is made of interlocking spheres, not all of them necessarily centered on the atoms. The surface is then discretized by means of N ts small triangles ∆ i whose centroid defines the collocation point. Once the centroid is properly defined, functions and operators are discretized by applying a one-point quadrature rule in the finite element centroid. Eq. (4) is thus recast as
where q and v are vectors of dimension N ts collecting the values of the ASC and molecular electrostatic potential (MEP) at the collocation points. The matrices representing the boundary integral operators are
where I is the N ts -dimensional identity matrix while the other matrices are defined as
Reuse of AIP Publishing content is subject to the terms: https://publishing. in terms of the centroids s i , s j , the finite elements areas, and their curvatures R i . The factor k = 1.07 is introduced to achieve a better precision on the diagonal elements.
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E. Coupling to quantum mechanics
To account for the mutual polarization between the classical continuum and the quantum mechanical molecular charge distribution, we need to include a suitable operator in the usual vacuum Hamiltonian,
The PCM operator V σ ρ [ρ] depends on the functional form of the solute charge density and thus introduces a nonlinear coupling in the quantum mechanical problem. The ground state of the PCM Hamiltonian can be found by minimization of a proper functional 69 whose physical interpretation is that of a free energy, since it takes into account the reversible work spent in the solvent polarization process.
We here report only the final expressions for the Fock matrix to be used in the self-consistent field approximation (SCF) of the electronic wave function,
where the usual vacuum terms are augmented by a solvent term,
and detailed derivations can be found in the existing literature. 18, 70 The Fock matrix expression is in the molecular orbital (MO) basis. The usual notation for the indices is adopted: i, j, k, . . . for occupied orbitals and a, b, c, . . . for virtual orbitals, while p, q,r, . . . for general orbitals. The vacuum-like term is given as (53) and also describes the case of Kohn-Sham DFT, possibly using hybrid functionals. 71 The integrals ϕ pq (s) are called charge-attraction integrals,
III. IMPLEMENTATION
The calculation of the Green's function for a diffuse interface requires the numerical resolution of Eq. (16), a second order ordinary differential equation. In Eq. (17), we assumed a power form of the solutions to Eq. (16) in the asymptotic regime. This is numerically impractical: it requires the evaluation of the power function with, potentially, large exponents and might incur into arithmetic overflows. It would be possible to use an arbitrary precision representation of floating-point numbers, but it is more convenient to perform a transformation to an equivalent form that is better behaved numerically,
such that
which is a nonlinear second-order ODE. The two transformed independent solutions will be denoted by ζ ℓ and ω ℓ . Their asymptotic behaviour is accordingly,
as can be seen from Eq. (17) . The exponential transformation is particularly convenient, since it is differentiable and invertible on the entire problem domain [0, +∞). The Green's function in Eq. (31) is then given as
and the angular momentum components summation was truncated to L terms, with L arbitrarily large.Ḡ ℓ (r, r ′ ) is the ℓth angular momentum component calculated in the transformed representation. For the calculation of the separation coefficient one has
where the limit for infinite ℓ was replaced by the value for ℓ = 2L. As apparent from Section II, the same type of radial ODE occurs regardless of the shape of the dielectric profile describing the diffuse transition layer. It is thus convenient to provide an implementation of the diffuse dielectric layer Green's function which is generic with respect to the functional form of the permittivity profile. The generic ODE integrators library Boost.Odeint 72, 73 is currently used. In particular, the adaptive Bulirsch-Stoer algorithm 74 is selected among the many steppers provided by the library.
The nonlinear second-order ODE in Eq. (56) is recast as a system of coupled nonlinear first-order ODEs,
Appropriate boundary conditions have to be enforced to ensure the correct solution of the homogeneous problem Eq. (16) . Given that ODE integration is carried out on a finite interval [r 0 ,r ∞ ] the boundary conditions to impose are naturally derived from Eq. (17):
The integrator stepping function is set to perform a forward, i. e., from r 0 until r ∞ , integration when ζ ℓ -type solutions are requested. Backward steps are performed, i. e., from r ∞ until r 0 , when ω ℓ -type solutions are requested. The ODE system is solved for a dielectric sphere centered at the origin of the coordinate system. The correct translation is applied when sampling the Green's function for arbitrary pairs of points-r, r ′ -on the cavity: for a sphere centered in t, we evaluate G(r + t, r ′ + t). For the sampling, interpolations between points on the radial grids have to be performed. In the current implementation, a cubic spline interpolation is performed using the facility provided by the Eigen library. 75 The evaluation of the Green's function directional derivative, required by the collocation formulas for the D e operator, is done numerically using a three-point stencil.
The implementation has been included in our PCMSolver library, 76 described also in Refs. 77 and 78. The Green's function here described is implemented as an extension to the Green's function module of the library. The calculation can be set up by providing a suitable permittivity profile, the sphere center t, and the value of L in Eqs. (58) and (59) . Following Ref. 39 , the code assumes the permittivity profiles to be of the form
where ε 1 , ε 2 are the bulk permittivities inside and outside the sphere, respectively. The center of the interface-c-is defined as the center of the transition layer, its value corresponding to the radius of the dielectric sphere. w is the width of the transition layer. To keep again consistency with Ref. 39 , the width parameter appearing in Eq. (62) is set to be w =w 6 , wherew is the width given by the user in the input. Our notation is slightly different from the one adopted by Frediani et al. 39 In particular, the D parameter in their Eq. (29) corresponds to our w in Eq. (62), thus their W is equivalent to ourw. Finally, Σ is a sigmoidal function. The currently supported profile functions are the hyperbolic tangent, as in Ref. 39 , and the error function. Figure 1 shows the permittivity profiles and corresponding Onsager factors f (ε) = are given in Appendix. The integration domain is kept fixed: r 0 = 0.5 a 0 , and r ∞ = R + 200.0 a 0 , where R is the sphere radius.
The recently published interface with the LSDALTON code 79 has been used in the quantum mechanical calculations.
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IV. NUMERICAL TESTS
A. Computational details
All the calculations, including geometry optimizations and calculation of solvation energies, were carried out with B3LYP functional 80, 81 and basis set of aug-cc-pVDZ quality. 82 The geometries were optimized in water using the IEF-PCM, 58, 83 as implemented in the Gaussian03 program package. 84 Diffuse interface calculations were carried out using the LSDALTON program package. 79 Geometries were kept fixed for the interface calculations.
Unless otherwise specified, all the molecules were oriented such that the principal molecular symmetry axis is collinear with the normal vector to the interface. For the three investigated molecules (Fig. 2) , the aforementioned groups, pointing towards the water droplet, are as follows: oxygen for acetone, NO 2 group for p-nitroaniline (PNA) and the carboxylic group for L0 dye from Ref. 50 . Additionally, for acetone, an orientation in which the dipole moment of the molecule is perpendicular to the interface normal vector is considered. In the analysis of the results, we will adopt the following convention: r is the distance from the origin, R 0 is the radius of the medium sphere, and z = r − R 0 is used to indicate the distance from the interface.
Molecular cavities were created from interlocking, atomcentered spheres. The following set of radii was used: 1. groups radii equal to 2.28 Å, 2.4 Å, and 2.52 Å were used, respectively.
B. Transport across the spherical diffuse interface: Effect of the interface width
We consider here how the solvation energy profile through the interface changes when the interface width is varied between 5 and 20 Å. The radius of the droplet is kept fixed to R 0 = 20 Å.
In Fig. 3 , we report the electrostatic solvation profile for Li + and Br − crossing the surface of a water droplet. The solvation energies in bulk are −134 kcal/mol and −65 kcal/mol for Li + and Br − , respectively. For both ions, the solvation energy changes smoothly from the bulk value (left) to zero (right) in gas-phase. A wider profile yields a smoother transition. Bromide values are smoother than lithium values, due to the size of the ion. We also note that, when the ions are located at the center of the interface (r = 20 Å), the solvation energy is very close to the bulk value, which is the saturation effect caused by the Onsager factor (ε(z) − 1)/ε(z) being close to its bulk value (see Fig. 1 ) In other words, from the electrostatic point of view, the interfacial area is rather outside the droplet than inside.
In Fig. 4 , we report the solvation energy profile for acetone with the dipole moment parallel (Fig. 4(a) ) and perpendicular ( Fig. 4(b) ) to the interface. The same saturation effect observed for ions can be seen here. Moreover, for the perpendicular case and the sharpest interface (Fig. 4(b) ,w = 5 Å) the profile is not as smooth as the others. This feature is the result of a polarization effect arising when the two extremities of the molecule experience a widely different polar environment with the oxygen atom feeling almost full solvation and the methyl groups still in a vacuum-like environment. For wider profiles or for the parallel orientation such a feature disappears, because the molecule experiences a more uniform environment.
In Fig. 5 we report the electrostatic solvation profiles of PNA and L0 crossing the interface for different widths of the profile. Similarly to acetone, the sharpest interface (w = 5 Å) yields a highly inhomogeneous solvation which is polarizing the substrate and generating the features along the profile. Such features tend to disappear for larger interfacial widths. The size of the molecules plays also a role, widening the profiles: for PNA, a significant saturation effect can still be observed (bulk solvation is basically reached at z = −5 Å for all widths) whereas for L0, the saturation effects are much less important (bulk solvation reached at z = −10 Å, which is the end of the interfacial region also forw = 20 Å). 
C. Transport across the spherical diffuse interface: Curvature effect
In order to analyze the curvature effect, we have considered spherical interfaces with a width ofw = 5 Å and increasing radius (R 0 = 5, 10, 20, 40, and 80 Å). We have moreover considered three cases: a lithium ion across the interface of a water droplet in vacuum, a lithium ion across the interface of an apolar solvent (ε = 2) in water, and acetone across the surface of a water droplet (perpendicular orientation). In order to highlight the curvature effects, we have reported both the total solvation energy E R 0 (r) for each value of R 0 (see Fig. 6 ) and the difference,
as a function of the distance to the interface (see Fig. 7 ).
The main feature to highlight in Fig. 7(a) is that there is basically no curvature effect on bulk solvation. In other words, a molecule situated at the center of the droplet, provided that the permittivity has reached its bulk value at the molecular cavity surface, will experience the same dielectric response as a molecule situated in bulk. For a spherical ion at the center of a spherical droplet, this can very simply be understood in terms of the Gauss' law for dielectric materials. Assuming that at the cavity boundary ε(r) ≃ ε, the Gauss' law dictates that, for a unit charge, the apparent charge at the cavity (1 − ε)/ε, which is the same value as for bulk solvation. Due to the spherical symmetry of the problem, this will yield the same solvation energy as for a charge in bulk. Although spherical symmetry no longer applies for ions away from the origin or for molecules, this simple argument shows why the asymptotic value is virtually identical to the bulk value: the largest deviation was observed for L0 with 14 µE h hartree in the solvation energy (less than 10 −3 kcal/mol). For the water droplet, basically no change in the solvation energy is observed until the interfacial area is reached and after a sudden jump across the interface, the solvation energy gradually approaches zero. The behavior before and after the interface is connected to the high permittivity of water: inside the droplet, high dielectric screening makes the droplet almost indistinguishable from bulk water, until the interface is reached. Outside the droplet, the large image potential is still felt at medium-long range. For an oil droplet in water, the behavior is opposite: inside the droplet, the solvation energy changes when the substrate is displaced, but outside the droplet, the image effect is negligible. The profiles for acetone show that the irregular profile, described in Section IV B, is a combined effect of profile width and curvature: for very small droplets (5 and 10 Å), it is enhanced, whereas for large ones (40 and 80 Å), it is less noticeable. In order to investigate the curvature effect around the interfacial area, for each radius R 0 , we have considered ∆E R 0 as defined in Eq. (63) , such that for each profile, the interface is located at the origin. We have chosen to take R 0 = 80 Å as the reference value, instead of a planar interface. The implementations for the planar and spherical diffuse environments are different and we wanted to avoid any implementation bias in the comparison. The plots in Fig. 7 illustrate such an effect for a selection of the system investigated here. The curvature effect for the Li + ion at the surface of the water droplet (see Fig. 7(a) ) can be as large as −18 kcal/mol for the smallest radius and it occurs before the ion crosses the surface (positive z). On the contrary, for the oil droplet in water (see Fig. 7(b) ), the curvature effect is pronounced after the ion has crossed the interface. For the acetone molecule at the water droplet (see Fig. 7(c) ) the effect is instead centered at the interface and can be as large as −2 kcal/mol. Although the magnitude of the variations is in absolute value much smaller than what observed for lithium, they are in relative terms much larger, if bulk solvation is taken as a reference (30% vs. 13%). In conclusion we see a substantial curvature effect in the solvation energy, both for charged and dipolar substrates. For charged substrates the effect is prominent on the low-polarity side of the interface, whereas for dipolar substrate, it is roughly centered at the interface. The first observation correlates well with the saturation effect, and consequent screening in the dielectric response for solvents with high polarity: when the ion is in water, the effective charge seen by the interface is much smaller and hence the image-like contribution is small. For a dipolar substrate like acetone, there is also an indirect effect, due to the dipole moment enhancement at the interface, which appears once the oxygen atom has crossed the interface (see Fig. 8 , and in particular Fig. 8(c) ). As a result the curvature effect appears centered at the interface.
V. SUMMARY
We have presented the first implementation of a diffuse dielectric interface in spherical symmetry for the Integral Equation Formalism PCM. We have shown how the necessary Green's function can be obtained by solving numerically the radial differential equation for each component of the angular momentum expansion. To achieve a numerically robust solution, special care is needed to treat the Coulomb singularity, which is removed from each component of the multipolar expansion and included in its analytical form instead. This allows one to significantly limit the expansion, which at short distances would otherwise be dominated by large ℓ-values to describe the Coulomb singularity.
We have performed a few numerical tests to investigate the effect of the interface widthw, and the droplet radius R 0 . For monoatomic ions, the solvation energy profile correlates very well with the Onsager factor (ε − 1)/ε, showing that most of the interfacial effect is in this case local. However the curvature effect is also important: on the low-polarity side of the interface, a more pronounced curvature (smaller R 0 ) acts by anticipating solvation to larger distances from the interface. For larger molecular substrates, the outcome is also largely dependent on the structure and orientation of the molecule.
Although we have limited this study to the case of nanodroplets, with a simple sigmoidal shape for the permittivity (see Appendix), our approach is general and can be used for continuously differentiable radial profiles that exhibit a constant permittivity in the limit of large r. The present work will open the way for several interesting applications: solvation effects from nanodroplets on molecular properties, the modeling of coated nanoparticles and membranes and the combination of this model with a Polarizable Embedding (PE) scheme 85 to include also specific intermolecular interactions. 
APPENDIX: DIELECTRIC PERMITTIVITY PROFILES
As explained in Sec. III, the code assumes the permittivity profiles to be of the form
where ε 1 , ε 2 are the bulk permittivities inside and outside the sphere, respectively. The center of the interface is defined as the center of the transition layer, its value corresponding to the radius of the dielectric sphere. w is the width of the transition layer. Once again, to keep consistency with Ref. 39 , the width parameter appearing in Eq. (62) is set to be w =w 6 , wherew is the width given by the user in the input. Some further remarks are needed on the functional form of Σ and the meaning of its parameters. Eq. (14) is the ODE governing the radial part of the Green's function, as coefficients. We noted already in Sec. II that this implies ε(r) > 0, i. e., the permittivity profile is physically sound if and only if it is a strictly positive function on the whole problem domain. Moreover, given that its first derivative, dε(r) dr = ε 2 − ε 1 2w dΣ dr
is needed to properly define λ ε (r), we also need to impose that the permittivity profile be, at least, continuously differentiable on the problem domain: ε(r) ∈ C 1 [0,+∞)
. All these conditions are satisfied when Σ is a sigmoidal function, such as the hyperbolic tangent, tanh(x) = e x − e 
does not exist. This is true despite the fact that the Green's function for a sharp interface in spherical symmetry is known, see Refs. 49 and 50. Our numerical experiments show that the adaptive Bulirsch-Stoer integrator 73 can easily handle permittivity profile withw = 6 (corresponding to w = 1). For lower values ofw, numerical instabilities are unavoidable and it is then more sensible to use the analytical Green's function for the sharp spherical interface. 49, 50 The hyperbolic tangent profile was suggested by Frediani et al. 39 based on studies of solvent density profiles. 86, 87 The user-given parameterw is closely related to the physical intuition of a transition layer, i. e., the layer in which the permittivity goes from the inner bulk value to the outer bulk value. This is how Frediani et al. 39 justified the use of 6 as conversion parameter between the "physical" and the "mathematical" widths. It is possible to offer a simple mathematical explanation for the factor 6. We will base our analysis on an error function profile, though the same arguments hold for any type of sigmoidal function. The error function can be also seen as the cumulative distribution function associated with a normal probability distribution with mean µ = c and standard deviation σ = w. Whenw = 6w, then 99.6% of the population data will be in the interval [c − 3w, c + 3w]. Most importantly in this context, the cumulative distribution function assumes 99.6% of its left and right asymptotic values at c − 3w and c + 3w, respectively. This is shown in Figures 9(a) and 9(b) for a hyperbolic tangent and an error function profile, respectively. Figures 10(a) and 10(b) show the inverse permittivity profile and the weighted dielectric distribution. Notice that the weighted dielectric distribution resembles a distribution function with nonzero moments of order higher than two.
