The Support Vector Machine (SVM) has recently been introduced as a new pattern classification technique. It learns the boundary regions between samples belonging to two classes by mapping the input samples into a high dimensional space, and seeking a separating hyperplane in this space. This paper describes an application of SVMs to two phoneme recognition problems: 5 Thai tones, and 12 Thai vowels spoken in isolation. The best results on tone recognition are 96.09% and 90.57% for the inside test and outside test, respectively, and on vowel recognition are 95.51% and 87.08% for the inside test and outside test, respectively.
Introduction
The Support Vector Machine (SVM) is a new promising pattern classification technique 1 which is based on the principle of the structural risk minimization. Unlike traditional methods which minimize the empirical training error, the SVM aims to minimize the upper bound of the generalization error through maximizing the margin between the separating hyperplane and data. SVMs learn the boundary regions between samples belonging to two classes by mapping the input samples into a high dimensional space, and seeking a separating hyperplane in this space 2 . The separating hyperplane is chosen in such a way that its distance is maximized from the closest training samples.
In recent years, SVMs have been used in many applications from the vision problem to text classification 3, 4 . They have been shown to provide higher performance than traditional techniques, such as neural networks. However, their application to speech recognition problems has been very limited (for example, see 2, 5, 6, 7 ). In this paper, we investigate the application of SVMs for two problems of phoneme recognition, i.e. Thai tone recognition and Thai vowel recognition. We run experiments to compare a number of techniques for multi-class SVMs as well as multi-layer perceptron (MLP).
This paper is organized as follows. Section 2 briefly introduces the concept of SVMs. In Section 3, we run experiments using SVMs and MLP for Thai tone recognition and Thai vowel recognition. The conclusion is given in Section 4.
Support Vector Machines
This section will introduce the basic idea of SVMs and a number of techniques for constructing multi-class SVMs.
Linear support vector machines
Suppose we have a data set D of l samples in an n-dimensional space belonging to two different classes (+1 and −1):
The hyperplane in the n dimensional space is determined by the pair (w, b) where w is an n-dimensional vector orthogonal to the hyperplane and b is the offset constant. The hyperplane (w · x ) + b separates the data if and only if
If we additionally require that w and b be such that the point closest to the hyperplane has a distance of 1/|w|, then we have
which is equivalent to
To find the optimal separating hyperplane, we have to find the hyperplane that maximizes the minimum distance between the hyperplane and any sample of training data. The distance between two closest samples from different classes is
From (3), we can see that the appropriate minimum and maximum values are ±1. Therefore, we need to maximize
Therefore, the problem is equivalent to:
• minimize |w| 2
2
• subject to the constrains:
For non-separable case, the training data cannot be separated by a hyperplane without error. The previous constraints then must be modified. A penalty term consisting of the sum of deviations ξ i from the boundary is added to the minimization problem. Now, the problem is to
The penalty term for misclassifying training samples is weighted by a constant C. Selecting a large value of C puts a high price on deviations and increases computation by effecting a more exhaustive search for ways to minimize the number of misclassified samples.
By forming the Lagrangian and solving the dual problem, this problem can be translated into:
• minimize
• subject to the constraints: 
The optimal separating hyperplane classifies points according to the sign of f (x),
Non-linear support vector machines
The above algorithm is limited to linear separating hyperplanes. SVMs get around this problem by mapping the sample points into a higher dimensional space using a non-linear mapping chosen in advance. This is, we choose a map Φ : n → H where the dimensionality of H is greater than n. We then seek a separating hyperplane in the higher dimensional space; this is equivalent to a non-linear separating surface in n .
The data only ever appears in our training problem (7) in the form of dot products, so in the higher dimensional space we are only dealing with the data in the form Φ(x i ) · Φ(x j ). If the dimensionality of H is very large, then this could be difficult, or very computationally expensive. However, if we have a kernel function such that K(x i , x j ) = Φ(x i )·Φ(x j ), then we can use this in place of x i ·x j everywhere in the optimization problem, and never need to know explicitly what Φ is. Some widely used kernels are:
For more information on this see 1,4 .
Multi-class classifiers
Now, we discuss the multi-class (k-class) problem solving by considering the problem as a collection of binary classification problems. In this paper, two approaches are considered, i.e. one-against-the-rest and one-against-one approaches.
The one-against-the-rest approach 1
This approach works by constructing a set of k binary classifiers. The i th classifier is trained with all of the examples in the i th class with positive labels, and all other examples with negative labels. The final output is the class that corresponds to the classifier with the highest output value. We refer to this approach as one-vs-all.
The one-against-one approach
This approach simply constructs all possible two-class classifiers from a training set of k classes. Each classifier is trained on only two out of k classes. Thus, there will be k(k − 1)/2 classifiers. This approach is referred to as one-vs-one. To evaluate the final output, we employ two algorithms. A test example is classified by all of classifiers. Each classifier provides one vote for its preferred class and the majority vote is used to make the final output. However, if there are more than one class giving the highest score, a class will be randomly selected as the final output.
(ii) Decision Directed Acyclic Graph (DDAG)
The Decision Directed Acyclic Graph 9 (DDAG) is implemented using a rooted binary DAG * with k leaves labelled by the classes where each of the k(k − 1)/2 internal nodes is labelled with an element of boolean function. The nodes are arranged in a triangle with the single root node at the top, two nodes in the second layer and so on until the final layer of k leaves. The i th node in layer j < k is connected to the i th and (i + 1) st nodes in the (j + 1) st layer. To evaluate a DDAG, starting at the root node, the binary function at a node is evaluated. The node is then exited via the left edge, if the binary function is -1; or the right edge, if the binary function is 1. The next node's binary function is then evaluated. The value of the decision function is the value associated with the final leaf node (see Fig. 1 ). Only k − 1 decision nodes will be evaluated in order to derive an answer. 
Experiments
In this section, we first describe the speech data used in the experiments. We then show two experiments, i.e. Thai tone recognition, and Thai vowel recognition, and report the results comparing SVMs using one-vs-one, Max Wins and DDAG.
Speech Data
We built a speech corpus, called the Thai Syllable Speech Corpus (TSSC). The corpus is designed to cover the coarticulatory effect † of each phoneme in each syllable. It consists of 387 different syllables created from the combination of 38 initial consonants (33 Thai consonants + 5 borrowed consonants, i.e. /bl, br, dr, fl, fr/), 12 long vowels, 8 final consonants and 5 tones. The corpus was collected from 24 native * The Directed Acyclic Graph (DAG) is a decision graph whose edges have an orientation and no cycles. A rooted DAG has a unique node such that it is the only node which has no arcs pointing into it. A rooted binary DAG has nodes which have either 0 or 2 arcs leaving them. The rooted binary DAG is used in order to define a class of functions to be used in classification task. 9 † The Coarticulatory effect refers to the phenomenon whereby a given speech sound is altered in its phonetic manifestation depending upon influences from adjacent sounds. 10 Thai speakers (6 male and 18 female speakers), ranging in age from 19 to 37 years (mean=24.30 and SD=5.16). The first two male speakers (M1-M2) and the first six female speakers (F1-F6) read all syllables for five trials, while the other speakers read all syllables for one trial. The speech signals were digitized by a 16-bit A/D converter of 11 kHz. These were then manually segmented to determine phoneme boundaries using audio-visual cues from a wave form display.
Experimental setting
To compare the recognition robustness against speaker variation, two tests were evaluated. The first test, the inside test, uses identical speech data in both training and testing while the second test, the outside test, uses the data from different speakers for training and testing. In the first test, we use all five trials from speakers: F1 to F6 and M1 to M2. The data is divided into 5 groups based on each trial. The training set is comprised of all utterances from four groups (totally 12384 tokens) and test set is comprised of all utterances from the other group (totally 3096 tokens). In the second test, the training set is comprised of the data from F7 to F18 and M3 to M6 (totally 6192 tokens) and the test set is the same as in the first test.
Thai tone recognition
Our first set of experiments focus on Thai tone recognition. This is comparatively a simple task, since the data is low dimensional; there are only five classes to choose between.
In Thai, there are five different lexical tones as follows: mid, low, falling, high, and rising. The following examples show the effect of tones on the meaning of an utterance 11 : /khāa/ ("a kind of grass"); /khàa/ ("galangale"); /khâa/ ("to kill"); /kháa/ ("to trade"); and /khǎa/ ("a leg"). The tone information is superimposed on the voiced portion of a syllable. The identification of a Thai tone relies on the shape of the fundamental frequency (F 0 ) contour. Fig.2 shows the average of F 0 contours of five different tones when syllables are spoken in isolation. To capture the characteristic of the F 0 contour, we designed tone features as follows. We first located the voiced portion before extracting an F 0 . The voiced portion is detected using energy and zero crossing 12 . Then, the Average Magnitude Different Function (AMDF) algorithm 13 is applied for F 0 extraction with 30 ms frame size and 5 ms frame shift. A searching method 14 is applied to smooth an F 0 contour. An F 0 is basically a physiologically determined characteristic and is regarded as being speaker dependent 12 . Therefore, for independent-speaker tone recognition that uses the relative F 0 of each syllable as the main discriminative feature, a normalization procedure is needed to align the range of the F 0 height for different speakers. In this paper, a raw F 0 is normalized by transforming the Hertz values to a z-score 15 . The precomputed mean and standard deviation are computed from raw F 0 values of all syllables for each speaker. Since not all syllables are of equal duration, F 0 contours of each syllable are equalized for duration on a percentage scale 10 . We obtain F 0 's at 11 different time points between 0 to 100% of voiced portion with the equal step size of 10%. Each F 0 is interpolated by Lagrange's interpolating polynomial based on four points around its position. Thus the F 0 profile of each utterance has the same dimension of 11. The F 0 profile is denoted as {F 0 (0), F 0 (1), F 0 (2), . . . , F 0 (10)}.
The initial F 0 , the final F 0 and four delta F 0 's at 20, 40, 60, and 80% of voiced portion are used as the tone features (for more information, see 16 ). The delta F 0 (dF 0 ), initial F 0 (F 0I ) and final F 0 (F 0F ) are defined as follows:
Before training and evaluating, all features are also normalized to lie between -1.0 and 1.0 to avoid convergence problems with the quadratic optimizer.
We put particular emphasis on comparing different kernel functions, i.e. polynomial (from degree 1 through 10) and RBF (c = 0.1, 0.2, 0.3, 0.4 and 0.5), and different multi-class classifiers using one-vs-all and one-vs-one (i.e. Max Wins and DDAG) approaches. The best results for each kernel function are shown in Table  1 . It can be seen that the results of the RBF kernel often outperform those of the polynomial kernel. The DDAG provides the best recognition rates for most experiments. The results of the outside test are less than those of the inside test about 5%. The best recognition rates are 96.09% and 90.57% for the inside test and outside test, respectively. Both results are for DDAG.
The number of support vectors is a good indication of evaluation time. For onevs-all and Max Wins, this number is the total number of unique support vectors for all SVMs, while, for DDAG, this number is the number of unique support vectors averaged over the evaluation paths through the DDAG. The results show that Max Wins is faster than one-vs-all and the DDAG has the fastest evaluation. In addition, polynomial kernels give a smaller number of support vectors than RBF kernels.
In order to provide a comparison, we conducted experiments using multi-layer perceptrons (MLPs). The MLP has an input layer of 6 units, a hidden layer of 10 units, and an output layer of 5 units corresponding to 5 Thai tones. The MLP was trained by the error back-propagation algorithm for a maximum of 1000 epochs.
We obtained the recognition rates of 95.48%, and 87.21% for the inside test and outside test, respectively. Comparing these results with the results of SVMs, we found that SVMs provide higher recognition rates than MLPs for all experiments. Table 1 . Recognition rates of tone recognition. The normalization factors of 6 are tailored to the dimensionality of the data. Therefore, the polynomial and RBF kernels used in the experiments are 
Thai vowel recognition
Our second set of experiments focus on a little more complicate task of Thai vowel recognition. Thai has 18 monophthongs, nine long and nine short. A pair of short and long phonemes are quantitatively different but qualitatively quite similar. In this paper, we concern only 12 long vowels. For stationary vowels, a spectral shape is the only cue for phoneme discrimination and their spectra are adopted as reference spectra in the phonetic feature mapping 17 . On the contrary, nonstationary vowels contain two or three segments of reference vowels and transitions between these vowels. Therefore, we propose a novel vowel feature set such that each vowel segment is separated into three regions. For each region, 12-order RASTA 18 and their time derivatives were computed at the center of each region within 25 ms Hamming window. The vowel feature has the same dimension of 72.
Like the previous ones, these experiments used different kernel functions and different multi-class classifiers. The best results for each kernel functions are shown in Table 2 . It show that the results of the RBF kernels are slightly better than those of the polynomial kernels for most experiments, except for one-vs-all in the inside test. For the inside test, one-vs-all and Max Wins provide the best recognition rates for polynomial and RBF kernels, respectively. For the outside test, Max Wins and one-vs-all yield the best recognition rates for polynomial and RBF kernels, respectively. The results of the inside test are less than those of the outside test about 8%. The best results are 95.51% (by Max Wins) and 87.08% (by one-vs-all) for the inside test and outside test, respectively.
Considering the number of support vectors, we found that one-vs-all is faster than Max Wins and the DDAG has the fastest evaluation. Moreover, polynomial kernels provide faster evaluation time than RBF kernels.
To evaluate the performance of SVMs, we also conducted experiments using multi-layer perceptron (MLP). The MLP has an input layer of 72 units, a hidden layer of 100 units, and an output layer of 12 units corresponding to 12 Thai vowels. The MLP was trained by the error back-propagation algorithm for a maximum of 2000 epochs. We obtained the recognition rates of 92.28% and 82.72% for the inside test and outside test, respectively. These results are also lower than those for SVMs. From the above experiments, we may make a number of qualitative conclusions based on the quantitative results:
(i) The results depend on kernel functions, capacity control in the chosen type of structure, and multi-class classifier algorithms. (ii) Although RBF kernels provide better recognition rates than polynomial kernels, the evaluation time of the RBF kernels is considerably longer than that of the polynomial kernels. (iii) The DDAG provides the faster evaluation but it does not guarantee the recognition rate. (iv) The recognition rates of the outside test are less than those of the inside test about 5% and 8% for tone and vowel recognition, respectively. This interval can be decreased by increasing the number of speakers in the training set or using features that are less sensitive to speaker variation. (v) The recognition rates of SVMs are better than those of MLPs. Moreover the training times of SVMs are shorter than those of MLPs. This means that SVMs outperform MLPs in our tasks.
Conclusions
This paper presents a preliminary step for applying SVMs to Thai speech recognition. We have demonstrated that SVMs can be applied to two phoneme speech recognition problems: 5 Thai tones, and 12 Thai vowels spoken in isolation. The results show that multi-class SVMs based on one-against-one approach perform best and all techniques of multi-class SVMs surpass MLPs. In the future, we plan to extend SVMs for solving more difficult problems.
