Abstract-In this paper, we propose a technique for the joint tracking and labeling of multiple extended targets. To achieve multiple extended target tracking using this technique, models for the target measurement rate, kinematic component, and target extension are defined and jointly propagated in time under the generalized labeled multi-Bernoulli filter framework. In particular, we developed a Poisson mixture variational Bayesian model to simultaneously estimate the measurement rate of multiple extended targets and extended target extension was modeled using B-splines. We evaluated our proposed method with various performance metrics. Results demonstrate the effectiveness of our approach.
Bayesian Multiple Extended Target Tracking Using
Labeled Random Finite Sets and Splines
I. INTRODUCTION

I
N MULTI-TARGET tracking (MTT), the aim is to jointly estimate the number and state of multiple targets present within a tracking volume while maintaining target tracks/history (data association). This problem becomes even more challenging in the face of missed detections, false alarms and noisy or corrupted observations/measurements. The MTT problem can be addressed under a Bayesian formulation where models are used to relate unobserved states to measurements. A common representation of such models is to assume that one target produces one measurement per time step, e.g., see [1] and [2] . This is often referred to as the standard measurement or point target model. However, with the increasing advances in sensor technology, the proliferation of high-resolution sensors (e.g., video cameras, phased array radars, ground or marine radar and laser range sensors) in recent years, size of the targets, or proximity between targets and sensor, can be such that the targets occupy multiple resolution cells of the sensor giving rise to more than one measurement per time step. Such targets are termed extended targets (ET). Therefore, the point target assumption does no longer hold in such scenarios. Scenarios where ETs may appear include using marine or ground radar to track sufficiently close ships or aeroplanes, using automotive radar for vehicle tracking or using laser range sensors for person tracking [3] . Besides, modern applications require extensive and detailed physical information about targets to achieve tasks including target detection, tracking, classification, recognition and identification. In such cases, the idea of ET becomes even more appealing and useful. Additionally, applications that require tracking a group of closely spaced targets in formation can benefit from the ET formulation [4] . This is because the knowledge of the size, shape, and orientation of the group formation can be crucial in practical applications where recognition and classification are of importance [4] . Hence, target extension model and other information (e.g., kinematics) for ETs are required for tracking application.
When considering ET measurement models, two main aspects are usually required and these are i) a model to describe the number of measurements generated by each ET; ii) a model to capture the target's spatial distribution. These two components however depend very much on the type of ET being tracked. For instance, a target (e.g., radar target) can generate measurements from different scatter points. Another target type may generate just a few observations around a scatter point [5] . In any case, we can consider the observations from an ET to be such that the detections are geometrically structured.
As for modelling the number of measurements generated by an ET, the authors in [6] and [7] proposed one such model where the number of ET measurements are modelled as an inhomogeneous Poisson distribution characterized by a rate parameter. Knowledge on the distribution of measurements and acquiring a good estimate of the measurement rate parameter especially in the case of spatially close extended targets are important to improve performance [8] . The work in [9] proposed a recursive Bayesian method with exponential forgetting factor to estimate the measurement rate. This method requires choosing an appropriate window size for the forgetting factor as this is application dependant.
With regards to modelling the target extent (i.e., shape and size) of an ET, this is possible even in the absence of a specific This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ target structure. This can be achieved for example by methods including: i) assuming some general parametric shape such as an ellipse or a rectangle (see e.g., [4] , [10] - [19] ) or ii) assuming an arbitrary shape for the ET (see e.g., [20] - [27] ). For the first approach mentioned (i.e., assuming a general parametric shape), the most common technique used is the random matrix method proposed in [10] where the ET extension was modelled as a symmetric positive definite matrix (i.e., the ET is assumed to be elliptical). This method has been applied in various scenarios in both LIDAR and marine radar tracking (see e.g., [28] and [29] ). However, this method has limitations as its performance depends inherently on the elliptic shape assumption.
As for the approaches in [20] - [27] , the ET shape is assumed to be arbitrary and the techniques used for the target extension can be summarized as star-convex based, Gaussian process based, multiple sub-ellipse based, extension deformation based and measurement generating points based. It is worth mentioning here that these methods were presented (for the most part) for single ET tracking. The star-convex method or its alternative, the Gaussian process model provides a systematic way to model different target shapes from ellipses [17] to arbitrary star-convex shapes [26] . However not all arbitrary shapes fit into the definition of star-convex shapes (where a set is called star-convex if each line segment from the center to any point is fully contained in the set). The multiple sub-ellipse based method [20] , [24] models the extension of arbitrary ET shapes using multiple sub-objects (ellipses). These methods usually assume the number of sub-objects to be known. Choosing a suitable number of sub-ellipses may be a challenge especially when dealing with ETs whose true extension is not known or group targets whose formation change dynamically. The method in [22] , involved estimating the shape of an ET using the PHD filter. The authors considered an augmented state representation of an extended target that consisted of linear and non-linear components. A spline was used to represent the measurement generating points on the boundary of a rectangle. The PHD filter was then applied for jointly estimating this target state. As for the extension deformation based approach, the authors in [21] considered an ET to have a reference extension with control points on its boundary and a deformed extension. Then some of the control points were aimed to be moved from the reference extension to the deformed extension. The authors assumed both the reference extension and the control points to be known. However, in practical applications where an ET has varying scattering points possibly due to sensor to target geometry, the number of control points can change.
Once the ET measurement model has been defined, a multiobject tracker can be implemented together with the ET measurement model to perform state and target number estimation under the Bayesian formulation. To achieve MTT in general, a number of algorithms have been proposed and used. The most widely applied methods are the global nearest neighbour (GNN) [2] , [30] , the joint probabilistic data association (JPDA) filter [2] , multiple hypothesis tracking (MHT) [30] , [31] and random finite set (RFS) based multi-target filters [32] .
The GNN, JPDA and MHT techniques essentially rely on the same principle in that they basically keep multiple instances of single target filters for all possible objects. In other words, they require data association followed by single target filtering [33] . The RFS based methods however possess a desirable characteristic of avoiding data association and focus on filtering by seeking optimal and suboptimal estimates of the multi-target state [33] .
Techniques for achieving ET MTT include use of the probability hypothesis density (PHD) filter (see e.g., [16] , [28] , [34] - [37] ) and its cardinalized version the cardinalized-PHD (CPHD) filter (see e.g., [3] , [38] , [39] ). The PHD filter recursively estimates the first order moment (intensity function) of a random finite set [32] while the CPHD filter, in addition to estimating the PHD of an RFS, estimates a truncated cardinality distribution. It provides a better cardinality estimate as compared to the PHD filter [40] . The cardinality-balanced multi-target multi-Bernoulli (CB-MeMBer) filter was proposed specifically to address the pronounced bias in the cardinality estimate of the MeMBer filter [32] , [41] . The CB-MeMBer filter which is a recursion that propagates (approximately) the multi-target posterior density and is based on the assumption that every multi-target posterior is a multi-target multi-Bernoulli process is also RFS based and has been used in ET MTT (see e.g., [42] , [43] ). However, the PHD, CPHD and CB-MeMBer filters do not formally estimate target trajectories (i.e., perform data association) in their basic forms. A post processing step is required to achieve this. To alleviate this problem, the generalised labelled multi-Bernoulli (GLMB) filter [44] and it computationally efficient version the labelled multi-Bernoulli (LMB) filter [45] were proposed, all under the RFS framework. Both filters can in addition to recursively estimating the target state and the number of targets, provide track association histories (data association). Both filters have been used to achieve ET MTT [5] and [46] .
It is therefore desirable to have an ET multi-target tracker capable of incorporating models of measurement rate and target extent into a tracker that can estimate extended target states, number of targets and maintain track association in order to achieve improved tracking performance. Recently, the authors in [5] and [46] proposed a method to achieve this through a recursive Bayesian rate estimator to compute the measurement rate of each target individually and sequentially. The authors used the random matrix approach to model the target extent and formulated expressions for achieving ET MTT under the framework of GLMB and LMB. This approach requires pre-setting a window size to perform the measurement rate estimation based on the rate estimation method proposed in [9] . The authors in [9] noted that the choice of the window size affects how fast or slow the estimated rate by their method changes to the true rate parameter. This requirement may mean parameter tuning to obtain the right window size in some applications. The ET extension model in this approach is restrictive in that not all ET can be modelled using the elliptical shape.
In this paper, we propose a multiple ET tracking technique using the framework of labelled random finite set. We refer to this technique as the ET generalised labelled multi-Bernoulli spline (ET-GLMB-S) filter. In our approach, we model the measurement rate of the ETs as a Poisson mixture and we use a Poisson mixture variational Bayesian (PMVB) to simultaneously estimate the measurement rate of all ETs present. Based on [6] , we model the target extent as a diffuse model of the measurement generating process such that the target extent is represented by a spatial probability distribution instead of modelling explicit measurement sources. We use B-splines to model this spatial probability distribution. We then employ our PMVB and spline approaches to the modified GLMB filter of [44] to achieve joint recursive estimate of ET state estimate, number of target and targets label tracking.
The main contributions of this paper in contrast with method proposed in [5] , [46] are listed as follows. Firstly, we use a variational Bayesian based method to simultaneously estimate the measurement rate of targets present. Use of VB avoids explicitly pre-setting a window size and converges to the true rate parameter given the number of detections. This has the advantage of maximizing an explicit objective, and fast convergence in most cases. Secondly, we derive the lower bound for our variational Bayesian method to aid in monitoring convergence. Third, we use B-splines to model the target extent which will allow for more accurate modelling of targets with arbitrary extensions rather than the restrictive elliptical model of [5] , [46] . Lastly, we describe the prediction and likelihood update equations for target extension under the B-spline model.
The remainder of the paper is organized as follows. In Section II, we provide some background information as well as define some notations and definitions used in the paper. Section III presents some background information on B-Splines. We introduce the proposed ET-GLMB-S filter along with related derivations in Section IV. We describe and derive our simultaneous measurement rate estimator, the PMVB in Section V. Section VI contains simulation results highlighting the performance of our proposed technique followed by concluding remarks in Section VII.
II. BACKGROUND AND PRELIMINARIES
A. Multi-Target Bayes Filter
In Bayesian multi-target estimation, the aim is to recursively estimate at each time k (using two stages known as prediction and update) the state of multi-targets X k ⊂ X. With an RFS formulation, both the multi-target states X k and multi-target observations Z k ⊂ Z are modelled as RFS. A framework for dealing with RFSs is known as finite sets statistics (FISST) [32] which is based on the notion of integration/density that is consistent with point process theory [47] .
In the prediction stage, the multi-target state at time k − 1 is assumed to be distributed according to the density ζ k −1 (·|Z 1:k 1 ), with Z 1:k −1 denoting an array of finite sets of measurements received up to and including time k − 1. The multi-target prediction to time k given k − 1 is given by the Chapman-Kolmogorov equation
where f k |k −1 (·|·) is the multi-target transition kernel, and the integral is the set integral [32] ,
At time k, a new set of observations Z k is available and modelled by a multi-target likelihood function g k (Z k |X k ). Thus the update stage involves computing the multi-target posterior at time k given by Bayes rule
Both (1) and (3) above collectively form the multi-target Bayes filter. However, computing the exact multi-target posterior (i.e.,
) is in general numerically intractable, and therefore approximations are required in order to derive practical algorithms [32] . One of such approximations is the RFS-based multi-object filters.
Earlier works on tractable RFS-based algorithms include the probability hypothesis density (PHD) filter [32] , which propagates only the first moment of an RFS; the cardinalized PHD (CPHD) filter [48] which jointly propagates the probability distribution of the number of targets and the first order moment; the multi-target multi-Bernoulli (MeMBer) filter [32] and its cardinality-balanced version, the CMeMBer filter [41] which both propagate the multi-target posterior density. Although, both the (C)PHD and the (C)MeMBer RFS approaches do not require explicit data association, they do not maintain target labels over time (i.e., they instead perform multi-object filtering by providing a set of unlabelled point estimates at each time step as opposed to tracking). As a result of this, post-processing is required in applications to produce the tracks.
Recently, [44] and [49] propose the generalised labelled multi-Bernoulli (GLMB) filter which is an idea based on labelled-RFS to address the problem. In their approach, they assign distinct labels to each element of the target set, so that trajectory history of each object can be naturally identified, without the need for post-processing. The GLMB filter in [44] and [49] was for solving the multi-object tracking problem under the standard point-detection likelihood model (i.e., when targets generate at most one measurement per time step.) Furthermore, the works in [5] and [46] proposed a generalization of this idea to enable the GLMB filter to handle extended targets. In the subsequent sections, we propose an improved technique for handling extended targets based on this generalization under the labelled-RFS framework. Before proceeding to this, we introduce some definitions, notations and concepts as regards to labelled random finite sets.
B. Labeled Random Finite Sets
Notation 1: We use bold upper case letter (X) and bold lower case letter (x) to denote labelled sets and labelled vectors respectively. We adopt regular upper case letter (X) and regular lower case letter (x) for unlabelled sets and unlabelled vectors respectively.
Notation 2: For a real-valued function h, its multi-object exponential is
with h ∅ = 1 by convention and the elements in set X can be of any type e.g., sets, scalars or vectors so long as the function h(·) accepts such arguments.
Notation 3: The generalized Kronecker delta function, and the set inclusion function are respectively defined as
where both, X and Y can be of any type e.g., sets, scalars or vectors. Definition 1: An RFS can be defined as a finite-set-valued random variable. The FISST notion of integration/density is used to characterize RFSs [32] . In an RFS, the number of points is random; the points themselves are random and unordered as opposed to a random vector.
Definition 2: A labelled RFS X with state space X and discrete label space L, is an RFS on X × L, such that the labels within each realization are always distinct. That is, if L(X) is the set of unique labels in X, and the distinct label indicator function is defined as
a labelled RFS X always satisfies Δ(X) = 1 [44] , [49] . Definition 3: A generalized labelled multi-Bernoulli (GLMB) RFS is a labelled RFS with state space X and discrete label space L, and is distributed according to [44] , [49] 
where C is a discrete index set, and w (c) (L) and p (c) (x, ) satisfy the following
Definition 4: A labelled multi-Bernoulli (LMB) RFS is a cheaper approximation of the GLMB RFS. The LMB is a labelled RFS having a state space X and a discrete label space L, which is distributed according to [45] 
where
with x ∈ X denoting e.g., a target state, p ( ) (·) and r ( ) denoting the probability density and existence probability respectively of the track corresponding to label ∈ L.
III. B-SPLINES
In this section, we give a brief background on B-spline. For more details, refer to [50] - [52] . A B-spline is a piecewise polynomial function which can be used to represent a curve. Any arbitrary geometrical, numerical or statistical function can be described by the B-spline transformation [53] . One can control the shape of any curve by adjusting the locations of the control points. This movement can be on the entire curve in which case there is a global effect or on certain part of the curve (i.e., which will have a local effect) [54] . A key benefit of using B-spline is its local controllability. That is to say, by applying appropriate control point movements, a curve can be controlled locally. This feature is useful when approximating/modelling target extension from the multiple (and stochastic) measurements generated by the target. This feature is also useful in spline filter implementation [53] .
Mathematically, a one-dimensional p-th order B-spline curve S(s) of degree p − 1 of a curve parameter s can be defined as:
where P i is the i-th control point, n p denotes the total number of control points and t denotes a knot vector consisting of non-decreasing sequence of real valued numbers, where
The knot vector t relates the variable x to the control points [50] - [52] . The total number of knots is always greater than the total number of control points [50] . Adding or removing knots using appropriate control point movement can exactly replicate the function/curve, which is suitable for implementing filtering algorithms using splines [55] , [56] . Also, a higher-order (three or more) B-spline curve tends to be smooth and maintains the continuity of the curve. The continuity of the B-spline curve enables continuous state estimation [55] , [56] . The i-th B-spline basis functions of a variable s are denoted by B i,p,t (s) and defined as [50] - [52] :
where variables t i denote knot elements;
The basis function B i,p (s) can have the form 0/0, in which case it assumes 0/0 = 0 [52] . Furthermore,
for any value of the parameter s. formed if the knot vector does not have any particular structure, hence the generated curve will not touch the first and last legs of the control polyline (see Fig. 1(a) ). A B-spline is clamped when the curve is tangent to the first and the last legs of the control polyline (see Fig. 1(b) ). This is achieved by repeating the first knot and the last knot p + 1 times (i.e., of multiplicity p + 1). A closed B-spline can be formed by repeating some knots and control points. In this case, the start and the end of the generated curve join together forming a closed loop (see Fig. 1(c) ). This can be obtained by first designing a uniform knot sequence and then wrapping the first p and the last p control points. More specifically let
Furthermore, unidimensional splines can be extended to multidimensional splines by using tensor product spline construction, see [50] . 
The construction of the multidimensional spline polynomials above can be done by solving a corresponding set of linear equations [54] , [55] . Moreover, the B-spline approach has been used in target tracking applications [53] - [56] in a continuous state space primarily because no special assumption on the noises is required, and it is able to accurately approximate arbitrary probability density or probability hypothesis density surfaces [54] . In most tracking algorithms, during the update stage, the states are updated, but in B-spline-based target tracking only the knots are updated [53] , [55] , [56] .
IV. MULTIPLE EXTENDED TARGET TRACKING WITH LABELLED RFS AND B-SPLINES
A. Problem Formulation
Consider an ET with scattering points along its boundary and within its body such that it generates measurements along its boundary and within its body. Let the labelled set of extended targets at time k be denoted by:
where ∈ L(X) and L(X) is a set of unique labels in X. x i is the labelled augmented state of the i-th target composed of the kinematic state, extension state and measurement rate parameter; we henceforth use (x, ) and x interchangeably.
The set of observations received at time k is denoted
where M k is the total number of measurements obtained at time k. The cumulative measurement sequence up to and including time k is Z 1:k : Z 1 , Z 2 , . . . , Z k . Note that the set Z includes both target originated measurements and measurements due to clutter. Each target, when present can generate one or more measurements. The measurements due to clutter are assumed to be Poisson distributed in number with rate parameter γ and having spatial distribution c(·). These clutter measurements are modelled as being uniformly distributed over the tracking scene. The goal at each time k is to estimate the labelled set of extended targets X k given a set of corrupted observations Z k .
B. Extended Target Observation Model
Here, we present the extended target observation model similar to [5] and [46] . At a given observation time, let the labelled RFS of multiple extended targets be X = {x 1 , ..., x n }. Hence we assume that a particular target x ∈ X has probability of p D (x) of being detected or misdetected with the probability 1 − p D (x). Furthermore, we assume that if the extended target x is detected, it generates a set of measurements D with likelihood g (D|x). Let D = {D 1 , ..., D d } be the set of target detections. Then the set D is distributed according to (see [32] ):
The symbol denotes that the summation is taken over all mutually disjoint subsets of D, such that
Let the set K, which is independent of the target detections be a set of clutter observations and modelled as a Poisson RFS with rate γ and spatial distribution c(·), hence K is distributed according to:
Given the above, the set of multi-target observations, Z, is the union of the set of target detections and clutter observations, i.e., Z = D ∪ K. Moreover, since D and K are independent, the multi-target likelihood is given by the convolution
Furthermore, the multi-target likelihood can be expressed as a double summation over partitions of Z up to |X| + 1, and mappings of measurement groups to targets as [5] , [46] 
where P i (Z) partitions Z into exactly i groups, and Θ(W (Z)) is the set of all one-to-one mappings θ : L(X) → {0, 1, . . . , |W(Z)|} taking the labels in X to either a group of measurements in W(Z), or a misdetection. The term
where W θ ( ) (Z) is the group of measurements in partition P i (Z) that was assigned to label under the mapping θ, and g (D|x) is the likelihood that a single extended target with labelled state x generates measurement D. From (21b), it is quickly observed that computing g(Z|X) requires summation over all partitions of the measurements, Z. This in general, will be numerically intractable because the sets of measurement partitions and group-to-target mappings can potentially become extremely large [5] . We discuss the idea of partitioning the measurement set Z next. Furthermore, the number of possible partitions grows as the size of the measurement set increases [8] , [28] . Therefore, for a target tracking method to be computationally tractable, only a subset of the possible partitions needs to be considered [8] , [28] . In addition, these subset of possible measurement partitions must represent the most likely of all partitions in order to achieve good tracking performance [8] . To this end, a number of techniques can be used such as a technique called distance partition was suggested by [8] and another technique namely subpartition algorithm was also proposed in [8] to better handle the case of spatially close targets. Two other methods for achieving feasible measurement set partitioning known as the predictive partition and the expectation maximization (EM) partition were also proposed in [28] . Moreover, the authors in [28] suggests that the distance partitioning, subpartition, prediction partition and EM (for Gaussian mixtures) partition can all be used together to achieve a feasible set of partition P i (Z). Instead of using all three techniques as suggested by [28] , we suggest that using the prediction partition of [28] with a variational Bayesian (VB) technique (for Gaussian mixtures) (see [57] chap. 10) suffices and offers improved performance in terms of computation. In the VB partition algorithm, the Gaussian mixture parameters are initialized with the means from the prediction partition method. These means include the means for both surviving and new born targets. The number of mixture components is set to either the maximum number of expected targets or the number of means from the prediction partition plus one. The extra added component is to capture the clutter measurements. Furthermore, using VB has the advantage of not knowing the number of clusters and does not suffer from singularity issues when compared to EM as highlighted in Chapter 10 of [57] . (see [57] chap. 10 for more details on VB for Gaussian mixtures.)
C. Extended Target State Model
We model the extended target state of the i-th target at time k with label as the tuple
where λ i,k is the Poisson measurement rate parameter, x i,k is the target kinematic state (such as position, velocity, acceleration) and X i,k denotes the target extension/shape state. We model density of the rate parameter as a gamma distribution, the kinematic state as a Gaussian distribution and the extent as spatial probability distribution characterized by control points of a B-spline function. This spline is represented in the target state by the spline control points. Therefore, given the control points, we know the shape and size of the target. Conceptually, the spline model can be used with random distribution models e.g., Gaussian, Poisson etc. However, given that the measurement model (as will be described in Section IV-C2) is Gaussian and the spline control points are a function of the measurements, there is an underlying Gaussian assumption in the pdf of χ used in our work.
Since only the i-th target is considered, we suppress the subscript i and the label from here on. The distribution of the extended target state is given by the density in (24) 
We now describe the prediction and update stages of the extended target density of (24).
1) Prediction:
We now compute the predicted density p (x k |Z 1:k −1 ) of an extended target. To this end, we solve the Champan-Kolmogorov equation below:
where f (·|·) denotes the transition density from time k − 1 to k and p(x k −1 |Z 1:k −1 ) is the extended target density at time k − 1. Next, let us assume the transition density can be written as
This equation assumes independence between the kinematic state x k −1 and the extent state X k . This approximation is inherited from [10] , where it was noted that this implies restrictions that can be justified in many practical applications [3] , [46] . Relaxing this assumption will mean that χ k is dependent on x k −1 which is a consideration for future work. Hence, the density of (25) yields
To solve for (27) , similar to [9] , we assume that the density of the measurement rate can be approximated as
where GAM(λ k ; α k , β k ) means λ k is gamma distributed and governed by parameters α k and β k . The term u > 0 is a scaling term that ensures prediction such that the expected value of the rate parameter is retained and its variance is scaled (increased) by u. In our approach, choosing u such that it is positive suffices because the rate parameter converges to the true value when the PMVB is used.
The second line of (27) captures the kinematic component of the density. The kinematic density p(
This has a closed form solution given by: (29) where Σ k −1 denotes the covariance of control points.
The last component on the RHS of (27) (i.e., the last line) represents the extended target extension component which we assume to be a spatial probability distribution. We approximate this as
where S k is a d dimensional B-spline curve of order p, degree p − 1, having knots t and characterized by control points P k . The B-spline curve S k is given as:
where the subscript d in (30b) denotes the dimension of the control points, P k,j d denotes the vector of control points in the d-th dimension and N k is the number of control points; w k −1 is an independent and identically distributed (i.i.d.) Gaussian noise vector with zero mean and covariance Σ k −1 . The B-spline used here is a closed spline which can be obtained as described in Section III. The spline has order p = 4 (degree 3). The knot elements are determined between intervals [a, b] as [52] :
The above gives the extended target predicted density
is an array containing the predicted parameters which are defined by (28) , (29) and (30a).
2) Update: When the set of measurements Z k is available, each extended target needs to undergo measurement update using feasible subsets D of Z k . We now describe the update procedure of a single extended target having a predicted density ET S(·) given D. We assume that an extended target, when present and detected, generates measurements D and each element of D is generated according to the measurement model
where matrix H is a transformation matrix and v k is an i.i.d. Gaussian noise vector with mean zero and a covariance Σ k ; where Σ k denotes the covariance of the control points. Given the predicted density, we aim to use Bayes rule to compute the posterior density
We define the single target likelihood term g (D|x k ) of (32) in a similar manner to [10] , [46] as
so that the numerator of (32) is
Note that the use of the spline representation in (34) does not mean that we take a spline to be a pdf. The spline representation in (34) rather is the pdf of the extent state, i.e., the pdf of the spline control points. Rearranging (34) yields
where the first line captures the measurement rate component, the second line is the kinematic component and the last line is the extension component. From (35) , given that the measurement rate component is independent of the extension and kinematic components, we can treat them separately. As for the measurement rate component, we obtain the updated parameters α + k , β + k and λ + k using the Poisson mixture variational Bayesian (PMVB) technique which is described in details in Section V. The PMVB is initialized using the predicted α k , and β k as in (28), the mixture components C and the number of measurements from the ETs as obtained from the measurement partitioning technique of Section (IV-B1). The number of mixture components C can be set to the maximum expected number of components. Setting such a value for C, the VB model will not over fit the measurements to this number but rather converge to the true number of components present given the measurements. This is one of the advantages of the VB method over techniques such EM.
For the kinematic components, we have the update parameters given by the following:
As for the extension component, the number of control points are given as
where convx(D) denotes those elements of D that form the convex polyline of the set of observations D and τ is a suitable threshold. We introduced the threshold τ to avoid using all the elements of D as control points particularly when |D| and hence λ k is large. This heuristic is based on the assumption that the ET has scattering points along its boundary (and within the body of the ET for an ET with large rate parameter λ k ). Applying this heuristic especially for a large λ k would give the boundary outline of the ET. The control points are updated as
where The elements of D a are elements in D with high association probabilities to P k such that |D a | = |P k |. This is achieved using the computationally attractive association method proposed in [58] . The control points update in (38) is akin to removal or addition of control points (and knots) in a B-spline. This translates to controlling the shape of the closed B-spline curve.
D. ET-GLMB Filter With B-Splines
Based on the proposed state space and measurement likelihood models presented above, we present the ET-GLMB filter with B-splines (ET-GLMB-S). The proposed ET-GLMB-S has two main stages (as is common to approximations of the Bayes multi-object filters), the prediction stage and the update stage. This is akin to respectively computing (1) and (3) of the Bayes multi-object filter. Using Notation 1, we rewrite (1) and (3) as:
For the purpose of our derivation, we use the standard birth/death model similar to the one in [44] and [46] for the multi-target dynamics.
1) Prediction:
For the prediction step, denote the probability of target survival and target death from present to next time as p S (x, ) and q S (x, ) = 1 − p S (x, ) respectively. The birth density is an LMB having weight w B (·), single target densities p B (·, ) and a label space denoted by B k . Given that the multitarget posterior is a GLMB of the form (7) with label space L k −1 , the predicted multi-target density at the next time step is the GLMB with label space L k = L k −1 ∪ B k given by (see e.g., [44] , [46] )
2) Update: The update equations for the ET-GLMB-S filter is given in (41a)-(41c) shown at the bottom of this page, where
with the term ψ W(Z ) (x; θ) given in (22) . The above prediction and update stages provide the ET-GLMB-S filter. Notice in both the prediction and update equations that the sum over c ∈ C is to facilitate the propagation of multiple hypotheses. These hypotheses involve different set of track labels which arise due to uncertainty in data association seen in the update stage of the Bayes multi-target filter [45] . Performing this can allow for a more accurate filtering process albeit at an increased computational effort. An efficient way will be to use just a single component (as in the Definition 4 above) to propagate the uncertainty of a single set of track labels. This can save on computational time but may sacrifice filtering accuracy. We call this method as the ET-GLMB-Sr filter.
V. THE VB MODEL FOR POISSON DISTRIBUTED MULTIPLE EXTENDED TARGET MEASUREMENTS
In this section, we present a technique for jointly estimating the measurement rate per target for all targets using variational inference.
A. Context
Multiple extended targets under the measurement model of [6] and [7] are considered. It is assumed that the target's proximity to the sensor is such that the detections are geometrically structured. Furthermore, recall that the set of measurements at time k is a union of all target originated measurements and measurements due to clutter is given by (16) . At time k, the number of measurements generated by the i-th target is a Poisson distributed random variable with rate parameter λ k,i . The number of measurements due to clutter is assumed to be Poisson distributed with rate parameter γ k . The set of measurements used to update the i-th target at time k is denoted as Z
. . , N J } be set of the number of measurements generated per extended target and N i = |Z
Using the measurement model of [7] , each element of N k is Poisson distributed with rate parameter λ
. . , λ J } to be the set of rate parameters. Our goal is to jointly estimate at each time k, the measurement rates parameters which constitute of the elements of set Λ k given Z 1:k for each extended target. To this end, we present in Section V-B a recursive estimator of Λ k using a PMVB technique. 1 where
The notation P(Z )∠Z k denotes the chosen partition of Z k from all most likely feasible partitions P i (Z ) ∀i (Note that P i (Z ) ∀i includes other data associations with significant probabilities). 
B. Poisson Mixture
In order to develop the PMVB model for our multiple extended target parameter estimation technique, we derive the mixture model equations for the Poisson distributed random variable. Fig. 3 shows the graphical representation of the PMVB model.
Suppose that the number of extended target measurements, Z k , of Section V-A are independent and identically distributed 
Then the Poisson finite mixture is defined as:
where each Poisson density p(n|λ c ) is a component of the mixture and has its own rate parameter λ c ; C denote total number of mixture components. π c are the mixing coefficients with 0 ≤ π c ≤ 1 and C c=1 π c = 1. The conditional distribution of the latent variables, Y , given the mixing coefficients, π, is defined as:
The conditional distribution of the observation vectors given the component parameters and latent variables is
To simplify analysis, conjugate priors are used in Bayesian learning and therefore we choose the Dirichlet distribution for the mixing coefficients (see Chapter 10 of [57] ) as
and a Gamma distribution for the rate parameters [59] as
where C(a 0 ) is the normalization constant for the Dirichlet distribution.
C. Variational Distribution
Given that the joint distribution of the observed data, latent variables and hidden parameters from Section V-B is
the aim in variational learning is to find a variational distribution, q(Y, π, Λ), on the latent variables and hidden parameters such that the variational lower bound L(q) given by
is maximized or the Kullback-Leibler (KL) divergence given by
is minimized. Note that maximizing the lower bound is equivalent to minimizing the KL divergence and the maximum of the lower bound occurs when the KL divergence vanishes and this occurs when q(Y, π, Λ) equals the posterior distribution p(Y |N). q(Y, π, Λ) is optimized in the set of probability distributions where the parameters are independent of each other. We factorize the variational distribution q(Y, π, Λ) as
The log of the optimized factors are:
where const 1 and const 2 are normalization constants.
D. The Variational Learning
We recursively calculate (52b) and (52c) to perform the VB learning. From (52a), the optimal distributions for q π (·) and q Λ (·) are given by
We compute the expectation step of our VB model using:
with
where ψ 0 (·) is the digamma function (also known as the polygamma function of order 0) given by ψ 0 (a) = d da log Γ(a). The VB maximization step is computed using:
where N c denotes the number of measurements generated up to now by a target with measurement rate λ c . After PMVB step, the updated set of α 
VI. SIMULATION EXAMPLE
In this section, the performance of the proposed ET-GLMB-S and ET-GLMB-Sr filters are compared to the GLMB and random matrix based multiple extended target tracker of [46] which we refer to as the ET-GLMB-E filter. Additionally, we also compared the our approach with a filter we call the ET-GLMB-Em filter where we replaced the random matrix in [46] with the multiple sub-object method in [20] .
A. Tracking Setup
We consider two different tracking scenarios. One scenario has four targets with different measurement rates and the other scenario has three targets also with different measurement rates. The dynamics of the target centroid is described using
where x k encapsulates the kinematic components i.e., position and velocity, w k ∼ N (0, Q k )T is a vector representing the process noise. The transition matrix F and the process noise covariance matrix Q k are given as
with the sample period δt = 1 and the process noise standard deviation is σ = 2 m/s 2 . Furthermore, we set the probability of target survival to be p S = 0.99. The initial gamma parameters used in the PMVB were set as α = 0.5 and β = 0.5. The measurement rate threshold was set as τ = 20.
B. Performance Metrics
We evaluate the performance of the proposed filter using filter run computation time (CT) and a metric based on the optimal sub-pattern assignment (OSPA) [60] . The OSPA metric used is similar to the modified (mOSPA) metric proposed in [3] . The mOSPA penalizes not only the cardinality and state estimations errors but also the measurement rate and extension errors. The main difference between our method and that in [3] is that we modified (45c) in [3] which was given as
From (58a), X denotes the true positive semi-definite matrix capturing the target extension andX is its estimate; || · || F denotes the Frobenius norm and the constant c X is chosen so that it corresponds to the maximum expected error for the target extension state. From (58b), X denotes the true shape of the target andX denotes its B-spline estimate; r(·) denotes a radial function that maps an angle to the radius of an arbitrary shape from its centroid (from 0 to 2π, M is the number of points r(·) was evaluated at) and it is convenient for representing and learning abstract shapes; | · | 2 denotes the instantaneous error and c X is chosen so that it corresponds to the maximum expected error for the target extension state. For brevity, we only present the section of the mOSPA metric for extended targets that differs from the one in [3] . Aside from this modification we have highlighted, all other aspects of the mOSPA are as in [3] . 
C. Scenario I (where λ k < τ)
In this scenario, four targets with measurement rates less than the measurement threshold are tracked in a [−300, 300] × [−300, 300] 2D surveillance area. The measurement rates and the time the targets enter and exit the tracking scene are given below:
This scenario lasts 100 time steps. The ground truth of the kinematic state of the targets are shown in Fig. 4 . In this scenario, we considered two sub-objects for the ET-GLMB-Em filter.
In this scenario, we evaluate the performance of the proposed filter against the ET-GLMB-E and ET-GLMB-Em filters in terms of CT and mOSPA measure. Furthermore, since the targets enter and exist the scene at different times, we also evaluate the cardinality estimates of both filters. We assume that the clutter distribution is Poisson with uniform intensity. When evaluating the mOSPA measure and the cardinality, we considered a moderate clutter case where the average number of Poisson clutter points per scan is γ k = 50. As for the CT performance evaluation, we considered three clutter cases. The first clutter has an average number of γ k = 30 clutter points per scan with pD = 0.8, the second had γ k = 50 with pD = 0.9 and the third case had γ k = 100 clutter points per scan with pD = 0.95. The cardinality estimation is more challenging in the high clutter case.
The target extent estimate of the ET-GLMB-S filter (blue dotted line), the ET-GLMB-E (purple dash line) and ET-GLMBEm (red dashed-dotted line) filters are shown in Fig. 4 . The true target extent is shown in black line. As observed from the figure, the ET-GLMB-S filter is able to give a better estimate of the target extent, shape and orientation when compared to the other two methods. This improvement in the target extent estimation is due to our B-spline approach. performs the other three filters with the ET-GLMB-Em filter offering a similar level of performance to the ET-GLMB-Sr filter. The improved accuracy of the ET-GLMB-S filter when compared to the ET-GLMB-E filter is due to the proposed B-spline target extent model approach. The ET-GLMB-Em outperformed the ET-GLMB-E filter because it uses more the one ellipse to estimate the target extent and is therefore able to estimate the target extension better. The ET-GLMB-S filter offers a better tracking accuracy when compared to the ET-GLMB-Sr filter. This is because the implementation of the ET-GLMB-S filter includes multiple hypotheses propagation during the update stage of the filter. In Fig. 5(b) , the cardinality errors of all four filters are shown. This error measures the difference between the estimated and true number of multiple extended targets present to three decimal place. It can be seen that all four filters are able to estimate the cardinality of the targets with minimal error. The results obtained for the CT of the filters for the three clutter rates and the different probability of detections for scenario I are presented in Table I . These are averaged over 100 MC runs. From the table, it is observed that the ET-GLMB-S filter and the ET-GLMB-Em filter have almost comparable CT. These two filters however take more time to compute when compared to the ET-GLMB-E filter for the scenario considered under the different p D and γ k settings. This is due mainly to the PMVB step required by the ET-GLMB-S filter to estimate the measurement rates for the targets as the lower bound computation in the PMVB step needs to converge in each iteration of the ET-GLMB-S filter. The ET-GLMB-Sr filter on the other hand gave the least CT when compared to the other two techniques despite the computation of the PMVB step. This is because the uncertainty of only a single set of track labels was propagated each time.
D. Scenario II (where λ k > τ)
For the second scenario, we considered the case where if λ k > τ, only the measurements that constitute of the convex hull of the targets are used in updating the control points of the spline. Therefore, in this scenario, we considered three closely spaced targets that enter and exit the tracking area at the same time but have different measurement rates. The measurement rates and the time instants the targets enter and exit the tracking scene are given below: In this scenario, we considered three sub-objects for the ET-GLMB-Em filter.
In this scenario, we highlight the performance of the filters under high clutter (γ k = 100) conditions. We therefore focus on evaluating only the mOSPA measure and not the cardinality given that the number of targets are fixed during the entire time. Particularly, in this scenario, we highlight the performance of the filters in terms of their ability to track closely spaced targets. In this scenario, the three targets are in the closest proximity between time k = 32 and k = 68.
The target extent estimate of the ET-GLMB-S filter (blue dotted line), the ET-GLMB-E (purple dash line) and ET-GLMBEm (red dashed-dotted line) filters are shown in . The true target extent is shown in black line. As observed from the figure, the ET-GLMB-S filter is able to give a better estimate of the target extent, shape and orientation when compared to the other two methods. This improvement in the target extent estimation is due to our B-spline approach. Fig. 7 depicts the averaged mOSPA measures for the filters over 100 Monte Carlo MC runs for the case of low (Fig. 7(a) ) and high ( Fig. 7(b) ) clutter rates respectively. In both figures, notice the increase in the estimation error in the ET-GLMB-Sr, ET-GLMB-Em and the ET-GLMB-E filters particularly during the times when all three targets are closest. This further highlights the drawback of the ET-GLMB-Sr filter where only the uncertainty of a single set of track labels is propagated during update of the filter. Fig. 8 shows measurement rate estimation results obtained from applying the Bayesian rate estimation (BRE) used in [46] and our PMVB method to scenario II. In Fig. 8(a) , a window size of 10 was used while a window size of 105 was used in 8(b) (for both methods). The estimated measurement rates appear to be noisy when a smaller window size is used for the BRE method (as observed from Fig. 8(a) ). However, when a larger window size was used for the BRE method for the same problem, the estimation error reduces (see Fig. 8(b) ). The proposed PMVB method however is less sensitive to the pre-set window size. Table II shows the root mean squared error (RMSE) computed for the two window size cases for both methods. It is observed that the RMSE for the PMVB relatively small for both cases. However, the RMSE for the BRE varied greatly for the BRE when different window sizes are used for the same application.
Overall, our proposed ET-GLMB-S filter has been shown to give improvement in terms of measurement rate and target extent estimation by giving a lower mOSPA measure when compared to the ET-GLMB-E and the ET-GLMB-Em filters. In addition, the ET-GLMB-Sr filter allows for an efficient implementation of the proposed technique as seen by the CT comparison.
VII. CONCLUSION
In this paper, we proposed an algorithm namely the ET-GLMB-S for the tracking of multiple extended targets in clutter. The algorithm was based on the labelled random finite sets framework which estimates multiple targets states and the number of targets while allowing continuous target tracks (labelling). The proposed algorithm in addition to estimating extended target kinematics also jointly estimates target measurement rate and extension. The main advantage of the proposed algorithms is the use of variational Bayesian approach to estimate measurement rates and the B-spline to model target extension. We performed simulation study to demonstrate the performance improvement offered by our method.
APPENDIX VARIATIONAL LOWER BOUND DERIVATION
For the variational mixture of Poissons, the lower bound of (50) 
where from (61b) above, we have: (63c)
