Abstract: Let G = (V , E) be a connected graph with 2-connected blocks H 1 , H 2 , . . . 
Introduction
For a positive integer n, denote the set {1, 2, . . . , n} as [n] . Let G be a connected graph with vertex set V(G) = [n] . A block of G is a maximally connected subgraph without a cut-vertex. In this work, for a graph G, we will look at symmetric functions η : V 2. η(i, j) = η(j, i) for all i, j ∈ V and 3. if i, j ∈ V(G) are vertices such that every path from i to j passes through the cut-vertex k, then η(i, j) = η(i, k)η(k, j). Thus, we essentially have the freedom to assign distances within each block subject to symmetry and diagonal entries being 1. Once these distances are fixed, distances across blocks will follow from the third rule above. We sometimes denote η(i, j) equivalently as η i,j , especially when we form a matrix of the distances. Let G have blocks H 1 , H 2 , . . . , Hr. Let η(·, ·) be a product distance on G and let D G = (η i,j ) 1≤i,j≤n be the corresponding distance matrix.
(G) × V(G) → R where R is a commutative principal ideal domain (PID henceforth). A product distance on G is a function η : V(G) × V(G)
The definition of product distances is motivated by a concrete example: the exponential distance matrix ED G of a connected graph. Given a connected graph G on the vertex set [n] , let the distance between two vertices i, j ∈ V(G) be denoted d i,j . That is, d i,j is the length of the minimum length path from i to j in G. Define the n × n matrix ED G = (q d i,j ) 1≤i,j≤n as the exponential distance matrix where q is an indeterminate and q 0 = 1. It can be readily checked that η(i, j) = q d i,j is a product distance.
A large family of product distances can be obtained from geodetic distances as follows. Let G = (V , E, w) be a graph with weights w : E → R + on its edges. A function d : V × V → R is defined to be graph geodetic if for i, j, k ∈ V, the condition d(i, j) + d(j, k) = d(i, k) holds iff every path in G from i to k passes through j. It is easy to see that the usual weighted graph distance is graph-geodetic. Klein and Randić in [9] showed that the resistance distance is also graph-geodetic. Chebotarev in [5] has constructed several graph geodetic distances parametrised by a real variable α. He showed that at boundary values of α, his distance coincides with the usual shortest path distance and the resistance distance. In [6] , Chebotarev constructed more graph geodetic distances from positive functions f : V × V → R which satisfy the "transition inequality". 
In particular, det D G is independent of the manner in which the blocks H i of G are connected. In this paper, we work with matrices M over a PID R. In this case, every finite subset S ⊆ R naturally has a greatest common divisor (gcd henceforth). The determinant of an n × n matrix M with entries from a PID clearly equals the gcd of all n × n minors of M (as there is only one such minor).
Thus, Theorem 1 can be alternatively stated as "the gcd of n×n minors of D G is independent of the manner in which its blocks are connected." Each k × k minor of M is an element of the PID R and hence, we can talk of the gcd of k × k minors, with gcd being taken over all the (︀ n k )︀ 2 choices. If R is a PID, for a multiset T = {x 1 , x 2 , . . . , x t } ⊆ R, the gcd of the elements of T will be denoted as gcd(x 1 , . . . , x t ) or as gcd x∈T x. In the above expression and throughout this paper, when we write gcd x∈T x, we remove those x ∈ T that are zero and consider the gcd() only over the non-zero elements of T. Shiu [11] has shown some results about the SNF of exponential distance matrices arising from hyperplane arrangements. We are not aware of any other results similar to ours in the literature. Recall r is the number of blocks of G and for positive integers s satisfying 1 ≤ s ≤ ( ∑︀ r i=1 n i ) − r, define Ts to be the set of ordered integral solutions to the equation s = s 1 + s 2 + · · · + sr where 0 ≤ s i < n i . Here, ordered means that the order of the elements (s 1 , s 2 , . . . , sr) is important. We will index elements of Ts by ordered tuples (s 1 , s 2 , . . . , sr). Since the graph G is fixed, its number of blocks r is also fixed and hence, the number of summands, r is tacitly obvious. We thus denote the above solution set as Ts instead of the more precise Ts,r.
The main result

Definition 2. With the notation g i,k above, define for
With this notation, our main result is the following. 
) the gcd of s × s minors of D G is g s−1 , where gs is defined by (1).
In order to find the gcd of k × k minors of a matrix A, we look at equivalent matrices B defined as follows. Two n × n matrices A, B are said to be equivalent, denoted B ∼ A if there exist n × n matrices U, V with both det U and det V being units in the ring R and with B = UAV. If R = Z, then, we require det U = det V = ±1. We will use elementary row and column operations on matrices. These are the non-multiplicative elementary operations (that is we do not multiply a row or column by a scalar). It is well known that such elementary operations can be accomplished by premultiplying or postmultiplying by matrices whose determinants are ±1. It follows from the Binet-Cauchy theorem that if B ∼ A, then, the gcd of k × k minors of A equals the gcd
Proof of Theorem 3
We will calculate the gcd of s × s minors of D G by getting an equivalent matrix Mr which is a direct sum of several diagonal blocks K i . We will know the gcd of k × k minors of each direct summand K i for all 1 ≤ k ≤ |K i |. From this, we will get the gcd of s × s minors of D G .
We need two results, one on getting the gcd of s × s minors of a direct-sum matrix when we know the gcds of minors of its direct-sum constituents. Secondly, we need to get the gcd of k × k minors of each direct summmand K i -this will be done inductively. The first point is addressed by the following. We now change our notation slightly and denote gcds of k × k minors by a k , b k and so on. See Remark 10 later for an explanation for this change. We now move on to a useful corollary of Lemma 4, where we find the gcd of k × k minors when one direct summand is 1. This corollary will be useful in the proof of Theorem 3. The above lemma says that the gcd of 1x1 minors of B equals the gcd of 2x2 minors of A; the gcd of 2x2 minors of B equals the gcd of 3x3 minors of A and so on. We are now in a position to prove Theorem 3. As the proof is algorithmic, we illustrate our proof later in Example 11 for clarity.
Lemma 4. Let M be an n × n square matrix over a PID R and let M = A ⊕ B be a direct sum of two square matrices A, B, where A is an s × s matrix and B is an
(n − s) × (n − s) matrix. That is, M = (︃ A 0 0 B )︃ . Let
Remark 8. Corollary 7 will be repeatedly used in this work and thus at several places, we will denote the gcds of k × k minors of matrices with index k − 1. (That is, as a k−1 and so on).
Proof. (Of Theorem 3) Among the blocks H j of G, define a leaf-block as one with exactly one cut-vertex. Clearly, leaf-blocks exist and let H 1 be a leaf-block of G connected via cut-vertex cv 1 . 
Upto equivalence, we have decomposed D G into a direct sum of K 1 and D L1 and we know the gcd of k × k minors of K 1 for all k. If we also know the gcd of t × t minors of D L1 , then we can get the gcd of all minors of the direct sum of D L1 and K 1 using Lemma 4.
Towards doing this, we iterate this process, just that we now work with the graph L 1 . Pick a leaf block H 2 of L 1 (H 2 need not necessarily be a leaf-block of G). Let H 2 be connected via cut-vertex get an equivalent matrix with one more direct summand. Iterate this procedure till we have a graph with only one block Hr. From our process, it is clear that we get one direct summand for each 2-connected block of G. We stop iterating when we have one block Hr of G. In this case, the leaf-block is Hr itself and denote its vertices as 1, 2, . . . , nr. Treat 1 as a cut-vertex connecting Hr to the empty graph and perform the same row and column operations for all vertices of Hr − {1}. This will result in a decomposition of D Hr as a direct sum of Kr of dimension (nr − 1) × (nr − 1) and a 1 × 1 matrix consisting of the entry 1. Thus, we get a matrix Mr,
In this direct-sum decomposition, each square block K i has size n i − 1 for 1 ≤ i ≤ r and we have a 1 × 1 block K 0 with entry 1. We apply Corollary 6 to get the gcd of k × k minors of the direct sum ⊕ r i=1 K i and combine with Corollary 7 to complete the proof of the theorem.
A simple corollary of Theorem 3 is the following. 
. Clearly the h k 's only depend on the blocks of G and as taking gcds is also independent of the ordering of the blocks, the h k 's are independent of the manner in which the blocks H i are connected. Thus, so are the s k 's, completing the proof. Clearly, 
Let the i-th row of ED
Thus, we get ED G ∼ M 3 . We know the gcd of k × k minors in each K i by Corollary 7 and using Corollary 6, we can get the gcd of s × s minors of ED G .
Special Cases
In this section, we consider some instances of product distance matrices and their inverses and draw corollaries on their SNFs. We first consider exponential distance matrices ED G of connected graphs G defined in Section 1. Clearly, they are examples of a product distance and so Theorem 3 is applicable to them.
Exponential distance matrix of Trees
Firstly consider the case when G is a tree T. In this case, each block of G is the complete graph on two vertices. Hence, in ED H , for each block H of G, the gcd of 1 × 1 minors is 1 and the gcd of 2 × 2 minors is (q 2 − 1). In this case, as n i = 2, we will get an equivalent diagonal matrix. Thus if T is a tree on n vertices, by Theorem 3, we infer that the gcd of k × k minors of ED G is g k−1 = (q 2 − 1) k−1 Hence, we get the invariant factors s k of ED T to be s 1 = 1, s k = (q 2 − 1) for 1 < k ≤ n. This is a reproof of the following fact: the invariant factors of ED T only depend on n, the number of vertices of T and is independent of the structure of the tree T. That is, the SNF of ED T is the equivalent diagonal matrix
By using Jacobi's Theorem we can get the gcds of k × k minors of inverses of the exponential distance matrices of trees. We cover this in the next few lines. Bapat, Lal and Pati [2, Proposition 3.3] showed that the inverse of the exponential distance matrix ED T of a tree T is upto scalar, the q-analogue of T's laplacian Lq which is defined as 
Exponential distance matrices when all blocks are K t 's
We consider exponential distance matrices of graphs G, in the case when all blocks of G are the complete graph K t on t vertices. For concreteness, we assume t = 3, though our results are applicable for larger t as well (see the paragraph before Corollary 13, below). Let G be a graph with blocks being K 3 's. Two examples are given in Figure 2 . It can be checked that the gcd of k × k minors of ED(K 3 ) is as given in the following table.
In general when we consider ED Kt , it can be shown that the gcd of k × k blocks is (q − 1) k−1 for 1 ≤ k < t and that the gcd of t × t blocks is (1 + (t − 1)q)(q − 1) t−1 . We can derive the following corollary of Theorem 3. , s 2 , . . . , sr) ∈ T s−1 is attained when each s i = 0 or 1 (ie the choice s i = 2 for some i will result in a larger product and hence not be chosen). Thus in this case, the gcd of s × s minors of ED G is (q − 1) s−1 .
When r + 1 ≤ s ≤ n, we will have all s i ≥ 1 and some s − r − 1 indices j with s j = 2. In this case, the gcd will be (2q + 1) s−r−1 (q − 1) s−1 , completing the proof.
The above corollary states that if G has r blocks, then the topmost r largest-sized minors have one form as their gcd and the remaining smaller sized minors all have another form for their gcd. This is true when all blocks of G are Kp's as well (i.e. Corollary 13 can be generalised to this case). A similar proof can be given, though we omit it. We note that all blocks are required to be K t for the above corollary. It G has two blocks, a K 3 and a K 4 , then it can be checked that only the topmost gcd is different (as opposed to the two topmost gcds as asserted by Corollary 13.) For graphs that are not necessarily trees by Theorem 1, ED G is invertible provided each of its blocks are. In this case, Bapat and Sivasubramanian [4, Theorem 6] give an explicit inverse of ED G . It would be interesting to get a list of 2-connected graphs for which the SNF of its exponential distance matrix is known.
Similarly, the SNF of exponential distance matrices of block graphs (defined as graphs all of whose blocks are cliques) can be determined. The formulae for these are not as attractive as in the case when G has all blocks being K t with the same t and so we leave things here.
Exponential version of scaled resistance matrix
As mentioned in Section 1, exponential versions of resistance distances are also product distances. Let G have two blocks B and F where B = C 4 is the four-cycle and F = C 5 is the five-cycle (see Figure 3 ). Bapat in [1, Equation 4 ] has shown that the resistance distance between vertices i, j in the n-cycle is given by r i,j = (j − i)(n − j + i)/n. 
