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LEBESGUE INEQUALITIES FOR CHEBYSHEV THRESHOLDING GREEDY
ALGORITHMS
P. M. BERNÁ, Ó. BLASCO, G. GARRIGÓS, E. HERNÁNDEZ, AND T. OIKHBERG
ABSTRACT. We establish estimates for the Lebesgue parameters of the Chebyshev Weak
Thresholding Greedy Algorithm in the case of general bases in Banach spaces. These gen-
eralize and slightly improve earlier results in [9], and are complemented with examples
showing the optimality of the bounds. Our results also correct certain bounds recently an-
nounced in [18], and answer some questions left open in that paper.
1. INTRODUCTION
LetX be a Banach space overK=R or C, let X∗ be its dual space, and consider a system
{en,e∗n}∞n=1 ⊂ X×X∗ with the following properties:
a) 0< infn{‖en‖,‖e∗n‖} ≤ supn{‖en‖,‖e∗n‖}< ∞
b) e∗n(em) = δn,m, for all n,m≥ 1
c) X= span{en : n ∈ N}
d) X∗ = span{e∗n : n ∈ N}
w∗
.
Under these conditions B = {en}∞n=1 is called a seminormalized Markushevich basis
for X (or M-basis for short), with dual system {e∗n}∞n=1. Sometimes we shall consider the
following special cases
e) B is a Schauder basis if Kb := supN ‖SN‖ < ∞, where SNx := ∑Nn=1 e∗n(x)en is the
N-th partial sum operator
f) B is a Cesàro basis if supN ‖FN‖ < ∞, where FN := 1N ∑Nn=1 Sn is the N-th Cesàro
operator. In this case we use the constant
(1.1) β = max
{
sup
N
‖FN‖, sup
N
‖I−FN‖
}
.
With every x ∈ X, we shall associate the formal series x ∼ ∑∞n=1 e∗n(x)en, where a)-c) imply
that limn e∗n(x) = 0. As usual, we denote suppx= {n ∈ N : e∗n(x) 6= 0}.
We recall standard notions about (weak) greedy algorithms; see e.g. the texts [22, 24]
for details and historical background. Fix t ∈ (0,1]. We say that A is a t-greedy set for x of
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order m, denoted A ∈ G(x,m, t), if |A|= m and
(1.2) min
n∈A
|e∗n(x)| ≥ t ·max
n6∈A
|e∗n(x)|.
A t-greedy operator of order m is any mapping G tm : X→ X which at each x ∈ X takes the
form
G
t
m(x) = ∑
n∈A
e∗n(x)en, for some set A= A(x,G
t
m) ∈ G(x,m, t).
We write Gtm for the set of all t-greedy operators of order m. The approximation scheme
which assigns a sequence {G tm(x)}∞m=1 to each vector x ∈ X is called a Weak Thresholding
Greedy Algorithm (WTGA), see [15, 23]. When t = 1 one just says Thresholding Greedy
Algorithm (TGA), and drops the super-index t, that is G 1m = Gm, etc.
It is standard to quantify the efficiency of these algorithms, among all possible m-term
approximations, in terms of Lebesgue-type inequalities. That is, for each m = 1,2, ..., we
look for the smallest constant Ltm such that
‖x−G tm(x)‖ ≤ Ltmσm(x), ∀ x ∈ X, ∀ G tm ∈Gtm,(1.3)
where
σm(x) := inf
{∥∥∥x− ∑
n∈B
bnen
∥∥∥ : bn ∈K, |B| ≤ m}.
We call the number Ltm the Lebesgue parameter associated with the WTGA, and we just
write Lm when t = 1. We refer to [24, Chapter 3] for a survey on such inequalities, and to
[11, 9, 1, 4, 5] for recent results. It is known that Ltm = O(1) holds for a fixed t if and only
if it holds for all t ∈ (0,1], and if and only if B is unconditional and democratic; see [14]
and [22, Thm 1.39]. In this special case B is called a greedy basis.
In this paper we shall be interested in Chebyshev thresholding greedy algorithms. These
were introduced by Dilworth, Kalton and Kutzarova, see [7, §3], as an enhancement of the
TGA. Here, we use the weak version considered in [9]. Namely, for fixed t ∈ (0,1] we say
that CGtm : X→ X is a Chebyshev t-greedy operator of order m if for every x ∈ X the set
A= suppCGtm(x) ∈ G(x,m, t) and moreover
‖x−CGtm(x)‖=min
{∥∥x− ∑
n∈A
anen
∥∥ : an ∈K}.
Finally, we define theweak Chebyshevian Lebesgue parameter Lch,tm as the smallest constant
such that
‖x−CGtm(x)‖ ≤ Lch,tm σm(x), ∀ x ∈ X, ∀ CGm ∈Gch,tm ,
where Gch,tm is the collection of all Chebyshev t-greedy operators of order m. As before,
when t = 1 we shall omit the index t, that is Lchm := L
ch,1
m .
When Lchm = O(1) the system B is called semi-greedy; see [7]. We remark that the first
author recently established that a Schauder basis B is semi-greedy if and only if is quasi-
greedy and democratic; see [2].
In this paper we shall be interested in quantitative bounds of Lch,tm in terms of the quasi-
greedy and democracy parameters of a general M-basis B. Earlier bounds were obtained
by Dilworth, Kutzarova and Oikhberg in [9] when B is a quasi-greedy basis, and very
recently, some improvements were also announced by C. Shao and P. Ye in [18, Theorem
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3.5]. Unfortunately, various arguments in the last paper seem not to be correct, so one of
our goals here is to give precise statements and proofs for the results in [18], and also settle
some of the questions which are left open there.
To state our results, we recall the definitions of the involved parameters. Given a finite
set A⊂ N, we shall use the following standard notation for the indicator sums:
1A = ∑
n∈A
en and 1εA = ∑
n∈A
εnen, ε ∈ ϒ
where ϒ is the set of all ε = {εn}n ⊂K with |εn|= 1. Similarly, we write
PA(x) = ∑
n∈A
e∗n(x)en.
The relevant parameters for this paper are the following:
• Conditionality parameters:
km := sup
|A|≤m
‖PA‖ and kcm = sup
|A|≤m
‖I−PA‖.
• Quasi-greedy parameters:
gm := sup
Gk∈Gk,k≤m
‖Gk‖ and gcm := sup
Gk∈Gk,k≤m
‖I−Gk‖.
Below we shall also use the variant
g˜m := sup
G ′<G
G∈Gk , k≤m
‖G −G ′‖,
where G ′ < G means that A(x,G ′)⊂ A(x,G ) for all x; see [4].
• Super-democracy parameters:
µ˜m = sup
|A|=|B|≤m
|ε |=|η |=1
‖1εA‖
‖1ηB‖ and µ˜
d
m = sup
|A|=|B|≤m, A∩B= /0
|ε |=|η |=1
‖1εA‖
‖1ηB‖ .
• Quasi-greedy parameters for constant coefficients (see [4, (3.11)])
γm = sup
|ε|=1
B⊂A, |A|≤m
‖1εB‖
‖1εA‖ .
Note that γm ≤ gm ≤ g˜m ≤ 2gm, but in general γm may be much smaller than gm; see e.g.
[4, §5.5]. Likewise, in §5 below we show that µ˜dm may be much smaller than µ˜m, except for
Schauder bases in which both quantities turn out to be equivalent; see Theorem 5.2.
Our first result is a general upper bound, which improves and extends [18, Theorem 2.4].
Theorem 1.1. Let B be an M-basis in X, and let K= supn, j ‖e∗n‖‖e j‖. Then,
(1.4) Lch,tm ≤ 1 + (1+ 1t )Km , ∀ m ∈ N, t ∈ (0,1].
Moreover, there exists a pair (X,B) where the equality is attained for all m and t.
The second result is a slight generalization of [9, Theorem 4.1], and gives a correct ver-
sion of [18, Theorem 3.5].
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Theorem 1.2. Let B be an M-basis in X. Then, for all m≥ 1 and t ∈ (0,1],
(1.5) Lch,tm ≤ gc2m +
2
t
min
{
g˜mµ˜m , γ2mg˜2mµ˜
d
m
}
.
Our next result concerns lower bounds for Lch,tm , for which we need to introduce weaker
versions of the democracy parameters with an additional separation condition. For two
finite sets A,B⊂ N and c≥ 1, the notation A> cB will stand for minA> cmaxB.
• Given an integer c≥ 2, we define
(1.6) ϑm,c := sup
{ ‖1εA‖
‖1ηB‖ : |ε|= |η|= 1, |A|= |B| ≤ m with A> cB or B> cA
}
.
Theorem 1.3. If B is a Cesàro basis in X with constant β , then for every c≥ 2
Lch,tm ≥
1
tβ 2
c−1
c+1
ϑm,c, ∀ m ∈ N, t ∈ (0,1].
We shall also establish, in Theorem 3.8 below, a similar lower bound valid for more
general M-bases (not necessarily of Cesàro type), in terms of a new parameter θm which is
invariant under rearrangements of B.
Remark 1.4. One may compare the bounds for Lchm above with those for Lm given in [4]
(1) Lm ≤ 1+3Km, (2) Lm ≤ kc2m+ g˜mµ˜m, and (3) Lm ≥ µ˜dm,
which illustrate a slightly better behavior of the Chebishev TGA. Observe that one also has
the trivial inequalities
Lch,tm ≤ Ltm ≤ kcm Lch,tm .
Indeed, Lch,tm ≤Ltm is direct by definition, whileLtm≤ kcmLch,tm can be proved as follows: take
x∈X and A= suppG tm(x). Pick a Chebyshev greedy operator CGtm such that suppCGtm(x)=
A. Then
‖x−G tm(x)‖= ‖(I−PA)x‖= ‖(I−PA)(x−CGtm(x))‖ ≤ kcm‖x−CGtm(x)‖,
so Ltm ≤ kcmLch,tm . Hence, when B is unconditional then Ltm ≈ Lch,tm . However for all condi-
tional quasi-greedy and democratic bases we have Lchm = O(1), but Lm → ∞.
The paper is organized as follows. Section 2 is devoted to preliminary lemmas. In Sec-
tion 3 we prove Theorems 1.1, 1.2 and 1.3, and also establish the more general lower bound
in Theorem 3.8, giving various situations in which it applies. Section 4 is devoted to ex-
amples illustrating the optimality of the results; in particular, an optimal bound of Lchm for
the trigonometric system in L1(T), settling a question left open in [18]. In Section 5 we
investigate the equivalence between µ˜dm and µ˜m and show Theorem 5.2. Finally, in Section
6 we study the convergence of CGm(x) and Gm(x) to x under the strongM-basis assumption,
settling a gap in [18, 27].
2. PRELIMINARY RESULTS
We recall some basic concepts and results that will be used later in the paper; see [7, 4].
For each α > 0 we define the α-truncation of a scalar y ∈K as
Tα(y) = α signy if |y| ≥ α, and Tα(y) = y if |y| ≤ α.
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We extend Tα to an operator in X by formally assigning Tα(x)∼ ∑∞n=1Tα(e∗n(x))en, that is
Tα(x) := α1εΛα (x)+(I−PΛα (x))(x),
where Λα(x) = {n : |e∗n(x)| > α} and ε = {sign(e∗n(x))}. Of course, this operator is well
defined since Λα(x) is a finite set. In [4] we can find the following result:
Lemma 2.1. [4, Lemma 2.5] For all α > 0 and x ∈ X, we have
‖Tα(x)‖ ≤ gc|Λα (x)|‖x‖.
We also need a well known property from [7, 8], formulated as follows.
Lemma 2.2. [4, Lemma 2.3] If x ∈ X and ε = {sign(e∗n(x))}, then
(2.1) min
n∈G
|e∗n(x)|‖1εG‖ ≤ g˜|G|‖x‖, ∀G ∈ G(x,m,1).
The following version of (2.1), valid even if G is not greedy, improves [9, Lemma 2.2].
Lemma 2.3. Let x∈X and ε = {sign(e∗n(x))}. For every set finite A⊂N, ifα =minn∈A |e∗n(x)|,
then
(2.2) α‖1εA‖ ≤ γ|A∪Λα(x)| g˜|A∪Λα(x)|‖x‖,
where Λα(x) = {n : |e∗n(x)|> α}.
Proof. Call G= A∪Λα(x), and notice that it is a greedy set for x. Then,
α‖1εA‖ ≤ α γ|G|‖1εG‖ ≤ γ|G| g˜|G|‖x‖,
using (2.1) in the last step. 
Remark 2.4. The following is a variant of (2.2) with a different constant
(2.3) min
n∈A
|e∗n(x)| ‖1εA‖ ≤ k|A|‖x‖.
A similar proof as the one in Lemma 2.3 can be seen in [3, Proposition 2.5].
Finally, using convexity as in [4, Lemma 2.7], one has the elementary lemma.
Lemma 2.5. For all finite sets A⊂ N and scalars an ∈K it holds∥∥∥ ∑
n∈A
anen
∥∥∥≤ max
n∈A
|an| sup
|ε|=1
∥∥1εA∥∥.
3. PROOF OF THE MAIN RESULTS
3.1. Proof of Theorem 1.1. Let x ∈ X and CGtm ∈ Gch,tm be a fixed Chebyshev t-greedy
operator, and denote by A = suppCGtmx ∈ G(x,m, t). Pick any z = ∑n∈B bnen such that
|B|= m. By definition of the Chebyshev operators,
‖x−CGtm(x)‖ ≤ ‖x−PA∩B(x)‖ ≤ ‖PB\A(x)‖+‖x−PB(x)‖.
On the one hand, using (1.2),
‖PB\A(x)‖ ≤ sup
n
‖en‖ ∑
j∈B\A
|e∗j(x)| ≤
1
t
sup
n
‖en‖ ∑
j∈A\B
|e∗j(x− z)| ≤
1
t
Km‖x− z‖.
On the other hand, using the inequality (3.9) of [4],
‖x−PB(x)‖= ‖(I−PB)(x− z)‖ ≤ kcm‖x− z‖ ≤ (1+Km)‖x− z‖.
Hence, Lch,tm ≤ 1+
(
1+ 1
t
)
Km. Finally, the fact that the equality in (1.4) can be attained is
witnessed by Examples 4.1 and 4.2 below.
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3.2. Proof of Theorem 1.2. The scheme of the proof follows the lines in [7, Theorem 3.2]
and [9, Theorem 4.1], with some additional simplifications introduced in [4].
Given x ∈ X and CGtm ∈ Gch,tm , we denote by A = suppCGtmx ∈ G(x,m, t). Pick any
z= ∑n∈B bnen such that |B|= m. By definition of the Chebyshev operators,
(3.1) ‖x−CGtmx‖ ≤ ‖x− p‖, for any p= ∑n∈A anen.
We make the selection of p suggested in [7]. Namely, if α =maxn/∈A |e∗n(x)|, we let
p= PA(x)−PA
(
Tα(x− z)
)
.
It is easily verified that
x− p = (I−PA)
(
x−Tα(x− z)
)
+Tα(x− z)
= PB\A
(
x−Tα(x− z)
)
+Tα(x− z).(3.2)
Since Λα(x− z) = {n : |e∗n(x− z)|> α} ⊂ A∪B, then Lemma 2.1 gives
(3.3)
∥∥Tα(x− z)∥∥≤ gc2m‖x− z‖.
Next we treat the first term in (3.2). Observe that maxn∈B\A |e∗n(x−Tα(x− z))| ≤ 2α , so
Lemma 2.5 gives∥∥PB\A(x−Tα(x− z))∥∥ ≤ 2α sup
|ε|=1
∥∥1ε(B\A)∥∥
≤ 2
t
min
n∈A\B
|e∗n(x− z)| sup
|ε|=1
∥∥1ε(B\A)∥∥= (∗).(3.4)
At this point we have two possible approaches. Let ηn = sign [e∗n(x− z)]. In the first ap-
proach we pick a greedy set Γ ∈ G(x− z, |A\B|,1), and control (3.4) by
(3.5) (∗) ≤ 2
t
min
n∈Γ
|e∗n(x− z)| µ˜m
∥∥1ηΓ∥∥ ≤ 2
t
µ˜m g˜m‖x− z‖,
using Lemma 2.2 in the last step. In the second approach, we argue as follows
(3.6) (∗) ≤ 2
t
min
n∈A\B
|e∗n(x− z)| µ˜dm
∥∥1η(A\B)∥∥ ≤ 2
t
γ2m g˜2m µ˜
d
m ‖x− z‖,
using in the last step Lemma 2.3 and the fact that, if δ = minA\B |e∗n(x− z)|, then the set
(A\B)∪{n : |e∗n(x− z)|> δ} ⊂ A∪B and hence has cardinality ≤ 2m.
We can now combine the estimates displayed in (3.1)-(3.6) and obtain
‖x−CGtmx‖ ≤
[
gc2m+
2
t
min
{
g˜mµ˜m , γ2mg˜2mµ˜
d
m
}]‖x− z‖,
which after taking the infimum over all z establishes Theorem 1.2. 
Remark 3.1. In [18, Theorem 3.5] a stronger inequality is stated (for t = 1), namely
(3.7) Lchm ≤ gc2m+2g˜mµ˜dm.
The proof, however, seems to contain a gap, and a missing factor kcm should also appear in
the last summand. Nevertheless, it is still fair to ask whether the inequality (3.7) asserted in
[18] may be true with a different proof.
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Remark 3.2. Using Remark 2.4 in place of Lemma 2.3 in (3.6) above leads to an alternative
and slightly simpler estimate
(3.8) Lch,tm ≤ gc2m +
2
t
kmµ˜
d
m .
However, this would not be as efficient as (1.5) when B is quasi-greedy and conditional.
Remark 3.3. When B is quasi-greedy with constant q = supm gm < ∞, then Theorem 1.2
implies the following
Lch,tm ≤ q+4t−1q2 µ˜dm.
This is a slight improvement with respect to [9, Theorem 4.1].
3.3. Proof of Theorem 1.3. Recall that SN = ∑Nn=1 e
∗
n(·)en and
FN(x) =
1
N
N
∑
n=1
Sn(x) =
N
∑
n=1
(
1− n−1
N
)
e∗n(x)en.
ForM > N we define the operators (of de la Vallée-Poussin type)
VN,M(x) =
M
M−N FM(x)−
N
M−NFN(x)
=
N
∑
n=1
e∗n(x)en +
M
∑
n=N+1
(
1− n−N−1
M−N
)
e∗n(x)en.(3.9)
In particular, observe that, for β as in (1.1) we have
(3.10) max
{‖VN,M‖,‖I−VN,M‖} ≤ M+N
M−N β .
We next prove that, if c ≥ 2, then for all A,B ⊂ N such that B > cA with |A| = |B| ≤ m it
holds
(3.11) Lch,tm ≥
1
tβ
c−1
c+1
‖1εA‖
‖1ηB‖ , ∀ |ε|= |η|= 1.
Pick any set C > B such that |B∪C|= m, and let
x= 1εA+ t1ηB+ t1C.
Then B∪C ∈ G(x,m, t), and hence there is a Chebyshev t-greedy operator so that
x−CGtm(x) = 1εA+ ∑
n∈B∪C
anen,
for some scalars an ∈K. Clearly,
‖x−CGtm(x)‖ ≤ Lch,tm σm(x) ≤ Lch,tm ‖t1ηB‖,
using z = 1εA + t1C an m-term approximant. On the other hand, let N = maxA. Since
minB∪C > cN, then (3.9) yields
VN,cN(x−CGtmx) = 1εA.
Therefore, (3.10) implies that
‖x−CGtm(x)‖ ≥
‖VN,cN(x−CGtmx)‖
‖VN,cN‖ ≥
c−1
(c+1)β
‖1εA‖.
We have therefore proved (3.11).
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We next show that when |A|= |B| ≤ m satisfy A> cB then
(3.12) Lch,tm ≥
1
tβ 2
c−1
c+1
‖1εA‖
‖1ηB‖ , ∀ |ε|= |η|= 1.
This together with (3.11) is enough to establish Theorem 1.3. We shall actually show a
slightly stronger result:
Lemma 3.4. Let |A| = |B| ≤ m and let y ∈ X be such that |y|∞ := supn |e∗n(y)| ≤ 1 and
A> c(B ·∪ suppy). Then
(3.13) Lch,tm ≥
1
tβ 2
c−1
c+1
‖1εA‖
‖1ηB+ y‖ , ∀ |ε|= |η|= 1.
Observe that the case y = 0 in (3.13) yields (3.12). We now show (3.13). Pick a large
integer λ > 1 and a set C > λA such that |B∪C|= m. Let
x= 1εA+ ty+ t1ηB+ t1C.
As before, B∪C ∈ G(x,m, t), and hence for some Chebyshev t-greedy operator we have
x−CGtm(x) = 1εA+ ty+ ∑
n∈B∪C
anen,
for suitable scalars an ∈K. Choosing 1εA+ t1C as m-term approximant of x we see that
‖x−CGtm(x)‖ ≤ Lch,tm σm(x) ≤ Lch,tm t ‖1ηB+ y‖.
On the other hand, calling N =max(B ·∪ suppy) and L=maxA we have
(I−VN,cN)◦VL,λL
(
x−CGtmx
)
= 1εA
Thus,
‖x−CGtm(x)‖ ≥
‖1εA‖
‖I−VN,cN‖‖VL,λL‖
≥ c−1
(c+1)β
λ −1
(λ +1)β
‖1εA‖.
Therefore we obtain
Lch,tm ≥
1
tβ 2
c−1
c+1
λ −1
λ +1
‖1εA‖
‖1ηB+ y‖
which letting λ → ∞ yields (3.13). This completes the proof of Lemma 3.4, and hence of
Theorem 1.3.
Remark 3.5. When B is a Schauder basis, a similar proof gives the following lower bound,
which is also obtained in [18, Theorem 2.2]
Lch,tm ≥
1
(Kb+1)t
sup
{ ‖1εA‖
‖1ηB‖ : |A|= |B|= m, A> B or B> A , |ε|= |η|= 1
}
.
The statement for Cesàro bases, however, will be needed for the applications in §4.3.
3.4. Lower bounds for general M-bases. Observe that
ϑm,c = sup
|A|≤m
ϑc(A), where ϑc(A) = sup
B : |B|=|A|
B>cA
ε ,η∈ϒ
max
{ ‖1εA‖
‖1ηB‖ ,
‖1ηB‖
‖1εA‖
}
.
We consider a new parameter
(3.14) ϑm = sup
|A|≤m
inf
c≥1
ϑc(A).
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We remark that, unlike ϑm,c, the parameter ϑm depends on {en}∞n=1 but not on the reorder-
ings of the system. We shall give a lower bound for Lch,tm in terms of ϑm in a less restrictive
situation than the Cesàro basis assumption on {en}∞n=1.
Given ρ ≥ 1, we say that {en}∞n=1 is ρ-admissible if the following holds: for each finite
set A⊂ N, there exists n0 = n0(A) such that, for all sets B with minB≥ n0 and |B| ≤ |A|,
(3.15)
∥∥ ∑
n∈A
αnen
∥∥≤ ρ ∥∥ ∑
n∈A∪B
αnen
∥∥, ∀ αn ∈K.
Observe that (3.15) implies that
(3.16)
∥∥ ∑
n∈B
αnen
∥∥≤ (ρ +1)∥∥ ∑
n∈A∪B
αnen
∥∥, ∀ αn ∈K.
This condition is clearly satisfied by all Schauder and Cesàro bases (with ρ =Kb or ρ > β ),
but we shall see below that it also holds in more general situations.
Proposition 3.6. Let {en,e∗n}∞n=1 be an M-basis such that {en}∞n=1 is ρ-admissible. Then
(3.17) Lch,tm ≥
ϑm
(ρ +1)t
, ∀ m ∈ N, t ∈ (0,1].
Proof. Fix A ⊂ N such that |A| ≤ m. Choose C disjoint with A such that |A∪C| = m. Let
n0 = n0(A∪C) as in the above definition, which we may assume larger than maxA∪C. Pick
any B with minB ≥ n0 and |B| = |A|, and any ε,η ∈ ϒ. Let x = t1εA+ t1C+ 1ηB. Then
A∪C ∈ G(x,m, t), and there is a Chebyshev t-greedy operator with CGtm(x) supported in
A∪C. Thus,
‖x−CGtm(x)‖ ≤ Lch,tm σm(x)≤ Lch,tm ‖x− (1ηB+ t1C)‖= Lch,tm t ‖1εA‖.
On the other hand, using the property in (3.16) one obtains
‖x−CGtm(x)‖ ≥
‖1ηB‖
ρ +1
.
Thus,
Lch,tm ≥
1
(ρ +1)t
‖1ηB‖
‖1εA‖ .
We now assume additionally that minB ≥ n0+m, and pick D ⊂ [n0,n0+m−1] such that
|B|+ |D|= m. Let y = 1εA+ t1ηB+ t1D. Then B∪D ∈ G(y,m, t) and a similar reasoning
gives
‖1εA‖
ρ
≤ ‖y−CGtm(y)‖ ≤ Lch,tm σm(y)≤ Lch,tm t ‖1ηB‖.
Thus,
Lch,tm ≥
1
(ρ +1)t
max
{‖1ηB‖
‖1εA‖ ,
‖1εA‖
‖1ηB‖
}
,
and taking the supremum over all |B|= |A| with B≥ (n0+m)A and all ε,η ∈ ϒ, we see that
Lch,tm ≥
ϑn0+m(A)
(ρ +1)t
≥ infc≥1ϑc(A)
(ρ +1)t
.
Finally, a supremum over all |A| ≤ m leads to (3.17). 
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We now give some general conditions in {en,e∗n}∞n=1 and X under which ρ-admissibility
holds. We recall a few standard definitions; see e.g. [12]. We use the notation [en]n∈A =
span{en}n∈A, for A⊂ N. A sequence {en}∞n=1 is weakly null if
lim
n→∞x
∗(en) = 0, ∀ x∗ ∈ X∗.
Given a subset Y ⊂ X∗, we shall say that {en}∞n=1 is Y-null if
lim
n→∞y(en) = 0, ∀ y ∈ Y.
Given κ ∈ (0,1], we say that a set Y ⊂ X∗ is κ-norming whenever
sup
x∗∈Y,‖x∗‖≤1
|x∗(x)| ≥ κ ‖x‖, ∀ x ∈ X.
Proposition 3.7. Let {en,e∗n}∞n=1 be a biorthogonal system in X×X∗. Suppose that the
sequence {e˜n := ‖e∗n‖en}∞n=1 ⊂ X is Y -null, for some subset Y ⊂ X∗ which is κ-norming.
Then {en}∞n=1 is ρ-admissible for every ρ > 1/κ .
Proof. Consider a finite set A⊂ N with say |A|= m and denote
E := [en]n∈A.
Given ε > 0, one can find a finite set S⊂Y ∩{x∗ ∈ X∗ : ‖x∗‖= 1} so that
(3.18) max
x∗∈S
|x∗(e)| ≥ (1− ε)κ‖e‖, ∀ e ∈ E.
Indeed, it suffices to verify the above inequality for e of norm 1. Pick an εκ/2-net (zk)Nk=1
in the unit sphere of E. For any k find a norm one z∗k ∈ Y so that |z∗k(zk)|> (1− ε/2)κ . We
claim that S = {z∗k : 1 ≤ k ≤ N} has the desired properties. To see this, pick a norm one
e ∈ E, and find k with ‖e− zk‖ ≤ εκ/2. Then
max
x∗∈S
|x∗(e)| ≥ |z∗k(e)| ≥ |z∗k(zk)|−‖e− zk‖ ≥ (1− ε/2)κ− εκ/2= (1− ε)κ .
Next, since the sequence {‖e∗n‖en} is Y -null, for each δ > 0 we can find an integer n0 >
maxA so that
max
x∗∈S
|x∗(en)|‖e∗n‖ ≤
δκ
m
, ∀ n≥ n0.
Pick any B of cardinality m with minB≥ n0, and let
G := [en]n∈B.
For f = ∑n∈B e∗n( f )en ∈ G, we have
(3.19) max
x∗∈S
|x∗( f )| ≤max
x∗∈S ∑
n∈B
|x∗(en)|‖e∗n‖‖ f‖ ≤ δκ‖ f‖.
We claim that
(3.20) ‖e+ f‖ ≥ (1− ε −δ )κ
1+δκ
‖e‖, for any e ∈ E, f ∈ G.
To show this, we fix γ > 0 (to be chosen later), and assume first that ‖ f‖ ≥ (1+ γ)‖e‖.
Then,
‖e+ f‖ ≥ ‖ f‖−‖e‖ ≥ γ‖e‖.
Next assume that ‖ f‖< (1+ γ)‖e‖, then using (3.18) and (3.19) we obtain that
‖e+ f‖ ≥max
x∗∈S
|x∗(e+ f )| ≥ (1− ε)κ‖e‖−δκ‖ f‖> (1− ε−δ (1+ γ))κ‖e‖.
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We now choose γ so that γ = (1− ε−δ (1+ γ))κ , that is,
γ =
(1− ε−δ )κ
1+δκ
,
which shows the claim in (3.20). Now, given ρ > 1/κ , we may pick δ = ε sufficiently
small so that the above number γ > 1/ρ . Then, (3.20) becomes
‖e+ f‖ ≥ 1
ρ
‖e‖, for any e ∈ [en]n∈A, f ∈ [en]n∈B,
for all B with minB≥ n0 and |B|= |A|= m. Thus, {en}∞n=1 is ρ-admissible. 
We mention a few cases where the hypotheses in the above proposition can be applied:
(1) When the sequence {e˜n}∞n=1 is weakly null, since Y = X∗ is always 1-norming.
(2) When supn≥1 ‖en‖‖e∗n‖ < ∞ and Y = [e∗n]n∈N is κ-norming, since the first condition
implies that {e˜n}∞n=1 is Y -null. In particular, when {en}∞n=1 is a Schauder basis in X, in
which case the above conditions hold with κ = 1/Kb; see [19, Theorems I.3.1 and I.12.2].
(3) In every separable Banach space X, if one picks {en,e∗n}∞n=1 to be an M-basis with the
properties in (2) and κ = 1; see e.g. [20, Theorem III.8.5] for the existence of such bases.
(4) Let X = C(K) where K is a compact Hausdorff set and let µ be a Radon probability
measure in K with suppµ = K. Then, the natural embedding of C(K) into L∞(µ) is iso-
metric, and therefore Y = L1(µ) is 1-norming in X. Let {en}∞n=1 be a complete system in X
which is orthonormal with respect to µ and uniformly bounded, that is,
∫
K enem dµ = δn,m
and supn ‖en‖∞ < ∞. Then the sequence {en}∞n=1 is L1(µ)-null in X. Indeed, this follows
from case (2), and the fact thatC(K) is dense in L1(µ).
Examples of such systems inC(K) include the trigonometric system inC[0,1] (in the real
or complex case), as well as certain polygonal versions of the Walsh system [6, 16, 26], or
any reorderings of them (which may cease to be Cesàro bases).
(5) As a dual of the previous, if X = L1(µ) then every system {en}∞n=1 as in (4) is weakly
null, and hence case (1) applies.
(6) Recall the definition of the right fundamental function: ϕr(m) = sup{‖1A‖ : |A| ≤ m}.
If {en}∞n=1 is such that ϕr(m) = o(m), then this system is weakly null. Indeed, first note that
also ϕ˜r(m) = sup{‖1ηA‖ : |A| ≤m, |η|= 1}= o(m). Assume that the system is not weakly
null. Then there exist a norm one x∗ ∈X∗ and ε0 > 0 so that the set A= {n ∈N : |x∗(en)| ≥
ε0} is infinite. Pick any F ⊂ A with |F|= m and let ηn = sign[x∗(en)]; then
ϕ˜r(m)≥ ‖1ηF‖ ≥ |x∗(∑
n∈F
ηnen)|= ∑
n∈F
|x∗(en)| ≥ mε0,
contradicting our assumption.
Finally, as a consequence of Propositions 3.6 and 3.7 one obtains
Theorem 3.8. Let {en,e∗n}∞n=1 be a seminormalizedM-basis such that the sequence {en}∞n=1
is Y -null for some subset Y ⊂ X∗ which is κ-norming. Then, if ϑm is as in (3.14), we have
(3.21) Lch,tm ≥
κ ϑm
(κ +1)t
, ∀ m ∈ N, t ∈ (0,1].
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4. EXAMPLES
The first two examples are variants of those in [4, §5.1] and [5, §8.1].
4.1. Example 4.1: The summing basis. Let X be the closure of the set of all finite se-
quences a = (an)n ∈ c00 with the norm
‖a‖= sup
m
∣∣∣ m∑
n=1
an
∣∣∣.
The canonical system B = {en}∞n=1 is a Schauder basis in X with Kb = 1 and ‖en‖ = 1
for all n. Also, ‖e∗1‖= 1, ‖e∗n‖= 2 if n≥ 2, so K= 2 in Theorem 1.1; see [4, §5.1]. We now
show that, for this example of (X,B), the bound of Theorem 1.1 is sharp. As in [4, §5.1],
we consider the element:
x=
( 1
2
,
1
t
,
1
2︸ ︷︷ ︸, ...,
1
2
,
1
t
,
1
2︸ ︷︷ ︸;
1
2
;−1,1︸ ︷︷ ︸, ...,−1,1︸ ︷︷ ︸,0, ...
)
,
where we have m blocks of
(1
2 ,
1
t
, 12
)
and m blocks of (−1,1). Picking A = {n : xn = −1}
as a t-greedy set of x, we see that
‖x−CGtm(x)‖ = min
ai,i=1,...,m
∥∥∥(1
2
,
1
t
,
1
2
, ...,
1
2
,
1
t
,
1
2
;
1
2
;a1,1,a2,1, ...,am,1,0, ...
)∥∥∥
≥
∥∥∥(1
2
,
1
t
,
1
2
, ...,
1
2
,
1
t
,
1
2
;
1
2
;0, ...
)∥∥∥= m+ m
t
+
1
2
.
On the other hand,
σm(x) ≤
∥∥∥x− t+1
t
(0,1,0, ...,0,1,0;0, ...)
∥∥∥
=
∥∥∥(1
2
,−1, 1
2
, ...,
1
2
,−1, 1
2
;
1
2
;−1,1, ...,−1,1,0...
)∥∥∥= 1
2
.
Hence, Lch,tm ≥ 1+2(1+ 1t )m and we conclude that Lch,tm = 1+2(1+ 1t )m by Theorem 1.1.
As a consequence, observe that in this case CGtm(x) = 0.
Remark 4.1. The above example strengthens [18, Theorem 2.4], where the authors are only
able to show that 1+4m≤ Lchm ≤ 1+6m.
4.2. Example 4.2: the difference basis. Let {en}∞n=1 be the canonical basis in ℓ1(N) and
define the elements
y1 = e1, yn = en− en−1, n= 2,3, ...
The new system B = {yn}∞n=1 is called the difference basis of ℓ1. We recall some basic
properties used in [5, §8.1]. If (bn)n ∈ c00 then
‖
∞
∑
n=1
bnyn‖=
∞
∑
n=1
|bn−bn+1|.
Also, B is a monotone basis with ‖y1‖= 1, ‖yn‖ = 2 if n ≥ 2, and ‖y∗n‖= 1 for all n ≥ 1
(in fact, the dual system corresponds to the summing basis). So, K = 2 and Theorem 1.1
gives Lch,tm ≤ 1+2(1+ 1t )m for all t ∈ (0,1]. To show the equality we consider the vector
x= ∑n bnyn with coefficients (bn) given by(
1,1,1,−1
t
,1︸ ︷︷ ︸, ...,1,1,−1t ,1︸ ︷︷ ︸,0, ...
)
,
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where the block
(
1,1, −1
t
,1
)
is repeated m times. If we take Γ = {2,6, ...,4m− 2} as a
t-greedy set for x of cardinality m, then
‖x−CGtm(x)‖ = inf
(a j)
m
j=1
‖x−
m
∑
j=1
a jy4 j−2‖
= inf
(a j)
m
j=1
∥∥∥(1,1−a1,1,−1
t
,1, ...,1−am,1,−1
t
,1,0, ...
)∥∥∥
= inf
(a j)
m
j=1
2
m
∑
j=1
|a j|+2m
(
1+
1
t
)
+1= 2m
(
1+
1
t
)
+1.
Hence, in this case we also have CGtm(x) = 0. On the other hand
σm(x)≤
∥∥x+(1+ 1
t
)
m
∑
j=1
y4 j
∥∥= ‖(1,1,1,1,1, ...,1,1,1,1,0, ...)‖= 1.
This shows that Lch,tm = 1+2(1+ 1t )m.
4.3. Example 4.3: the trigonometric system in Lp(T). ConsiderB = {einx}n∈Z in Lp(T)
for 1≤ p< ∞, and in C(T) if p= ∞. In [21], Temlyakov showed that
cpm
| 1
p
− 12 | ≤ Lm ≤ 1+3m|
1
p
− 12 |,
for some cp > 0 and all 1 ≤ p ≤ ∞. Adapting his argument, Shao and Ye have recently
established, in [18, Theorem 2.1], that for 1< p≤ ∞ it also holds
(4.1) Lchm ≈ m|
1
p
− 12 |.
The case p= 1 is left as an open question, and only the estimate
√
m
ln(m) .L
ch
m .
√
m is given;
see [18, (2.24)]. Moreover, the proof of the case p = ∞ seems to contain some gaps and
may not be complete.
Here, we shall give a short proof ensuring the validity of (4.1) in the full range 1≤ p≤∞,
with a reasoning similar to [4, §5.4]. More precisely, we shall prove the following.
Proposition 4.2. Let 1≤ p≤ ∞. Then there exists cp > 0 such that
(4.2) Lch,tm ≥ cp t−1m|
1
p
− 12 |, ∀ m ∈ N, t ∈ (0,1].
We remark that in the cases p= 1 and p= ∞ the trigonometric system is not a Schauder
basis, but it is a Cesàro basis1. So we may use the lower bounds in Theorem 1.3, namely
(4.3) Lch,tm ≥ c′p t−1 sup
|A|=|B|≤m
A>2B or B>2A
sup
|ε|=|η|=1
‖1εA‖
‖1ηB‖ .
• Case 1< p≤ 2. Assume that m= 2ℓ+1 or 2ℓ+2 (that is, ℓ= ⌊m−12 ⌋). We choose
B= {−ℓ, ..., ℓ}, so that 1B = Dℓ is the ℓ-th Dirichlet kernel, and hence
‖1B‖p = ‖Dℓ‖Lp(T) ≈ m1−
1
p .
Next we take a lacunary set A= {2 j : j0 ≤ j ≤ j0+2ℓ}, so that
(4.4) ‖1A‖p ≈
√
m,
1We equip B with its natural ordering {1,eix,e−ix,e2ix,e−2ix, . . .}.
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and where j0 is chosen such that 2 j0 ≥ m, and hence A> 2B. Then, (4.3) implies
Lch,tm ≥ cp t−1
m1/2
m
1− 1p
= cp t
−1m|
1
p
− 12 |.
• Case 2 ≤ p < ∞. The same proof works in this case, just reversing the roles of A
and B.
• Case p = ∞. We replace the lacunary set by a Rudin-Shapiro polynomial of the
form
R(x) = eiNx
2L−1
∑
n=0
εne
inx, with εn ∈ {±1},
where L is such that 2L ≤ m < 2L+1; see e.g. [13, p. 33]. Then, R = 1εB with
B= N+{0,1, . . . ,2L−1} and
‖1εB‖∞ = ‖R‖L∞(T) ≈
√
m.
If we pick N ≥ 2 ·2L, then B> 2A with A= {±1, . . . ,±(2L−1)}. Finally,
‖1A‖∞ = ‖D2L−1−1‖L∞(T) ≈ m.
So, (4.3) implies the desired bound.
• Case p= 1. We use the lower bound in Lemma 3.4, namely
(4.5) Lch,tm ≥ c′1 t−1
‖1A‖
‖1B+ y‖ ,
for all |A|= |B| ≤ m and all y such that A> 2(B ·∪ suppy) and supn |e∗n(y)| ≤ 1. As
before, let m = 2ℓ+ 1 or 2ℓ+ 2, and choose the same sets A and B as in the case
1< p≤ 2. Next choose y so that the vector
Vℓ = 1B+ y
is a de la Vallée-Poussin kernel as in [13, p. 15]. Then, the Fourier coeffients e∗n(y)
have modulus ≤ 1 and are supported in {n : ℓ < |n| ≤ 2ℓ+ 1}, so the condition
A> 2(B ·∪ suppy) holds if 2 j0 ≥ 2m+1. Finally,
‖1B+ y‖1 = ‖Vℓ‖L1(T) ≤ 3,
so the bound Lch,tm & t−1
√
m follows from (4.5).
Remark 4.3. Using the trivial upper bound Lch,tm ≤ Ltm . t−1m|
1
p
− 12 |, we conclude that
L
ch,t
m ≈ t−1m|
1
p
− 12 | for all 1≤ p≤ ∞.
5. COMPARISON BETWEEN µ˜m AND µ˜dm
In this section we compare the democracy constants µ˜m and µ˜dm defined in §1 above. Let
us first note that
(5.1) µ˜dm ≤ µ˜m ≤ (µ˜dm)2
and
(5.2) µ˜dm ≤ µ˜m ≤ (1+2κ)γmµ˜dm,
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where κ = 1 or 2 depending ifK=R or C. Indeed, the left inequality in (5.1) is immediate
by definition, and the right one follows from
‖1ηB‖
‖1εA‖ =
‖1ηB‖
‖1C‖
‖1C‖
‖1εA‖ ≤ (µ˜
d
m)
2,
for any |A| = |B| ≤ m and any C disjoint with A∪B with |C| = |A| = |B|. Concerning the
right inequality in (5.2), we use that if |A|= |B| ≤ m then
‖1εA‖
‖1ηB‖ ≤
‖1ε(A\B)‖+‖1ε(A∩B)‖
‖1ηB‖ ≤ γm
‖1ε(A\B)‖
‖1η(B\A)‖
+
‖1ε(A∩B)‖
‖1ηB‖ ≤ γm µ˜
d
m+2κγm,
using in the last step [4, Lemma 3.3]. From (5.2) we see that µ˜m ≈ µ˜dm when B is quasi-
greedy for constant coefficients.
In the next subsection we shall show that µ˜m ≈ µ˜dm for all Schauder bases, a result which
seems new in the literature.
5.1. Equivalence for Schauder bases. We begin with a simple observation.
Lemma 5.1.
(5.3) µ˜dm = sup
{‖1ηB‖
‖1εA‖ : |B| ≤ |A| ≤ m, A∩B= /0, |ε|= |η|= 1
}
.
Proof. Let |ε|= |η|= 1 and |B| ≤ |A| ≤mwithA∩B= /0. Wemust show that ‖1ηB‖/‖1εA‖≤
µ˜dm. Pick any setC disjoint with A∪B such that |B|+ |C|= |A|. We now use the elementary
inequality
(5.4) ‖x‖=
∥∥∥x+ y
2
+
x− y
2
∥∥∥≤max{‖x+ y‖,‖x− y‖},
with x= 1ηB and y= 1C. Let η ′ ∈ ϒ be such that η ′|B = η|B and η ′|C = ±1, according to
the sign that reaches the maximum in (5.4). Then ‖1ηB‖ ≤ ‖1η ′(B∪C)‖ ≤ µ˜dm‖1εA‖, and the
result follows. 
Theorem 5.2. If Kb is the basis constant and κ = supn‖e∗n‖‖en‖, then
(5.5) µ˜m ≤ 2(Kb+1)µ˜dm+κKb.
Proof. Let |A|= |B| ≤ m, and |ε|= |η|= 1. Then
‖1ηB‖
‖1εA‖ ≤
‖1η(B\A)‖
‖1εA‖ +
‖1η(B∩A)‖
‖1εA‖ = I+ II.
Lemma 5.1 implies I ≤ µ˜dm. We now bound II. Pick an integer n0 such that A1 = {n ∈
A : n≤ n0} and A2 = A\A1 satisfy
|A1|= |A2| (if |A| is even), or |A1|= |A|−12 = |A2|−1 (if |A| is odd).
Then
II ≤ ‖1η(B∩A1)‖‖1εA‖ +
‖1η(B∩A2)‖
‖1εA‖
≤ (Kb+1)
‖1η(B∩A1)‖
‖1εA2‖
+Kb
‖1η(B∩A2)‖
‖1εA1‖
= II1+ II2,
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using in the second line the basis constant bound for the denominator. Since |B∩A1| ≤
|A1| ≤ |A2|, we see that
II1 ≤ (Kb+1)µ˜dm.
On the other hand, picking any number n1 ∈ B∩A2, and using ‖e∗n1‖‖1εA‖ ≥ |e∗n1(1εA)|= 1,
we see that
II2 ≤ Kb
‖1η(B∩A2\{n1})‖
‖1εA1‖
+Kb‖en1‖‖e∗n1‖ ≤ Kbµ˜dm+κKb,
the last bound due to |B∩A2 \{n1}| ≤ |A2|−1≤ |A1| and Lemma 5.1. Putting together the
previous bounds easily leads to (5.5). 
Remark 5.3. A similar argument shows the equivalence of the standard (unsigned) democ-
racy parameters
(5.6) µm = sup
|A|=|B|≤m
‖1B‖
‖1A‖ and µ
d
m = sup
|A|=|B|≤m
A∩B= /0
‖1B‖
‖1A‖ .
Indeed, in this case, the analog of (5.3) takes the weaker form
(5.7) µdm ≤ sup
|B|≤|A|≤m
A∩B= /0
‖1B‖
‖1A‖ ≤ Kbµ
d
m.
Then, (5.7) and the same proof we gave for Theorem 5.2 (with η = ε ≡ 1) leads to
(5.8) µm ≤ 2(Kb+1)Kb µdm+κKb.
5.2. An example where µ˜m grows faster than µ˜dm. The following example also seems
to be new in the literature. As in (5.6), we denote by µm, µdm the democracy parameters
corresponding to constant signs.
Theorem 5.4. There exists a Banach space X with an M-basis B such that
limsup
m→∞
µ˜m
[µ˜dm]
2−ε = limsup
m→∞
µm
[µdm]
2−ε = ∞, ∀ ε > 0.
Proof. Let N0 = 1, and define recursively Nk = 22
Nk−1 , and N′k = N1+ . . .+Nk−1. Consider
the blocks of integers
Sk =
{
N′k+1, . . . ,N
′
k+Nk
}
,
and denote the tail blocks by Tk = ∪ j≥k+1S j. Finally, let
Nk =
{
(σ j) j∈Sk : σ j ∈ {±1} and ∑
j∈Sk
σ j = 0
}
.
We define a real Banach space X as the closure of c00 with the norm
‖x‖ = max
{
‖x‖∞, sup
k≥1
αk sup
σ∈Nk
∣∣〈1σSk ,x〉∣∣, sup
k≥1
βk sup
S⊂Tk
|S|=Nk
∑
j∈S
|x j|
}
,
where the weights αk and βk are chosen as follows:
αk = 2
−Nk−1 =
1
log2Nk
and βk =
1√
Nk
.
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Observe that
N′k = N1+ . . .+Nk−1 ≤ 2Nk−1 = 2log2 log2Nk and
αk
βk
=
√
Nk
log2Nk
.
Claim 1: µ˜Nk ≥ µNk ≥
Nk/2
(log2Nk)
√
log2 log2Nk
, for all k ≥ 1.
Proof. Pick any A⊂ Sk∪Sk+1 such that |A|= Nk and |A∩Sk|= |A∩Sk+1|= Nk/2. Then
‖1A‖ ≥ αkNk/2= Nk/2log2Nk
.
Next, pick B= Sk, so that |B|= |A|= Nk and
‖1B‖=max
{
1, αk ·0, sup
n≤k−1
βnNn
}
= βk−1Nk−1 =
√
Nk−1 =
√
log2 log2Nk.
Then µNk ≥ ‖1A‖/‖1B‖ ≥ Nk/2(log2Nk)√log2 log2Nk . 
Claim 2: µdNk ≤ µ˜dNk ≤
√
Nk, for all k ≥ 2.
Proof. Let A,B be any pair of disjoint sets with |A| = |B| ≤ Nk, and let |ε| = |η| = 1. If
|A|= |B| ≤ √Nk, then the trivial bounds ‖1εA‖ ≤ |A| and ‖1ηB‖ ≥ 1 give
‖1εA‖
‖1ηB‖ ≤
√
Nk.
So, it remains to consider the cases
√
Nk < |A|= |B| ≤ Nk. We split A into three parts
A0 = A∩Sk, A+ = A∩Tk, A− = A∩ [S1∪ . . .∪Sk−1].
Then, we have the following upper bound
‖1εA‖ ≤ max
{
1, sup
n<k
αn|A−|, αk|A0|, sup
n>k
αnNk, sup
n<k
βnNn, sup
n≥k
βn|A|
}
≤ max
{
N′k, αk|A0|, βk|A|
}
,
due to the elementary inequalities
• supn<k αn|A−| ≤ |A−| ≤ N′k
• supn>k αnNk = αk+1Nk = Nk2−Nk ≤ 1
• supn<k βnNn =
√
Nk−1 ≤ Nk−1 ≤ N′k• supn≥k βn|A|= βk|A|.
Moreover, since βk|A| ≤min{βkNk =
√
Nk, αk|A| }, we derive
(5.9) ‖1εA‖ ≤max{
√
Nk,αk|A0|} and ‖1εA‖ ≤max{N′k,αk|A|}.
We now give a lower bound for ‖1ηB‖. The key estimate will rely on the following
Lemma 5.5. Let B0 = B∩Sk and Bc0 = Sk \B0. Then
(5.10) sup
σ∈Nk
∣∣〈1σSk ,1ηB0〉∣∣ ≥ min{|B0|, |Bc0|}.
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Proof. If |B0| ≤Nk/2, then we may select any σ ∈Nk such that σ |B0 = η (which is possible
since |Bc0| ≥ |B0|), which gives
|〈1σSk ,1ηB0〉|= |B0|=min{|B0|, |Bc0|}.
Assume now that |B0| > Nk/2. Pick any S ⊂ B0 with |S| = |Bc0| = Nk − |B0|. Choose
ν ∈ {−1,1}Bc0 so that ∑i∈Sηi+∑i∈Bc0 νi = 0. Choose τ ∈ {−1,1}B0\S so that ∑i∈B0\S τi = 0.
Replacing τ by −τ , if necessary, we may assume that ∑i∈B0\S τiηi ≥ 0. Finally, define
σ ∈Nk by setting
σ |S = η|S, σ |Bc0 = ν|Bc0, σ |B0\S = τ|B0\S.
Then,
|〈1σSk,1ηB0〉| = ∑
i∈S
η2i + ∑
i∈B0\S
τiηi ≥ |S|= |Bc0|=min{|B0|, |Bc0|} . 
From the lemma and the definition of the norm we see that
(5.11) ‖1ηB‖ ≥max
{
1, αkmin{|B0|, |Bc0|}, βk|B+|
}
.
We shall finally combine the estimates in (5.9) and (5.11) to establish Claim 2. We distin-
guish two cases
Case 1: min{|B0|, |Bc0|}= |Bc0|. Then, since A0 ⊂ Bc0, we see that
αk|A0| ≤ αk|Bc0| ≤ ‖1ηB‖,
and therefore the first estimate in (5.9) gives
‖1εA‖
‖1ηB‖ ≤
max{√Nk,‖1ηB‖}
‖1ηB‖ ≤
√
Nk.
Case 2: min{|B0|, |Bc0|}= |B0|. Then, (5.11) reduces to
‖1ηB‖ ≥max
{
αk|B0|, βk|B+|
}≥ βk |B0|+ |B+|2 = βk
|B|− |B−|
2
≥ βk|B|/4,
since |B−| ≤ N′k ≤
√
Nk/2≤ |B|/2, if k ≥ 2. Also, the second bound in (5.9) reads
‖1εA‖ ≤ αk|A|,
since N′k ≤
√
Nk/ log2Nk = αk
√
Nk ≤ αk|A|, if k ≥ 2. Thus
‖1εA‖
‖1ηB‖ ≤
αk|A|
βk|B|/4
=
4αk
βk
=
4
√
Nk
log2Nk
≤
√
Nk.
This establishes Claim 2. 
From Claims 1 and 2 we now deduce that
µNk
[µ˜dNk ]
2−ε ≥
N
ε/2
k
/2
(log2Nk)
√
log2 log2Nk
→ ∞,
and therefore
limsup
N→∞
µN
[µdN ]
2−ε = limsup
N→∞
µ˜N
[µ˜dN ]
2−ε = ∞. 
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6. NORM CONVERGENCE OF CGtmx AND G
t
mx
In this section we search for conditions in B = {en}∞n=1 under which it holds
(6.1) ‖x−CGm(x)‖→ 0, ∀ x ∈ X.
In [18, Theorem 1.1] this convergence is asserted for all “bases” {en,e∗n}∞n=1 satisfying (a)-
(b)-(c). The proof however, does not seem complete, so we investigate here whether (6.1)
may be true in that generality.
The solution to this question requires the notion of strong M-basis; see [20, Def 8.4]. We
say that B is a strong M-basis if additionally to the conditions (a)-(d) in §1 it also holds
(6.2) span{en}n∈A =
{
x ∈ X : suppx⊂ A}, ∀ A⊂ N.
Clearly, all Schauder or Cesàro bases (in some ordering) are strong M-bases; see e.g. [17]
for further examples. However, there exist M-bases which are not strong M-bases, see e.g.
[20, p. 244], or [10]1 for seminormalized examples in Hilbert spaces.
Lemma 6.1. If B is an M-basis which is not a strong M-basis, then there exists an x0 ∈ X
such that, for all Chebyshev greedy operators CGm,
(6.3) liminf
m→∞ ‖x0−CGmx0‖> 0.
Proof. If B is not a strong M-basis there exists some set A ⊂ N (necessarily infinite) and
some x0 ∈ X with suppx0 ⊂ A such that
δ = dist(x0, [en]A)> 0.
Since suppCGmx0 is always a subset of A, this implies (6.3). 
Remark 6.2. The above reasoning also implies that liminfm ‖x0−Gmx0‖> 0, for all greedy
operators Gm. In particular, for M-bases which are not strong, the quasi-greedy condition
(6.4) Cq := sup
Gm∈Gm
m∈N
‖Gm‖< ∞
does not imply that Gmx converges to x for all x ∈ X. So the standard characterization in
[27, Theorem 1] needs the extra assumption that B is a strong M-basis.
A corrected version of [18, Theorem 1.1] (and also of “3⇒ 1” in [27, Theorem 1]) is the
following.
Proposition 6.3. If B is a strong M-basis then, for all Chebyshev t-greedy operators CGtm,
(6.5) lim
m→∞‖x−CG
t
mx‖= 0, ∀ x ∈ X.
If additionally Cq < ∞, then for all t-greedy operators G
t
m,
(6.6) lim
m→∞‖x−G
t
mx‖= 0, ∀ x ∈ X.
Proof. Given x ∈X and ε > 0, by (6.2) there exists z= ∑n∈B bnen such that ‖x−z‖< ε , for
some finite set B⊂ suppx. Let α =minn∈B |e∗n(x)| and
Λ¯α = {n : |e∗n(x)| ≥ α}.
1We thank V. Kadets for kindly providing this reference.
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Since α > 0, this is a finite greedy set for x which contains B. Moreover, we claim that
(6.7) Λ¯α ⊂ suppCGtmx=: A, ∀ m> |Λ¯tα |.
Indeed, if this was not the case there would exist n0 ∈ Λ¯α \A, and since A is a t-greedy
set for x, then minn∈A |e∗n(x)| ≥ t|e∗n0(x)| ≥ tα . So, A ⊂ Λ¯tα , which is a contradiction since
m= |A|> |Λ¯tα |. Therefore, (6.7) holds and hence
‖x−CGtmx‖ ≤ ‖x− ∑
n∈B
bnen‖< ε, ∀ m> |Λ¯tα |.
This establishes (6.5).
We now prove (6.6). As above, let z = ∑n∈B bnen with B ⊂ suppx and ‖x− z‖ < ε .
Performing if necessary a small perturbation in the bn’s, we may assume that bn 6= e∗n(x) for
all n ∈ B. Let now
α1 =min
n∈B
|e∗n(x)|, α2 =min
n∈B
|e∗n(x− z)|, and α =min{α1,α2}> 0.
Consider the sets
Λ¯tα = {n : |e∗n(x)| ≥ tα}= {n : |e∗n(x− z)| ≥ tα},
which for all t ∈ (0,1] are greedy sets for both x and x− z, and contain B. We claim that,
(6.8) if m> |Λ¯tα | and A := suppG tmx, then Λ¯α ⊂ A and A ∈ G(x− z,m, t).
The assertion Λ¯α ⊂ A is proved exactly as in (6.7). Next, we must show that
if n ∈ A then |e∗n(x− z)| ≥ t max
k/∈A
|e∗k(x− z)| = t max
k/∈A
|e∗k(x)|.
This is clear if n ∈ A \B since e∗n(x− z) = e∗n(x), and A ∈ G(x,m, t). On the other hand, if
n ∈ B, then |e∗n(x− z)| ≥ α2 ≥ α ≥maxk∈Ac |e∗k(x)|, the last inequality due to Λ¯α ⊂ A. Thus
(6.8) holds true, and therefore
G
t
m(x)− z= ∑
n∈A
e∗n(x− z)en = G¯ tm(x− z),
for some G¯ tm ∈Gtm. Thus,
‖G tm(x)− x‖ = ‖(I− G¯ tm)(x− z)‖ ≤ (1+‖G¯ tm‖)ε,
and the result follows from supm ‖G¯ tm‖ ≤ (1+4Cq/t)Cq, by [9, Lemma 2.1].

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