Seagrass blade dynamics were explored through numerical and laboratory experiments in order to improve parameterization of wave attenuation by submerged aquatic vegetation in the presence of a background current. In the numerical model, a single blade was modeled as a series of rigid plates attached by torsion springs. For the laboratory model, strips of low-density polyethylene were placed in a recirculating wave flume. A new form of the Keulegan-Carpenter number based on the horizontal excursion of the blade tip was found to be an excellent predictor of drag coefficient. An algebraic model for predicting wave attenuation was developed based on the following observations. During the portion of the wave period when the fluid velocities are highest, the blade motion is almost completely arrested and the vast majority of the turbulence production occurs during this time. Turbulence production when the blade is pronated is accurately predicted by the maximum fluid velocity over the wave period. The relative contribution to the total turbulence production over the wave period is determined by the relative strength of the waves and the current. Therefore, using a simple algebraic fit, the total depthintegrated, time-averaged turbulence production can be accurately predicted by two flow parameters: the maximum fluid velocity over the wave period, and a non-dimensional number that compares the wave and current velocities. By fitting the algebraic model to data from a particular site, it can be used to efficiently estimate wave attenuation and drag coefficient in seagrass exposed to waves with a background current.
Seagrasses have long been recognized for their ability to attenuate wave energy in the coastal environment (Ward et al. 1984; Fonseca and Fisher 1986; Fonseca and Cahalan 1992) . As coastal ecosystems change in response to climate change and direct anthropogenic stresses, proper accounting of wave attenuation by vegetation will be crucial to ecosystem management (Duarte 2002; Chen et al. 2007 ). This accounting is accomplished by incorporating simplified vegetation models into larger scale coastal models. An effective vegetation model must factor in essential vegetation parameters (e.g., geometry, rigidity, morphology) to accurately translate fluid velocities from a large-scale model into estimated wave attenuation. Because wave attenuation is a large-scale process that depends on small-scale interactions, it is studied on multiple scales using different methodologies. In order to understand how the results in the present work will help to improve large-scale modeling, vegetative wave attenuation research can be categorized into three main areas, each at a different scale: (1) the development of mechanistic understanding of wave attenuation at the blade or canopy scale in order to create wellparameterized models (10 21 -10 0 m); (2) the refinement of vegetative wave attenuation models at the meadow scale by examining them over the parameter space of realistic field conditions (10 1 -10 2 m); and (3) the incorporation of vegetative wave attenuation models into ecosystem-or coastal-scale ocean models and validation with field measurements (10 2 -10 3 m). The present study focuses on improving mechanistic understanding and parameterization of wave attenuation in flexible vegetation (research area '1').
It is important to understand how energy is removed from the waves and where this energy goes. In the case of vegetative wave attenuation, the removal of wave energy is accomplished by the work done on the fluid by the vegetation. Mathematically, the rate of this work is equal to the relative velocity between the fluid and the vegetation multiplied by the component of the force that the vegetation applies to the fluid acting in the direction of the relative velocity, integrated over all vegetation surfaces (see Eq. 7). This essentially quantifies how much the vegetation resists the motion of the fluid, thereby removing energy from the mean flow. This removal can be thought of as wave energy dissipation. However, if the characteristic vegetation scale is larger than the scale at which energy is dissipated by turbulence (i.e., Reynolds number based on blade width is large), the energy extracted from the mean flow is not simply dissipated into heat, but is transferred into turbulent kinetic energy. The production of turbulence has important implications other than dissipation of wave energy, such as mixing of nutrients. In this paper, in order to emphasize the fact that energy is being diverted into an important physical phenomenon, the transfer of energy from waves to turbulence is referred to as turbulence production. The amount of turbulent kinetic energy produced is equivalent to the amount of wave energy that is dissipated by the vegetation. Because direct computation of this energy transfer requires detailed information about the fluid velocity and the forces imposed by the vegetation, it can only be done in small-scale numerical models.
Previous numerical efforts to develop mechanistic understanding and improve parameterization of drag in seagrass have simplified key aspects of the real system. Specifically, numerical models have not allowed for both unsteady flow and arbitrary flexural rigidity. Flexural rigidity refers to the vegetation's resistance to bending, which is important for understanding the dynamics of seagrass motion. Although the elasticity of flexible aquatic vegetation allows for both bending and stretching of the plant material, the stretching of seagrass blades can be neglected because the tensile stresses are extremely small. For kelp, stretching can be important, so it has been included in unsteady models of kelp exposed to waves (Utter and Denny 1996; Denny et al. 1998) . In order to better understand the region of parameter space that the present numerical model addresses, seagrass blade dynamics can be framed in terms of non-dimensional parameters, which are created by normalizing each of the forces acting on the vegetation by the drag force. In this context, the rigidity of the blade is quantified with l R , which compares the rigidity of the blade to the drag force (Ghisalberti and Nepf 2002) :
where E is Young's modulus of elasticity, b is the thickness of the blade, r w is the density of water, L is the length of the blade, and U max is the maximum phase-averaged freestream velocity over the wave period. In the current paper, l R is used to predict blade pronation and U max is chosen to scale the drag because the blade is pronated when the wave velocity is highest. The inclusion of rigidity makes the equations governing blade motion more strongly coupled and therefore more difficult to solve. The blade rigidity acts on a time scale that is much shorter than the time scale of the problem. Small fluctuations near the stem result in large forces at the blade tip, making the system numerically unstable. To avoid these issues, most numerical studies of blade bending have focused on cases when l R is arbitrarily large or small. Ignoring rigidity (l R % 1), Abdelrhman (2007) modeled a seagrass blade in a steady flow as a series of rectangular plates and found the steady-state position of the blade based on a force balance. Assuming small deflections (l R & 1), Mullarney and Henderson (2010) and Riffe et al. (2011) studied wave attenuation by linearizing the Euler-Bernoulli equation and solving it analytically. Luhar and Nepf (2011) employed a shooting method to study large deflections (l R , 1), but their method is limited to steady flows. Many seagrasses in their natural environment are exposed to waves and experience large deflections that are primarily governed by a balance between rigidity and drag, such that l R , 1. This paper describes the development of a numerical model that addresses this important region of parameter space. The primary way that vegetative wave attenuation is incorporated into large-scale models (research area '3') is through an effective drag coefficient, (C D ; Dalrymple et al. 1984; Kobayashi et al. 1993; Mendez and Losada 2004) . To do this, the elements are assumed to be rigid with their full frontal area exposed to the flow. The value of C D is chosen to account for the reduced velocities and reduced frontal area associated with element flexibility. C D depends on both flow and vegetation parameters and is typically estimated from empirical relationships. C D is used to compute drag in a momentum equation or dissipation in a wave energy equation, depending on the model. An example of using C D to account for dissipation of wave energy is a vegetation module that was implemented in the Simulating WAves Nearshore model (SWAN-VEG; Oude 2010). Because C D depends on the complex dynamics of flexible vegetation in waves, improving estimates of C D is an area of ongoing research.
A popular way of predicting C D is by relating it to a Keulegan-Carpenter number (KC), which compares the wake development scale to the size of the obstacle (Mendez and Losada 2004; Sá nchez-Gonzá lez et al. 2011; Infantes et al. 2012) . Much of the research in realistic conditions with live vegetation (research area '2') has been structured around this model. The practice of relating drag coefficient to KC originates from the coastal engineering literature, where it is used to predict drag on piles exposed to waves (Dean and Dalrymple 1991) . Although the estimates are accurate for an individual rigid cylinder, such as a pile, they lose accuracy in flexible aquatic vegetation primarily for three reasons. (1) The motion of the vegetation alters the relative velocity between the fluid and the vegetation, which can have a significant effect on C D (Bradley and Houser 2009) . (2) The frontal area of the seagrass is reduced when the elements become pronated. (3) The grouping of elements into canopies results in reduced wave velocities inside the canopy (Lowe et al. 2005; Luhar et al. 2010 ), a complexity that will be explored in future work.
KC can be viewed as a comparison of a length scale of wake development-L development -with a length scale of the geometry-L geometry . Assuming that the wake development scales with the velocity of the fluid, the freestream orbital excursion of the waves, A ? rms , gives a scale for the wake development over one wave period.
rms is the root-mean-square of the freestream streamwise wave component of the velocity and T is the wave period.
The choice of L geometry is critical and depends on the application. The width of the canopy elements has been used for both rigid and flexible canopies (Bradley and Houser 2009 ), a choice that follows from canonical consideration of wave forces on vertical piles. Canopy spacing has also been suggested as the relevant length scale for rigid canopies (Lowe et al. 2005) . Although these length scales may be appropriate for certain applications, conditions in a flexible canopy are dependent on blade bending, and the length scale in KC should reflect this dependence. In the present study, the blade-bending excursion (L BBE ), defined as the horizontal excursion of the blade tip, was explored as a more appropriate length scale for the vegetation. The resulting form of KC is denoted
A ? rms L BBE . KC BBE was found to be a much better predictor of C D because it accounts for blade bending. This is not necessarily a practical approach because it requires a priori knowledge of the blade motion. However, the strength of the relationship between C D and KC BBE demonstrates the fundamental problem with previous versions of KC: they characterize the magnitude of the flow without capturing the effects of bending. Another predictive method found in the literature is to relate C D to Re (Kobayashi et al. 1993; Mendez and Losada 2004; Bradley and Houser 2009) , where the length scale in Re is the blade width. This approach is inadequate for the same reason as previous versions of KC; it does not properly account for blade bending. Re is a measure of the scale separation between the wake turbulence and the dissipative scales, which has little to do with the physical mechanisms that cause C D to vary in flexible vegetation. In reality, Re and KC based on blade width are only useful as measures of the flow strength. When the flow gets stronger, the drag coefficient decreases either because the vegetation moves with the flow or because the vegetation becomes streamlined. The fitting parameters are different for each field site because the vegetation reacts differently to the flow. Although wave attenuation could be predicted by a parameter that accounts for blade motion, such as KC BBE , this would require extensive measurements of vegetation properties and modeling of the blade dynamics. Instead, it is more practical to develop a predictive method with adjustable parameters that account for vegetation morphology. Although this is essentially how the aforementioned Re and KC parameterizations have been used, an improved method that accounts for the issues raised above would have a clear connection to physical mechanisms and would be applicable to more complex flows. Such a method is proposed in this text.
In the present study, a simple model of seagrass blade dynamics was developed in order to explore the physical parameters that most strongly influence wave attenuation. The model allows easy manipulation of key parameters and a complete spatio-temporal record of the force interactions between the blade and the fluid. The model is novel because it accounts for blade rigidity in the presence of unsteady fluid motion without assuming small deflections, as in Mullarney and Henderson (2010) . Laboratory experiments with model seagrass blades were used to validate the numerical model and to develop qualitative understanding of the blade motion. Observations from the numerical and laboratory results led to the development of an algebraic model for predicting vegetative wave attenuation in oscillatory flow with a background current.
The objectives of this paper are to (1) describe and validate the numerical and laboratory models, (2) present results and observations from these two models, (3) describe the development of the proposed algebraic model for wave attenuation, and (4) explain the significance of the results and how they will influence future work. The Methods section describes the development of the numerical model and the details of the laboratory model. The Results section presents validation of the laboratory and numerical models, a demonstration of the improved KC parameterization, the development of the algebraic model, and a comparison between the algebraic model and previous parameterizations. The Discussion addresses practical application of the model, scaling from individual blades to a canopy, and the physical mechanisms by which seagrass acts as a low-pass filter.
Methods
Numerical model-A single blade of seagrass was conceptually modeled as a series of rigid rectangular plates attached with torsion springs at the joints (Fig. 1a) . The torsion springs were incorporated to account for the rigidity of the blade. A system of ordinary differential equations (ODEs) was derived from horizontal and vertical force balances and a moment balance for each blade segment. The balances included the forces associated with buoyancy, lift, form drag, skin friction, and hydrodynamic inertial effects, as well as the moments from the torsion springs. Linear damping of relative angular velocity between segments, conceptually represented with rotary dashpots, was included in order to damp out spurious oscillations. All of the hydrodynamic forces are based on the translation of rigid plates with the velocities defined by the velocities at the centers of the plates. The lift, drag, and skin friction are based on Abdelrhman (2007) and the hydrodynamic inertial forces are based on Utter and Denny (1996) . A free body diagram is provided in Fig. 1b . The force parameterizations are summarized in Table 1 and additional details can be found in the Web Appendix (www.aslo.org/lo/toc/vol_59/issue_1/0251a.pdf).
Because the most novel addition to the model is the rigidity, the torsion spring discretization is described here. According to the Euler-Bernoulli equation (Ghisalberti and Nepf 2002) , the internal moment in a short segment of a bent blade (M I ) is
E i is the Young's Modulus of the ith blade segment, I i is the area moment of inertia of the ith blade segment's crosssection, f is the displacement of the blade, and s is the dimension along the blade. The blade is discretized into a series of linear segments, such that hf/hs 5 sinh s,i , where h s,i is the angle of the displaced ith segment relative to s. Assuming small displacements from the local blade angle, sinh s,i < h s,i . This assumption allows for large blade deflections as long as the blade is discretized into enough segments. By discretizing the second derivative with respect to s, the internal moment is found to be proportional to the difference between the angles of adjacent segments:
where h i is the ith segment's angle from vertical and n is the number of segments used in the discretization. This proportionality gives the spring constant,
The relationship can be adjusted to account for blades that curve naturally when no force is applied:
where h i0 is the un-displaced angle of the ith blade segment. The model takes phase-averaged velocity profiles as inputs, and then spatially and temporally interpolates the values for each blade segment in order to compute the forces that act on that segment. All model runs presented in this paper were forced with velocities based on laboratory measurements. The initial position of the blade was slightly displaced from vertical, but the initial condition has little effect on the steady-state blade motion. Blades were composed of 20 segments in all model runs. The system of ODEs was solved numerically using a stiff ODE solver in MATLABH, ODE15S. There is a region of parameter space where the solution does not converge because the problem becomes ill-conditioned. This typically occurs at extremely low l R (% 10 22 ). At these values, the blade can curl over, such that the reverse motion of the wave causes the blade to fold on itself. Laboratory observations suggest that this folding is overcome by twisting of the blade, a phenomenon that cannot be captured by a two-dimensional model. The direct output of the model is the blade segment angles and angular velocities as a function of time. Representative results for blade-tip location as a function of time are given in Fig. 2 . The rapid convergence to steady state is demonstrated by the similarity between each wave period. For more details of the model formulation, see the Web Appendix.
From the model results, the position of the blade, the relative velocities between the fluid and the blade, and the forces acting on the blade can be computed for all times. The volume-integral of the turbulence production caused by the vegetation, P, is defined mathematically as
where angle brackets denote phase-averaging, primes denote fluctuations about the phase-average, u i denotes the ith component of the fluid velocity, V denotes the control volume, S denotes the plant surfaces, p denotes pressure, v i denotes the ith component of the velocity of the plant surface, and n i denotes the ith component of the unit vector normal to the plant surface (Finnigan 2000) . Production of turbulence due to viscous forces at the plant surface has been ignored based on high Re. Computing P from the mathematical definition in Eq. 7 could only be accomplished by using a direct numerical simulation to fully resolve the turbulence. Instead, P can be estimated by parameterizing the forces between the vegetation and the fluid. In this study, it was estimated as
whereF F D andF F f are the form drag and skin friction, respectively,ũ u rel is the relative velocity between the blade and the fluid, and s is the dimension along the blade. The time-averaged production over the wave phase is b P T~ð 1=TÞ Ð T 0 P dt. Hydrodynamic inertial forces,F F I , are neglected in the wave attenuation estimate in Eq. 8. In the most extreme wave accelerations, the instantaneous magnitude ofF F I was found to be at least one order of magnitude smaller than the magnitude ofF F D . Even in the runs with the largest wave accelerations and smallest current velocities, the time-integrated magnitude ofF F I was two orders of magnitude smaller than the timeintegrated drag. This disparity is magnified when computing b P T becauseF F D is in phase withũ u rel andF F I is not. AlthoughF F I may have indirect effects by altering blade motion, the direct contribution to wave attenuation can be neglected.
Ultimately, the effects of the forces and the turbulence production are captured in C D , which can be used in largescale models. C D is defined such that
where w is the blade width, u is the phase-averaged streamwise fluid velocity, z is the vertical dimension, and t is time. C D is computed by rearranging Eq. 9 to solve for C D . All other terms in Eq. 9 can be computed using the present numerical model. Equation 9 can be rewritten to use wave attenuation rather than b P P T in order to apply measurements from the field or laboratory, where b P P T is difficult to measure directly. The method of computing C D by using Eq. 9 is based on Dalrymple et al. (1984) . However, Dalrymple et al. (1984) assumed linear wave theory to get the velocity u, whereas the present study used phase-averaged velocity measurements from the laboratory.
Laboratory experiments-Experiments were conducted in the Stanford Environmental Fluid Mechanics Laboratory recirculating wave flume, which is 6.9 m long with a 4.9 m long 3 1.2 m wide test section (see Fig. 3 ). Additional details of the flume assembly can be found in Weitzman (2013) . A variety of waves were produced with a plunging-type wavemaker. T varied between 2.62 s and 5.19 s, U w varied between 9.45 cm s 21 and 25.8 cm s 21 , and A ? rms varied between 2.75 cm and 15.2 cm. The water depth in the absence of waves was 40 cm. Fluid velocities were measured with a Nortek Vectrino acoustic velocimeter sampling at 100 Hz in order to get phase-averaged statistics. The velocimeter was mounted on a Cartesian robot, allowing transverse and vertical movements with an accuracy of 1 mm. Four wavemaker settings ('Large,' 'Medium,' 'Small,' and 'None') and two pump rates ('Fast' and 'Slow') were used to create the eight flow conditions that were used for model validation. In the absence of waves, the Fast current had a freestream time-averaged streamwise Table 1 . Force and moment definitions for the numerical model. k is the damping coefficient of the rotary dashpots; r w is the density of water, w i and b i are the width and thickness of the ith blade segment; l is the length of a blade segment;ẽ e z is a vertical unit vector; r gi is the density of the ith blade segment;ũ u i and_ u u _ u u i are the fluid velocity and acceleration at the midpoint of the ith blade segment;x x i ,_ x x _ x x i , and€ x x € x x i are the position, velocity, and acceleration of the midpoint of the ith blade segment; h ai is the angle of attack, defined as the angle betweenũ u i and_ x x _ x x i ; c Di , c Li , c f , and c ai are the drag, lift, friction, and added mass coefficients of the ith blade segment.
Force or moment Definition
Torsion springs
: velocity, U c , of 13.7 cm s 21 and the Slow current had a U c of 3.66 cm s 21 . The flow conditions for the validation experiments are summarized in Table 2 . Figure 4 gives phase-averaged streamwise velocities for all four wave types at the Fast pump rate. For the model validation cases, the flow was measured at eight heights for 6 min each. Eighteen additional wave conditions, designated 'A' through 'R' were measured to generate more inputs for the model. For these waves, the velocity was measured at a single height in the freestream for 6 min with the Fast pump rate. The wave parameters for A through R span the range between the Small and Large waves. In order to vary the relative magnitude of the wave and current velocities for the numerical model, the mean velocity profile was multiplied by a scalar value. Ten different values were used for each of the 18 wave conditions, leading to 180 conditions for the numerical model runs. The additional flow conditions for the numerical model runs are summarized in Table 3 .
For the validation experiments, four model blades with different properties were created in order to vary l R independently of the flow conditions. Each model blade consisted of a strip of low-density polyethylene (LDPE) glued into a slit in a wood dowel peg of 6.4 mm diameter. Polycarbonate plates with predrilled holes were placed at the bottom of the flume test section. For any given experiment, one of the model blades was attached to the bottom by placing the wood dowel peg in one of the predrilled holes. All four blades were 1 cm wide. Three of the blades were 15 cm long with thicknesses of 0.20, 0.25, and 0.30 mm. The fourth blade was 20 cm long with a thickness of 0.25 mm. A picture of three of the model blades is shown in Fig. 5 . LDPE has a Young's modulus of 0.3 GPa (Ghisalberti 2005) . These parameters were chosen to match field conditions with laboratory conditions based on three non-dimensional parameters that compare rigidity, buoyancy, and hydrodynamic inertial forces to drag. The rigidity parameter, l R , is defined in Eq. 1. The buoyancy and hydrodynamic inertia parameters are denoted l B and l I , respectively:
where r g is the density of the blade, g is the gravitational acceleration, and _ U U is the characteristic streamwise fluid acceleration. All three parameters, l R , l B , and l I , vary by multiple orders of magnitude in the field, and the parameters for the laboratory models fall within a realistic range for Thalassia testudinum. This species of seagrass was chosen because the elements are relatively rigid, but still exhibit large deflections. Meadows of Thalassia testudinum have been used for previous field studies of KC parame- terization and wave attenuation in flexible vegetation (Bradley and Houser 2009; Weitzman et al. 2013) . It is also the dominant species of seagrass in the tropical Atlantic (Short et al. 2007 ). Blade flexural response was imaged at 30 frames s 21 using a side-facing digital video camera with a resolution of 1920 3 1080 pixels. Ten minutes of video were acquired for each of the four blades in each of the eight flow conditions. The blades were colored black and backlit in order to maximize contrast. An algorithm using MATLAB's image processing toolbox was used to identify the position of the blade in each frame, specifically the blade-tip location. The images in Fig. 6 exemplify the processing steps. The scale of the image was calibrated by taking images of a plastic cylinder of known width. The processing algorithm typically identified the blade-tip location within 1 mm of where it would be placed by eye. At times, the blade twisted, causing portions of the blade to disappear in the image. Although the image of the blade could typically be reconstructed to identify the tip, it occasionally resulted in spurious data points that had to be removed. The image of the blade was clearest when the blade was pronated and when the tip reached its horizontal extents, which are the only positions that were used quantitatively in this study. In general, the variance in the blade-tip location for a particular wave phase was at least one order of magnitude larger than the error due to the quantitative imaging methods. The resulting time series of , 18,000 blade-tip positions for each scenario was used for comparison with the numerical results.
Results
The results in this paper are reported in six subsections.
(1) The laboratory model blade deflections are compared with previous results in the literature to ensure that the behavior is consistent with the prototype. Laboratory model validation-The deflections of the laboratory model blades were consistent with results from the literature. Figure 7 shows the non-dimensional pronated height of the blade tip, z Ã pro~z pro L {1 , as a function of U max . For wavy cases, z pro is defined as the z-position of the blade tip when the x-position is at its maximum value over the wave period. For cases without waves, z pro is the zposition of the blade tip and U max 5 U c . In Fig. 7 , results from the present study are compared with those of Fonseca and Kenworthy (1987) and Luhar and Nepf (2011) . The data from Fonseca and Kenworthy (1987) are for a meadow of Thalassia testudinum exposed to a unidirectional current in a laboratory flume. The data from Luhar and Nepf (2011) are numerical model predictions for a single blade exposed to a unidirectional current. Although the z Ã pro values for the present study fall below those of Fonseca and Kenworthy (1987) , they follow the lowrigidity bound from Luhar and Nepf (2011) . The blade motion is more chaotic and more difficult to model when the blades are more flexible. Validation in this region of parameter space ensures that the model is robust enough to handle more complex behavior.
It should also be noted that the differences between the results from the present laboratory model and results from the natural grass from Fonseca and Kenworthy (1987) are partially due to the experimental conditions and not necessarily differences in the blade rigidity. The present study used a single blade, rather than a full meadow. Without sheltering from a surrounding meadow, the blade deflections are larger, resulting in decreased z Numerical model validation-The laboratory and numerical results demonstrate reasonable agreement for blade-tip location and show similar trends for pronated height as a function of rigidity. In Fig. 8 , every sampled blade-tip location is plotted to compare numerical and laboratory results from individual experiments. The two subplots correspond to two separate experiments-one where the laboratory results were relatively consistent over each wave (Fig. 8a) , and one where the laboratory blade motion was chaotic (Fig. 8b) , causing inaccuracies in the blade-tip identification. Although the results for chaotic motion show much more scatter, the numerical and laboratory results are consistently in agreement when the blade is pronated. Later, pronated height is shown to be the critical aspect of the blade motion, suggesting that the results are accurate during the most important part of the wave period. Figure 9 shows z Ã pro as a function of l R . Both laboratory and numerical results are presented in order to compare trends over all experiments. For the laboratory data, the median values are plotted along with the range within two standard deviations of the mean (m 6 2s) and the range within the minimum and maximum values in order to quantify the variability. The five laboratory values (Fonseca and Kenworthy 1987) . The data labeled 'LN11' are from a numerical model of a single blade in a unidirectional flow (Luhar and Nepf 2011) . All three studies were based on Thalassia testudinum. The three lines for LN11 represent three cases with different rigidities. From bottom to top, they are a low rigidity bound, a typical rigidity case, and a high rigidity bound. The data from the present study are given as a median and a range of z Ã pro for each run.
with no corresponding numerical value are the cases in which the numerical solution did not converge. The numerical z Ã pro values typically fall within the range of laboratory observations and many of the results are within the m 6 2s range. The numerical model also reproduces the trend that blades with higher rigidity pronate less, such that z Ã pro increases with l R . The location and slope of this transition are similar in the numerical and laboratory results. Although there is some disagreement in the value of z Ã pro for specific runs, these typically occur at extreme values of l R . This may be attributed to imperfections in the laboratory models: the blade pronation is limited by the attachment of the LDPE strips to the wood dowel pegs (relevant at low l R ) and natural curling of the LDPE strips is more influential when the flow is weak (at high l R ). However, the overall agreement between the numerical and laboratory results is satisfactory for a study that seeks to identify the best physical characteristics for parameterizing a complex system. Discrepancies in the two results can be attributed to a number of physical peculiarities of the grass mimics that were not accounted for in the numerical model. (1) The strips of LDPE had a slight preference for curling on one side as soon as they were cut, and it is hypothesized that there was some hysteresis in the bending of the strips due to prolonged exposure to currents. (2) The attachment of the strips to the wood dowel pegs was found to increase the rigidity at the bottom of the strip due to slight curvature. (3) Only the ensemble-averaged flow was applied in the model. Although turbulent fluctuations had little effect on the pronated position of the blade, they did cause significant variability in the path that the blade took during backward motion. Because the fluid velocities are relatively small during this wave phase, these motions are expected to have little effect on turbulence production. (4) Although the image processing accurately identified the blade tip when it was pronated, the twisting of the blade during backward motion decreased the accuracy of the blade detection. This accounts for much of the scatter in the blade-tip location results. The scatter due to turbulent fluctuations and imperfect blade-tip detection are exemplified in Fig. 8b . Note that the numerical model predictions of the pronated position of the blade tip, which is the most important property of the blade motion, are still in excellent agreement with the results from the laboratory models.
All of the attributes described above are likely found in real seagrass blades. Many of them can be accounted for in the present model by adjusting individual blade segment parameters, such as spring constant, undisturbed torsion spring angle, and spatial dimensions. However, quantifying these complexities in the field and applying them in the model would require prohibitively detailed and extensive measurements of seagrass biomechanical properties. In this study, the numerical blade properties were varied for a series of additional model runs in order to mimic curling of the plastic strip, hysteresis, and increased rigidity at the base. Although these changes caused the results to vary, the same trend in pronated height held true in all cases. Therefore, peculiarities of the blade properties will be ignored going forward, and parameterization conclusions will be based on trends in the numerical results. The collapse of the z Ã pro -l R data confirms that l R captures the key force balance that determines frontal area of a seagrass blade exposed to waves. Data points with similar values of l R , but different values of the dimensional parameters (U max , L, and b), demonstrated spread that was similar to the spread in data points from the same experimental conditions. For the results in the remainder of this paper, l R was varied only through changes in U max .
Keulegan-Carpenter number based on blade bending-
The results in Fig. 10 show that KC BBE is an excellent predictor of C D . The coefficient of determination is r 2 5 0.96. The data points were computed from the 180 numerical model runs and the fit is a simple power law. Physically, any form of KC represents how much the flow develops over a wave period. In this case, the development is indicated by the degree of bending of the blade. When KC BBE is large, the blade pronates early in the wave phase, reducing the frontal area when the fluid velocity is highest. When KC BBE is small, the blade adjustment is long relative to the wave period, such that the fluid encounters much more of the blade's frontal area. Because frontal area effectively determines C D , the inverse relationship between C D and KC BBE becomes apparent.
Because KC BBE accounts for bending, the fitting parameters are independent of vegetation parameters, and data from any site should collapse onto a single C D -KC BBE curve. Unfortunately, the C D -KC BBE relationship is not a practical tool for predicting wave attenuation. This is because L BBE would have to be measured through image acquisition, or estimated by measuring blade parameters and modeling the blade motion. Empirically adjusting models to specific sites is more practical because wave attenuation is easier to measure than blade parameters. However, the collapse of the C D -KC BBE data emphasizes what is missing from previous versions of KC and Re; no parameter can properly nondimensionalize the system without accounting for blade motion. For flexible vegetation, the use of blade width in KC and Re provides little value and is simply a vestige of canonical parameterizations.
Summary of observations used in the algebraic model development-Although seagrass blade motion under waves is a complex nonlinear process, laboratory and numerical observations from the present study suggest that aspects of the behavior that influence wave attenuation are relatively simple and predictable. The proposed algebraic model is based on these observations.
Over the period of a wave, a seagrass blade moves freely with the flow until it reaches a maximum extent and becomes pronated. Although blade dynamics can be chaotic during the free motion, the specifics have little influence on the total turbulence production due to the low relative velocities. Once the blade becomes pronated, the relative velocities increase dramatically. The majority of the turbulence production occurs in this orientation. The proposed algebraic model hinges on the result that total turbulence production over the wave period is dominated by phases in which the blade is pronated. It is logical that most of the turbulence production occurs in a small portion of the wave period because it scales with velocity cubed.
While the blade is pronated, the position of the blade is predictable and the shape of the turbulence production curve is consistent across all model runs (see Fig. 11a ). The blade is typically pronated during the first 60% of the wave period, and the turbulence production during this time can be accurately predicted by U max . The turbulence production during the first 60% of the wave period is much higher than average, and typically accounts for 85-95% percent of the total turbulence production. Therefore, U max alone can give a rough estimate of the total turbulence production.
To improve the turbulence production estimate, the proportionality between the turbulence production during the first 60% of the wave and the total turbulence production must be estimated. This proportionality is strongly affected by changes in the relative strength of the waves and the current. Qualitative observations of the blade motion explain this dependence. When the current dominates, the blade remains pronated for the entire wave period. When the waves dominate, the strong wave reversal causes the blade to deflect in the upstream direction to the point where blade motion is arrested. When the wave and current velocities are approximately equal, the blade moves freely with the flow after the first 60% of the wave. These kinematic observations suggest that the relative velocity after the first 60% of the wave period is dependent on the relative magnitude of the waves and current, with a minimum when they are about equal. The result is that the ratio between the turbulence production during the first 60% of the wave period, and the total turbulence production is well-predicted by a parameter that compares the waves and the current.
By developing quantitative relationships based on the observations above, the total turbulence production, b P P T , can be predicted from simple parameters. Development of the algebraic model for predicting turbulence production-The quantitative relationships that support the proposed algebraic model are presented below.
(a) During the portion of the wave period when the blade is pronated, turbulence production demonstrates consistent behavior as a function of wave phase and turbulence production during this time dominates the total turbulence production over the wave period. Turbulence production by the blade wake was estimated by taking the dot product of the velocity with the drag force, as described in the methods section. In Fig. 11a , P is non-dimensionalized by the average turbulence production over the wave period:
The phase-dependent turbulence production demonstrates a consistent shape over all waves and currents sampled. During the forward motion of the wave orbital velocity, the blade initially moves with the fluid. It then becomes pronated and the relative velocity approaches the fluid velocity. The maximum turbulence production occurs just before w/2p 5 0.25, where the maximum streamwise wave velocity occurs (see Fig. 4 ). As the streamwise wave velocity decreases, turbulence production decreases and almost reaches zero by the time the streamwise wave velocity is zero, near w/2p 5 0.5. After 60% of the wave period has elapsed (w/2p 5 0.6), there is relatively little turbulence production. (The three different cases for U diff shown in Fig. 11 are discussed in more detail in 'c' below.) The non-dimensional, depth-integrated, cumulative turbulence production is defined as P P Ã w ð Þ:
whereP P T 5 T b P P T is the total depth-integrated turbulence production over the wave period. The values ofP P Ã in Fig. 11b suggest that between 60% and 100% of the turbulence production occurs before w/2p 5 0.6. The value ofP P Ã at this phase represents the fraction of the total turbulence production that occurs during the first 60% of the wave period and is denotedP P 
(b) Because the dynamics of the system are relatively simple when the blade is pronated, the associated turbulence production can be accurately predicted by the rigidity parameter and the maximum fluid velocity. Here it is assumed that the blade is pronated for the initial 60% of the wave. The total turbulence production for this time is denotedP P 60 , P P 60 : Fig. 11 . Numerical model results for depth-integrated turbulence production as a function of wave phase: (a) instantaneous depthintegrated turbulence production normalized by the average turbulence production over the wave phase, P * ; (b) cumulative depthintegrated turbulence production normalized by the total turbulence production over the wave phase,P P Ã . The vertical lines mark w/2p 5 0.6. P P Ã 60 is given by the value in plot (b) at this phase. and the average is denoted b P P 60 ,
b P P 60 is primarily dependent on the frontal area of the blade and the velocity of the fluid because the pronated blade is essentially stationary. The frontal area is determined by l R . Figure 9 gives laboratory and numerical results for z Ã pro , which determines frontal area when the blade is pronated, as a function of l R . b P P 60 can be written in terms of an effective drag coefficient, C 60 D , and U max , which is appropriate because the maximum fluid velocity will dominate turbulence production:
D is assumed to be a power-law function of l R , which determines both the frontal area and the angle of the blade:
where a is a constant. Substituting back into the expression for b P P 60 gives
For a fixed set of blade parameters, as in the model runs, this can be simplified to a power law:
where C and c are constants that are ultimately incorporated into fitting parameters. Note that C accounts for the dependence on blade parameters: C! (c) The mechanism and behavior of turbulence production when the blade is not pronated depends on the relative strength of the waves and current. The wave and current velocity are compared using the non-dimensional parameter U diff ; (U w 2 U c )(U w + U c ) 21 , where U c is the mean and U w is the maximum deviation above the mean of the phase-averaged freestream streamwise velocity. Three regimes of U diff give three different shapes of P * : (1) When the wave and current velocity are close to equal (U diff < 0), P * after w/2p 5 0.6 is near zero because the relative velocity between the blade and the fluid is extremely small. (2) When the wave dominates (U diff . 0), the flow reverses sufficiently for the blade's motion to be arrested on the reversal, leading to a second peak in P * near w/2p 5 0.75. (3) When the current dominates (U diff , 0), the streamwise velocity remains significant after w/2p 5 0.6, such that the blade remains pronated, resulting in a higher baseline turbulence production. The qualitative aspects of the blade motion were observed in both laboratory and numerical experiments. The numerical results for P * are depicted in Fig. 11a with the three regimes of U diff denoted by the three shades of gray.
(d) The proportion of turbulence production that occurs while the blade is pronated is well-predicted by a comparison between the wave and current velocities. Figure 11b shows the normalized cumulative turbulence production over the wave phase,P P Ã , for the three regimes of U diff . The relative contribution to turbulence production from the time when the blade is pronated,P P Ã 60 , is seen in Fig. 11b as the value ofP P Ã at w/2p 5 0.6. As with P * , the three regimes of U diff give three different shapes ofP P Ã : (1) When U diff . 0, there is a sharp jump inP P Ã near w/2p 5 0.75, which is attributed to the blade motion being arrested as the blade bends in the upstream direction (observed in both laboratory and numerical experiments). (2) When U diff < 0, theP P Ã is above 90% by w/2p 5 0.6, showing little contribution to overall turbulence production when the blade is not pronated. (3) When U diff , 0, there is a significant gradual increase inP P Ã after w/2p 5 0.6 because the blade remains partially pronated and the background current continues to produce turbulence. These differences naturally translate to a relationship betweenP P Ã 60 and U diff , which is shown in Fig. 13 . For the predictive method, the relationship is approximated with a parabola:
where c 2 , c 1 , and c 0 are constants that are later incorporated into fitting parameters.P P Ã 60 is maximized near U diff 5 0 and demonstrates the smallest variance at this location. This is because turbulence production in the early part of the wave phase is most dominant when the wave and current velocities are similar. The spread increases for U diff . 0 because the dominant wave velocity causes the blade motion to become more chaotic. In this sense, the current stabilizes the system. Qualitative laboratory observations suggest that seagrass blades grouped in canopies demonstrate less chaotic behavior than do individual blades. This may improve the U diff parameterization when it is applied to a canopy.
(e) By predicting turbulence production while the blade is pronated and predicting what portion of the total turbulence production occurs during this time, the total turbulence production can be estimated from simple flow parameters. The ratio of the time-averaged turbulence production values can be related to the integrated turbulence production values using their definitions (Eqs. 15, 16):
This relationship can be rearranged in order to relate b P P T tõ P P Ã 60 and b P P 60 :
b P P 60 is related to U max by a power law (Eq. 20). Dependence on l R is contained in C and c.P P Ã 60 is related to U diff by a quadratic polynomial (Eq. 21). Combining the two relationships gives an algebraic model for b P P T : Once an estimate of b P P T is obtained, it can easily be translated to C D according to Eq. 9. The proposed algebraic model allows b P P T and C D to be computed from U max and U diff , which are both simple parameters describing the incident flow. The model must be adjusted to each specific system for which it is used because l R depends on vegetation parameters that are difficult to measure. A more detailed description of how the model would be applied is provided in the Discussion. Because the proposed algebraic model allows efficient computation of C D from known values, it is a feasible method for accounting for drag or energy dissipation by flexible vegetation in a large-scale model.
Connection between the algebraic model and previous parameterizations-Under certain assumptions, a curve fit using the proposed algebraic model is equivalent to a curve fit using either the C D -Re or the C D -KC parameterization (Bradley and Houser 2009) . Assuming fixed blade parameters and water depth, and assuming b P P T is equal to dissipation, Dalrymple et al. (1984) gives the following proportionality:
, where g 0 is the wave amplitude, k is the wave number, and v is the wave frequency. Assuming long waves, v ! k and g 0 ! U max . Assuming that the waves have a constant slope, k!g {1 0 .
Together, these proportionalities give b P P T !C D U 4 max . Thus, a power-law relationship between C D and U max can be equivalently rewritten as a power law relating b P P T to U max . Assuming that U max is the characteristic velocity used in Re, and assuming that blade width and fluid viscosity are fixed, a C D -Re power law is equivalent to a b P P T -U max power law. Similar logic can be used to show that a C D -KC power law is also equivalent to a b P P T -U max power law. In the proposed algebraic model, U diff 5 1 when U c 5 0. Therefore, for fixed blade parameters in pure oscillatory flow, the algebraic model reduces to a power-law relationship between b P P T and U max . The above logic demonstrates that under certain assumptions, the proposed algebraic model, a C D -Re power law, and a C D -KC power law can all be reduced to an equivalent relationship. This is the reason that the data presented in Bradley and Houser (2009) show nearly identical distributions and r 2 values for the C D -Re and the C D -KC relationships. The fact that the proposed algebraic model reduces to previous relationships in pure oscillatory flow suggests that the parameterization is valid for field conditions. Field validation in systems with a background current would require additional experiments. The proposed algebraic model contains three significant advancements in parameterizing vegetative wave attenuation: (1) the underlying relationships are connected to physical processes that are elucidated in this text; (2) it utilizes only the essential physical parameters; and (3) it can be applied to systems that include a background current.
Discussion
The attenuation of waves by seagrass meadows is a complex process involving the coupled dynamics of fluid and blade motion. Further complexity is introduced by variation in blade morphology, canopy heterogeneity, bottom topography, etc. Considering these uncertainties in boundary conditions, even direct numerical simulation could not provide definitive results. This leads to a reliance on empirical models for predicting wave attenuation from large-scale model parameters. However, it is not obvious which parameters would create the most effective empirical models because it is unclear how they influence the processes that eventually lead to dissipation of wave energy. A simple numerical model of blade dynamics was used to elucidate the basic processes that dominate wave attenuation by flexible elements. By determining the parameters that best characterize these processes, we have developed an understanding of how simple parameters influence the efficiency of wave attenuation. Although the proposed algebraic model is similar to previous predictive methods in pure oscillatory flow, it improves upon them with clear connections to physical mechanisms, simplicity, and applicability to complex flows.
Seagrass as a low-pass filter-Previous studies have compared seagrass to a low-pass filter because C D increases with wave frequency, implying preferential attenuation of high-frequency waves (Bradley and Houser 2009) . The results of this study agree, as can be seen in the decrease of C D with increasing KC BBE . KC BBE is proportional to wave period, such that increased wave period (decreased wave frequency) results in lower efficiency of wave attenuation. This low-pass filtering can be caused by two different mechanisms, which occur in different frequency regimes. In the high-frequency regime, the phase lag between wave and blade motion decreases as frequency decreases because the blade has more time to react to changes in fluid velocity. In this case, changes in C D are attributed to changes in relative velocity. In the low-frequency regime, the blade is streamlined for a greater portion of the wave period when the frequency is lower. In this case, changes in C D are attributed to changes in frontal area and the relative velocity actually increases with decreased frequency. Both mechanisms were alluded to in Bradley and Houser (2009) . In this study, all wave periods were relatively long, such that only the low-frequency regime was observed.
Individual blades vs. canopies-Seagrass influences local fluid motion, a key complexity that was left out of the numerical model. Recent observations suggest that oscillatory flow and canopy flexibility both push the system toward the sparse canopy limit, in which canopy elements behave as they would individually (Lowe et al. 2005; Luhar et al. 2010) . Although the blade motion and wave attenuation may not exactly mimic real seagrass in its natural environment, the mechanistic observations and the resulting parameterizations are expected to hold true for a canopy. In order to test this, the algebraic model must be tuned to field data from real seagrass meadows, allowing the fit to account for the coupling between blade and fluid motion. This validation is already available for systems with pure oscillatory flow because, in this case, the proposed algebraic model can be reduced to the C D -Re or C D -KC relationships found in the literature. Validation in systems with a background current will require additional field data, which are not currently available. In the paragraphs below, the expected effects of scaling up to a canopy and methods of accounting for these effects are discussed in more detail.
Mean current is greatly affected by meadows of sufficient density (Nepf 2012) . However, wave velocities are often influenced to a much smaller degree (Luhar et al. 2013) . Lowe et al. (2005) suggests that attenuation in rigid canopies is dependent on a form of KC based on element spacing. In a flexible canopy, element spacing is not the largest length scale associated with flow development. Instead, L BBE may be more appropriate for predicting attenuation of orbital velocities with depth. This idea is supported by our result that KC BBE is an excellent predictor of C D for a single element. The increase in length scale that is implied by using L BBE rather than canopy spacing suggests that the orbital excursion required to cause significant attenuation of orbital velocity is much larger in flexible canopies than in rigid canopies. This implies that the assumption of decoupling between blade bending and fluid motion is valid over a larger range of orbital excursions. A related conclusion is that flexible canopies attenuate orbital velocity less than rigid canopies of the same density (Peterson et al. 2004 ). This topic deserves further exploration, especially at higher orbital excursions, where varying KC BBE is hypothesized to have a more significant effect on attenuation.
Despite the observations described above, the aggregate behavior of a canopy is certainly different from a superposition of individual blades. Here, these differences are discussed in terms of their effect on the proposed algebraic model. The most significant difference between an individual blade and a canopy is the velocity reduction inside the canopy. This causes an increase in effective rigidity and a decrease in the forces experienced on a per blade basis. In the algebraic model, the higher effective rigidity would result in decreased c because of reduced dependence of frontal area on velocity. It would also result in higher values of b 0 , b 1 , and b 2 , because of increased frontal area. However, the decreased forces would counteract the increased frontal area and push toward lower values of b 0 , b 1 , and b 2 . Another phenomenon that only appears in a canopy is physical blade-blade interaction. This would increase effective rigidity, thereby increasing c and decreasing b 0 , b 1 , and b 2 . This blending of various coupled influences reiterates the need to fit the algebraic model parameters to field data in a real canopy. The above discussion illustrates how the parameterization designed for a single blade can account for canopy effects.
Although this study's numerical model sought to mimic an individual blade, the inputs to the model could be adjusted to better approximate the blade motion and wave attenuation in a canopy. This would be accomplished by inputting fluid velocities that more accurately approximate the flows in a canopy, rather than velocities observed for undisturbed waves. These velocities could be acquired in two different ways: by measuring a phase-averaged velocity profile inside a physical canopy, or by coupling the model with the momentum equation for the fluid and iteratively solving for the blade and fluid motion. Either method would add significant cost beyond what is required for individual blade runs. This cost must be weighed against the benefit of more accurately mimicking the natural system. It is also important to consider the fact that uncertainty in blade parameters may be a significant factor. In this study, the single blade numerical model runs were used to develop the algebraic model and tuning to a canopy is left as part of fitting the model parameters.
Applying the proposed algebraic model-The algebraic model parameter values computed in this study are valid only for the specific set of vegetation parameters used in the numerical model runs. In order to apply the algebraic model in the field, site-specific model parameters must first be computed based on field data. An appropriate field experiment would include velocimeters and wave gages separated by a few meters perpendicular to the dominant direction of wave propagation. The velocimeter data would be used to compute U diff and U max , and the wave gage data would be used to compute wave attenuation. A long time series of these three values in a variety of flow conditions would be used to perform the 2D fit that computes the algebraic model parameters. This approach does not require quadrat sampling or removal of vegetation for rigidity measurements, which would both be required for calculating l R .
The model parameters would vary from site to site because they depend on the blade and canopy parameters. Estimating the parameters based on vegetation characteristics is impractical because it would require quadrat sampling and removal of vegetation in order to measure parameters such as canopy spacing and blade rigidity. Using measured velocities and wave attenuation (as suggested in the previous paragraph) is more practical and more accurate. Because they would be based on direct measurements of wave attenuation, these fits would inherently account for complexities in the coupling between blade and fluid motion. Eventually, many field experiments could be used to develop probability distributions and typical values for the model parameters in different types of vegetation. This type of database, along with mapping of the distribution of vegetation types, would allow the proposed algebraic model to accurately predict wave attenuation in large-scale coastal ocean models.
