Community detection is one of the most important and interesting issues in social network analysis. In recent years, simultaneous considering of nodes' attributes and topological structures of social networks in the process of community detection has attracted the attentions of many scholars, and this consideration has been recently used in some community detection methods to increase their efficiencies and to enhance their performances in finding meaningful and relevant communities. But the problem is that most of these methods tend to find non-overlapping communities, while many real-world networks include communities that often overlap to some extent. In order to solve this problem, an evolutionary algorithm called MOBBO-OCD, which is based on multi-objective biogeography-based optimization (BBO), is proposed in this paper to automatically find overlapping communities in a social network with node attributes with synchronously considering the density of connections and the similarity of nodes' attributes in the network. In MOBBO-OCD, an extended locus-based adjacency representation called OLAR is introduced to encode and decode overlapping communities. Based on OLAR, a rank-based migration operator along with a novel two-phase mutation strategy and a new double-point crossover are used in the evolution process of MOBBO-OCD to effectively lead the population into the evolution path. In order to assess the performance of MOBBO-OCD, a new metric called alpha_SAEM is proposed in this paper, which is able to evaluate the goodness of both overlapping and non-overlapping partitions with considering the two aspects of node attributes and linkage structure. Quantitative evaluations reveal that MOBBO-OCD achieves favorable results which are quite superior to the results of 15 relevant community detection algorithms in the literature.
Introduction
With the emergence of social networks, online communications between people have become more organized [1] . Since social networks are considered as a kind of complex networks, their community structure is one of their distinctive properties, which can reveal their organization and the hidden relation among their components [2] . Identifying meaningful communities of social networks is an interesting field of study which has attracted many researchers in recent years [3] . A community can be defined as a dense subnetwork within a larger network, like a group of friends in a social network [4] . As a matter of fact, community detection is the process of searching a network to find groups of called CLAMP for clustering attributed multi-graphs, which automatically balances the structural and attribute properties of the vertices, and clusters the network such that objects in the same cluster are characterized by similar attributes and connections. Reihanian et al. [12] proposed a multi-objective discrete biogeography-based optimization algorithm to find non-overlapping communities of social networks with node attributes. Their method tends to reach to a trade-off between similarity of nodes' attributes and density of connections in the identified communities. Li et al. [11] introduced a multiobjective evolutionary algorithm called MOEA-SA, which is based on structural and attribute similarities, to solve the attributed graph clustering problem. Asim et al. [49] presented two methods called Louvain-AND-Attribute (LAA) and Louvain-OR-Attribute (LOA), which are the modifications of Louvain method [21] , to analyze the effect of using node attributes with Modularity for detecting communities. Pizzuti and Socievole [18] proposed a genetic algorithm, which optimizes a fitness function that combines node similarity and structural connectivity, for detecting community structures of attributed graphs. Reihanian et al. [1] introduced a generic framework called SNTOCD to detect overlapping communities in social networks, with special focus on rating-based social networks. Their proposed framework considers the information shared by the users (ratings), as well as their topics of interest, for the sake of finding meaningful communities. Some of the methods described in this section synchronously consider structure and attribute in finding communities of social networks with node attributes. But most of these methods, such as [11, 12, 18, 49] , can find disjoint communities, and are not able to find overlapping ones, while the other methods, like [48] , need to know the number of communities beforehand, while the number of communities in a real graph is usually unknown in advance [11] . In order to overcome these problems, for the first time, we propose a novel community detection algorithm in this paper, which can automatically find overlapping communities with synchronously considering the density of connections and the similarity of nodes' attributes in a social network with node attributes.
Background
In this section, Biogeography-Based Optimization (BBO) and Multi-objective Optimization Problem (MOP), as the concepts which organize the background of this research, are discussed.
Biogeography-Based Optimization (BBO)
As previously mentioned, biogeography-based optimization (BBO) is an evolutionary algorithm, which was introduced by Dan Simon in 2008 [19] , to solve global optimization problems. BBO is based on the science of biogeography, which deals with the study of the distribution of biological species over time and space [12, 19, 50] . In BBO, each member of the population is called the habitat, which represents a candidate solution to the problem that tends to be solved by BBO. Each habitat includes a n-dimensional vector, and each of the n variables of this vector is a value of the so-called Suitability Index Variable (SIV) [12] . A measure of the goodness of a habitat in BBO is its Habitat Suitability Index (HSI) [50] . A good habitat has a high value of HSI. HSI is equivalent to fitness, in maximization problems, or cost, in minimization problems, in some other evolutionary algorithms [12] . Like many other evolutionary algorithms, there are two main steps in BBO which are [50] : 1) information sharing and 2) mutation. Migration operator is introduced in BBO to perform the step of information sharing, which tends to improve the habitats of the population. Sharing SIV values between habitats is a probabilistic task in BBO which is conducted based on the migration rates of the habitats. The migration rates of a habitat like H i have two components: immigration rate ( i  ) and emigration rate ( i  ). The immigration rate of a habitat is used to probabilistically decide whether to immigrate or not (that means whether to accept an SIV value from other habitats or not). If the immigration is selected for the habitat H i , then the emigrating habitat should be selected (a habitat which its SIV value should be transferred). The emigrating habitat H j is probabilistically selected based on its emigration rate ( j  ). In BBO, each call of the migration operator can lead to migration of a single SIV value from one habitat (emigration) to another habitat (immigration) of the population [12, 50] . The mutation in BBO is a probabilistic operator which randomly changes an SIV value of a habitat. The aim of the mutation is to increase diversity among the population (habitats). Mutation gives this chance to the habitats with low HSIs to improve their quality (enhance their HSI values). On the other hand, the habitats with high HSIs are also given this chance by mutation to improve themselves even more than they already have [50] . The motivation of utilizing BBO as the optimization algorithm in the proposed method (MOBBO-OCD) is that BBO is one of the fastest-growing nature-inspired algorithms for solving practical optimization problems, and has the advantages in terms of simplicity, flexibility and computational efficiency [51] . Since its introduction, BBO has been employed in different researches to solve numerous practical optimization problems in various branches of science and engineering, such as data analysis, network and antenna problems and image processing [51] .
Multi-objective Optimization Problem (MOP)
An MOP can be formally defined as: "minimizing (or maximizing) )} ( ),..., ( { ) (
MOP solution minimizes (or maximizes) the components of a vector ) (x F
, where x is a ndimensional decision variable vector } ,..., { 1 n x x x  from some universe  [52] ."
One of the most considered general approaches for solving an MOP is the Pareto-based approach, in which each objective function of an MOP is treated separately. The Pareto-based approach does not transform a multi-objective problem into single-objective ones for solving an MOP. The output of the Pareto-based approach is a set of non-dominated solutions. In a multi-objective minimization problem, solution x is said to dominate solution y ( 
The first above condition emphasizes that y should not be better than x at all, while the second above condition indicates that x should be better than y in at least one aspect (objective function). Consider that X is a set of generated solutions. It can be said that X x  * is a non-dominated solution if there does not exist another solution like x such that x dominates x * ( * x x  ). The non-dominated set of solutions or the Pareto optimal set of solutions can be represented as follows:
As previously mentioned, the output of the Pareto-based approach is not a unique solution but a set of non-dominated solutions (a Pareto optimal set of solutions). It is the advantage of the Pareto-based approach that provides multiple candidate solutions for a decision maker, and it is his/her responsibility to select the best compromise solution among the set of candidate non-dominated solutions, which are considered to be equally optimal [12] . The selection is essentially a trade-off of one complete solution x over another in multi-objective space [52] .
Proposed method
As previously mentioned, this paper aims to detect the overlapping communities of a social network with node attributes in which members share similar attributes, and have dense connections. This goal is achieved by proposing a Multi-Objective BBO-based Overlapping Community Detection algorithm (MOBBO-OCD), which finds overlapping communities of a social network, in which node attributes are available, with considering the two aspects of topological structure and node attributes of the network. Since MOBBO-OCD uses the Pareto-based approach, its final output is a set of nondominated solutions (partitions) of its input social network. The pseudo code of MOBBO-OCD is shown in Algorithm 1. Initialize nSIV (number of nodes of AN) 3.
Initialize nHabitat (number of habitats or size of population) 4.
Initialize the immigration rates  (an arithmetic progression from 0 to 1 with common difference of
Initialize pMutation (probability of mutation) according to Eq. (4) 7.
Initialize OVSet (set of candidate overlapping nodes) according to Algorithm 2 %End of Parameter Initialization% %Initialization% 8.
Generate initial habitats (H 1 , …, H nHabitat ) according to Algorithm 3, and store them in HBT set 9.
Compute the HSI values of the habitats of HBT based on the objective functions described in sub-step 2.2 10. Sort HBT according to Algorithm 4 %End of Initialization% %Main Loop% 11. While not T %T is a termination criterion 12.
newHBT  HBT
13.
For each habitat like H i in newHBT 14.
For each SIV k in H i 15.
Perform migration according to Algorithm 5 16.
If rand <= pMutation 17.
Perform the first phase of mutation strategy according to Algorithm 6 18.
Perform the second phase of mutation strategy according to Algorithm 7 19.
End If

20.
End For 21.
Perform crossover according to Algorithm 8 22.
Perform the decoding stages described in sub-step 3.6 23.
Compute the HSI values of H i based on the objective functions described in sub-step 2.2 24.
End For 25.
HBT  HBT  newHBT %merging HBT and newHBT
26.
Sort HBT according to Algorithm 4 27.
HBT  Select the first nHabitat number of habitats from HBT
28.
Sort HBT according to Algorithm 4 29. End while %End of Main Loop% 30. Return HBT as the final output of MOBBO-OCD
End
According to Algorithm 1, the input of MOBBO-OCD is a social network with node attributes AN=<N,A,E>, where N, A and E represent nodes of the network, the corresponding attribute values of the nodes and the edges of the network, respectively. As a matter of fact, AN contains the adjacency matrix and nodes' attributes of the social network. With considering Algorithm 1, the strategy of MOBBO-OCD can be outlined in the following 7 steps:
Step 1: Parameter Initialization. In the first step of MOBBO-OCD, the parameters of the algorithm are initialized as follows:
Sub-step 1.1: Initializing nSIV. The first parameter to be initialized is nSIV, which represents the number of nodes of AN (the input social network). Sub-step 1.2: Initializing nHabitat. The second parameter to be initialized is nHabitat, which represents the number of habitats or the size of the population.
Sub-step 1.3: Initializing immigration rates (  ). The third parameter to be initialized is immigration rates (  ). In MOBBO-OCD, the immigration rates are considered to be an arithmetic progression from 0 to 1 with common difference of
Sub-step 1.4: Initializing emigration rates (  ).
The fourth parameter to be initialized is emigration rates (  ). In MOBBO-OCD, the emigration rates are considered to be     1 . Here, we give an example for better clarifying the performance of immigration rates and emigration rates in MOBBO-OCD. Consider the size of the population (nHabitat) to be 5. In this condition, the immigration rates will be 0, 0.25, 0.5, 0.75, 1, respectively, while the emigration rates will be 1, 0.75, 0.5, 0.25, 0, respectively. It can be concluded that, the sum of immigration and emigration rates for each habitat of a population is considered to be 1. Also, with considering the population to be sorted, the first member (the best habitat) of the population has the lowest immigration rate (0) and the highest emigration rate (1) among other members of the population, while the last member (the worst habitat) of the population has the highest immigration rate (1) and the lowest emigration rate (0) among other members of the population. Sub-step 1.5: Initializing pMutation. The fifth parameter of MOBBO-OCD to be initialized is pMutation, which indicates the probability of mutation in the algorithm. Since different mutation rates will dramatically affect the results of an evolutionary algorithm, in MOBBO-OCD, the value of pMutation is calculated based on a method proposed in [12] , which gives a good approximation of a mutation probability. In this method, first, a suitable mutation rate for a fixed number of SIVs should be approximated. In our experiments, same as [12] , we found that MOBBO-OCD with pMuation of 0.1 has a good performance to solve a problem of overlapping community detection in which nSIV (number of nodes) is equal to 100. This approximation is conducted with try and error. Then, pMutation for other problems with different number of SIVs can be approximated using Eq. (4) [12] :
According to Eq. (4), the value of pMutation depends on nSIV (number of nodes) of a community detection problem, but the product of pMutation and nSIV is considered to be a fixed number (10 in our experiments). It can be concluded that with using Eq. (4), pMutations of different community detection problems are made to be dependent on their number of nodes rather than being a fixed number. Sub-step 1.6: Initializing OVSet. The last parameter to be initialized in MOBBO-OCD is OVSet, which includes the candidate overlapping nodes of AN. The members of OVSet are recognized by using a method proposed in [8] . This method finds the candidate overlapping nodes based on the following two observations [8] :  "Observation 1: For each overlapping node of several communities, there usually exists one neighboring node in each community which is densely connected to the overlapping node.  Observation 2: The links between communities that have at least an overlapping node are spare enough to make these communities to be unable to form one community." With considering n i to be a node in the graph G of a social network and based on the two above observations, the following definitions are given in [8] :
 "Definition 1 (Key Neighboring Node): Key Neighboring Node of n i , denoted as KN i n , is the node in the neighborhood of n i which has the largest number of common neighboring nodes with n i .  Definition 2 (Key Neighboring Sub-graph): Key Neighboring Sub-graph of n i , denoted as n ." With considering the above definitions and observations, it can be concluded that the node n i would have a high probability of being an overlapping node if the following two conditions are both satisfied [8] :
 "Condition 1: There should be at least two different Key Neighboring Sub-graphs of n i in the considered social network.  Condition 2: The links between any two Key Neighboring Sub-graphs of n i should be spare." In order to consider the second condition, Eq. (5) [8] . The same as [8] , in MOBBO-OCD, this threshold is considered to be 0.1. Fig. 1 shows an example for better clarifying the process of finding candidate overlapping nodes of a social network in MOBBO-OCD. Fig. 1(a) shows the graph G of a social network with 5 nodes and 6 edges. We want to find out whether node 3 is a candidate overlapping node of G or not. For this reason, first, we find the neighboring nodes of node 3, which are node 1, node 2, node 4 and node 5. Then, we find the common neighboring nodes of node 3 and its neighboring nodes. The common neighboring nodes of node 3 and node 1, node 3 and node 2, node 3 and node 4, and node 3 and node 5 are node 2, node 1, node 5 and node 4, respectively. Since the number of common neighboring nodes of node 3 and all of its neighboring nodes are equal to 1, the Key Neighboring Node of node 3 can be any of its neighboring nodes. With choosing node 1 to be the first Key Neighboring Node of node 3, the first Key Neighboring Sub-graph of node 3 ( KN G 1 ) is formed, which includes node 1 and node 2. This Key Neighboring Sub-graph is shown in Fig. 1(b) . After removing the members of KN G 1 (node 1 and node 2) and their related edges from G, the reduced sub-graph of G, which is shown in Fig. 1(c) , is formed. Now, with choosing node 1, from the reduced sub-graph of G, as the second Key Neighboring Node of node 3, the second Key Neighboring Sub-graph of node 3 ( KN G 2 ) is formed, which includes node 4 and node 5. This Key Neighboring Sub-graph is shown in Fig. 1(d) . Since two Key Neighboring Sub-graphs are found for node 3, the first condition is satisfied. If we consider the two Key Neighboring Sub-graphs of node 3, which are shown in Fig. 1(b) and Fig. 1(d) , we can see that there is no link between these sub-graphs, which means
we consider the threshold to be 0.1, the links between the two Key Neighboring Sub-graphs of node 3 will be considered to be spare (
). Thus, in this condition, node 3 is considered to be a candidate overlapping node of G. If we perform the explained process for other nodes in the network of Fig. 1(a) , only one key neighboring sub-graph will be found for each of these nodes, the first condition will not be satisfied for the nodes, and none of them can be a candidate overlapping node of G. Thus, it can be concluded that node 3 is the only candidate overlapping node in the network of Fig. 1(a) . Algorithm 2 summarizes the process of finding candidate overlapping nodes of a social network in MOBBO-OCD. Step 2: Initialization. The second step of MOBBO-OCD is related to the process of initializing population. In MOBBO-OCD, the population consists of nHabitat number of habitats. Each habitat represents a partition of AN. The main parts of the initialization step of MOBBO-OCD are outlined in the following 3 sub-steps: Sub-step 2.1: Generating initial habitats. In this sub-step, the initial habitats are generated, and are stored in HBT set. Most of the researches, in which evolutionary algorithms were employed to solve community detection problems, used locus-based adjacency representation for encoding and decoding individuals in populations. The locus-based adjacency representation, which was proposed in [53] , and was used in [54] , can only encode and decode non-overlapping communities. Since MOBBO-OCD is proposed to detect overlapping communities, we present an extended locus-based adjacency representation, which is called Overlapping Locus-based Adjacency Representation (OLAR), to encode and decode overlapping communities. OLAR performs in 4 stages, which are Encoding, First Decoding, Marking and Final Decoding. The original locus-based adjacency representation only has the first two stages. It means that OLAR and the original locus-based adjacency representation have the same performance in Encoding and First Decoding stages. The difference between the two representations is related to the third stage (Marking) and the fourth stage (Final Decoding), which are introduced in OLAR. It should be noted that, the order of the execution of the second and the third stages of OLAR can be reversed. It means that it is possible to conduct the third stage of OLAR (Marking) before its second stage (First Decoding). The pseudo code of OLAR is shown in Algorithm 3. The difference between OLAR and the original locus-based adjacency representation along with the process of generating a habitat with OLAR is explained with an example, illustrated in Fig. 2 . Fig.  2(a) shows the graph G of a social network with 5 nodes and 6 edges. We want to generate the habitat H with OLAR. In OLAR, each habitat (like H) deals with nSIV variables (SIVs), where nSIV represents the number of nodes in AN. In the first stage of OLAR (Encoding), for each SIV in H, a value is randomly chosen from a set of possible values which includes the neighboring nodes of that SIV. The set of possible values (neighboring nodes) of each SIV can be inferred from the adjacency matrix of AN. According to Fig. 2(b) , the habitat H deals with 5 SIVs because there are 5 nodes in G (see Fig. 2(a) ). Each of these 5 SIVs is related to a node in the network, and has a set of possible values (neighboring nodes). For example, according to Fig. 2 (a), since node 3 has connections with node 1, node 2, node 4 and node 5, the set of possible values of the third SIV of the habitat H is {1, 2, 4, 5}. Also, according to So far, the performances of OLAR and the original locus-based adjacency representation are the same. Thus, it can be concluded that both representations are able to automatically determine the number of communities by recognizing the components of each habitat. But at the end of First Decoding stage, the process of the original locus-based adjacency representation is finished. Thus, the original representation is unable to find overlapping communities.
In the third stage of OLAR (Marking), we mark the statuses of the non-overlapping SIVs (nodes) of a habitat with 0 and the statuses of the overlapping SIVs of a habitat with 1. It was discussed in sub-step 1.6 that OVSet contains the candidate overlapping nodes. Thus, the non-overlapping nodes are the nodes from AN, which are not exist in OVSet. Now, we want to perform Marking stage of OLAR for the habitat H of Fig. 2(b) . From sub-step 1.6 and Fig. 1 , we know that the related OVSet of the graph G represented in Fig. 2 (a) (which is the same as the graph G represented in Fig. 1 (a)) contains just one member, which is node 3. Thus, the other nodes of the network (node 1, node 2, node 4 and node 5) are non-overlapping nodes, and the statuses of their related SIVs are marked with 0 in the habitat H. On the other hand, in Marking stage, it is randomly determined that a candidate overlapping node is considered to be overlapping (1) or non-overlapping (0). Thus, since node 3 is a candidate overlapping node (see Fig. 1 ), its status (overlapping or non-overlapping) in H is randomly determined. According to Fig. 2(b) , H.Status is the output of Marking stage of OLAR with considering the habitat H. In H.Status, the first, the second, the fourth and the fifth values are 0, because they are related to non-overlapping nodes (nodes 1, 2, 4 and 5). But, the third value of H.Status is randomly considered to be 1 because its related node (node 3) is a candidate overlapping node (see Fig. 1 ).
In the last stage of OLAR (Final Decoding), the final communities of a habitat are extracted. As On the other hand, the third value of H.FinalCommunity is 1, 2. It means that the third node of the Graph G of Fig. 2 (a), which is an overlapping node (according to the third value of H.Status), is a member of community 1 and community 2. The reason is that, according to H.Community, some of the neighboring nodes of node 3 (node 1 and node 2) are the members of community 1, and its other neighboring nodes (node 4 and node 5) are the members of community 2. Thus, according to the last stage of OLAR, the third value of H.FinalCommunity, which is related to the node 3, should contain the community labels of the neighboring nodes of node 3, which are 1 and 2 in H.Community. Fig.  2 (c) graphically represents the final communities of the habitat H, which are detected in the last stage of OLAR (Final Decoding). According to this figure, node 3 is overlapping, and is a member of the both generated communities. But the other nodes are non-overlapping, and each of them is only the member of one community. It should be considered that since the related values of H.Status for candidate overlapping nodes are randomly determined in Marking stage, the third value of H.Status could be 0. In this condition, H.FinalCommunity would be the same as H.Community, and the final communities would be non-overlapping. Thus, OLAR is able to automatically detect non-overlapping communities, too. It can be concluded that, the main advantage of OLAR over the original locus-based adjacency representation is its ability to detect overlapping communities, automatically. In other words, OLAR is able to automatically find both overlapping and non-overlapping communities, while the original locus-based adjacency representation can only find non-overlapping communities, automatically. Sub-step 2.2: Computing HSI values. After generating initial habitats in sub-step 2.1, the HSI values of the generated habitats are computed in this sub-step. As previously mentioned, the aim of MOBBO-OCD is to find overlapping communities in which the members have dense connections and share similar attributes. With considering this goal, we choose two objective functions to be maximized in MOBBO-OCD, which are Extended Modularity (EQ) [55] and SimAtt [12] . Newman [20] introduced a concept called Modularity which measures the communities from the perspective of the topological structure of a network, since it is often used to evaluate whether the division is good in the sense that there are many edges within communities and only a few between them [6, 12] . But the original definition of Modularity is not able to handle overlapping communities. Thus, Shen et al. [55] proposed Extended Modularity (EQ) to evaluate the goodness of overlapped community decomposition, which is defined as follows:
Where A is the adjacency matrix of the corresponding network. Thus, A vw is 1 if an edge exists between node v and node w, and is 0, otherwise. C i denotes a community (
and l is the number of communities), O v is the number of communities to which node v belongs, k v is the degree of node v, and m is the total number of edges in the corresponding network. Extended Modularity is considered as the first objective function of MOBBO-OCD, because it considers the first aspect of MOBBO-OCD, which is to find overlapping communities in which the members have dense connections. As a matter of fact, Extended Modularity considers the topological structure of a network in the process of overlapping community detection. The larger the value of Extended Modularity, the better the result of overlapping community detection from the perspective of topological structure. It should be noted that the value of Extended Modularity will be the same as that of the original Modularity [20] , when each node of the corresponding network belongs to only one community [55, 56] . Reihanian et al. [12] introduced a metric named SimAtt that measures the similarity of attributes of the nodes of a community, and is defined as follows:
Where N cm represents the number of the detected communities of the corresponding network, m represents the number of attributes of each node of the network, h ij n refers to the number of nodes which their h th attribute has the value j h , and belongs to community i, n i refers to the number of nodes in community i, k 1 is the number of distinct values for the first attribute of nodes, ..., and k m is the number of distinct values for the m th attribute of nodes [12] .
SimAtt is considered as the second objective function of MOBBO-OCD, because it considers the second aspect of MOBBO-OCD which is to find overlapping communities in which the members share similar attributes. The larger the value of SimAtt, the better the result of overlapping community detection from the perspective of attribute similarity [12] . At the end of the current sub-step, HSI values are computed for each habitat of the initial population.
Since Extended Modularity and SimAtt are the two objective functions to be maximized in MOBBO-OCD, HSI includes the related values of the two mentioned objective functions for each habitat of the population. Sub-step 2.3: Sorting. We know that each habitat represents a solution, and the goodness of it can be approximated by the values of its HSI. Thus, in this sub-step, the generated habitats are sorted according to their HSIs. In single-objective BBO, HSI of each habitat includes only one value. Thus, in this condition, the habitats can easily be sorted according to their HSI values. But we know that, the HSI of each generated habitat by MOBBO-OCD, which is a multi-objective algorithm, includes two values, which are the related values of Extended Modularity and SimAtt for the habitat. Thus, the sorting strategy of the single-objective BBO cannot be applied to MOBBO-OCD. For this reason, we employed the famous sorting strategy of NSGA-II [57] , which is a multi-objective genetic algorithm, as the sorting strategy of MOBBO-OCD. In this sorting strategy, first, the non-dominated sorting is conducted, and a rank is assigned to each solution. Then, a metric, which is called Crowding-distance, is calculated for each solution based on its rank. After that, the habitats are sorted according to their non-dominated ranking and Crowding-distance. As a matter of fact, the sorting strategy, which is used in MOBBO-OCD, follows two goals. First, it aims to reach to a Pareto-optimal set which contains non-dominated solutions. This goal can be achieved by the non-dominated sorting algorithm. Then, the sorting strategy aims to reach to a good spread of solutions, which is the second goal of the sorting strategy, to preserve diversity in the generated set of solutions. This goal can be achieved by using Crowding-distance [12] . Algorithm 4 [12] shows the pseudo code of the sorting process in MOBBO-OCD. For more details about non-dominated sorting and calculating Crowding-distance, please refer to [57] . Determine the rank (non-dominated set) of each habitat like H i in HBT according to [57] 3.
Determine the Crowding-distance of each habitat like H i in HBT according to [57] 
4.
Sort HBT according to the Crowding-distance values of its habitats 5.
Sort HBT according to the non-dominated rankings of its habitats 6.
Return HBT 7. End
At the end of Initialization step (step 2) of MOBBO-OCD, the initial habitats are generated, their HSI values are computed, and they are sorted according to their non-dominated ranking and Crowdingdistance in a descending order of their performance. Thus, so far the algorithm has the initial sorted population (HBT set), which is ready to go through the evolution process in the next step.
Step 3: Evolution process. In this step, the evolution process of MOBBO-OCD is conducted for each habitat of the input population (HBT set). The main parts of this step are outlined in the following 7 sub-steps: Sub-step 3.1: Copying. In this sub-step, the contents of the input population (HBT set) are copied to a new set (newHBT set). This new set will contain the final output of step 3. Sub-step 3.2: Migration. In this sub-step, the information sharing process is conducted in MOBBO-OCD by the means of migration operator. As previously mentioned, the migration operator, which was introduced in BBO, is used to change and modify the SIV values of the existing habitats. The migration operator which is used in MOBBO-OCD is rank-based, with this assumption that its input population is sorted. In the sorted population, the solution which is located in the first place has the lowest  value (immigration rate) and the highest  value (emigration rate), …., and the solution which is located in the last place has the highest  value and the lowest  value [12] . In the rankbased migration operator of MOBBO-OCD, for the habitat H i , first, the algorithm decides whether to accept an SIV value from other habitats of the population or not, according to the immigration rate of H i ( i  ). If the immigration is selected, then an emigrating habitat from the population should be chosen. The emigrating habitat H j is probabilistically selected based on its emigration rate ( j  ). Now, with the selection of H j as the emigrating habitat, the related SIV value (k th SIV value) of H i is replaced with that of H j , as follows:
The pseudo code of the migration mechanism of MOBBO-OCD is shown in Algorithm 5 [12] .
Select H i with probability based on i
Select H j from HBT with probability based on i  (with roulette wheel mechanism)
5.
If H j is selected 6.
End If 8.
End If 9.
Return H i 10. End Sub-step 3.3: Mutation -Phase 1. In this sub-step, the first phase of the mutation strategy of MOBBO-OCD is explained. As the mutation strategy in BBO suggests [19] , in this phase, some probabilistically selected SIV values of each habitat of the population are changed. MOBBO-OCD employs the two method mutation strategy (for unweighted networks) of [12] as its first phase of mutation strategy. This two method mutation strategy helps the algorithm to escape from local optima. The pMutation, which were discussed in sub-step 1.5, controls the chance of mutation for each habitat of the population. In the first phase of the mutation strategy of MOBBO-OCD, if the value of the k th SIV of the habitat H (H.SIV(k)) is chosen to be mutated, one of the following methods of mutation is selected randomly [12] :  First method [12, 42] : The aim of this method is to place node k into a community where most of its neighboring nodes are. Thus, first the neighboring nodes of this node are identified in the habitat H, and their community labels are retrieved. Then, the community label, which most of them are belong to, is found. Finally, one of the neighboring nodes of node k, which have this community label, is randomly chosen to be placed as a new k th SIV value of the habitat H. This method considers the structure of a habitat (partition) to mutate SIV values [12] .  Second method [12] : This method considers the contents of a population for mutating SIV values. In this method, first, the most frequent value of the k th SIV in all of the members of the population along with the k th SIV value of the first member of the population (the best habitat) are found. After that, the value of the k th SIV of the habitat H is compared with the mentioned retrieved values. If this value is not equal to the most frequent value, then it is replaced with it. But, if this value is equal to the most frequent value but is not equal to the k th value of the first habitat of the population, then it is replaced with the latter. But if the value is equal to both of the mentioned values (this will happen when the k th SIV value of the best member of the population is the most frequent k th SIV value of the population), we randomly select a neighboring node of node k, which is not equal to the k th SIV value of the first habitat in the population, and we place it as a new k th SIV value of the habitat H [12] .
The pseudo code of the first phase of the mutation strategy of MOBBO-OCD is shown in Algorithm 6 [12] . Sub-step 3.4: Mutation -Phase 2. In this sub-step, the second phase of the mutation strategy of MOBBO-OCD is explained. According to sub-step 3.3, the first phase of the mutation strategy tends to change some probabilistically selected SIV values of the habitat H in H.SIV. But in the second phase, the mutation strategy tends to change some probabilistically selected SIV statuses of the habitat H in H.Status. In this phase of the mutation strategy of MOBBO-OCD, if the k th status of the habitat H (H.Status(k)) is chosen to be mutated, first the OVSet (please refer to sub-step 1.6) is checked to see if node k is a candidate overlapping node or not. If node k is a candidate overlapping node but its related status in the habitat H is 0 (H.Status(k)=0), which means this node is considered to be nonoverlapping in H, its status will change to 1 in order to be considered as an overlapping node. If node k is a candidate overlapping node, and its related status in the habitat H is 1 (H.Status(k)=1), which means this node is considered to be overlapping in H, its status will change to 0 in order to be considered as a non-overlapping node. With considering the above explanation, it can be concluded that the second phase of the mutation strategy of MOBBO-OCD considers the (overlapping or nonoverlapping) SIV statuses of each habitat of the population for mutation. The pseudo code of this phase is shown in Algorithm 7.
Algorithm 7: Mutation -Phase 2 (k, OVSet, H i )
If node k is a member of OVSet 3.
If the status of the k th SIV of H i (H i .Status(k)) is 0 (node k is considered to be non-overlapping in H i ) 4 . Set H i .Status(k) to 1 (consider node k to be overlapping in H i ) 5.
End If 6.
Else If the status of the k th SIV of H i (H i .Status(k)) is 1 (node k is considered to be overlapping in H i )
7.
Set H i .Status(k) to 0 (consider node k to be non-overlapping in H i ) 8.
End If 9.
Return H i 10. End Sub-step 3.5: Crossover. In this sub-step, MOBBO-OCD employs the double-point crossover operator to share information between the (overlapping or non-overlapping) SIV statuses of the habitats of the population. As a matter of fact, the double-point crossover operator is used in the algorithm to change and modify the SIV statuses of the existing habitats. Like the migration operator, the double-point crossover operator of MOBBO-OCD is rank-based, with this assumption that its input population is sorted. In the rank-based double-point crossover operator of MOBBO-OCD, for the habitat H i , first, the algorithm decides whether to share the SIV statuses of H i (H i .Status) with another habitat of the population or not, according to its immigration rate ( i  ). If the algorithm decides to share the SIV statuses of H i , then another habitat from the population should be chosen for the sharing process. In this condition, the habitat H j is probabilistically selected based on its emigration rate ( j  (9) The pseudo code of the double-point crossover in MOBBO-OCD is shown in Algorithm 8. Sub-step 3.6: Performing the decoding stages. After changing and modifying some SIV values (in migration and the first phase of mutation sub-steps) and SIV statuses (in the second phase of mutation and crossover sub-steps) of the habitats of the population, in this sub-step, First Decoding and Final Decoding stages of the introduced OLAR (please refer to sub-step 2.1) are conducted for each of the habitats to update their identified community labels. In other words, after updating H.SIV (in substeps 3.2 and 3.3) and H.Status (in sub-steps 3.4 and 3.5) for each habitat like H of the population, in this sub-step, H.Community and H.FinalCommunity are updated for these habitats, respectively. Sub-step 3.7: Updating HSI values. This sub-step is the last stage of the evolution process. In this sub-step, HSI values of the evolved habitats of the population are updated, with the same process as the one described in sub-step 2.2. At the end of this sub-step, newHBT contains the population of habitats which is the final output of conducting the evolution process on each habitat of HBT.
Step 4: Merging, sorting and selecting. In the previous step (evolution process), the habitats of HBT are evolved, and are stored in newHBT. In this step, first, the habitats of HBT and newHBT are merged, and the obtained set is stored in HBT set. Then, the habits of HBT are sorted, according to their non-dominated ranking and Crowding-distance, in a descending order of their performance. The process of sorting is the same as the one described in sub-step 2.3. After that, the first nHabitat numbers of habitats of HBT are selected, and are stored in HBT set. The selection mechanism of MOBBO-OCD is the one introduced in [57] , which performs as follows:  If two solutions have different non-domination ranks, the one with the lower rank is selected.  If two solutions have the same rank, the one with higher Crowding-distance is selected. For more details about the selection process, please refer to [57] .
Step 5: Final sorting. In this step, the habits of HBT are sorted according to their non-dominated ranking and Crowding-distance in a descending order of their performance. The process of sorting is the same as the one described in sub-step 2.3.
Step 6: Termination checking. In this step, the termination criterion is checked. If it is satisfied, the algorithm goes to next step. Otherwise, the algorithm returns to step 3.
Step 7: Returning final output. In this step, MOBBO-OCD is stopped, and HBT, which is a set of habitats (partitions of AN), is returned as the final output of the algorithm.
Experiments
In this section, a series of experiments are conducted on 14 real-life data sets with different characteristics to evaluate the performance of MOBBO-OCD by comparing its results with those of 15 relevant community detection algorithms. In the following sub-sections, first, 14 real-life data sets, which are used in the experiments, are described. Then, a performance metric, which is called alpha_SAEM, is introduced. After that, the experimental settings are explained. Finally, the three experiments of this research along with their results are presented.
Real-life data sets
As previously mentioned, 14 real-life data sets are used in the experiments. The networks of these data sets can be classified into 5 categories of co-appearance networks, co-purchasing networks, corating networks, human social interaction networks and lexical networks. These data sets are described as follows: 1. Anna Karenina data set [58] : This data set contains the network of characters in the famous novel "Anna Karenina" by Leo Tolstoy. Each node of this network is related to a character in the book. Two characters are connected if they appear in the same scene. The original data set contains the description of the characters. These descriptions are used to find the gender of each character (node) to consider it as the node attribute in the network. The node attribute has two values of "Male" or "Female". The network of Anna Karenina data set, which contains 138 nodes and 493 edges, can be classified into the category of co-appearance networks [12] .
David Copperfield data set [58]:
This data set contains the network of characters in the famous novel "David Copperfield" by Charles Dickens. Each node of this network is related to a character in the book. Two characters are connected if they appear in the same scene. The original data set contains the description of the characters. These descriptions are used to find the gender of each character (node) to consider it as the node attribute in the network. The node attribute has two values of "Male" or "Female". The network of David Copperfield data set, which contains 87 nodes and 406 edges, can be classified into the category of co-appearance networks [12] .
Political Books data set [59]:
This data set has been compiled by Valdis Krebs. This data set contains a network in which nodes represent books about US politics sold by the online bookseller Amazon (http://www.amazon.com), and Edges represent frequent co-purchasing of books by the same buyers. Nodes have been given attribute values of "l", "n", or "c" to indicate whether they are "liberal", "neutral", or "conservative", respectively. These alignments were assigned separately by Mark Newman based on a reading of the descriptions and reviews of the books posted on Amazon. The network of Political Books data set, which contains 105 nodes and 441 edges, can be classified into the category of co-purchasing networks [12] .
Football data set [64]:
This data set contains the network of American football games between Division IA colleges during regular season Fall 2000. Nodes of the network represent teams, and edges represent the regular season games between the two teams they connect. Each node has the attribute that indicates to which conference it belongs. The values of this attribute in the network are as follows: 0="Atlantic Coast", 1="Big East", 2="Big Ten", 3="Big Twelve", 4="Conference USA", 5="Independents", 6="Mid-American", 7="Mountain West", 8="Pacific Ten", 9="Southeastern", 10="Sun Belt", 11="Western Athletic". The network of Football data set, which contains 115 nodes and 613 edges, can be classified into the category of human social interaction networks [12] .
Primary School data set -Day1 [65]:
This data set includes the network related to the first day of study from the Primary School data set. The Primary School data set is part of the study of contact networks in a primary school. The data set comprises two networks of face-to-face proximity between students and teachers. For each day of the study, a daily contact network is provided: nodes are individuals, and edges represent face-to-face interactions. Nodes have two attributes: classname (with 11 different values), which indicates the school class and grade of the corresponding individual, and gender (with 3 different values). Teachers are all assigned to the "Teachers" class. Edges between each two individuals represent a daily contact. The edges have two information: duration, which is the cumulative time spent by A and B in face-to-face proximity, over one day, measured in seconds (multiples of 20 seconds); and count, which is the number of times the A-B contact was established during the school day. In the experiments, the contacts between each two individuals, which were over 100 seconds, were considered for the current data set. Thus, the obtained network of this data set contains 236 nodes and 2197 edges. This network can be classified into the category of human social interaction networks [12] .
Primary School data set -Day2 [65]:
This data set includes the network related to the second day of study from the Primary School data set. Like the previous data set (Day1), the contacts between each two individuals, which were over 100 seconds, were considered in the experiments for the current data set. Thus, the obtained network of this data set contains 238 nodes and 2419 edges. This network can be classified into the category of human social interaction networks [12] . 12. UK-Faculty data set [66] : This data set contains the personal friendship network of a faculty of a UK university. This network, which can be classified into the category of human social interaction networks, consists of 81 nodes (individuals) and 577 edges. Each edge of the network represents a friendship connection between each two individuals of the network. The numeric ID of the school affiliation of each individual, which has 4 different values in the network, is stored as the node attribute in the network [12] .
Contacts in a Workplace data set (Workplace data set) [67]:
This data set contains the temporal network of contacts between individuals measured in an office building in France, from June 24 to July 3, 2013. This network, which can be classified into the category of human social interaction networks, contains 92 nodes (individuals) and 755 edges. Edges of the network represent contacts between individuals. The name of each individual's department in the workplace, which has 5 different values in the network, is considered to be the node attribute in the network [12] . 14. AdjNoun data set [68] : This data set contains the network of common adjective and noun adjacencies for the famous novel "David Copperfield" by Charles Dickens. Nodes of the network represent the most commonly occurring adjectives and nouns in the book. The value of the node attribute in the network is considered to be 0 for "Adjectives" and 1 for "Nouns". Edges connect any pair of words that occur in adjacent position in the text of the book. The network of this data set, which contains 112 nodes and 425 edges, can be classified into the category of lexical networks [12] .
Performance metric
As previously mentioned, the output of MOBBO-OCD is a set of non-dominated solutions (partitions of a network into communities). Reihanian et al. introduced a metric called alpha_SAM to determine the best compromise solution among the set of non-dominated solutions achieved by a community detection algorithm, with considering the two aspects of node attributes and linkage structure [12] . Although alpha_SAM can make a balance between the similarity of nodes' attributes and the strength of connections in evaluating the goodness of a partition (solution), it can only evaluate the goodness of non-overlapping partitions, and is not able to deal with the overlapping ones. Since MOBBO-OCD is a community detection algorithm which is able to detect overlapping communities, alpha_SAM cannot be employed to evaluate its community detection performance. Thus, with considering the aim of this research, we propose a modified version of alpha_SAM called alpha_SAEM (alpha_SimAttExtendedModularity), which is able to evaluate the goodness of both overlapping and non-overlapping partitions with considering the two aspects of node attributes and linkage structure. Following the F-score criteria in information retrieval, alpha_SAEM is defined as follows:
Where α is a parameter in the range
. The role of α is to adjust the weight of SimAtt and
Extended Modularity (EQ) in alpha_SAEM. In the case that the similarity of nodes' attributes and the strength of connections are equally important for us, and we want them to have equal effects on the values of alpha_SAEM, α should be set to 1. In this case, alpha_SAEM is the harmonic mean of SimAtt and Extended Modularity, and is calculated as follows:
When the similarity of nodes' attributes is more important for us, and we want them to have more effects on the values of alpha_SAEM, we set α to the values less than 1 ( 1 0    ). According to Eq.
(12), when α approaches zero, alpha_SAEM approaches SimAtt:
On the other hand, when the link is more important for us, and we want Extended Modularity to have more effect on the values of alpha_SAEM, we set α to the values more than 1 ( 1   ). According to Eq. (13), when α approaches  , alpha_SAEM approaches the pure value of Extended Modularity:
Thus, α adjusts the emphasis of the two aspects which are the similarity of nodes' attributes and the strength of connections. As a brief, alpha_SAEM, like alpha_SAM, can make a balance between the similarity of nodes' attributes and the strength of connections. By using Extended Modularity in alpha_SAEM formula, the metric is able to evaluate the goodness of overlapping partitions. On the other hand, alpha_SAEM is able to evaluate the goodness of nonoverlapping partitions, too. In this case, the performance of alpha_SAEM will be the same as that of alpha_SAM, because the value of Extended Modularity will be the same as that of the original Modularity (which is used instead of Extended Modularity in alpha_SAM) in this condition.
Experimental settings
All the experiments of this research are conducted on four computers where the first one has Intel Core 2 Duo 2.20GHz CPU and 2 GB RAM, the second one has Pentium Dual-Core 2.60GHz 1.60GHz CPU and 2 GB RAM, the third one has Intel Xeon 2.93GHz CPU and 4 GB RAM, and the fourth one has AMD Ryzen 7PRO 1700X Eight-Core 3.40GHz CPU and 4 GB RAM. MOBBO-OCD is implemented in MATLAB 8.1.0.604 (R2013a), and its population size (nHabitat) and the number of its generations are considered to be 100 in all the experiments. The experimental results for all the algorithms of the experiments are reported by averaging the results of their 10 independent runs on each of the 14 data sets of the experiments. In all the experiments, the isolate communities (the communities with one node) achieved by the algorithms are not considered in calculations.
First experiment
In the first experiment of this research, the performance of MOBBO-OCD is compared with those of the 8 state-of-the-art overlapping community detection algorithms, i.e., CPM (Clique Percolation Method) [24] , COPRA (Community Overlap PRopagation Algorithm) [13] , OSLOM (Order Statistics Local Optimization Method) [14] , SLPA (Speaker-listener Label Propagation Algorithm) [16, 69] , iLCD (intrinsic Longitudinal Community Detection) [30] , AGMFIT (Community Detection by Community-Affiliation Graph Model) [31, 70] , BIGCLAM (Cluster Affiliation Model for Big Networks) [17] and CoDA (Communities through Directed Affiliations) [32] , on the 14 real-life data sets described in sub-section 5.1. These algorithms conduct their community detection processes with just considering the graph structures of networks. In this experiment, for each of the 8 state-of-the-art competitor algorithms of MOBBO-OCD, we used the codes, software or information provided by its corresponding researchers. For COPRA, we executed the algorithm 10 times with considering the value of the parameter v, which shows the maximum number of communities per nodes, to be varied from 1 to 10. For AGMFIT, the parameter e, which shows the edge probability between the nodes of a network that do not share any community, is considered to be 2 ) network the of nodes of ( 1 number , which is suggested in the algorithm's manual. For other algorithms, their default settings are considered. Also, it should be noted that some of the algorithms of the first experiment, generate more than one partition, each time they are executed. For these algorithms, their best partition, based on the values of the performance metric for each of their generated partitions, is considered in each of their executions. After achieving the results of SimAtt and Extended Modularity for each of the algorithms of the experiment, they are used to calculate the values of alpha_SAEM. Table 1 presents the mean of the best-of-run alpha_SAEM values over independent runs of MOBBO-OCD and the other 8 algorithms of the first experiment on the 14 data sets of the experiments. According to Table 1 , the values of alpha_SAEM is reported for different values of α (0.5, 1 and 1.5, respectively) in order to evaluate the performances of the algorithms when different strengths for nodes' attributes and link structures are considered. According to Table 1 , the three cells which are related to the result of applying CPM to Book-Crossing data set and also, the three cells which are related to the result of applying AGMFIT to MovieLens Latest data set are filled with -, because the two algorithms were not able to detect communities of the mentioned data sets. "+/=/-" is located in the last row of Table 1 to show that MOBBO-OCD shows better performance on +, equal performance on = and worse performance on -data sets, with considering the different values of α, in comparison with its competitors. According to the last row of Table 1 , MOBBO-OCD notably outperforms all of its competitors in the first experiment. Also, in Table 1 , for each data set, the best performance among all the algorithms in terms of mean alpha_SAEM value, with considering the different values of α, is highlighted in bold-face. According to the table, when α is equal to 0.5, 1 and 1.5, MOBBO-OCD shows the absolute best performance among its 8 competitors on 13 data sets, 13 data sets and 12 data sets, respectively. This indicates that the performance of MOBBO-OCD is quite superior to the performances of the other algorithms in the first experiment. The results of the first experiment, shown in Table 1 , and the above analysis of the results can demonstrate the best performance of MOBBO-OCD among its 8 competitors in the experiment, but to ensure that the performance of MOBBO-OCD is statistically different from those of the other 8 algorithms, we conducted a statistical significance analysis on the results in Table 3 shows the p-values of the 9 algorithms of the first experiment against each other. In Table 3 , the p-values below the Bonferronicorrected critical value, which indicate the significant differences between the performances of the corresponding algorithms, are highlighted in bold-face. We used the Bonferroni correction on the results of Wilcoxon signed-rank test because multiple comparisons are conducted in this experiment, which makes it more likely that a result is declared significant when it is not [71] . According to Table  3 , compared with the other 8 algorithms, MOBBO-OCD obtains the largest number of p-values lower than the significance level with considering the Bonferroni correction, for all different values of α. This indicates that the performance of MOBBO-OCD is significantly different from those of the most of the other algorithms of the experiment.
Second experiment
In the second experiment of this research, the performance of MOBBO-OCD is compared with those of the 5 community detection algorithms, i.e., EM-BBO (Extended Modularity maximization BBO algorithm), SimAtt-BBO (SimAtt maximization BBO algorithm) [12] , CESNA (Communities from Edge Structure and Node Attributes) [45] , topic-oriented community detection algorithm [3, 6] and OV-SimAtt-BBO (OVerlapping SimAtt maximization BBO algorithm), on the 14 real-life data sets described in sub-section 5.1. EM-BBO (which is based on BBO) is an overlapping community detection algorithm proposed in this paper, which uses OLAR and the parameter settings of the Modularity maximization BBO algorithm proposed in [42] , and tries to maximize Extended Modularity. SimAtt-BBO (which is based on BBO, and tries to maximize SimAtt), CESNA, topicoriented community detection algorithm and OV-SimAtt-BBO (the overlapping version of SimAtt-BBO, which uses OLAR, and is proposed in this paper) consider both the graph structure and the contents of a network in their processes of community detection. Like the first experiment, for each of the 5 competitor algorithms of MOBBO-OCD in this experiment, we used the codes, software or information provided by its corresponding researchers. In order to have fair comparison, the population size (nHabitat) and the number of generations for EM-BBO and SimAtt-BBO have been considered the same as MOBBO-OCD since the mentioned algorithms are evolutionary, too. Table 4 presents the mean of the best-of-run alpha_SAEM values, for α=0.5, α=1 and α=1.5, over independent runs of MOBBO-OCD and the other 5 algorithms of the second experiment on the 14 data sets of the experiments. According to the last row of Table 4 , MOBBO-OCD notably outperforms all of its competitors in the second experiment. According to Table 4 , when α is equal to 0.5, 1 and 1.5, MOBBO-OCD shows the absolute best performance among its 5 competitors on 11 data sets, 13 data sets and 13 data sets, respectively. This indicates that the performance of MOBBO-OCD is quite superior to the performances of the other algorithms in the second experiment. The results of the second experiment, shown in Table 4 , and the above analysis of the results can demonstrate the best performance of MOBBO-OCD among its 5 competitors in the experiment, but to ensure that the performance of MOBBO-OCD is statistically different from those of the other 5 algorithms, we conducted a statistical significance analysis on the results in Table 6 shows the p-values of the 6 algorithms of the second experiment against each other. In Table 6 , the p-values below the Bonferroni-corrected critical value, which indicate the significant differences between the performances of the corresponding algorithms, are highlighted in bold-face. According to Table 6 , compared with the other 5 algorithms, MOBBO-OCD obtains the largest number of p-values lower than the significance level with considering the Bonferroni correction, for all different values of α. This indicates that the performance of MOBBO-OCD is significantly different from those of the most of the other algorithms of the experiment. 
Third experiment
In the third experiment of this research, the performance of MOBBO-OCD is compared with those of the 2 very recent community detection algorithms, i.e., semantic network-based community detection algorithm [1, 43] and SNTOCD (Semantic Network-based Topical Overlapping Community Detection) [1] . These 2 algorithms consider both the graph structure and the contents of a rating-based social network in their processes of community detection. As previously mentioned, semantic network-based community detection algorithm is an adaptation of the previously introduced algorithm of [43] for rating-based social networks, while SNTOCD is a general overlapping community detection framework, introduced in [1] , with special focus on rating-based social networks. Thus, in this experiment, the performance of MOBBO-OCD is compared with those of the 2 competitor algorithms of this experiment on the 5 rating-based data sets described in sub-section 5.1, which are Book-Crossing, CIAO, Epinions, Movielens Latest and Movie-Tweetings. Like the previous experiments, for each of the 2 competitor algorithms of MOBBO-OCD in this experiment, we used the codes, software or information provided by its corresponding researchers. Since alpha_SAEM can evaluate the performance of community detection in undirected unweighted social networks, and is not able to handle weighted and directed networks, the achieved edge weights in the process of semantic network-based community detection algorithm and SNTOCD, which are more than 1, are set to 1. Table 7 presents the mean of the best-of-run alpha_SAEM values, for α=0.5, α=1 and α=1.5, over independent runs of MOBBO-OCD and the other 2 algorithms of the third experiment on the 5 ratingbased data sets of the experiments. According to the last row of Table 7 , MOBBO-OCD notably outperforms all of its competitors in the third experiment. According to Table 7 , for all values of α, MOBBO-OCD shows the absolute best performance among its 2 competitors on all 14 data sets of the experiments. This indicates that the performance of MOBBO-OCD is quite superior to the performances of the other algorithms in the third experiment. The results of the third experiment, shown in Table 7 , and the above analysis of the results can demonstrate the best performance of MOBBO-OCD among its 2 competitors in the experiment, but to ensure that the performance of MOBBO-OCD is statistically different from those of the other 2 algorithms, we conducted a statistical significance analysis on the results in We subsequently performed a post-hoc test using the Wilcoxon signed-rank test implemented in IBM SPSS Statistics 22 at the significance level of 0.05, with considering the different values of α. Table 9 shows the p-values of the 3 algorithms of the third experiment against each other, with considering the different values of α. In Table 9 , the p-values below the significance level are highlighted in boldface. According to Table 9 , compared with the other 2 algorithms, MOBBO-OCD obtains the largest number of p-values lower than the significance level, for all different values of α. 
Summarization of the analyses
In this sub-section, we present two figures to summarize the analyses conducted in the three experiments of this research. Fig. 3 shows the performance comparison of the 14 algorithms of the first and the second experiments by averaging their achieved mean values of alpha_SAEM for α=0.5, α=1 and α=1.5, which are presented in Table 1 and Table 4 , on the 14 data sets of the experiments. Also, Fig. 4 shows the performance comparison of the 3 algorithms of the third experiment by averaging their achieved mean values of alpha_SAEM for α=0.5, α=1 and α=1.5, which are presented in Table 7 , on the 5 rating-based data sets of the experiments. 
Conclusion
In this paper, a Multi-Objective BBO-based Overlapping Community Detection algorithm called MOBBO-OCD has been proposed for automatic detection of overlapping communities of a social network, in which node attributes are available, with considering the two aspects of topological structure and node attributes of the network. An extended locus-based adjacency representation called OLAR has been presented in this paper, and has been used in MOBBO-OCD to encode and decode overlapping communities. Also, SimAtt, which considers the similarity of nodes' attributes, and Extended Modularity, which considers the density of connections, have been chosen as the two objective functions to be maximized in MOBBO-OCD. In the evolution process of MOBBO-OCD, based on OLAR, a rank-based migration operator along with a novel two-phase mutation strategy and a new double-point crossover have been used to effectively lead the population into the evolution path. Since MOBBO-OCD uses the Pareto-based approach, its final output is a set of non-dominated solutions (partitions) of its input social network. Thus, our proposed method can provide a wide range of solutions for a decision maker to choose from. For this reason, a metric called alpha_SAEM has been introduced in this paper to determine the best compromise solution among the set of nondominated solutions achieved by a community detection algorithm. alpha_SAEM is able to evaluate the goodness of both overlapping and non-overlapping partitions with considering the two aspects of node attributes and linkage structure. We conduct three extensive experiments on 14 real-life data sets with different characteristics to evaluate the performance of MOBBO-OCD by comparing its results with those of 15 relevant community detection algorithms. In the first experiment, the performance of MOBBO-OCD is compared with those of the 8 state-of-the-art overlapping community detection algorithms, which conduct their community detection processes with just considering the graph structures of networks. In the second experiment, the performance of MOBBO-OCD is compared with Extended Modularity maximization BBO algorithm (EM-BBO) along with the 4 overlapping community detection algorithms, which consider both the graph structure and the contents of a network in their processes of community detection. In the third experiment, the performance of MOBBO-OCD is compared with those of the 2 very recent community detection algorithms, which consider both the graph structure and the contents of a rating-based social network in their processes of community detection. The experimental results, which are statistically validated, show that MOBBO-OCD achieves favorable results which are quite superior to the results of the other algorithms in the experiments. MOBBO-OCD, in its current form, can only be applied to unweighted undirected social networks with node attributes. In our future works, we would like to extend MOBBO-OCD to be applicable for detecting overlapping communities of weighted and directed social networks with node attributes.
