The incompressible Euler equations on a (rotating) sphere are fundamental in models of oceanic and atmospheric dynamics. The long-time behavior of solutions is largely unknown; statistical mechanics predict a steady vorticity configuration, but detailed numerical results in the literature contradict this theory, yielding instead persistent unsteadiness. Such numerical results were obtained using artificial hyperviscosity to account for the cascade of enstrophy into smaller scales. Hyperviscosity, however, destroys the underlying geometry of the phase flow (such as conservation of Casimir functions), and therefore might affect the qualitative long-time behavior. Here we develop an efficient numerical method for long-time simulations that preserve the geometric features of the exact flow, in particular conservation of Casimirs. The method is based on spatial discretization obtained by geometric quantization, combined with symplectic Lie-Poisson time integration. Long-time simulations with the method reveal several findings. On a non-rotating sphere with randomized initial conditions, we recover the previously seen unsteady quadruple vortex formations, following quasi-periodic trajectories. Furthermore, we provide strong evidence that, although the motion of four point vortices is chaotic in general, the case of zero momentum configurations is likely integrable. In turn, this provides new insights toward the mechanism behind persistent unsteadiness for zero momentum configurations. On a rotating sphere, we also find quasi-periodic solutions, although more complicated. For example, we find that an unstable Rossy-Haurwitz wave develops into a quasi-periodic asymptotic resembling Jovian zonal vortex belts.
Introduction
The motion of an ideal fluid restricted to the surface of a rotating sphere is a fundamental model in oceanography, meteorology, and astrophysics (see, e.g., [11, 32, 39] and references therein). The equations of motion, first studied by Euler in 1757, encode a rich geometry-a Lie-Poisson structure-which results in conservation of energy, momentum, and Casimir functions [3, 4, 21] .
The ultimate 'fate' of 2D fluid motion in a bounded domain is largely unknown [31] . Statistical mechanics theories, such as developed by Miller [28] and Robert and Sommeria [34] , are based on maximizing entropy of a course-grain probability distribution of the macroscopic states under conservation of energy and (at least some of) the Casimirs. Such models predict a steady equilibrium of largescale coherent vortex structures, with a functional relation between vorticity and stream function.
To test the statistical model of Miller, Robert, and Sommeria (MRS) a natural approach is to use long-time numerical simulations. A serious complication is the 'inverse energy cascade' where energy from small scales are eventually fed into large scales by continuous stretching, thinning, and folding of vorticity filaments. Of course, in a numerical simulation the spatial resolution is finite, so one can never fully account for this extremely complicated process. A common approach is to adopt a subgrid model, most often hyperviscosity, to account for the enstrophy cascade to smaller scales. There is some evidence that hyperviscosity in numerical simulations actually helps restoring the first integrals [33] . As another approach, the inverse energy cascade is related to the conservation of Casimirs, although the exact relation is unknown. In addition to energy, circulation (linear Casimir), and enstrophy (quadratic Casimir), there are several numerical investigations reporting that cubic and possibly higher order Casimirs also play a role in the formation of large scale coherent vortex structures [1, 13] . On the non-rotating sphere, Dritschel, Qi, and Marston [12] provided strong numerical evidence that, for randomly generated initial data with vanishing total angular momentum, the long-time behavior results in a non-steady interaction largely between two positive and two negative vortex structures essentially governed by finite dimensional point vortex dynamics. Seemingly persistent unsteadiness in numerical solutions of 2D Euler fluids were also reported by Segre and Kida [35] but for special initial conditions. Dritschel, Qi, and Marston (DQM) argue that, in fact, the unsteadiness is generic. This statement is in stark contrast to the previous notion that a steady equilibrium is the generic behavior.
In their paper, DQM used two different numerical methods resulting in the same qualitative behavior. Both methods, however, rely on hyperviscosity as a subgrid model. In their simulation, the percentage decay in enstrophy is between 30-60%, so hyperviscosity clearly come into play, but precisely how and if it affects the longtime result is unclear. Furthermore, the hyperviscosity term ruins the underlying Lie-Poisson geometry of the equations of motion. From a mathematical point-ofview it is natural to expect that the qualitative long-time behavior is encoded, at least to some extent, in the Lie-Poisson geometry, just as qualitative behavior of finite dimensional Hamiltonian dynamics is largely encoded in symplectic geometry. For example, central to the DQM claims, it is known that the numerical simulation of finite dimensional point vortex dynamics is greatly improved if one uses a symplectic integrator [26] .
Towards a better understanding of the long-time behavior of spherical fluids, and the exact connection to finite dimensional point vortex dynamics, our objective here is to develop a numerical scheme for ideal fluids on rotating or non-rotating spheres that encapsulate the full Lie-Poisson geometry (in particular conservation of associated Casimirs). To this end, we shall use the geometric quantization theory developed by Hoppe and Yau [16, 17] in conjunction with the Lie-Poisson preserving numerical time discretization developed in [29] . Our method is a spherical analogue of the spatial discretization of the Euler equations on the torus suggested by Zeitlin [37] and the associated numerical time discretization suggested by McLachlan [25] . Using our method we first confirm the unsteady, quasi-periodic behavior reported in [12] , but now without the interference of hyperviscosity. In addition, we provide new evidence for a close connection between the quasi-periodic behavior and integrability of zero angular momentum four point vortex system on the sphere, which suggests further theoretical studies of point vortex dynamics.
We now continue the introduction with a more detailed exposition of the equations of motion, an overview of the space and time discretization, and a summary of our main findings.
Consider a homogeneous, incompressible, inviscid, two-dimensional fluid, constrained to the unit sphere S 2 embedded in Euclidean R 3 , and possibly rotating with constant angular speed about a fixed axis. The equations of motion are given by Euler's equations of hydrodynamics
where v is the velocity vector field of the fluid, p is its internal pressure, and Ω = (Ω · n)n is the projection of the angular rotation vector Ω ∈ R 3 to the normal n at a point of the sphere. The term −2 Ω × v is the Coriolis force. Equivalent to (1) is the barotropic vorticity equation, formulated in terms of the vorticity variable ω = (∇ × v) · n. By Stokes' theorem we necessarily have ω = 0 corresponding to zero circulation. Euler's equations (1) can now be written
where f := 2Ω · n, ∆ is the Laplace-Beltrami operator, {·, ·} is the Poisson bracket, and the stream function ψ is unique by the additional condition
The vorticity equation (2) constitute an infinite dimensional Lie-Poisson system (cf. [5] ) on the space of smooth zero mean functions
The Hamiltonian is
(ω − f )ψ, and the (infinitely many) Casimir functions are given, for any smooth real function g ∈ C ∞ (R), by
.
Often g is chosen as monomials, and the corresponding Casimirs
are called linear, quadratic, cubic, etc. Each Casimir (3) is indeed a first integral:
where we have used that
for any ψ, ω ∈ C ∞ (S) and any p ∈ S 2 . Notice, in particular, that the Casimirs are conserved for any choice of Hamiltonian; this reflects the underlying Lie-Poisson geometry which is foliated in co-adjoint orbits preserved by any Hamiltonian flow (cf. [24, ).
The traditional approach to numerical discretization of PDE is to construct schemes of high local order of accuracy, using for example finite element or finite volume schemes. Rather than focusing on local accuracy, we take here conservation of the Casimir functions (3) and the underlying geometric structure as a guiding principle for spatial discretization: we wish to replace the infinite dimensional Lie-Poisson structure (C ∞ 0 (S), {·, ·}) by a finite dimensional analogue. We cannot, of course, expect to preserve infinitely many first integrals, but we require the number of conserved quantities to increases with the size of the spatial discretization. This cannot be achieved by a truncated spectral decomposition of the vorticity, essentially because the space spanned by a truncated spectral basis is not closed under the Poisson bracket. Instead, we consider the approach proposed by Zeitlin [38] based on the theory of geometric quantization studied in [7, 8, 16] . It provides a sequence N = 1, 2, . . . of finite dimensional Lie algebras, that converges to the infinite dimensional Lie algebra of smooth functions on the sphere as N → ∞. The sequence is given explicitly by the Lie algebra su(N ) (or sl(N, C)) 1 , for every N ≥ 1, and for any of these Lie algebras, we get an ODE which is a finite dimensional analogue of (2)
where W ∈ su(N ) (corresponding to the vorticity ω), F ∈ su(N ) (corresponding to the Coriolis force f ), ∆ N : su(N ) → su(N ) is the discrete Laplace-Beltrami operator (corresponding to ∆) and [·, ·] N is the rescaled matrix commutator (corresponding to {·, ·}). The matrix differential equation (4) is an isospectral flow, meaning that the eigenvalues of W are invariant in time. The conservation of these eigenvalues corresponds exactly to the conservation of the Casimirs.
Exactly how W in (4) approximates ω in (2) is described in a complicated (but explicit) linear change of coordinates between W and a truncated spherical harmonics basis. Details are given in Section 2.1. A feature of the spatial discretization 1 su(N ) is the Lie algebra of N × N skew-hermitian complex matrices with trace zero, sl(N, C)
is the Lie algebra of N × N complex matrices with trace zero.
is that W → ∆ −1 N (W − F ) can be computed in only O(N 2 ) operations. Thus, the main computational complexity is due to matrix multiplications in the bracket [·, ·] (which has complexity O(N 3 )). Details on the computational complexity are given in Section 2.3.
To discretize (4) in time we apply a Lie-Poisson preserving isospectral symplectic Runge-Kutta (IsoSRK) integrator as developed in [29] . These numerical methods exactly conserve (i.e. up to rounding errors) the discrete Casimirs (eigenvalues), they nearly conserve the Hamiltonian ('nearly' in the sense of backward error analysis of symplectic integrators, c.f. [14] ), and they exactly conserve the Lie-Poisson flow structure (in short, this means that the time discretized system correspond to a continuous Lie-Poisson flow on su(N ) for a slightly modified Hamiltonian). The IsoSRK integrators are necessarily implicit, thus requiring nonlinear root-solving at each time step. As a comparison, we also employ the standard explicit Heun method for time discretization of (4).
In Section 3 we present numerical simulations on both rotating and non-rotating spheres, with initial conditions previously used in the literature.
Our first example is the non-rotating sphere with the zero angular momentum, randomly generated initial conditions from Dritschel, Qi, and Marston [12] . Longtime simulations are carried out for both types of time discretizations and various levels of spatial discretization. We confirm the qualitative DQM behavior: a quadruple of vortex formations moving periodically with no sign of reaching steadiness. Further, we give a detailed study of the relation to point vortex dynamics, providing new insights that the unsteadiness is closely related to integrability of zero angular momentum four point vortex problems. Our results reveals a possible mechanism for the persistent unsteadiness: the four vortex blob formations are 'blocked' from further mixing and from reaching steadiness by quasi-periodicity of the corresponding four point vortex system. Thereby, our findings support the statement that the quasi-periodic vortex blob trajectories are generic for zero angular momentum, but also provide strong evidence that the question of generic behavior is more complicated for non-zero angular momentum.
The second example is a rotating sphere with initial data taken from Bosler et. al. [9] and consist of a Gaussian vortex located just north of the equator. Our simulations indicate that the point vortex moves north west and thereafter emerge into an unsteady periodic flow with positive and negative vorticity largely distributed at the north and south poles.
In the third example we study Rossby-Haurwitz (RH) waves. These are exact, sometimes steady, solutions to the vorticity equation (2) with non-vanishing Ω. Interestingly, we show that the RH waves are a consequence of only the underlying algebra and geometry of the Lie-Poisson structure. Since all this structure is conserved in the discretized equations, we obtain discrete RH waves that give exact solutions to the quantized equations (4). Furthermore, our simulations suggest that the stability of RH waves is also encoded in the geometry; corresponding continuous and quantized RH waves have the same stability properties. The discovery that RH waves depend only on the geometry emphasize our general message: for numerical studies of the long-time qualitative behavior of 2D fluids it is important to preserve the geometric features of the phase flow.
Conclusions and an outlook to future research are presented in Section 4. 
Numerical integration of the Euler equations
For spatial discretization we use the system of differential equations developed by Zeitlin [38] , based on the work of Hoppe et al. on the approximation of infinite dimensional Lie algebras [8, 7] . The Poisson algebra of smooth functions on the sphere is approximated by the finite dimensional matrix Lie algebras sl(N ), for the Poisson algebra C ∞ 0 (S 2 , C), and su(N ) for the Poisson algebra C ∞ 0 (S 2 , R). To discretize the equations in time obtained after the discretization in space, we consider the class of isospectral symplectic Runge-Kutta methods presented in [29] .
2.1. Spatial discretization via geometric quantization. This section is devoted to the technique used to get a finite dimension analogue of the Euler equations on a sphere. The main theoretical concept behind this approach is the so called L α -approximation.
2.1.1. L α -approximation. Consider a Lie algebra (g, [·, ·]) and a family of labeled Lie algebras (g α , [·, ·] α ) α∈I , where α ∈ I = N or R. Furthermore, assume that to any element of this family, a distance d α and a surjective projection map p α : g → g α are associated. Then an L α -approximation (g α , [·, ·] α ) α∈I of (g, [·, ·]) should fulfill:
(1) if x, y ∈ g and d α (p α (x), p α (y)) → 0, for α → ∞, then x = y;
The above definition is given in [8] ; it is a weak requirement to obtain a limit for a sequence of Lie algebras. Let us now consider the smooth complex functions on the sphere with vanishing mean, C ∞ 0 (S 2 , C). This vector space can be canonically endowed by a Poisson structure given by the respective Hamiltonian vector fields of two functions and a symplectic form α on S 2 . We have for any f, g ∈ C ∞ 0 (S 2 , C):
With this bracket, C ∞ 0 (S 2 , C) becomes an infinite dimensional Poisson algebra. A basis is given by the complex spherical harmonics, which is denoted in the standard notation and azimuthal-inclination coordinates (φ, θ) as:
for l ≥ 1 and m = −l, . . . , l. In the spherical harmonics basis, an explicit L αapproximating sequence for C ∞ 0 (S 2 , C) has been built up by Hoppe [16] , and L αconvergence proved (in a more general context) by Bordemann, Meinrenken and Schlichenmaier [8] . The sequence is given by the matrix Lie algebras (sl(N, C), [·, ·] N ) N ∈N , where [·, ·] N = N 3/2 [·, ·], the rescaled usual commutator of matrices.
The distances are given by a suitable matrix norm, and the projections p N are obtained associating to any spherical harmonic Y lm a matrix iT N lm ∈ sl(N, C) defined by
where the bracket denotes the Wigner 3j-symbols.
Theorem 1 (Bordemann, Hoppe, Meinrenken, Schlichenmaier [7, 8] ). Let us consider the Poisson algebra (C ∞ 0 (S 2 , C), {·, ·}), whose pairing is defined in (5) . Then, for the projections p N and any choice of matrix norm d N ,
The reduced system. We can now derive the spatial discretization of the Euler equations via the L α -approximation. We first present the system without the Coriolis force.
For any N ∈ N, we get an analogue of the Euler equations (2):
N is the inverse of the discrete Laplacian, defined in [38] as: (7) ∆
lm , for any l = 1, ..., N , m = −l, ..., l. We remark that, for a real valued vorticity, W is actually in su(N ), which means that
The spatially discrete Hamiltonian takes the form
. The corresponding spatially discrete system has the following independent N − 1 of first integrals 2 F n (W ) = Tr(W n ) for n = 2, . . . , N which, up to a normalization constant dependent on N , converge to the momenta of the continuous vorticity ω.
In the rotating case, with the Coriolis force, the spatially discretized system is
10 represents the discrete Coriolis force. The discrete Hamiltonian in this case takes the form
To obtain a final algorithm we also have to discretize in time. We present two methods: the first is implicit and preserves all the Lie-Poisson structure, whereas the second is explicit but does not preserve the Lie-Poisson structure.
2 Notice that by definition Tr(W ) = 0 for all W ∈ sl(N, C) and Tr(W N ) can be replaced by det(W ), by the Cayley-Hamilton theorem.
2.2.1.
Isospectral-RK methods. To take advantage of the quantization of the original equations, we should solve (6) with a Lie-Poisson integrator. In this way we would get an exact conservation of the Casimir functions and a near conservation of the Hamiltonian. Since (6) is a Hamiltonian isospectral flow, we can apply one of the methods presented in [29] . The simplest method is the 2nd order isospectral midpoint rule (IsoMP). Given a time step disctretization h it is given by
In the numerical scheme X, K are auxiliary N × N matrix variables implicitly defined in the first two lines of (9) . For the derivation and theory behind (9) we refer to [29] .
We remark that the matrices T N lm , with the Frobenius inner product, share the orthogonality properties of Y lm , with the L 2 (S 2 , C) inner product. Therefore, if the initial vorticity ω 0 is represented by a finite linear combination of spherical harmonics, then choosing N sufficiently large, the exact Hamitlonian and enstrophy (cubic Casimir) coincide with the quantized ones.
In presence of the Coriolis force term F the full scheme is
This method exactly conserves angular momentum and the discrete Casimirs, and nearly conserves the Hamiltonian (its value is oscillating without drift).
Heun method.
As an alternative to the Lie-Poisson preserving time discretization just described, we also consider the explicit Heun method. Explicit methods such as Heun exhibit linear drift in the first integrals of quadratic order and higher (Hamiltonian and Casimirs). However, if the linear drift is slow in comparison with the total simulation time, they might be the most competitive choice, since they are faster, not requiring non-linear root solving. An efficient implementation of the Heun method for (6) is as follows: where I is the N × N identity matrix. In presence of the Coriolis force term F the scheme becomes (12)
2.3. Complexity. The most demanding computational operation is, a priori, the inversion of the discrete Laplacian ∆ N . It is indeed a 4th order tensor defined on a particular basis of sl(n, C). Fortunately, the work of Hoppe [17] reveals that there are simpler formulas. In particular, we use the following expression in components:
.., N and s = (N −1)/2. Moreover, to make ∆ N invertible we require that ∆ N I = I. This of course does not affect the dynamics, I being in the centralizer of sl(N, C). We store ∆ N in a sparse matrix of full size N 2 × N 2 , and then to have ∆ −1 N , we apply the sparse LU -factorization, which gives two sparse lower and upper triangular matrices L, U to calculate ∆ −1 N . We remark that the definition of ∆ N and its LU -factorization only has to be computed once.
In conclusion, the operation of applying ∆ −1 N has a computational complexity of O(N 2 ), as shown in Figure 1 .
We solve (9) with a Newton iteration type. Assuming that the average number of iterations per step is independent of N , the global complexity of the algorithm is as much as two full matrix multiplication, which is O(N 3 ), as shown in Figure 2 . (6) are quadratic, and therefore are not invariant under rescaling of W . The rescaling W → cW is equivalent to multiplying the bracket by the same constant c. In particular, we notice that for all N ≥ 1 the matrices T N lm are orthonormal with respect to the Frobenius norm. Therefore, the constant N 3/2 in front of the matrix commutator implies that the step-size h of discretization (or equivalently the length of the simulations) is scaled of a factor N 3/2 . As local accuracy, i.e., the dimension of the discrete vorticity, goes as N 2 , an improvement of a factor c in the spatial accuracy, at a certain time, requires √ c 3 √ c 3/2 = c 2 4 √ c more operations per unit time.
If we take [·, ·] N = N 3/2 √ 16π [·, ·] then, for N large, 1 time unit of (2) would correspond to 1 time unit in (6) . In our algorithm, for simplicity, we have kept fixed the time step of discretization h, while changing the space discretization, choosing [·, ·] N = [·, ·] and normalizing the initial value. In this way, each time step of the algorithm corresponds to h √ 16π N 3/2 W 0 real time units.
2.5.
Complete algorithm. Let us here summarize the complete algorithm, which have been implemented using MATLAB.
Initializing
• Components ω lm 0 of the initial vorticity ω 0 , given in terms of spherical harmonics Y lm .
• Time-step of discretization h and total time of simulation T .
• Level of space discretization N .
• Level of plot detail N out .
Precomputing
• Basis T N lm of sl(N, C) to define the initial value W 0 from ω lm 0 . • Matrices to extract components W lm of W . 
Output
• Extract spherical harmonics components: O(N 2 · N out ) complexity.
• Plot using the inverse fast spherical harmonic transform for nonequispaced data [19] .
Simulation results
3.1. Non-rotating, DQM initial data. We run our method with the same (randomly generated) initial data suggested by Dritschel, Qi, and Marston (DQM) [12] . We use N = 501, [·, ·] N = [·, ·], and a dimensionless time step of h = 0.1. With these parameters, the simulation time at step k in the original units of time is computed by the formula t = k/13643, as derived from the formula in subsection 2.4. We simulate with both the IsoMP and the Heun time integration. For IsoMP, we use Newton-type iterations with a tolerance of 10 −13 . As already discussed in the introduction, the numerical results by DQM show that steady state is not reached, but rather four main vortex formations that move around the sphere, surrounded by smaller-scale vortices. Let us now compare with our results. The vorticity at various output times is displayed, using spherical coordinates, in Figure 3 for the two different time integrations methods (IsoMP and Heun).
At time t = 4 our simulations and those in [12] give visually indistinguishable results. At the early-intermediate vorticity, at time t = 40, there is already a clear visible difference to [12] . However, there is no visible difference between our two numerical time-integration schemes. This indicates that, for time step lengths in the selected range, the choice of discretization in space, rather than time, dominates the numerical errors.
At t = 400s all simulation show the same qualitative feature: four large vortices moving about in the domain. The exact position of the vortices are different between all the simulations (also between IsoMP and Heun). There are two positive and two negative vortex blobs. The exact strengths vary slightly between the blobs (see subsection 3.2 for further discussion about the vortex strengths).
When we run the simulation, either IsoMP or Heun, for long-times a clear pattern emerge: the 4 vortex formations are moving in a quasi-periodic fashion. The initial vortex mixing phase, up until the four vortex blobs have been formed at about t = 200, is captured in Movie 1 of the supplementary material. 3 The fast-forward Movie 2 of the whole simulation shows a short emerging phase of vortex mixing followed by a stable but unsteady large-scale periodic interaction of the four vortices. In subsection 3.2 we discuss in detail the relation to stability of quasi-periodic point vortex solutions. Movie 3 shows a simulation with the same initial conditions, but at the higher spatial resolution N = 1001. The qualitative behavior is the same,
IsoMP time integration
Heun time integration Figure 3 . Simulation with two different time integration methods: IsoMP (9) and Heun (11) . Vorticity ω(x, t) clockwise from the top-left at t = 0s, 4s, 40s, 400s, for the initial data in [12] . The horizontal axis is the azimuth ϕ ∈ with four vortex blobs forming and then circulating about each other in a quasiperiodic fashion. However, the distribution of vortex formation is different in the high resolution simulation, with the positive instead of the negative blobs closer to the poles.
Let us continue the discussion here with the conservation properties of our method. Figure 4 shows the variation of the energy and enstrophy during the simulation. For IsoMP, the energy is nearly conserved by a factor 10 −6 with no sign of drift, whereas the enstrophy has the same variation as the Newton tolerance we have used, 10 −13 . For Heun, we see that albeit energy and enstrophy has a linear drift from their original values, the variation is quite small and in particular the energy changes less than with IsoMP. These small drifts of energy and enstrophy is likely the reason why Heun perform so well. We stress, however, that there is a drift, so at some point the numerics will break down, whereas with IsoMP such a breakdown will not occur since it preserves the symplectic structure. The difference between IsoMP and Heun is more defined when we look at the higher order Casimir functions of (6). In fact, computing the maximal absolute variation of the eigenvalues of W , after 5 × 10 6 time steps, we get with IsoMP a value of the order 10 −12 , whereas with Heun a value of the order 1. Even considering only the third and fourth momenta of the vorticity, the Heun scheme has an absolute variation, after 5 × 10 6 time steps, of the order 10 −3 .
To give a measure of the unsteadiness of the vorticity we look at the relation between vorticity ω and stream function ψ at t = 400. The MRS theory predicts a steady flow determined by a functional relation between vorticity and stream function ω = F (ψ). Figure 5 contains a scatter-plot of ψ and ω, for both IsoMP (9) and Heun (11) . We notice that the shape of the resulting diagrams has branches, similar to those in [12] , indicating the unsteadiness. The branches are, however, more diffuse compared to those in [12] , since we did not add artificial dissipation into the model. We also see a slight difference between IsoMP and Heun: the one obtained with IsoMP has more defined branches.
Relation with point vortex dynamics.
In this section we give a detailed study of the relation of our simulation results to the dynamics of four point vortices on the sphere, following up the brief study by DQM [12] . For a detailed treatment Figure 6 . Behavior of the vortex blobs for the same initial data as in Figure 3 . The quasi-periodic motion of the blobs is tracked in the scatter plots.
of point vortex dynamics, we refer to the monograph of Newton [31] or the survey paper by Aref [2] . Already Helmholtz [15] knew that the incompressible Euler equations admit solutions with vorticity supported on single points. Such solution also appear for the vorticity equations (2) on a sphere in the non-rotational case (no Coriolis forces) [6] . That is, vorticity is a finite sum of n Dirac delta distributions
where Γ i ∈ R are the strengths and x i ∈ S 2 are the positions of the point vortices. The solutions evolve according to an ordinary differential equations known as the point vortex equationẋ
for i = 1, . . . , n. Notice that multiplying all Γ i by a factor does not change the phase space trajectories (only their speed), so only relative strengths are of importance to us. Our aim is to extract the positions and relative strengths of the vortex blobs in the DQM simulation, to compare their motion with the corresponding system of n = 4 point vortices.
To extract the trajectories on the sphere of the 4 vortex blobs in the simulation from the previous subsection 3.1, we use a tracking algorithm based on Python/SciPy. The result is given in Figure 6 . Now, for the Euler equation on a non-rotating sphere, the total angular momentum M is conserved
The DQM simulation is set up with vanishing total angular momentum, M = 0. Thus, the point vortex solutions should fulfill
If we set Γ 1 = 1 (since we are only looking for relative strengths), then, for generic positions x i , this yields a linear set of equations from which Γ 2 , Γ 3 , Γ 4 can be determined from the positions alone. The computed relative strengths thereby obtained correspond well with those obtained by numerical integration over circular domains covering the blobs. In summary, we have the following extracted positions (expressed in inclination ϕ and azimuth θ) and corresponding computed relative strengths (13) To obtain the absolute strengths, i.e., to determine the scaling, one might use the total energy integral, noting that the point vortex Hamiltonian is quadratic in the strengths. Remark 1. The fact that the relative strengths of the point vortices are uniquely determined (in the generic case) by the positions given vanishing total angular momentum is interesting. It shows that there is a connection between the strengths and the positions. One may ask to what extent the strengths determine the positions for zero momentum configuration. That is, what is the dimension of the manifold of four point vortices with vanishing total angular momentum. Heuristically, just counting constraints, one gets the dimension of all possible four point vortex configurations, 8, minus the dimension of the 3 angular momentum constraints, which gives 5 dimensions. To investigate this question in detail, one can use symplectic reduction theory (cf. [22] ).
We run the point vortex dynamics simulation with data from (13) using the symplectic Lie-Poisson integrator developed in [27] . Let us now compare this point vortex simulation with the tracked blob motion in Figure 6 . . Motion of initially Gaussian blobs discretized with low spatial discretization (N = 51). The shape, strengths, initial positions of the blobs are given by (14) . The tracked motion of the blobs is in good agreement with the N = 501 simulation and the point vortex dynamics (compare with Figure 7 and the lower right diagram in Figure 7 ).
In the chosen spherical coordinates, the motion of the tracked blobs in Figure 6 looks complicated, but, in fact, when plotted on the sphere, one can see that it is almost a steady rigid rotation about a fixed axis. By least squares we find the best approximating rotation axis, and we use new spherical coordinates with the new rotation axis as the north pole. The resulting trajectories, of both the tracked blobs and the computed four point vortex dynamics with data (13), are given in Figure 7 . We see that the motion between the point vortices and the tracked blobs are in good agreement, as also reported by DQM [12] .
Looking at the almost pure rotational trajectories in Figure 7 , it is natural to ask if there is an underlying relative equilibrium, i.e., a close-by solution given by a simultaneous, steady rotation of all the four point vortices. The answer is no: any such relative equilibrium must in fact be a static equilibrium, because the total angular momentum is zero. Thus, the 'wobbling' in Figure 7 is necessary for unsteadiness to occur. Continuing this train of thought, we may look for static, non-stable equilibria for zero momentum four point vortex dynamics with arbitrary strengths. Based on symmetry considerations, a general study of equilibria for point vortex dynamics on the sphere is carried out by Laurent-Polz, Montaldi and Roberts [20] . For general strengths there does not seem to exist equilibria, but for pairs of two equal positive and two equal negative strengths there are, given by staggered rings (see [20, Sec. 8] ). Since the computed strengths (13) almost come in such pairs, and since at any instance in time the configuration of the vortex blobs in Figure 6 is almost given by such staggered rings, we are, in this sense, always close to equilibria, but they are unstable. That the strengths of the vortex blobs almost comes in pairs is likely not a coincidence. Indeed, numerical evidence of this is given in Movie 5 of the supplementary material, where the same phenomenon appears for a completely different set of randomly generated initial data with vanishing total angular momentum.
The simulation in subsection 3.1 generating the blob formation is long enough to cover about 3 revolutions of the blobs about each other. Although this is considered a 'long-time' simulation of the Euler equations, it is not very long if one wants to study the stability of the quasi-periodic trajectories. If we run the point vortex simulation for about 30 revolutions, we see in the lower left plot of Figure 7 that the trajectories appears to keep on wobbling about the zonal lines. But even 30 revolutions is not much. With a much longer simulation of about 2800 revolutions, we see, as plotted in Figure 8 , a different pattern emerge: the positions of the vortices are spreading out by a very slow precession. These numerical experiments indicate that the dynamics of the four point vortices restricted to the submanifold of vanishing total angular momentum is integrable, or at least quasi-integrable in the KAM sense. The frequencies would then be the oscillations within each revolution (highest), the rotation (intermediate), and one or two much lower frequencies for the precession. In general, the dynamics of four point vortices is not integrable. However, the submanifold of vanishing total angular momentum is special, as it is the only submanifold of fixed angular momentum that is invariant under arbitrary rotations (if you rotate a configuration of zero momentum, it still has zero momentum). We predict that this extra symmetry is behind the special behavior of zero momentum four point vortex dynamics. As a theoretical approach aiming to prove integrability, one could proceed by zero momentum Hamiltonian reduction (cf. [23] ). Roughly, it goes as follows. The Lie group SO(3) of rotations acts on the configuration space (S 2 ) 4 of point vortices. The corresponding Nther integrals are the total angular momentum. Since the area form on S 2 is preserved by rotations, the action is symplectic. By Poisson reduction we thereby obtain a new Hamiltonian system on the Poisson manifold (S 2 ) 4 /SO(3) of dimension 5. Now, every Poisson manifold is foliated in symplectic leafs. In particular, we have the special zero momentum leaf, given by restriction to the zero set of the total angular momentum. We thereby obtain a Hamiltonian system on the symplectic manifold given by the zero momentum leaf. It is likely that this system is integrable.
Our findings in this section show that the initial conditions used by DQM, although random in the higher order spherical harmonics, is special since it has zero angular momentum. That is, one cannot expect the long-time behavior obtained with the DQM initial conditions to be generic for initial conditions with non-zero angular momentum. Indeed, if four vortex blobs in a non-zero momentum configuration are formed, there might be further mixing, since their motion most likely will be chaotic. For zero momentum, however, the quasi-periodic behavior acts as a barrier, preventing further mixing. We thus predict that for vanishing angular momentum, quasi-periodic asymptotics is the generic behavior. To investigate this question in detail is yet another future topic.
We now want to illustrate how the quasi-periodic motion of the blobs can be obtained even for a very coarse spatial discretization N = 51. The initial vorticity here is: Figure 10 . Simulation of the initially Gaussian blob formation (15) , with N = 501. The vortex formation moves north-west while being smeared out. After some time, part of the vortex blob survives, moving in a quasi-periodic fashion along a zonal region. Contrary to the non-rotating example in Figure 6 , the asymptotic does not correspond to a point vortex configuration. See also Movie 6 of the supplementary material.
for Γ, ϕ, θ as in (13) , and C(x) such that ω 0 integrate to zero and has M = 0. The result is given in Figure 9 and Movie 4, and the resulting vortex blob motion tracking (in adapted spherical coordinates) is given in the lower right plot in Figure 7 . We obtain good agreement with both the point vortex simulation and the full high resolution simulation with N = 501. That Gaussian vortex blob simulations can be carried with small discretization parameters N is important, because it opens up for much longer simulations studying the stability of quadruple vortex blob formations. We anticipate that the slow precession seen in point vortex dynamics also happen in vortex blob dynamics.
3.3.
Gaussian vortex on a rotating sphere. In this example, now on a rotating sphere, we use initial data as given by [9] . A Gaussian vortex blob centered at x c = [sin(π/20) 0 cos(π/20)], just north of the equator, is given by
for x ∈ S 2 and the constant C such that the integral of ω 0 vanishes. The angular speed of the sphere is Ω = 2 √ 3π. To obtain W 0 , we expand (15) in the complex spherical harmonics Y lm , truncate the series (least square approximation), and thereby convert to the T N lm basis. To solve equations (8) we use both IsoMP (10) and Heun (12) , with the same (non-dimensional) parameters as in the DQM example. We run the simulation up to t = 200. The energy and enstrophy behavior of the two time integrators is analogous to the DQM example. Figure 10 shows the vorticity of the Heun simulation at various output times and its motion is captured in Movie 6 of the supplementary material. Initially, the vortex blob moves north west while being stretched during its migration. This behavior is also observed in [9] . In its long-time behavior, part of the vorticity blob is smeared out in the northern hemisphere, and part of it survives as a blob-like structure, moving westward along a northerly zonal region in a wobbly, quasi-periodic fashion. This formation seems stable, with no indication of further smearing (again, see Movie 6 of the supplementary material). However, contrary to the previous nonrotating example, there is now a clear interaction between the vortex blob and the non-local part of the vorticity field. This reflect the known fact that the Euler equations on a rotating sphere do not admit point vortex solutions: one has to consider point vortices coupled with a background vorticity field [6] .
3.4. Rossby-Haurwitz (RH) waves. A well known class of exact solutions to the vorticity equation (2) on a rotating sphere are the Rossby-Haurwitz (RH) waves. In terms of spherical harmonics the general formula is
where α l = 1 2 2C l(l+1) − C + 1 , ω lm ∈ C, C ∈ R and l = 1, 2, . . . . In particular, for C = l(l+1) l(l+1)−2 , we get α l = 0 corresponding to stationary RH waves. That (16) are exact solutions to (2) depends only on the algebraic properties of the Poisson bracket of the spherical harmonics. Indeed, it is not hard to check 4 that we get an analogous class of exact solutions to (8) in terms of T N lm :
where α l = 1 2 2C l(l+1) − C + 1 , W lm ∈ C, C ∈ R and l = 1, 2, . . . , N and exp is the usual matrix exponential. We call these solutions quantized RH waves.
The stability of RH waves are studied by Skiba [36] . In essence, they are stable only if they exhibit zonal symmetry. We have carried out several simulations with our method verifying that the stable exact RH waves correspond to stable quantized RH waves. We predict that the stability analysis carried out by Skiba can be adopted to the quantized RH waves.
Let us now study the break-up of a non-stable quantized RH wave. To this end, consider the quantized RH waves with parameters This wave is non-stable, as it does not have zonal symmetry. It is also nonstationary. We use spatial discretization parameter N = 501 and the Heun time integration method, with the same non-dimensional parameters as in the previous simulations. Although the quantized wave is an exact solution to the quantized vorticity equation, due to rounding errors the numerical simulation eventually drift away. This can be seen in Figure 11 . Up until about t = 155 the solution remains close to the quantized RH wave. At t = 159 it starts to break up in a complicated way. There is then a transition up until about t = 350. After that, the solution 4 A direct computation, together with the fact that exp(−T 10 )∆ −1 N (A) exp(T 10 ) = ∆ −1 N (exp(−T 10 )A exp(T 10 )) and F ∝ T 10 . Figure 11 . Unsteady quantized RH wave, for the initial conditions as in (17) with parameters (18) . Due to numerical rounding errors, the wave eventually breaks up, goes through an intermediate transition, and then reaches a quasi-periodic asymptotic with sliding zonal vortex belts. See also Movie 8 and Movie 9 of the supplementary material.
settles again on a quasi-periodic asymptotic, but more complicated then in the nonrotating case studied in subsection 3.1. One can see sliding zonal bands separated by sharp gradients, with 'vortex streets' similar in character to those regularly seen on Jupiter [18] 5 , see Movie 7 of the supplementary material.
Conclusions and outlook
We have presented an algorithm that preserves, up to machine precision, the Casimir functions of (6)- (8) and nearly conserves the Hamiltonian. The spatial discretization is based on Hoppe's work [16] on geometric quantization of the infinite dimensional Poisson algebra of smooth functions on the sphere by matrix Lie algebras su(N ) for an increasing N (corresponding to the spatial discretization parameter), and the suggestion of Zeitlin [38] to use this quantization for Euler fluids. The resulting finite dimensional dynamical system on su(N ) is isospectral, corresponding to conservation of Casimir functions, and preserves a Lie-Poisson structure, corresponding to the Hamiltonian structure of ideal fluids. We have presented two time discretizations: an isospectral midpoint method exactly preserving all of the geometry and the explicit Heun method. Although Heun's method exhibit linear drift in the Casimirs, this drift was so small that it did not influence the structural behavior in the total simulation times used. Nevertheless, the simulation time was long enough to capture the emerging of large-scale periodic vortex interaction.
Our numerical results on a non-rotating sphere confirm the results in [12] , but now without introducing artificial hyperviscosity into the equations. Instead, the inverse energy cascade, typical for 2D fluid motion, is captured by encoding the 'correct' geometric behavior in the spatially discretized equations, including exact conservation of (slightly modified, or 'quantized') Casimirs. While comparing the motion of the obtained vortex blob formation with point vortex dynamics, we found that zero angular momentum four point vortex motions likely is integrable. This hints towards the generic mechanism for the asymptotic behavior of zero angular momentum solutions to the Euler equations: the inverse energy cascade continues until four vortex blobs have been formed. After that, the four vortex formation is blocked from further mixing by the quasi-periodic motion imposed by the integrability of zero momentum four point vortex dynamics. Our study also suggests that the generic long-time behavior for non-zero angular momentum solutions is more subtle.
On a rotating sphere, our numerical results indicate that quasi-periodic behavior can also be reached, but is now more complicated than what can be achieved by point vortex dynamics.
As an outlook, a natural next step is to pursue a theoretical study of zero momentum four point vortex dynamics, aiming to prove integrability. Hand-in-hand with such a theoretical study, one could also conduct many more numerical simulations with the new method, thereby systematically study the asymptotic behavior for sets of generic initial data (both zero and non-zero angular momentum). One could also look deeper at the mechanism behind the inverse energy cascade in the quantized equations. For example, the standard Poisson bracket between two spherical harmonics feeds into harmonics with larger wave numbers l. In the quantized bracket, however, high wave number harmonics are fed to lower wave numbers. This might explain why the inverse energy Cascade works well despite spatial truncation.
Another benefit of the quantized fluid model is that it is possible to introduce viscosity while still preserving all of the Casimirs. Indeed, one can add a gradient term of (some approximation of) the entropy functional in such a way that isospectrality is preserved; an example is the Brockett flow [10] which is known to correspond to a gradient flow of entropy on the space of multivariate Gaussian probability distributions [30] . If viscosity is added to the quantized vorticity equations in such a way, the resulting model can be seen as a mix of computational ideal fluid dynamics (corresponding to the conservative part of the dynamics) and the MRS statistical mechanics model (corresponding to the pure spectral preserving entropy maximizing gradient flow).
