Abstract
Introduction
The similarity of web queries is a relative new research field. Recently years it attracts great concern and has been successfully applied in user query expansion [1, 2, 3] , query recommendations [4, 5] , document clustering [6] and question answer system [7] . It shows its talents and makes these applications more effective. Therefore it is necessary to design accurate methods for improving the performance of the bulk of applications relying on it. This paper proposes a new model for similarity metric of web queries using user logs. Both word form of two queries and their semantic information have been taken into account. Experiments show that using the new model in query expansion actually improved recall of 8.1 percent and precision of 9.2 percent, which indicates the good performance.
The rest of this paper is as follows: in section 2 previous works are discussed. A new web queries similarity model is presented in Section 3. In section 4 queries clustering are discussed to find the same or similar topics. Section 5 shows the evaluation of the new model, including experiments, data analyzing, and the achievements. Conclusion and future Work is described in Section 6.
Related Work
It is a relatively new research field that measuring the similarity between two queries. Some algorithms have been proposed. All the algorithms discussed in the paper are all based on user query logs. In user query logs, all users' query history will be recorded in detail. Despite the formats of logs in different search engines are slightly different, the basic information will be recorded, including the access time, session ID or IP address, keywords, clicked URL and so on. A classical format of query logs is shown as Table 1 .
Table 1. The format of user query logs

Item Content
Id Session ID. For example, the ID number that system automatically assigns to user or IP address.
Keywords
The keywords that user input in the search engine.
Order
The order that user clicked on URL.
URL
The sequence of URLs that user clicked.
Rank
The order of clicked URL in the research result.
Datetime
The datetime that user clicked on the URL.
Submitter information The information of browser.
In the search result list each record represents a web page or an entrance, providing the title, URL, summary and so on. Users can judge whether the record contains the contents they are interested. Therefore, the user's query log denotes an implicit relevance feedback, base on which some algorithms have been proposed to determine the similar query. Bruno M. Fonseca uses association rule to measure the similarity of queries [8] . In his research it takes query as item and session as transaction of association rule mining. In Ji-Min Wang's research, a new method for discovering related Web queries was presented [9] . First, some statistical characteristics of a candidate query for a given query were extracted from the log files, such as the numbers of different users submitted, the numbers of the candidate query submitted as well as the returned result clicked, the numbers of common terms and common URLs clicked between the candidate query and the given query. Then these candidate queries were ranked with a linear regression model learned from human labeled training data. Ji-Rong assumed that [7] :
(1)If two queries contain the same or similar terms, they denote the same or similar information needs.
(2)Two queries are similar if they lead to the selection of the same or similar document.
The function of similar queries is defined by combining both assumptions linearly.
A New Algorithm for Similar Queries Metric
All the measures above are simple and effective. However, they are all focus on the level of syntax, and ignored semantic information. In this section, a new algorithm will be presented. Definitions of related concept in the following algorithms are as follows:
(1)Term: a basic logical unit that user input in the search engine.
(2)Query: the keywords that user input in the search engine, including one or more terms. Based on the above observations, the new algorithm is based on the following assumptions.
Query
(1) If two queries contain the same terms, they convey the same or similar information needs. The more terms in common, the more similar they are. For example, 
Where x k is the semantic similarity value in the collection Sims and it is satisfied with
It is noticed that in the new model not only word form, but also semantic information has been taken into account. Its values are range from 0 to 1.
However, how to obtain the semantic similarity of two Terms is another problem. In the paper, we get semantic similarity with the help of Wordnet.
WordNet is the product of a research project at Princeton University which has attempted to model the lexical knowledge of a native speaker of English [10] . It focuses on the word meanings instead of word forms. In WordNet Nouns, verbs, adverbs and adjectives are organized by a variety of semantic relations into synonym sets (synsets), which represent one concept. These relations will be associated with words and words to form a hierarchy structure, which makes it a useful tool for computational linguistics and natural language processing. It is commonly argued that language semantics are mostly captured by nouns or noun phrases so that the study only focus on noun in semantic similarity calculating. The semantic relations for nouns include Hyponym/Hypernym (is-a), Part Meronym/Part Holonym (part-of), Member Meronym/Member Holonym (member-of), Substance Meronym/Substance Holonym (substance-of) and so on. Figure 1 illustrates a fragment of taxonomy in WordNet. In the taxonomy the deeper concept is more specific and the upper concept is more abstract. 
Figure 1. A fragment of taxonomy in WordNet
Some measures have been proposed for calculating the semantic similarity of two concepts [11, 12, 13, 14] . In this study the measure proposed by Meng has been used [14] . It is defined as: Because either or both of the words have more than one sense in WordNet, we need to compute the semantic similarity matrix as Table 2 . Where C 1i is the sense of word1, and C 2j is the sense of word2. In the result, we took the most similarity pair of sense:
Where c 1i is the sense of word 1 , and c 2j is the sense of word 2 .
Queries clustering
As mentioned above, similar queries denote the same or similar topic. Our study obtains the topics by query clustering. Because there are a wide variety of queries, the system does not know how many topics there will be exist. Therefore it is required the clustering algorithm does not need users to set the number of clusters manually.
After comprehensive comparison, the bottom-up hierarchical clustering method is adopted. The clustering process is shown in Figure 2 .
For any two clusters Cluser p ，Cluster q ，cluster function is defined as follows:
Where Query i ，Query j are two queries; m is the number of queries in Cluster p ; n is the number of queries in Cluter q ; Sim(Query i ,Query j ) is the similarity of query i and query j . 
Evaluation
In this section, we evaluate our new model by experiments.
Data set
For evaluating the performance of our new model, a dataset is necessary. Because of commercial factors, most of search engine would not like to share their query logs. Only the logs of three companies that are Excite, AlltheWeb, AltaVista can be obtained. The latest version is AltaVista_2003. Unfortunately most pages in 2003 are not existed. Therefore, we build a search engine with Nutch, and ask 20 users to use the search engine randomly. And collect query logs from December 6, 2012 to December 26, 2012. After preprocessing the data, removing incomplete ones, uncivilized ones, a total of 8144 URLs are left.
Results analysis
Fourteen pairs of web queries similarity results are selected randomly, which is shown in Table 2 . From table 2, it is noticed that only four Query pairs have the same term, they are {rocket; rocket, satellite},{cell phone, inventor; mobile phone, inventor }, { rheumatoid arthritis; rheumatoid arthritis, cause },{ apple fruit; orange fruit }。Other ten pairs do not contain the same term, they are {software; virus}, {bicycle; car}, {communist, Engels}, {hard disk; input device}, {java, software system}, {eye, neck}, {Atomic bomb, Nuclear weapon}, {Atomic bomb; Nuclear weapon, country}, {Beijing, hangzhou}, {apple, potato}. According to the new model in section 3, there are six pairs in the ten ones are highly semantic related. And the similarity is superior to 0.5 .
In the clustering result, part of clustering figure is shown in Figure 3 . Here the threshold is 0.6. The proportion of clustered web queries with different threshold is shown in Figure 4 . From Figure 4 , we can see that with the increase of threshold, the proportion of clustered queries decrease.
In each cluster, we select two the most similarity queries to expand initial query. The result is shown is Figure 5 . From Figure 5 , we can see that both average recall and average precision have been increased. The recall has increased 8.1%, and the precision has increased 9.2%, which indicates the good performance of our new model.
Conclusion and Future Work
This paper presents a new model for measuring similarity of web queries using user logs and applies it in query expansion. Different from previous works, in the new model both word form of two queries and their semantic information have been taken into account. A search engine with Nutch is built to evaluate the new model. First we cluster similar queries. The queries in the same cluster reflect similar topics. Then using Query clustering result expand initial query. Experiments show that using new model in query expansion significantly improved recall of 8.1%, and precision of 9.2%, which indicates the good performance of our new model. In future work, we will attempt to use this model document clustering, question-answer system and so on.
