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Abstract
An r-graph is an r-uniform hypergraph tree (or r-tree) if its edges can be ordered as E1, . . . , Em
such that ∀i > 1 ∃α(i) < i such that Ei ∩ (
⋃i−1
j=1 Ej) ⊆ Eα(i). The Tura´n number ex(n,H) of an
r-graph H is the largest size of an n-vertex r-graph that does not contain H. A cross-cut of H is
a set of vertices in H that contains exactly one vertex of each edge of H. The cross-cut number
σ(H) of H is the minimum size of a cross-cut of H. We show that for a large family of r-graphs
(largest within a certain scope) that are embeddable in r-trees, ex(n,H) = (σ− 1)
(
n
r−1
)
+ o(nr−1)
holds, and we establish structural stability of near extremal graphs. From stability, we establish
exact results for some subfamilies.
1 Introduction, reducible and embeddable hypertrees
In this paper, r-graphs refer to r-uniform hypergraphs. We will use F ⊆
(
V
r
)
to indicate that F is
an r-graph on the set V , usually we take V = [n] := {1, . . . , n}. Given an r-graph H and a positive
integer n, the Tura´n number ex(n,H) is the largest size of an r-graph on n vertices not containing
H as a subgraph. While the study of hypergraph Tura´n numbers is a notoriously difficult area of
extremal combinatorics there have been active developments in recent years concerning “tree-like”
hypergraphs.
The classic Erdo˝s-Ko-Rado theorem [7] determines the maximum size of an r-graph not containing
two disjoint edges (i.e., a matching of size 2). See [6, 9, 12, 13, 20, 30] for recent work. Note that
a matching is an r-tree. There are many theorems and conjectures inspired by and/or generalize
the Erdo˝s-Ko-Rado theorem, including results on set systems not containing d-clusters and their
generalizations [10, 19, 31, 26, 32] and on set systems not containing d-simplex or strong d-simplex [3,
11, 32, 23].
An r-tree H is a tight r-tree if its edges can be ordered as E1, . . . , Em such that ∀i > 1∃α(i) < i
one has Ei ∩ (
⋃
j<iEj) ⊆ Eα(i) and |Ei ∩ Eα(i)| = r − 1 (hence |Ei \ (
⋃
j<iEj)| = 1).
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Conjecture 1.1 (Erdo˝s-So´s for graphs and Kalai 1984 for r ≥ 3) Let r ≥ 2 and H a tight
r-tree on v vertices. Then
ex(n,H) =
v − r
r
(
n
r − 1
)
+ o(nr−1).
To this date the conjecture was verified only for star-shaped tight r-trees by Frankl and
Fu¨redi [11]. While Kalai’s conjecture is wide open, asymptotically tight or even exact results have
been obtained concerning some families of reducible hypergraph trees and hypergraphs that are em-
beddable in them [2, 16, 17, 18, 27, 28]. We say that a hypergraph H is k-reducible if each edge of
H contains at least k degree 1 vertices.
A hypergraph (V (H),H) is said to be embeddable in a hypergraph (V (G),G) if it is a subgraph
of it, more precisely there is a mapping f : V (H)→ V (G) such that f(E) ∈ G for all E ∈ H.
Example 1.2 (An r-graph embeddable in an r-tree may not be an r-tree itself)
The 3-uniform linear cycle of length m is a hypergraph H := {aiai+1bi : 0 ≤ i ≤ m− 1} (subscripts
taken mod m). It is not a 3-tree though it is embeddable in a 3-tree {a0aiai+1 : 1 ≤ i ≤ m− 2} ∪H.
It is easy to see that ex(n,H) ≤ (p−r)
( n
r−1
)
for any r-tree on p vertices (see Proposition 5.4) and so
the same holds for any hypergraph H embeddable in an r-tree. On the other hand,
(n−1
r−1
)
≤ ex(n,H)
for any r-graph with
⋂
F∈H F = ∅.
In this paper, we are interested to determine Tura´n numbers asymptotically in this Erdo˝s-Ko-
Rado zone, i.e., when ex(n,H) = Θ(nr−1). We substantially extend and generalize most of the
recent results by asymptotically determining ex(n,H) for all graphs H that are embeddable in a
2-reducible r-tree, when r ≥ 4. We also obtain structural stability of near extremal graphs and use
this to determine the exact value of ex(n,H) for certain graphs. We describe these results in details
in Section 4.
Let us note that simple r-graphs that are embeddable in r-trees are 1-degenerate (i.e. every
subgraph has a vertex of degree at most 1). Answering a question of Erdo˝s, Fu¨redi [15] showed
that ex(n,G) = Θ(n2) for the hypergraph G := {123, 124, 356, 456}. Note that G is not 1-degenerate.
Furthermore, G is 2-regular. See [33], [34], [35], and [22] for some related work. In general, there are
many r-graphs H with ex(n,H) = Θ(nr−1) that are not embeddable in r-trees. There is a lot more
to be done concerning Tura´n type problems for such r-graphs H.
2 Definitions and Notation
A hypergraph H = (V, E) is a finite set V (called vertices) and a collection E of subsets of V (the
edge-set of H). We do not allow multiple edges (we call these simple hypergraphs) unless otherwise
stated. Many times we identify a simple hypergraph by its edge-set, and write about hypergraph E .
A hypergraph G (with multiple copies of the same edge allowed) is a hypergraph tree if its edges can
be ordered as E1, E2, . . . , Em such that ∀i > 1, there exists α(i) < i such that Ei∩(
⋃
j<iEj) ⊆ Eα(i).
Even though there may exist more than one edge that could serve as Eα(i), we will always implicitly
fix a choice in advance so that α is a function. We call Eα(i) the parent of Ei. We call the ordering
E1, . . . , Em a tree-defining ordering of G. The relation α(i) < i defines a partial order on [m]. It is
not hard to verify that any linear extension of this order (i.e., a permutation π : [m] → [m] with
π(α(i)) < π(i) for all i ≥ 2) Eπ(1), . . . , Eπ(m) is also a tree-defining ordering of G.
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Suppose that G is hypergraph tree defined by the sequence E1, . . . , Em. Let G
′ be the corre-
sponding simple hypergraph. Then it is a hypergraph tree as well, as it can be seen from the list
E′1, E
′
2, . . . , E
′
p obtained by keeping only one copy, namely the the first appearance, of each edge.
Due to this, we do not always explicitly distinguish between a hypergraph tree in which duplicated
edges are allowed and one in which there is no duplicated edge. An r-uniform hypergraph tree is also
called an r-tree. An r-tree is tight if ∀i > 1, |Ei ∩Eα(i)| = r − 1 or equivalently |Ei \ (
⋃
j<iEj)| = 1.
If a hypergraph H is a subgraph of another hypergraph G then we say that H is embed-
ded/embeddable in G. As we have seen in Example 1.2 a hypergraph embeddable in a hypergraph
tree may not be a hypergraph tree itself.
An r-graph H is r-partite if its vertex set can be partitioned into r sets X1, . . . ,Xr such that
each edge of H contains exactly one vertex from each Xi. We call such a partition compatible with H
and the parts Xi’s are the color classes of the r-partition. The following can be easily verified using
induction.
Proposition 2.1 (r-trees are r-partite) Every r-tree is r-partite. Every tight r-tree has a unique
compatible r-partition up to the permutation of color classes. 
Given a hypergraph H, a set S of vertices is a vertex cover of H if S contains at least one vertex
of each edge of H. A vertex cover S of H is called a cross-cut of H if it contains exactly one vertex
of each edge of H. Every hypergraph has a vertex cover (if ∅ /∈ H). Not every hypergraph has a
cross-cut. However, every r-partite r-graph H has at least one cross-cut. Namely, every color class
of an r-partition of H is a cross-cut of H. We let τ(H) denote the minimum size of a vertex cover
of H and call it the vertex cover number of H. If H has cross-cuts, then we let σ(H) denote the
minimum size of a cross-cut of H and call it the cross-cut number of H.
Let F be a hypergraph on V = V (F). We define the p-shadow of F to be
∂p(F) := {D : |D| = p, ∃F ∈ F ,D ⊆ F}.
The Lova´sz’ [29] version of the Kruskal-Katona theorem states that if F is an r-graph of size |F| =
(x
r
)
,
where x ≥ r − 1 is a real number, then for all p with 1 ≤ p ≤ r − 1 one has
|∂p(F)| ≥
(
x
p
)
. (1)
Given D ⊆ V (F), the degree degF (D) of D in F is defined as
degF (D) := |{F : F ∈ F ,D ⊆ F}|.
Given an r-graph F and integer i with 1 ≤ i ≤ r − 1 let
δi(F) := min{degF (D) : D ∈ ∂i(F)}.
A family of sets F1, . . . , Fs is said to form an s-star, a sunflower, or ∆-system of size s with kernel
D if Fi ∩ Fj = D for all 1 ≤ i < j ≤ s and ∀i ∈ [s], Fi \D 6= ∅. The sets F1, . . . , Fs are called the
petals of this s-star. Note that D = ∅ is allowed. Let Lrp denote the r-uniform sunflower with a single
vertex in the kernel and p petals. We call Lrp an r-uniform linear star with p edges.
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The kernel degree deg∗F (D) of D in F is defined as
deg∗F (D) := max{s : F contains an s-star with kernel D}.
Given a positive integer s, we define the kernel graph Kers(F) of F with threshold s to be
Kers(F) := {D ⊆ V (F) : deg
∗
F (D) ≥ s}.
For each 1 ≤ p ≤ r − 1, the p-kernel graph Ker
(p)
s (F) of F with threshold s is defined to be
Ker(p)s (F) := {D ⊆ V (F) : |D| = p,deg
∗
F (D) ≥ s}.
The following fact follows easily from the definition of deg∗F (D) and will be used frequently.
Given a set Y . If deg∗F (D) > |Y | then ∃F ∈ F such that D ⊆ F and (F \D) ∩ Y = ∅. (2)
Given a hypergraph F and a vertex x ∈ V (F), let LF (x) := {F \ {x} : x ∈ F ∈ F}. We call
LF (x) the link graph of x in F . Given a set A ⊆ V (F), let LF(A) :=
⋂
x∈ALF (x). In other words,
LF (A) = {D ⊆ V (F) \ A : ∀a ∈ A,D ∪ a ∈ F}.
We call LF (A) the common link graph of A in F .
Given two hypergraphs A and B, the product of A and B is defined as
A× B := {A ∪B : A ∈ A, B ∈ B}.
If G is an r-graph with V = V (G), then its complement G is the r-graph on V with edge set(V
r
)
\ G.
Given an r-graph G, and set S ⊆ V (G), the trace of G on S, denoted by G|S is the hypergraph
with edge set {E ∩S : E ∈ G} (after eliminating resulting duplicated edges). Let G −S := G|V (G)−S .
3 Lower bounds, σ-tight families, and τ-perfect families
In this section, we present two lower bound constructions on ex(n,H); one based on the vertex cover
number of H and the other based on the cross-cut number of H.
Let n, r, t be positive integers. Define
Srn,t := {F : F ∈
(
[n]
r
)
, F ∩ [t] 6= ∅}
and
Crn,t := {F : F ∈
(
[n]
r
)
, |F ∩ [t]| = 1} =
(
[t]
1
)
×
(
[n] \ [t]
r − 1
)
.
So, Srn,t consists of all the r-sets in [n] intersecting a given t-set and C
r
n,t consists of all the r-sets
in [n] intersecting a given t-set in exactly one vertex, respectively. We have |Srn,t| =
(
n
r
)
−
(
n−t
r
)
=
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(
n−1
r−1
)
+
(
n−2
r−1
)
+ . . .+
(
n−t
r−1
)
and |Crn,t| = t
(
n−t
r−1
)
. In particular,
|Srn,t|, |C
r
n,t| ∼ t
(
n
r − 1
)
as n→∞ and t and r are fixed.
For any given r-graph H, observe that H 6⊆ Srn,τ−1, where τ = τ(H) and if σ(H) < ∞ then
H 6⊆ Crn,σ−1, where σ = σ(H). Hence
Proposition 3.1 Let r ≥ 2. Let H be an r-graph with τ(H) = τ . Then
ex(n,H) ≥ |Srn,τ−1| =
(
n− 1
r − 1
)
+
(
n− 2
r − 1
)
+ . . .+
(
n− τ + 1
r − 1
)
. 
Proposition 3.2 Let r ≥ 2. Let H be an r-graph. Suppose σ(H) = σ <∞. Then
ex(n,H) ≥ |Crn,σ−1| = (σ − 1)
(
n− σ + 1
r − 1
)
. 
Recent works on hypergraph forests have identified many r-trees for which Proposition 3.2 is
asymptotically tight, i.e., ex(n,H) = (σ(H)− 1)
( n
r−1
)
+ o(nr−1). We call such graphs σ-tight. There
have been a few r-trees for which equality holds in Proposition 3.1 for sufficiently large n, i.e.,
ex(n,H) =
(n
r
)
−
(n−τ(H)+1
r
)
for all sufficiently large n. We call such r-graphs τ -perfect. For example,
r-uniform matchings are both σ-tight and τ -perfect (Erdo˝s [5]). See [2, 16, 17, 18, 27, 28] for more
recent works on σ-tight and τ -perfect families. Our main results in this paper generalize most of
these recent results. Cross-cuts were introduced by Frankl and Fu¨redi [11]. But they focused only
on cases where σ was small. [16] was the first paper dealing with cases σ ≥ r−1, followed shortly by
[18], [17], [27], and [28]. Our work in this paper builds on [16], [17] , [18], unifies and substantially
extends these results as well as others. In particular, we obtain exact results for many graphs.
4 Main results: asymptotic and stability
Let r, k be positive integers where r ≥ k+1. An r-graph H is k-reducible if each edge of H contains
at least k vertices of degree 1. If H is k-reducible, we call the unique (r− k)-graph G obtained by H
by deleting k degree 1 vertices from each edge of H the k-reduction of H. In general, the k-reduction
G of H may be a multi-hypergraph. (For instance, the (r − p)-reduction of an r-uniform s-petal
sunflower with kernel size p consists of s copies of one edge of size p). We denote the underlying
simple hypergraph of G by G′. We may view H as being obtained from G′ by enlarging each edge E
to a given positive number µ(E) of new edges of size r by adding k new vertices (called expansion
vertices) per new edge in such a way that different new edges use disjoint sets of expansion vertices.
If µ(E) = 1 for all E ∈ G′, i.e. if G = G′, then we call H a simple expansion of an (r − k)-graph;
otherwise we call H a multi-expansion of an (r − k)-graph.
Theorem 4.1 (Asymptotic) Let H be an r-graph that is embeddable in a 2-reducible r-tree, where
r ≥ 4. Let σ = σ(H), define β := 1/((r − 2)(σ + 1) + 1). Then
(σ − 1)
(
n
r − 1
)
+O(nr−2) ≤ ex(n,H) ≤ (σ − 1)
(
n
r − 1
)
+O(nr−1−β). (3)
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In case of σ = 1 we have an upper bound ex(n,H) = O(nr−2) (see (6)).
By Theorem 4.1, all r-uniform multi-expansions of (r − 2)-trees are σ-tight when r ≥ 4. On
the other hand, not all r-uniform multi-expansions of (r − 1)-trees are σ-tight (for all r ≥ 2). So,
Theorem 4.1 is best possible in this sense. To construct a non-σ-tight r-uniform multi-expansion
of an (r − 1)-tree, one can take an r-graph S of size s such that |
⋂
F∈H F | = r − 1 (a sunflower
of size s). Obviously σ(S) = 1. On the other hand, it is known (Ro¨dl [36] and Keevash [25]) that
whenever s and r are fixed and n → ∞ there are S-free families (called Ps−1(n, r, r − 1) packings)
of size s−1r
( n
r−1
)
+O(nr−2). So S is not σ-tight. For all r ≥ 4, Irwin and Jiang [21] also constructed
infinitely many r-uniform simple expansions G of (r − 1)-trees that are not σ-tight. In fact, in their
construction G, all but one edge of G have two degree 1 vertices. By contrast, Kostochka, Mubayi,
and Verstrae¨te [28] had earlier showed that every 3-uniform simple expansion of a 2-tree is σ-tight.
Theorem 4.2 (Structural Stability) Let H be an r-graph that is embeddable in a 2-reducible r-
tree, where r ≥ 4. Let σ = σ(H), suppose σ ≥ 2 and define β := 1/((r− 2)(σ+1)+1). Suppose that
F ⊆
([n]
r
)
is H-free and n ≥ n(r, s), (where n(r, s) is a function of r and s only). If
|F| ≥ (σ − 1)
(
n
r − 1
)
−Knr−1−β
for K ≥ 0, then there exists a set A of σ − 1 vertices such that
|LF (A)| ≥
(
n
r − 1
)
− (r − 1)(K + 2s2)nr−1−β.
Furthermore, all but at most (
(σ − 1)(r − 1)(K + 2s2) + 2s2
)
nr−1−β
members of F meet A in exactly one element.
Using the structural stability we obtain exact results for certain critical graphs.
Theorem 4.3 (Critical graphs) Let H be an r-graph that is embeddable in a 2-reducible r-tree,
where r ≥ 4. Let σ = σ(H) > 1. Suppose H contains an edge F0 such that σ(H \ F0) = σ − 1. Then
there is a positive integer n0 such that ex(n,H) ≤
(
n
r
)
−
(
n−σ+1
r
)
for all n ≥ n0. If, in addition,
τ(H) = σ(H), then for all n ≥ n0 we have
ex(n,H) =
(
n
r
)
−
(
n− σ + 1
r
)
.
For r ≥ 5, Theorem 4.3 implies the exact results for r-uniform linear paths and cycles of odd
length [17, 18] and also the exact results [2] on the disjoint union of linear paths and cycles at least
one of which has odd length. For general 2-reducible r-trees, we can sharpen the error term in the
upper bound of Theorem 4.1 to O(nr−2).
Theorem 4.4 (Sharper estimates for trees) Let H be a 2-reducible r-tree, where r ≥ 4. Let
σ = σ(H). Then ex(n,H) ≤ (σ − 1)
( n
r−1
)
+O(nr−2).
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For (r − 2)-reducible r-trees, i.e., r-uniform multi-expansions of 2-trees, we can sharpen our
estimates even further, which sometimes yields exact results.
Theorem 4.5 (Sharper results on multi-expansions of 2-trees) Let r ≥ 4 and H an (r − 2)-
reducible r-tree with σ(H) = t + 1. Let π be a tree-defining ordering of H and S be a minimum
cross-cut of H. Let w be the last vertex in S that is included in π and Hw the subgraph of H
consisting of all the edges containing w. Suppose that Hw is a linear star L
r
p (i.e., a sunflower with
a single vertex in the kernel and p petals). Then there exists a positive integer n1 such that for all
n ≥ n1 we have
ex(n,H) ≤
(
n
r
)
−
(
n− t
r
)
+ ex(n− t,Lrp).
In many cases, Theorem 4.5 reduces the determination of the Tura´n number of an (r−2)-reducible
r-tree to determination of the Tura´n number of a linear star Lrp. For all r ≥ 5 and p ≥ 2, Frankl
and Fu¨redi [11] determined ex(n,Lrp) asymptotically, showing that ex(n,L
r
p) = (ϕ(2, p)+ o(1))
(n−2
r−2
)
,
where ϕ(2, p) is the maximum size of a 2-graph not containing a star of size p or a matching of size p.
As determined by Abbott et al. [1], ϕ(2, p) = p(p−1) if p is odd and that ϕ(2, p) = (p−1)2+ 12(p−2)
if p is even. Using the asymptotic result of Frankl and Fu¨redi [11] and the stability method used in
this paper, Irwin and Jiang [21] were able to determine the exact value of ex(n,Lrp) for all r ≥ 5,
p ≥ 2 when n is large. Based on this, Theorem 4.5 can then be used to obtain the exact value of
ex(n,H) for many (r − 2)-reducible r-trees H.
For instance, for r ≥ 4 and large n, as was already obtained by Frankl [8], ex(n,Lr2) =
(n−2
r−2
)
. If
H is a linear path of even length or if H is the disjoint union of linear paths all of which have even
length, then Hw = L
r
2 and for large n Theorem 4.5 shows that ex(n,H) ≤
(n
r
)
−
(n−t
r
)
+
(n−t−2
r−2
)
, where
t = σ(H)−1. On the other hand, a trivial construction shows that ex(n,H) ≥
(n
r
)
−
(n−t
r
)
+
(n−t−2
r−2
)
.
So for r ≥ 4, we immediately retrieve the even case of the exact results from [18] and [2].
5 Lemmas on r-trees, partial r-trees, and cross-cuts
In this section, we develop a series of lemmas. The following (easy) lemma was given in [16].
Proposition 5.1 Every r-tree H is contained in a tight r-tree G with V (G) = V (H). Furthermore,
a starting edge of H can be used as a starting edge in G. 
Lemma 5.2 (Tree embedding) Let H be an r-tree, where r ≥ 2. Let E1 be a starting edge of H.
Let F be an r-graph with δr−1(F) ≥ |V (H)| − r + 1. Then any mapping f : V (E1) → V (F) such
that f(E1) ∈ F can be extended to an embedding of H in F .
Proof. By Proposition 5.1 we may assume that H is a tight r-tree. Let E1, . . . , Em be an ordering
of the edges of H defining H as a tight r-tree. For each i ∈ [m] let Hi = {Ej : j ≤ i} be the initial
segment of H. Then Hi is a tight r-tree. We use induction on i to show that f can be extended
to an embedding fi of Hi in F . For the basis step, let f1 = f . In general, let 2 ≤ i ≤ |E(H)| and
suppose f can be extended to an embedding fi−1 of Hi−1 in F . Let Eα(i) be a parent of Ei and
D = Ei ∩ Eα(i). By definition, |D| = r − 1. Let D
′ = fi−1(D). Since δr−1(F) ≥ |V (H)| − r + 1 we
have degF (D
′) > |fi−1 (
⋃
Hi−1) | − |D
′|. So one can find an edge F in F containing D′ such that
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(F \D′)∩ fi−1 (
⋃
Hi−1) = ∅. Now H
′
i := fi−1 (Hi−1)∪F is a copy of Hi in F . We extend fi−1 to fi
by mapping the single vertex in Ei \Eα(i) to the single vertex in F \D
′. 
Proposition 5.3 (Embedding an expansion) Let r ≥ 2 be an integer. Suppose that G is an r-
graph with s vertices and S is a set of degree 1 vertices in G. Let F be an r-graph. If G−S ⊆ Kers(F),
then G ⊆ F .
Proof. Easy from definitions. Let E1, . . . , Em be the edges of G. For each i, let Di = Ei \ S. Note
that {D1,D2, . . . ,Dm} may be a multi-set. Let f be an embedding of G − S into Kers(F). Let
W =
⋃m
i=1 f(Di). To obtain a copy of G in F it suffices to extend each f(Di), 1 ≤ i ≤ m, to some
edge Fi of F containing f(Di) such that for i = 1, . . . ,m, Fi \ f(Di) are pairwise disjoint and that
each Fi \ f(Di) is disjoint from W . On can define the appropriate Fi’s one by one using (2). 
Proposition 5.4 (Trees and shadows) Let H be an r-tree with p vertices. Let F be an r-graph
on [n] not containing H. Then |F| ≤ (p−r)|∂r−1(F)|. In particular, we have ex(n,H) ≤ (p−r)
(
n
r−1
)
.
Proof. The second statement follows from the first since |∂r−1(F)| ≤
( n
r−1
)
. Suppose |F| >
(p − r)|∂r−1(F)|. We successively remove edges from F that contain an (r − 1)-set D whose degree
becomes at most p− r until no such edge remains. Denote the remaining graph by F ′. Since at most
(p− r) edges were removed for each such D and there are at most |∂r−1(F)| such D, F
′ is nonempty.
By definition, δr−1(F
′) ≥ p− r + 1. By Lemma 5.2, H ⊆ F ′ ⊆ F , a contradiction. 
Lemmas similar to Proposition 5.4 were given in [16] and in [27]. For specific r-trees, more is
known. Katona [24] showed that for an intersecting family of r-sets F (i.e. F avoids a matching of
size 2) one has |F| ≤ |∂r−1(F)|. This was recently extended by Frankl [9] who showed that if an
r-graph F avoids Ms (a matching of size s) then |F| ≤ (s− 1)|∂r−1(F)|.
Lemma 5.5 (The first edge containing a vertex) Let E1, . . . , Em be an ordering of edges that
defines a hypergraph tree H. Fix an i, where 2 ≤ i ≤ m. Let x ∈ Ei \Eα(i). Then Ei is the first edge
in the ordering that contains x. Also, if y ∈ Eα(i) \Ei then no edge of H contains both x and y.
Proof. By definition, Ei ∩ (
⋃
j<iEj) ⊆ Eα(i). Since x /∈ Eα(i), x /∈ (
⋃
j<iEj). So Ei is the first edge
in the ordering that contains x. Let y ∈ Eα(i) \ Ei. At the moment of Ei’s addition, x, y are both
in H but there is no edge containing both x, y. Suppose some later edge contains both x and y. Let
Ej be an earliest such edge, where j > i. Then Eα(j) must already contain both x, y, contradicting
our Ej. So no edge of H contains both x and y. 
Lemma 5.6 (Compression of trees) Let H be a hypergraph tree with a defining ordering
E1, . . . , Em. Fix one i, where 2 ≤ i ≤ m. Suppose x ∈ Ei \ Eα(i) and y ∈ Eα(i) \ Ei. For each
j = 1, . . . ,m, let E′j = Ej \ {x} ∪ {y} if x ∈ Ej and let E
′
j = Ej if x 6∈ Ej. Then the list E
′
1, . . . , E
′
m
defines a hypergraph tree H′.
Proof. By Lemma 5.5, Ei is the first edge in the ordering that contains x and that no edge of H
contains both x and y. Next we show that the multi-list E′1, . . . , E
′
m defines a hypergraph tree. It
suffices to check that
E′j ∩ (
⋃
1≤k<j
E′k) ⊆ E
′
α(j) (4)
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holds for each 2 ≤ j ≤ m. By the definition of α(j), we have
Ej ∩ (
⋃
1≤k<j
Ek) ⊆ Eα(j). (5)
First suppose j < i. Since Ei is the first edge in the ordering that contains x, we have E
′
ℓ = Eℓ
for all ℓ ≤ j. So (4) is the same as (5), which holds. Next, suppose j = i. Then (4) holds since
E′i∩(
⋃
k<iE
′
k) ⊆ (Ei∩(
⋃
k<iEk))∪{y} ⊆ Eα(i)∪{y} = E
′
α(i), where the last equality follows from the
fact that Eα(i) contains y but not x. Finally, suppose j > i. Observe that the edges are unchanged
outside {x, y} and that the new edges do not contain x. Suppose (4) does not hold. Then we must
have y ∈ E′j and y /∈ E
′
α(j). The latter implies x /∈ Eα(j) and so E
′
α(j) = Eα(j). Thus, y /∈ Eα(j).
There are two subcases to check.
First, suppose y ∈ Ej . Then y ∈ Ej \ Eα(j). By Lemma 5.5, Ej is the first edge in the ordering
that contains y. Since y ∈ Eα(i), we have j ≤ α(i) < i, contradicting j > i. Next, suppose y /∈ Ej .
Since y ∈ E′j , we have x ∈ Ej . But x /∈ Eα(j). So x ∈ Ej \Eα(j). By Lemma 5.5, Ej is the first edge
in the ordering that contains x, contradicting Ei being the first edge that contains x.
We have shown that the multi-list E′1, . . . , E
′
m satisfies (4). 
Corollary 5.7 (Smallest hosting tree) Let H be an r-graph that is embeddable in an r-tree T
and let V1, . . . , Vr be a good r-coloring of V (T ). For each i = 1, . . . , r, define Xi := Vi ∩ V (H).
Then there exists an r-tree G containing H satisfying that V (G) = V (H) and that X1, . . . ,Xr is an
r-coloring of G.
Proof. Let E1, . . . , Em be an ordering of the edges of T that defines T as a hypergraph tree. If
V (T ) = V (H) then we let G = T . Otherwise, let x ∈ V (T ) \ V (H). Suppose x ∈ Vr. Let Ei be
the first edge in the ordering that contains x. Then x ∈ Ei \ Eα(i). Let y be the unique vertex in
Eα(i) ∩Vr. Then y ∈ Eα(i) \Ei. Let T
′ denote the hypergraph tree obtained from T by applying the
compression procedure in Lemma 5.6. All the edges in T that do not contain x remain unchanged.
Hence H ⊆ T ′. We repeat this procedure until we obtain G. 
For the next proposition, the reader should recall the definition of a trace, given in Section 2.
The following can be immediately verified using definitions.
Proposition 5.8 (The trace of a tree) Let G be a hypergraph tree and S ⊆ V (G). Then G|S and
G− S are also hypergraph trees. 
Proposition 5.9 (Subtrees through one vertex) Let H = {E1, . . . , Em} be an r-tree with this
ordering, r ≥ 2. For each vertex x, let Hx denote the subgraph consisting of the edges containing x.
Then Hx is an r-tree.
Proof. As usual, let Eα(i) the parent of Ei in H (for i ≥ 2). Order the edges of Hx in the same way
as they were in H. Let Ei be an edge in Hx that is not the first edge of Hx. Then Ei is not the first
edge in H that contains x. Hence its parent Eα(i) must already contain x. So Eα(i) is also in Hx and
appears before Ei. Let Ej be any edge in Hx appearing before Ei. Then it also appears before Ei in
H and hence Ej ∩ Ei ⊆ Eα(i). This shows that Eα(i) still serves as a parent of Ei in Hx. 
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Proposition 5.10 (Deleting a cross-cut) Let r ≥ 3. Let H be an r-graph embeddable in a 1-
reducible r-tree T . Let S be a cross-cut of H. Then H − S is embeddable in an (r − 1)-tree on the
same vertex set as H− S.
Proof. Starting with S, from each edge of T that does not intersect S we select a vertex of degree
1 and add it to S. Call the resulting set S′. Then H − S ⊆ T − S′. By Lemma 5.8, T − S′ is
a hypergraph tree. Each edge in T − S′ has size at most r − 1. We can round out those edges of
T −S′ of size smaller than r− 1 to (r− 1)-sets by adding new expansion vertices. Call the resulting
(r − 1)-graph T ′. Then T ′ is an (r − 1)-tree that contains H − S. By Corollary 5.7, there exists an
(r − 1)-tree G containing H− S on the same vertex set as H− S. 
Let us mention a potential difficulty in extending results on r-trees to those embeddable in r-
trees. Namely, if H is an r-graph embeddable in an r-tree, then H may not always have a minimum
cross-cut that can be extended to a cross-cut of some r-tree T that contains H.
Example 5.11 (Cross-cuts of an r-graph embeddable in an r-tree might not extend)
Define the 4-graph H := {1abxa,b, 1bcxb,c, 1cdxc,d, 2abya,b, 2bcyb,c, 2cdyc,d}, where 1, 2, a, b, c,
d, xa,b, xb,c, xc,d, ya,b, yb,c, yc,d are 12 different vertices. Then H is embeddable in the 4-tree
{12ab, 12bc, 12cd} ∪ H, and S = {1, 2} is the unique minimum cross-cut of H. But every 4-tree
T that contains H must have an edge containing both 1 and 2. So there is no 4-tree T ′ with a
crosscut S′ such that H ⊆ T ′ and S ⊆ S′. 
By comparison, the case σ = 1 is simpler.
Proposition 5.12 Let H be an r-graph embeddable in an r-tree. Suppose σ(H) = 1 and {x} is a
cross-cut of H. Then there is an r-tree G with V (G) = V (H) such that {x} is a cross-cut of G.
Moreover, if T is k-reducible then G can be k-reducible, too.
Proof. Let X1, . . . ,Xr be an r-partition of H. Note that {x} must by itself be one of the Xi’s. The
claim then follows immediately from Corollary 5.7. 
Lemma 5.13 (Subtrees and detachable limbs) Let H = {E1, . . . , Em} be an r-tree with this
ordering, r ≥ 2. For each x, let Hx denote the subtree consisting of edges containing x. Suppose S
is a cross-cut of H, |S| ≥ 2. Then ∃w ∈ S such that H′ = H \Hw is an r-tree. Furthermore, there
exist an E ∈ Hw and F ∈ H
′ such that E is a starting edge of Hw and V (Hw) ∩ V (H
′) = E ∩ F .
Proof. Let Eα(i) denote a fixed parent of Ei in H. Let w be the last vertex in S that is included
as we add edges of H in the order of π := {1, 2, 3, . . . }. We now verify that H′ = H \ Hw is an
r-tree. Let π′ be obtained from π by deleting the edges of Hw and keeping the relative order of the
remaining edges. Let Ej be an edge in π
′ that is not the first edge. Since S is a cross-cut of H and
Ej /∈ Hw, Ej contains exactly one vertex x of S and x 6= w. If Eα(j) contains w then x ∈ Ej \Eα(j).
By Lemma 5.5, Ej is the first edge in π that contains x. But Eα(j) appears earlier than Ej . So w is
included earlier than x, contradicting our choice of w. So w /∈ Eα(j), which means Eα(j) is also in H
′
and appears earlier than Ej. For any Eℓ in π
′ that appears earlier than Ej , it also appears earlier
than Ej in π and we have Eℓ ∩Ej ⊆ Eα(j) since Eα(j) is a parent of Ej in π. This shows that Eα(j)
is still a parent of Ej in π
′. So π′ defines H′ as an r-tree.
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Let Ek be the first edge in πw. Then Eα(k) ∈ H
′. We show that if A ∈ Hw and B ∈ H
′ then
A∩B ⊆ Ek ∩Eα(k). For convenience for each edge D in H we let α(D) denote a fixed parent of it in
π. Observe that we have (a) A∩B ⊆ A∩α(B) if A appears before B in π, and (b) A∩B ⊆ α(A)∩B
if B appears before A in π. Starting with A ∩ B, we may obtain a superset by either replacing B
with α(B) or by replacing A with α(A) depending on which of (a), (b) applies. If A 6= Ek then
by earlier discussion, α(A) is still in Hw. Also, since B ∈ H
′, α(B) ∈ H′ by earlier discussion. In
particularly, α(B) /∈ Hw. So we may repeatedly apply (a) or (b) in a way until A = Ek and B is an
edge appearing before Ek in π. Then A ∩B ⊆ Ek ∩ Eα(k) holds. This proves the second part. 
One of the subtleties in this paper is the distinction between an r-graph embeddable in an r-tree
(like linear cycles) and an r-tree itself. One of the difficulties in extending results on r-trees to those
embeddable in r-trees is that the latter class is not known to possess the nice decomposition property
described in the above Lemma 5.13.
6 Reduction to centralized families
In this section, we use the delta system method to reduce the problem of embedding 2-reducible
hypergraph trees and their subgraphs into a host graph F to one where F belongs to a so-called
centralized family. The following lemma was developed using the delta system method, and was used
in earlier works. See [19, 18, 16, 17] for some recent applications. In particular, [18] and [17] contain
some detailed discussions that are most relevant to what is needed in this paper.
Let F be an r-partite r-graph with an r-partition (X1, . . . ,Xr). So, each edge of F contains
exactly one element of each Xi. Given F ∈ F and I ⊆ [r], let F [I] = F ∩ (
⋃
i∈I Xi). In other words,
F [I] is the projection of F onto those parts indexed by I. If I = {i}, we write F [i] for F [{i}]. Let
F [I] = {F [I] : F ∈ F}.
Lemma 6.1 (The homogeneous subfamily lemma, see [14]) For any positive integers s and
r, there is a positive constant c(r, s) such that for every family F ⊆
([n]
r
)
there exist F∗ ⊆ F with
|F∗| ≥ c(r, s)|F| and some J ⊆ 2[r] \ [r] (called the intersection pattern) such that
1. F∗ is r-partite, together with an r-partition (X1, . . . ,Xr).
2. ∀F ∈ F∗,∀I ∈ J ,deg∗F∗(F [I]) ≥ s and ∀I /∈ J 6 ∃F
′ ∈ F∗ satisfying F ∩ F ′ = F [I].
3. J is closed under intersection, i.e., for all I, I ′ ∈ J we have I ∩ I ′ ∈ J as well. 
We will call F∗ (with the corresponding J ) (r, s)-homogeneous with intersection pattern J .
Lemma 6.2 [11] Let n ≥ r ≥ 3. Let F∗ ⊆
([n]
r
)
be an (r, s)-homogeneous family with a corresponding
r-partition (X1, . . . ,Xr) and intersection pattern J ⊆ 2
[r]. Then one of the following holds:
(1) |F∗| ≤
( [n]
r−2
)
, or
(2) ∃a, b ∈ [r] such that 2[r]\{a,b} ⊆ J , or
(3) ∃i ∈ [r], such that ∀F ∈ F∗, degF∗(F \F [i]) = 1 but ∀I ( [r], with i ∈ I we have deg
∗
F∗(F [I]) ≥ s.
Proof. If J contains all the (r − 1)-subsets of [r] then since J is closed under intersection, we
have J = 2[r] \ [r], in which case (2) holds trivially. Hence, we may assume that there is at least
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one (r − 1)-subset of [r] not in J . This implies that there are proper subsets of [r] that are not
contained in any member of J . Among them let D be one with minimum size. Suppose there exist
F,F ′ ∈ F∗, F 6= F ′, such that F [D] = F ′[D]. Then F [D] ⊆ F ∩ F ′ = F [B] for some D ⊆ B ⊆ [r].
By Lemma 6.1 item 2, B ∈ J , which contradicts our assumption about D. So F [D] are different
from for each F ∈ F∗. Hence |F∗| ≤
( n
|D|
)
. If |D| ≤ r− 2 then (1) holds and we are done. So assume
|D| = r − 1.
Without loss of generality, suppose [r]\{i} 6∈ J for i = 1, . . . , t and [r]\{i} ∈ J for i = t+1, . . . , r.
By our assumption t ≥ 1. Suppose first that t ≥ 2. For any i, j ∈ [t], i 6= j, observe that [r]\{i, j} ∈ J ,
since otherwise r \ {i, j} is a (r − 2)-set not contained in any member of J , contradicting our
assumption about D. Let I be any subset of [r] \ {1, 2}. Then I can be written as the intersection
of sets of the form [r] \ {i} for i ∈ {t + 1, . . . , r} and [r] \ {i, j}, for i, j ∈ [t], i 6= j. Since each set
of one of these forms are in J and J is closed under intersection, I ∈ J . So we have 2[r]\{1,2} ⊆ J ,
and (2) holds. Finally, assume t = 1. Let I be any proper subset of [r] containing 1. Then since
[r] \ {i} ∈ J for i = 2, . . . , r and J is closed under intersection, we have I ∈ J . By Lemma 6.1 item
2, ∀F ∈ F∗ we have deg∗F∗(F [I]) ≥ s. By our assumption, [r] \ {1} /∈ J . By Lemma 6.1 item 2,
∀F ∈ F∗ F [[r] \ {1}] = F \ F [i] is contained only in F and not in any other member of F∗. So (3)
holds. 
Definition 6.3 If F∗ ⊆
(
[n]
r
)
is an (r, s)-homogeneous family with a corresponding r-partition
(X1, . . . ,Xr) and intersection pattern J for which Lemma 6.2 item 3 holds, then we say that F
∗
is homogeneously centralized with threshold s. We call i ∈ [r] the central element of F∗. For each
F ∈ F∗, we let c(F ) = F [i] and call it the central element of F . More generally, F ⊆
([n]
r
)
is a
centralized family with threshold s if each F ∈ F contains an element c(F ) such that ∀c(F ) ∈ D ( F
we have deg∗F (D) ≥ s. (The choice of c(F ) may not be unique, but we fix one.)
Remark 6.4 Note the following distinction between homogeneously centralized families and cen-
tralized families: If F is homogeneously centralized then ∀F ∈ F , degF (F \c(F )) = 1 (see Lemma 6.2
item 3). However, if F is simply centralized, then this condition need not hold.
Lemma 6.5 Let r ≥ 4. Let H be an r-graph that is embeddable in a 2-reducible r-tree. Suppose
H has s vertices. Let F ⊆
(
[n]
r
)
be an (r, s)-homogeneous family with a corresponding r-partition
(X1, . . . ,Xr) and intersection pattern J . If H 6⊆ F , then either |F| ≤
( n
r−2
)
or F is homogeneously
centralized.
Proof. By Lemma 6.2, it suffices to rule out item 2. Suppose otherwise that item 2 holds for F and
J . So there exist M ⊆ [r] with |M | = r − 2 such that 2M ⊆ J . By our assumption, for all I ⊆ M
and all F ∈ F , F [I] ∈ Kers(F). In particular, we have F [M ] ⊆ Kers(F). Let D ∈ ∂r−3(F [M ]).
Then D = F [I] for some F ∈ F and I ⊆M with |I| = r − 3. By our assumption, there is an s-star
in F with kernel D. The restriction of the members of this s-star to
⋃
i∈M Xi are s edges in F [M ]
containing D. This shows that δr−3(F [M ]) ≥ s.
Let T be a 2-reducible r-tree that contains H. Let H∗ be obtained from H by removing two
degree 1 vertices from each edge of H and eliminating duplicated edges and let T ∗ be obtained from
T by removing two degree 1 vertices from each edge of T and eliminating duplicated edges. Then
clearly H∗ and T ∗ are both (r − 2)-uniform and H∗ ⊆ T ∗. By Lemma 5.8, T ∗ is an (r − 2)-tree. So
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H∗ is embeddable in an (r− 2)-tree. By Lemma 5.1 and Lemma 5.7, there exists a tight (r− 2)-tree
G containing H∗ with V (G) = V (H∗). In particular G, has at most s vertices. Since δr−3(F [M ]) ≥ s,
by Lemma 5.2, F [M ] ⊇ G and thus F [M ] contains a copy H′ of H∗. Since F [M ] ⊆ Kers(F), each
edge of H′ has kernel degree at least s in F . By Lemma 5.3, H ⊆ F , contradicting H 6⊆ F . 
Theorem 6.6 (The reduction theorem) Let r ≥ 4. Let H be an r-graph that is embeddable in
a 2-reducible r-tree. Suppose H has s vertices. If H 6⊆ F , then F can be split into subfamilies F∗
and F0 such that F
∗ is centralized with threshold s and |F0| ≤
1
c(r,s)
( n
r−2
)
. Further, if σ(H) = 1 then
F∗ = ∅ and thus |F| ≤ 1c(r,s)
( n
r−2
)
.
Proof. First we apply Lemma 6.1 to F to get an (r, s)-homogeneous subfamily F1 with intersection
pattern J1 such that |F1| ≥ c(r, s)|F|. By Lemma 6.5, either |F1| ≤
( n
r−2
)
or F1 is centralized.
If |F1| ≤
(
n
r−2
)
then we stop. Otherwise we apply Lemma 6.1 again to F \ F1 to get an (r, s)-
homogeneous subfamily F2 with intersection pattern J2 such that |F2| ≥ c(r, s)(|F| − |F1). We
continue like this until |Fi| ≤
( n
r−2
)
. Let m be the smallest index i such that |Fi| ≤
( n
r−2
)
. By our
assumption, for each i ∈ [m− 1], Fi is homogeneously centralized. Let F
∗ =
⋃m−1
i=1 Fi and let F0 =
F \ F∗. Then clearly F∗ is centralized with threshold s. Also, by the algorithm, |Fm| ≥ c(r, s)|F0|
and hence |F0| ≤
1
c(r,s) |Fm| ≤
1
c(r,s)
(
n
r−2
)
.
Next, suppose σ(H) = 1 with {x} being a cross-cut of H. By Proposition 5.12, there exists
an r-tree G containing H such that {x} is a cross-cut of G. Suppose F∗ 6= ∅. Then F1 6= ∅. By
our assumption, F1 is homogeneously centralized with threshold s. So there exists an r-partition
X1, . . . ,Xr of F1 together with a central element c ∈ {1, . . . , r}, such that ∀F ∈ F1 and c ∈ I ( [r],
deg∗F1(F [I]) ≥ s. This allows us to greedily embed G into F1, contradicting F1 being H-free. 
7 Proof of the asymptotic in Theorem 4.1
Suppose that H has s vertices. Since H 6⊆ F , by Theorem 6.6, F can be split into subfamilies F∗
and F0 such that F
∗ is centralized with threshold s and
|F0| ≤
1
c(r, s)
(
n
r − 2
)
. (6)
If σ = 1, then by Theorem 6.6, |F| = |F0| ≤
1
c(r,s)
( n
r−2
)
, which implies the upper bound in
Theorem 4.1. Hence, for the rest of this proof, we suppose that σ > 1.
By the definition of a centralized family, for each F ∈ F∗, there is a central element c(F ) ∈ F
such that for all proper subsets D of F containing c(F ) we have deg∗F∗(D) ≥ s. Let
ε :=
r − 2
(σ + 1)(r − 2) + 1
and h := ⌈nε⌉. (7)
We accomplish the proof of Theorem 4.1 in three steps.
Step 1. ∃W ⊆ [n] and a subfamily F∗1 ⊆ F
∗ such that |W | = ⌈nε⌉, F ∩W = {c(F )} for ∀F ∈ F∗1 ,
and
|F∗ \ F∗1 | ≤ s
2nr−1−(ε/(r−2)) + nr−2+2ε. (8)
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Proof of Step 1. We partition F∗ according to c(F ). For each i ∈ [n], let
Ai = {F ∈ F
∗ : c(F ) = i}, and A′i = {F \ {i} : F ∈ Ai}.
By Lemma 6.2 (2) we have that D ∪ {i} ∈ Ker
(r−1)
s (F∗) for all D ∈ ∂r−2(A
′
i). Hence
|Ker(r−1)s (F
∗)| ≥
1
r − 1
n∑
i=1
|∂r−2(A
′
i)|. (9)
Let T be a 2-reducible r-tree that contains H. Let T ∗ be obtained from T by deleting a degree 1
vertex from each edge and H∗ be obtained from H by deleting a degree 1 vertex from each edge.
Then H∗ ⊆ T ∗ and by Lemma 5.8, T ∗ is an (r− 1)-tree. So H∗ is embeddable in an (r− 1)-tree. By
Lemma 5.7, there exists an (r − 1)-tree G containing H∗ such that V (G) = V (H∗). If Ker
(r−1)
s (F∗)
contains a copy of G, then it contains a copy of H∗ by Lemma 5.3. Since H ⊆ F∗ ⊆ F , this is a
contradiction. So, Ker
(r−1)
s (F∗) does not contain G. By Lemma 5.4, we have
|Ker(r−1)s (F
∗)| ≤ s
(
n
r − 2
)
. (10)
For each i ∈ [n], let xi ≥ r − 2 be the real such that |∂r−2(A
′
i)| =
( xi
r−2
)
, where without loss of
generality we may assume that x1 ≥ . . . ≥ xn. By (9) and (10), we have
n∑
i=1
(
xi
r − 2
)
≤ s(r − 1)
(
n
r − 2
)
. (11)
Since x1 ≥ . . . ≥ xn, (11) gives
(
xh
r−2
)
≤ srh
(
n
r−2
)
. Hence, xh − r + 3 ≤ (sr/h)
1/(r−2)n. Kruskal-
Katona theorem (1) implies that |A′i| ≤
( xi
r−1
)
holds ∀i ∈ [n], since |∂r−2(A
′
i)| =
( xi
r−2
)
. Note that
|Ai| = |A
′
i|. We obtain
∑
i>h
|Ai| ≤
n∑
i=h+1
(
xi
r − 1
)
≤
xh − r + 3
r − 1
n∑
i=h+1
(
xi
r − 2
)
≤ (
sr
h
)
1
r−2ns
(
n
r − 2
)
< s2nr−1−(ε/(r−2)).
Define W := [h]. Let F1 = {F ∈ F
∗ : c(F ) /∈W}. We have
|F1| ≤ s
2nr−1−(ε/(r−2)).
Let F2 = {F : F ∈ F
∗ \ F1, |F ∩W | ≥ 2}. Then
|F2| ≤
(
|W |
2
)(
n− |W |
r − 2
)
≤ nr−2+2ε.
Let F∗1 = F
∗ \ (F1 ∪F2). By definition, ∀F ∈ F
∗
1 , we have F ∩W = {c(F )}. The above two bounds
imply
|F∗ \ F∗1 | = |F1 ∪ F2| ≤ s
2nr−1−(ε/(r−2)) + nr−2+2ε.
This completes Step 1. 
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Let S be a cross-cut of H with |S| = σ = σ(H). For the next claim, the reader should recall the
definition of a common link graph from Section 2.
Step 2. For every A ∈
(W
σ
)
, we have |LF∗1 (A)| ≤ s
( n
r−2
)
and
|
⋂
x∈A
∂r−2(LF∗1 (x))| ≤ s
(
n
r − 3
)
. (12)
Proof of Step 2. By Lemma 5.10, there exists an (r−1)-tree G containingH−S with V (G) = V (H−S).
In particular, G has at most s vertices and by Lemma 5.4, ex(n,G) ≤ s
( n
r−2
)
. Suppose there exists a
σ-set A in W with LF∗1 (A) > s
(
n
r−2
)
, then LF∗1 (A) contains a copy of H
′ of H− S. We then obtain
a copy of H in F∗1 be mapping S to A, a contradiction.
Let us now select a degree 1 vertex outside S from each edge of H and denote the resulting set
S′. The set S′ is well-defined since each edge of H contains at least two degree 1 vertices at most
one of which is in S. Observe that S and S′ are two disjoint cross-cuts of H. Let H∗ = H− S′. By
Lemma 5.10, H∗ is embeddable in an (r − 1)-tree on the same vertex set as H∗. Clearly, S is still a
cross-cut of H∗. Applying Lemma 5.10 again, there exists an (r − 2)-tree G′ containing H∗ − S on
the same vertex set as H∗−S. In particular, G′ has at most s vertices and hence ex(n,G′) ≤ s
( n
r−3
)
.
Suppose there exists a σ-set A in W such that |
⋂
x∈A ∂r−2(LF∗1 (x))| > s
( n
r−3
)
. Then there
exists a copy H′ of H∗ − S in Z =
⋂
x∈A ∂r−2(LF∗1 (x)). By embedding S to A, we see that A × Z
contains a copy of H∗. By the definitions of F∗1 , A, and Z, we have A × Z ⊆ Ker
(r−1)
s (F∗). Hence
H∗ ⊆ Ker
(r−1)
s (F∗). Since H∗ = H− S′, by Lemma 5.3, we get H ⊆ F∗ ⊆ F , a contradiction. 
Step 3. ∃F∗2 ⊆ F
∗
1 such that
degF∗2 (F \W ) ≤ σ − 1 (13)
holds for ∀F ∈ F∗2 and
|F∗1 \ F
∗
2 | ≤ sn
r−2+(σ+1)ε. (14)
Furthermore, for each (r − 2)-set D ⊆ [n] \W ,
|
(⋃
{F ∈ F∗2 : D ⊆ F}
)
∩W | ≤ σ − 1. (15)
Note that (13) gives
|F∗2 | ≤ (σ − 1)
(
n− |W |
r − 1
)
. (16)
Proof of Step 3. Note that W is a cross-cut of F∗1 . First, we clean out edges in F
∗
1 that contain
(r − 2)-sets in [n] \W that lie in ∂r−2(LF∗1 (x)) for at least σ different x in W . Formally, let
B :=
⋃
A∈(Wσ )
(⋂
x∈A
∂r−2(LF∗1 (x))
)
.
By (12), we have
|B| ≤
(
|W |
σ
)
s
(
n
r − 3
)
< snr−3+σε.
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Let
F3 := {F ∈ F
∗
1 : ∃D ∈ B,D ⊆ F}
Then
|F3| ≤ |B||W |n < sn
r−2+(σ+1)ε.
Let F∗2 := F
∗
1 \F3. Then |F
∗
1 \F
∗
2 | = |F3| ≤ sn
r−2+(σ+1)ε. For each (r− 2)-set D in [n] \W that
is contained in an edge of F∗2 , we have D /∈ B. So | (
⋃
{F ∈ F∗2 : D ⊆ F}) ∩W | ≤ σ − 1. This also
implies that degF∗2 (F \W ) ≤ σ − 1 holds for ∀F ∈ F
∗
2 . This completes Step 3. 
The obvious identity
|F| = |F0|+ |F
∗ \ F∗1 |+ |F
∗
1 \ F
∗
2 |+ |F
∗
2 |
together with (6), (8), (14), and (16) yield
|F| ≤
1
c(r, s)
(
n
r − 2
)
+ (s2nr−1−(ε/(r−2)) + nr−2+2ε) + snr−2+(σ+1)ε + |F∗2 |
≤ |F∗2 |+ (s
2 + s+ 2)nr−2+(σ+1)ε ≤ (σ − 1)
(
n
r − 1
)
+ 2s2n
r−1− 1
(σ+1)(r−2)+1 , (17)
for n ≥ n(r, s), where n(r, s) is some function of r and s. This completes the proof of Theorem 4.1.
8 Proof of the stability in Theorem 4.2
This is a continuation of the previous section. Recall that we now assume |F| ≥ (σ − 1)
(
n
r−1
)
−
Knr−1−β. We already have from (17) and from the lower bound constraint for |F| that for n > n(r, s)
|F∗2 | ≥ |F| − 2s
2nr−1−β ≥ (σ − 1)
(
n
r − 1
)
− (K + 2s2)nr−1−β. (18)
Let
F∗3 = {F ∈ F
∗
2 : degF∗2 (F \W ) = σ − 1}.
Then ∀F ∈ F∗2 \ F
∗
3 we have degF∗2 (F \W ) ≤ σ − 2. Counting the degrees of the (r − 1)-sets of
[n] \W in F∗2 we obtain that
|F∗3 |
σ − 1
+ (σ − 2)
(
n− |W |
r − 1
)
≥ |F∗2 |.
This and (18) give
|F∗3 |
σ − 1
≥
(
n
r − 1
)
− (K + 2s2)nr−1−β. (19)
Let A1, A2, . . . , Am be all the subsets of W of size σ − 1 with LF∗3 (Ai) 6= ∅. Then
F∗3 =
⋃
1≤i≤m
(Ai × LF∗3 (Ai)).
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By (15) and that fact that F∗3 ⊆ F
∗
2 ,
∀i, j ∈ [m], i 6= j, ∂r−2(LF∗3 (Ai)) ∩ ∂r−2(LF∗3 (Aj)) = ∅. (20)
For each i ∈ [m], let yi ≥ r − 1 denote the real such that |LF∗3 (Ai))| =
( yi
r−1
)
. Without loss
of generality, we may assume that y1 ≥ y2 ≥ · · · ≥ ym. For each i ∈ [m], by the Kruskal-Katona
theorem (1), we have |∂r−2(LF∗3 (Ai))| ≥
( yi
r−2
)
. By (20), we have
∑
1≤i≤m
(
yi
r − 2
)
≤
m∑
i=1
|∂r−2(LF∗3 (Ai))| ≤
(
n
r − 2
)
.
The disjointness of the LF∗3 (Ai)’s imply |F
∗
3 | = (σ − 1)
∑m
i=1 |LF∗3 (Ai)|. Use this, then the fact that
yi ≤ y1 for all i and then the last displayed inequality. We obtain
|F∗3 |
σ − 1
=
m∑
i=1
|LF∗3 (Ai)| =
m∑
i=1
(
yi
r − 1
)
≤
y1 − r + 2
r − 1
m∑
i=1
(
yi
r − 2
)
≤
y1 − r + 2
r − 1
(
n
r − 2
)
.
Compare this to the lower bound (19). We get
y1 − r + 2
r − 1
(
n
r − 2
)
≥
|F∗3 |
σ − 1
≥
n− r + 2
r − 1
(
n
r − 2
)
− (K + 2s2)nr−1−β.
Hence
(r − 1)(K + 2s2)nr−1−β ≥ (n− y1)
(
n
r − 2
)
.
Take A = A1. We have
|LF (A)| ≥ |LF∗3 (A1)| =
(
y1
r − 1
)
≥
(
n
r − 1
)
− (n− y1)
(
n
r − 2
)
≥
(
n
r − 1
)
− (r − 1)(K + 2s2)nr−1−β.
This, together with (17), also yields
|F \ (A× LF (A))| ≤
(
(σ − 1)(r − 1)(K + 2s2) + 2s2
)
nr−1−β. 
9 Structures of near extremal families
To prove Theorems 4.3, 4.4, 4.5, we analyze the structure of near extremal families.
Lemma 9.1 (Missing edges vs. non-M edges) Let M be an r-graph with m edges, m ≥ 2. Let
G be an r-graph on [n], G its complement. Let G0 be the subgraph of G consisting of the edges of G
that do not lie in any copy of M. Then |G0| ≤ (m− 1)|G|.
Proof. Let M1, . . . ,Mh be all the labelled copies of M on [n]. By symmetry, each r-set in [n]
lies in the same number t of these copies. If some Mi contains an edge of G0 then not all of its
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edges are in G and so it contains an edge of G. Let µ be the number of triples (e,M, f), where
e ∈ G0,M ∈ {M1, . . . ,Mh}, f ∈ G, and e, f ∈M . Then t|G0| ≤ µ and µ ≤ t(m− 1)|G|. 
Let Kpp(s) denote the complete p-partite p-graphs with s vertices in each part. By a well-known
result of Erdo˝s [4], ex(n,Kpp(s)) ≤ c1(p, s)n
p−(1/sp−1) for all n where c1 depends only on p and s.
Lemma 9.2 Let s, p ≥ 2 be fixed. Let n ≥ n2(p, s) be sufficiently large. Let G,D ⊆
([n]
p
)
, D 6= ∅.
Suppose that
|G| ≥
(
n
p
)
− np−(1/s
p−1). (21)
Let G∗ ⊆ G consist of all edges of G that lie in copies of Kpp(s). Suppose ∂p−1(G
∗) ∩ ∂p−1(D) = ∅.
Then |D| ≤ c2n
−1/((p−1)sp−1)|G|, for some positive constant c2 := c2(p, s).
Proof. Let G0 = G \G
∗. By Erdo˝s’ theorem, |G0| < c1n
p−(1/sp−1). By Lemma 9.1, |G0| ≤ (s
p− 1)|G|.
Hence |G∗| ≤ sp|G|. This and (21) gives
|G∗| ≥
(
n
p
)
− c3n
p−(1/sp−1), (22)
where the positive constant c3 := c3(p, s) depends only on p and s.
Let x, y ≥ p be positive reals such that |∂p−1(G
∗)| =
( x
p−1
)
and |∂p−1(D)| =
( y
p−1
)
. The Kruskal-
Katona theorem (1) implies that
|D| ≤
(
y
p
)
and |G∗| ≤
(
x
p
)
. (23)
The inequality (22) gives
x ≥ n− c4n
1−(1/sp−1) (24)
for some positive constant c4 = c4(p, s).
Since ∂p−1(D) ∩ ∂p−1(G
∗) = ∅, we have(
y
p− 1
)
+
(
x
p− 1
)
≤
(
n
p− 1
)
. (25)
This implies
( y
p−1
)
≤
( n
p−1
)
−
( x
p−1
)
≤ (n− x)
( n
p−2
)
. Using this and (24) we get
y ≤ c5n
1−1/((p−1)sp−1) (26)
where c5 := c5(p, s) and n is large enough (n > n5(p, s)).
Rewrite
( n
p−1
)
as pn−p+1
(n
p
)
and multiply (25) by (x− p+ 1)/p. We obtain
x− p+ 1
y − p+ 1
(
y
p
)
+
(
x
p
)
≤
x− p+ 1
n− p+ 1
(
n
p
)
≤
(
n
p
)
.
By (23), we have
x− p+ 1
y − p+ 1
|D|+ |G∗| ≤
(
n
p
)
.
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Hence, by (24) and (26), and using n being large enough, we have
|D| ≤
y − p+ 1
x− p+ 1
|G∗| ≤
y − p+ 1
x− p+ 1
sp|G| ≤ c2n
−1/((p−1)sp−1)|G|,
where c2 := c2(p, s) depends only on p and s. 
Lemma 9.3 Let H be an r-graph embeddable in a 2-reducible r-tree. Suppose H has s vertices and
σ(H) = σ ≥ 2. Let n ≥ n3(r, s) ≥ n(r, s) be sufficiently large. Let F ⊆
([n]
r
)
such that H 6⊆ F and
that |F| ≥ (σ− 1)
( n
r−1
)
− nr−1−β. Let A be be a (σ− 1)-set guaranteed by Theorem 4.2 that satisfies
LF (A) ≥
(
n
r − 1
)
− (r − 1)(1 + 2s2)nr−1−β, where β = ((r − 2)(σ + 1) + 1)−1. (27)
Let L∗ ⊆ LF (A) consist of all edges of LF (A) that lie in copies of K
(r−1)
r−1 (s). Let
FA := {F ∈ F : F ∩A 6= ∅}, SA := {F ∈
(
[n]
r
)
: F ∩A 6= ∅}, and B ⊆ F \ FA.
Suppose either B = ∅ or there is an (r − 1)-graph D on [n] \A satisfying
∂r−2(D) ∩ ∂r−2(L
∗) = ∅ and |D| ≥ γ|B| (28)
for some γ > 0. Then |FA ∪ B| ≤
(n
r
)
−
(n−σ+1
r
)
holds for n > n4 := n4(r, s, γ).
Proof. Note that LF (A) is an (r − 1)-graph on [n] \ A and for sufficiently large n ≥ n3, we have
LF (A) ≥
(
n− σ + 1
r − 1
)
− (n − σ + 1)r−1−(1/s
r−2).
Let L =
(
[n]\A
r−1
)
\ LF(A), i.e. L is the complement of LF (A) on [n] \ A. Since D is an (r − 1)-graph
on [n] \A satisfying ∂r−2(D)∩ ∂r−2(L
∗) = ∅, we can apply Lemma 9.2 with G := LF (A). We obtain
|D| ≤ c2(n− σ + 1)
−1/((r−2)sr−2)|L|.
If B = ∅ then the lemma holds trivially. So assume B 6= ∅. By our assumption about B and D,
|B| ≤
1
γ
|D| ≤
c2
γ
(n− σ + 1)−1/((r−2)s
r−2)|L|. (29)
Each (r − 1)-set in L contributes at least one edge to SA \ FA. So,
|SA \ FA| ≥ |L|.
Now,
|FA ∪ B| ≤ |SA| − |L|+ |B|.
By (29), we have |B| ≤ |L| for sufficiently large n. Hence |FA ∪ B| ≤ |SA| =
(n
r
)
−
(n−σ+1
r
)
for
sufficiently large n. 
Fu¨redi and Jiang: Tura´n numbers of hypergraph trees 20
10 Proof of Theorem 4.3 on critical edges
Let H be the r-graph on s vertices embeddable in a 2-reducible r-tree in Theorem 4.3 and let
F ⊆
([n]
r
)
such that H 6⊆ F and such that n ≥ n4(r, s, γ), where n4(r, s, γ) is specified in Lemma 9.3
with γ = 1/s. We may assume that |F| ≥
(n
r
)
−
(n−σ+1
r
)
, since otherwise we are done. By Theorem
4.2, there exists a (σ − 1)-set A that satisfies (27). Define L∗,FA,SA as in Lemma 9.3, and define
B := F \ FA. If B = ∅, then we are done. Suppose B 6= ∅. If we can show that there exists an
(r − 1)-graph D on [n] \ A satisfying (28), i.e. ∂r−2(D) ∩ ∂r−2(L
∗) = ∅ and |D| ≥ γ|B|, then by
Lemma 9.3, |F| = |FA ∪ B| ≤
(n
r
)
−
(n−σ+1
r
)
, and we are done.
Towards that goal, let D := ∂r−1(B) and γ := 1/s. Since H 6⊆ B, by Lemma 5.4, |B| ≤
s|∂r−1(B)| = s|D|, and hence |D| ≥ (1/s)|B|, as desired. By our assumption about H, H contains an
edge F0 such that σ(H\F0) = σ− 1. Let W = F0 ∩V (H\F0). Since F0 contains at least two degree
1 vertices, |W | ≤ r − 2. By our assumption, H′ = H \ F0 has a cross-cut S
′ of size σ − 1. Let x be
a degree 1 vertex in F0 \W . Then S = S
′ ∪ {x} is a cross-cut of H. By Proposition 5.10, H − S is
embeddable in an (r − 1)-tree and hence it is (r − 1)-partite. Since H′ − S′ ⊆ H − S, H′ − S′ is an
(r − 1)-partite (r − 1)-graph.
Suppose for contradiction that ∃U ∈ ∂r−2(L
∗) ∩ ∂r−2(B). Let E be an edge of B that contains
U . Let M be an edge of L∗ that contains U . By our assumption, there exists a copy K of K
(r−1)
(r−1)(s)
in L∗ containing M . Let U ′ be a subset of U of size exactly |W |. Since H′ − S′ is an (r − 1)-partite
(r − 1)-graph on fewer than s vertices, we can easily find a mapping f of H′ − S′ into K such
that W is mapped onto U ′ and such that f(H′ − S′) does not contain any vertex of E \ U ′. Now
(A × f(H′ − S′)) ∪ E ⊆ F contains a copy of H, a contradiction. Hence ∂r−2(D) ∩ ∂r−2(L
∗) = ∅.
This completes the proof. 
11 Proof of Theorem 4.4, sharper error term for r-trees
Let H be the 2-reducible r-tree on s vertices in Theorem 4.4, σ = σ(H), and let F ⊆
([n]
r
)
such that
H 6⊆ F . We will show that
|F| ≤
(
n
r
)
−
(
n− σ + 1
r
)
+
1
c(r, s)
(
n
r − 2
)
(30)
for sufficiently large n, where c(r, s) is the constant in Theorem 6.1. We may assume that |F| ≥(n
r
)
−
(n−σ+1
r
)
+ 1c(r,s)
( n
r−2
)
, since otherwise there is nothing to prove.
By Lemma 9.3 there exists a (σ−1)-set A that satisfies (27). Define L∗,FA, and SA as in Lemma
9.3 and define B := F \ FA. By Lemma 6.1, there exists an (r, s)-homogeneous subfamily B
∗ of B
with |B∗| ≥ c(r, s)|B|. By Lemma 6.5, either |B∗| is homogeneously centralized with threshold s or
|B∗| ≤
( n
r−2
)
. If |B| ≤ 1c(r,s)
( n
r−2
)
, then since F = FA ∪ B ⊆ SA ∪ B, (30) already holds. Hence, we
may assume that B∗ is homogeneously centralized with threshold s.
For each F ∈ B∗ as usual let c(F ) denote the central element of F . By the remarks before
Lemma 6.5, the kernel degree of D is at least s in B∗ for all proper subsets D of F containing c(F ).
Furthermore, F \ c(F ) is contained in precisely one edge, namely F , of B∗. Let X1, . . . ,Xr be an
associated partition of B∗. Without loss of generality we may assume that ∀F ∈ B∗, F∩X1 = {c(F )}.
For each x ∈ X1, let Bx = {F ∈ B
∗ : c(F ) = x} and Dx = {F \ x : F ∈ B
∗}. The families Bx’s
Fu¨redi and Jiang: Tura´n numbers of hypergraph trees 21
partition B∗. Define D :=
⋃
x∈X1
Dx.
Claim 11.1. ∂r−2(L
∗) ∩ ∂r−2(D) = ∅.
Proof of Claim 11.1. Let S be a minimum cross-cut. By Lemma 5.13, there exists a w ∈ S such
that Hw and H
′ = H′ \ Hw are r-trees. Furthermore, there are E ∈ Hw and F ∈ H
′ such that E is
a starting edge of Hw and V (H
′) ∩ V (Hw) = E ∩ F . Define D := E ∩ F . Since E has at least two
degree 1 vertices, |D| ≤ r − 2.
It suffices to show that ∀x ∈ X1, ∂r−2(L
∗) ∩ ∂r−2(Dx) = ∅. Suppose, on the contrary, that for
some x ∈ X1, ∃M ∈ ∂r−2(L
∗) ∩ ∂r−2(Dx). Let M
′ be a subset of M of size |D|. Let E′ be an
edge of Dx that contains M and thus contains M
′. Let f be a mapping that maps D onto M ′.
Since Hw − {w} is an (r − 1)-tree on fewer than s vertices, by Lemma 5.5, f can be extended to an
embedding of Hw − {w} into Dx. Let E
′′ be any edge of L∗ that contains M ′. By the definition of
L∗, there exists a copy K of K
(r−1)
r−1 (s) in L
∗ that contains E′′. Let S′ = S \ {w}. Since H′ − S′ is
(r−1)-partite and H has s vertices, we can find a mapping g of H′−S′ into K that agrees with f on
vertices in D and such that g(H′−S′) \M ′ is disjoint from f(Hw −{w}). Now since g(H
′−S′) ⊆ K
is in the common link graph of A and f(Hw −{w}) is in the link of x, we can obtain a copy of H in
F by mapping S′ to A and w to x, a contradiction. 
Since for each F , degB∗(F \ c(F )) = 1, we have |B
∗| = |D| ≥ c(r, s)|B|. Hence D satisfies both
conditions in (28) with γ := c(r, s). By Lemma 9.3, |F| ≤
(n
r
)
−
(n−σ+1
r
)
for sufficiently large n,
which contradicts our earlier assumption about |F|. This completes the proof of Theorem 4.4. 
12 Proof of Theorem 4.5 on 2-tree expansions
Let H be an (r − 2)-reducible r-tree on s vertices with σ(H) = t + 1 and S a minimum cross-cut,
π a tree-defining ordering of H and w the last vertex in S that is included in π. Let Hw be the
subgraph of H consisting of all the edges containing w. Since H can be obtained from a 2-uniform
forest by expanding each edge into a number of r-sets through expansion vertices we have that every
two edges of H intersect in at most two vertices.
By Lemma 5.13, Hw and H
′ = H \ Hw are r-trees and that ∃E ∈ Hw and F ∈ H
′ such that E
is a starting edge of Hw and V (Hw) ∩ V (H
′) = E ∩ F . If Hw only has one edge, then Theorem 4.3
applies and we get ex(n,H) ≤
(n
r
)
−
(n−σ+1
r
)
and we are done. Hence, we may assume that Hw
contains at least two edges. So w has degree at least two in H. Since H is (r − 2)-reducible, E has
at most two vertices of degree two or higher, one of which is w, w /∈ V (H′). So E ∩ F contains at
most one vertex. Also, since Hw is a linear hypergraph, if E ∩F contains a vertex y then no edge in
Hw other than E contains y.
Let F ⊆
([n]
r
)
such that H 6⊆ F . We may assume that |F| ≥
(n
r
)
−
(n−σ+1
r
)
, since otherwise we
are done. By Lemma 9.3, there exists a (σ − 1)-set A that satisfies (27). Define L∗,FA, and SA as
in Lemma 9.3. Define
B := {F ∈ F \ FA : |F ∩ V (L
∗)| ≤ 1}
C := {F ∈ F \ FA : |F ∩ V (L
∗)| ≥ 2}.
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We use Lemma 9.3 to show that |FA ∪ B| ≤
(
n
r
)
−
(
n−σ+1
r
)
. This holds trivially if B = ∅. So assume
B 6= ∅. Let D := ∂r−1(B). Then D is an (r − 1)-graph on [n] \ A. Also, ∂r−2(D) = ∂r−2(B).
Since r ≥ 4, by the definition of B, ∂r−2(D) ∩ ∂r−2(L
∗) = ∅. Since H 6⊆ B, by Proposition 5.4,
|D| ≥ (1/s)|B|. Hence D satisfies both conditions in (28) with γ := 1/s. By Lemma 9.3,
|FA ∪ B| ≤
(
n
r
)
−
(
n− σ + 1
r
)
. (31)
Claim 12.1. We have Hw 6⊆ C.
Proof of Claim 12.1. Suppose C contains a copy H˜ of Hw, we derive a contradiction. Hw is a linear
star centered at w. By earlier discussion, either Hw is vertex disjoint from H
′ or one of its edges E
intersects V (H′) at one vertex y 6= w and no other edge of Hw contains any vertex of H
′. In the
former case, we can take a copy K of K
(r−1)
r−1 (s) in L
∗ and find a copy of H′ in A×K that avoids H˜,
which then gives us a copy of H in F , a contradiction. Consider now the latter case. Since Hw is a
linear star centered at w, any of its edges can play the role of E and any of the vertex in E \ {w}
can play the role of y. Let w˜ denote the image of w in H˜. Let E˜ be any edge in H˜. Since E˜ ∈ C, by
definition, |E˜∩V (L∗)| ≥ 2. Let y˜ 6= w˜ be a vertex in E˜∩V (L∗). Since y˜ ∈ V (L∗), there exists a copy
K of K
(r−1)
r−1 (s) in L
∗ that contains y˜. Now we can easily find a copy H∗ of H′ in A×K such that y is
mapped to y˜ and such that V (H∗)∩ V (H˜) = {y˜}. This gives us a copy of H in F , a contradiction.
By Claim 12.1, we have
|C| ≤ ex(n− σ + 1,Hw). (32)
Now, since F = FA ∪ B ∪ C, by (31) and (32), we have
|F| = |F ∪ B|+ |C| ≤
(
n
r
)
−
(
n− σ + 1
r
)
+ ex(n− σ + 1,Hw).
This completes the proof of Theorem 4.5. 
13 Concluding remarks
We have identified a large class of r-trees H (i.e. 2-reducible ones) with ex(n,H) ∼ (σ(H)− 1)
( n
r−1
)
.
By contrast, Kalai’s conjecture states that for a tight r-trees H on v vertices ex(n,H) ∼ v−rr
(
n
r−1
)
.
Already, the family of 1-reducible r-trees lie somewhere in-between. There are 1-reducible r-trees
whose Tura´n number is more dependent on its cross-cut number and there are 1-reducible r-trees
whose Tura´n number is more dependent on its number of vertices. The situation with general r-trees
is likely even more complex, providing many intriguing questions.
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