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ABSTRACT
Different determinations currently suggest scattered values for the power spectrum nor-
malization on the scale of galaxy clusters, σ8. Here we concentrate on the constraints
coming from the X-ray temperature and luminosity functions (XTF and XLF), and
investigate several possible sources of discrepancies in the results. Importantly, we have
used two largely independent codes for the temperature derived constraint, which have
allowed us to identify areas of potential disagreement in other estimates. Our study is
also the first careful comparison of the temperature- and luminosity-based approaches.
We conclude that the main source of error in both methods is the scaling relation
involved, in particular the way its intrinsic scatter and systematic normalization are
treated.
For temperature derived constraints, we use a sample adapted from HIFLUGCS, and
test for several sources of systematic error. We parameterize the mass-temperature rela-
tion with an overall factor T∗, which varies between about 1.5 and 1.9 in the literature,
with simulations typically giving lower results than empirically derived estimates. Af-
ter marginalising over this range of T∗, we obtain a 68 per cent confidence range of
σ8 = 0.77
+0.05
−0.04 for a standard ΛCDM model.
For luminosity derived constraints we use the XLF from the REFLEX survey and
explore how sensitive the final results are on the details of the mass–luminosity, M–L,
conversion. Assuming a uniform systematic uncertainty of ±20 per cent in the amplitude
of the mass-luminosity relation by Reiprich & Bo¨hringer, we derive σ8 = 0.79
+0.06
−0.07 for
the same standard ΛCDM model. Although the XTF and XLF derived constraints agree
very well with each other, we emphasize that such results can change by about 10–15
per cent, depending on how uncertainties in the L–T–M conversions are interpreted
and included in the analysis.
We point out that in order to achieve precision cosmology on σ8 using cluster abun-
dance, it is first important to separate the uncertainty in the scaling relation into its
intrinsic and overall normalization parts. Careful consideration of all sources of scatter
is also important, as is the use of the most accurate formulae and full consideration
of dependence on cosmology. A significant improvement will require the simultaneous
determination of mass using a variety of distinct methods, such as X-ray observations,
weak lensing, Sunyaev-Zel’dovich measurements and velocity dispersions of member
galaxies, for a moderately large sample of clusters.
Key words: gravitation – galaxies: clusters: general – cosmology: theory – large-scale
structure of Universe
1 INTRODUCTION
The normalization of density perturbations on large scales
is a fundamental parameter describing our Universe. Its de-
termination has been actively pursued for the last quarter
century, using a wide range of methods. Now we are entering
the era of precision cosmology, with several cosmological pa-
rameters apparently determined to better than 10 per cent
accuracy. While this level of precision has been reached for
the amplitude of the largest scale perturbations, through the
COBE anisotropy measurements, the direct normalization
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of matter fluctuations on galaxy cluster scales still yields a
wide range of estimates.
The most common way to present this normalization is
through the value of the mass variance smoothed on scales
of 8 h−1Mpc and extrapolated to the present assuming lin-
ear theory, otherwise known as σ8. It can be determined
through direct estimation of the variance of density pertur-
bations on those scales, correcting for the small degree of
non-linearity, for example through measures of weak lens-
ing (e.g. Van Waerbeke et al. 2001, 2002; Bacon et al. 2002;
Refregier et al. 2002; Hoekstra et al. 2002). The value of
σ8 can also be extrapolated from larger scales assuming a
‘best fit’ cosmology to other data sets (usually large-scale
structure measurements, CMB anisotropies and high-z su-
pernovae; e.g. Lahav et al. 2002). While this approach is
model dependent, the mix of observations provides increas-
ingly strong constraints which are expected to improve dra-
matically within the next year or so.
Lastly, there is the most widely used method, where
one relates the number density of cosmic structures of a
given mass to the linear theory power spectrum through
some theoretically predicted (e.g. Press & Schechter 1974)
mass distribution. Since rich clusters probe the high-mass
tail of this distribution, their abundance is highly sensitive
to the amplitude of density perturbations, i.e. to σ8. Al-
though simple in principle, this approach has the obvious
complication that cluster mass is never directly observable.
Instead, it must be inferred from some observed quantity,
which is then connected to the cluster collapsed mass, ei-
ther through a theoretically motivated argument or via a
phenomenological approach.
Here we focus on the determination of the cluster mass
distribution via X-ray observations, and discuss how differ-
ences in the details of the adopted strategies can lead to
different, sometimes quite discrepant, determinations of σ8.
While considering X-ray observations, two approaches have
traditionally been adopted. The first one is based on de-
termining the cluster X-ray luminosity function (XLF) and
then converting it into the mass function through a suitable
Mass–Luminosity, M–L, conversion (e.g. Henry et al. 1992;
Sadat, Blanchard & Oukbir 1998; Reichart et al. 1999; Bor-
gani et al. 2001; Reiprich & Bo¨hringer 2002; Viana, Nichol
& Liddle 2002; Schuecker et al. 2002). The second possibility
is to use measurements of the X-ray temperature function
(XTF) and then apply a Mass–Temperature, M–T , relation
(e.g. Oukbir & Blanchard 1992; Eke et al. 1998; Viana &
Liddle 1998; Pen 1998; Markevitch 1998; Pierpaoli, Scott &
White 2001; Seljak 2002).
Measuring cluster luminosities requires ∼ 10 times less
X-ray photons than measuring temperature. This has al-
lowed us to precisely determine the XLF for samples con-
taining a few hundreds of local clusters. Current independent
determinations of the XLF agree with each other at high pre-
cision (see Rosati, Borgani & Norman 2002, for a review),
thus making it a stable reference point to quantify the cluster
population. However,the dependence of the bremsstrahlung
emissivity on the square of the local gas density causes the
X-ray luminosity to be highly sensitive to the core and to
local details of the intra-cluster medium (ICM) structure.
This makes it noisy and difficult to calibrate mass estima-
tor. Resorting to an observationally calibrated M–L relation
is in principle possible through two alternative routes: ei-
ther combining the L–T and the M–T relations, or directly
measuring an M–L scaling. Both approaches require an in-
dependent measure of M , which is a notoriously difficult
problem. Traditionally, masses are estimated either by ap-
plying hydrostatic equilibrium to a cluster with a measured
temperature pattern and surface brightness profile (Reiprich
& Bo¨hringer 2001; Ettori, De Grandi & Molendi 2002), or
using the mass estimated through cosmic shear (e.g. Viana
& Liddle 2002, Allen et al. 2002). Both of these methods
could suffer biases (Evrard, Metzler & Navarro 1996; Met-
zler, White & Loken 2001) which need to be accounted for.
X-ray temperatures are in principle easier to under-
stand: since the ICM temperature is mainly determined by
gravitational processes, it should be more directly related
to the total gravitating mass of the cluster, i.e. the M–T
relation should have less scatter and be more tractable the-
oretically. Although this is true to a first approximation,
the simplest expectation based on hydrostatic equilibrium
and isothermal gas have been shown to provide a poor rep-
resentation of the observed M–T relation (e.g. Finoguenov
et al. 2001; Allen, Schmidt & Fabian 2001). In the absence
of improved theoretical modelling one is forced to rely on
an empirical calibration of the M–T relation, which raises
many of the same issues as for the M–L relation discussed
above.
In general, all methods of mass estimation have both a
significant scatter and potential systematic errors. We look
at several of these approaches and compare some of the re-
sults, along the way investigating the various systematic ef-
fects which can cause discrepancy between estimates of σ8.
We perform these tests on a cluster sample which is based on
HIFLUGCS (Reiprich & Bo¨hringer 2002), modified slightly.
Pierpaoli, Scott & White (2001, hereafter PSW) ex-
plored several improvements in determining σ8 from the dis-
tribution of local cluster temperatures, using a combination
of X-ray data, cluster simulations and theoretical modelling.
For Ωm = 0.3, they constrained the power spectrum normal-
ization to lie around σ8 ' 1, but stressed how existing un-
certainties, particularly in the Mass–Temperature relation,
dominate the error bar.
Borgani et al. (2001; hereafter B01, see also Rosati
et al. 2002) analysed the luminosity distribution for the
ROSAT Deep Cluster Survey out to z ∼ 1. They paid par-
ticular attention to the impact of uncertainties and scatter
in the M–L conversion on the final results. They preferred a
lower normalization, σ8 ' 0.7 for Ωm = 0.3, with a roughly
15 per cent uncertainty mainly driven by the systematics
affecting the M–L relation.
In this paper we use the local XLF from the REFLEX
survey (Bo¨hinger et al. 2001) and the distribution of tem-
peratures from a new compilation of nearby clusters. Be-
sides providing further constraints on σ8, we will discuss how
these two different approaches to the cluster mass function
are affected by systematics, and under which conditions they
provide consistent constraints on cosmological parameters.
Our basic conclusion will be that the two approaches in fact
give consistent results, although at present it is not realis-
tic to expect a determination of σ8 to better than 10 per
cent. However, we expect steady (but unfortunately slow)
progress, as robust determinations of mass become available
for complete, well-understood cluster samples, using a vari-
ety of techniques simultaneously. It will require a concerted
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effort from both the theoretical and observational commu-
nities, tackling the many remaining obstacles, in order to
hone the cluster abundance into a precision cosmological
tool and to keep it competitive with rapid advances in the
other methods.
More specifically, after giving the theoretical frame
(Section 2), we analyse the temperature-derived constraint
in Section 3. We assess several possible different sources of
error, including: the M–T normalization and its scaling; the
effect of the L–T normalization error on the computation
of the effective volume; different temperature determina-
tions; and different cuts of the data. For luminosity-derived
constraints, in Section 4 we compare the results obtained
from the local REFLEX sample with the RDCS, therefore
testing possible evolutionary effects. We also compare re-
sults obtained by applying the direct L–M relation with
those obtained via the the L–T–M approach. In the end, we
also compare the luminosity- and temperature-derived con-
straints. We thoroughly discuss how error treatments can
influence the final result throughout, particularly in Sec-
tion 5, where we also compare our results to other recent
determinations of σ8. Finally, we present our conclusions in
Section 6.
2 THEORY
The mass variance is constrained from the cluster abundance
through the mass function – the (comoving) number density
of objects of a specified mass. While there has been signifi-
cant progress in the theory of the mass function of late, there
still remain serious systematic uncertainties in the theoreti-
cal predictions, and it is therefore important to specify which
expression for the the mass function is being adopted. Jenk-
ins et al. (2001) used a variety of N -body simulations for
different cosmological models to derive analytic expressions
for the mass function of dark matter haloes. In particular,
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has been shown to reproduce the distribution of haloes, if
the mass is interpreted as that within the radius, r180m, in-
terior to which the mean overdensity is ρ = 180ρ¯m, for their
‘τCDM’ simulation. Here ρ¯m is the ‘background’ density or
the mean cosmic mass density (i.e. Ωm times the critical
density). They also show that the mass function is approxi-
mately ‘universal’ if the mass is taken to be the sum of the
particles found in their simulation with a particular group
finder. The combination of these findings strongly suggests
that equation (1) describes the mass function for a wide
range of theories if the mass is measured interior to r180m
(see also Hu & Kravtsov 2002; White 2002).
Jenkins et al. (2001) have confirmed and extended ear-
lier work which shows that the standard Press–Schechter
expression for the mass function (Press & Schechter 1974)
significantly overestimates and underestimates the number
density of haloes in the low- and high-mass end of their
distribution, respectively (see also Evrard et al. 2002). They
also found that the mass-function by Sheth & Tormen (1999)
somewhat overestimates the number density of very massive
haloes, although this difference is probably negligible for our
current purposes. However, in general, different expression
for the mass functions induce differences of 4–8 per cent in
the resulting value of σ8, which are comparable to or larger
than the statistical uncertainties.
In addition to this, Jenkins et al. (2001) and White
(2002) have shown that the mass function is not precisely
a universal function, i.e. it is not simply a function of the
linear density field smoothed on an appropriate scale. While
different cosmologies predict mass functions which are very
similar, in scaled units, there is a ‘scatter’ of several tens of
per cent in number at fixed mass. The non-universality of the
mass function introduces an additional, and non-negligible,
systematic uncertainty in the conversion between a mea-
sured object’s abundance and the cosmological parameters.
As we push to more precise estimates of increasing num-
bers of parameters these issues will need to be confronted
head on. However, for the moment we shall ignore such re-
finements as our focus will be on currently more important
systematic errors.
The mass entering in equation (1) should be interpreted
as the mass contained within r180m, i.e. inside a radius en-
compassing a mean overdensity ρ = 180ρ¯m. However, scal-
ing relations connecting mass to X-ray observable quantities
may provide the mass at different values of ρ/ρ¯ (see below).
In this case we follow White (2001) and rescale the masses
assuming an NFW profile for the DM halo (Navarro, Frenk
& White 1996) with a concentration c = 5 appropriate for a
rich cluster. A similar procedure by Hu & Kravtsov (2002)
gives essentially identical results. Obviously individual clus-
ters will depart significantly from the assumed profile and
the procedure cannot be expected to work on an object-by-
object basis. For abundance studies, however, it may suffice.
The quantity σ(M,z) in equation (1) describes the per-
turbation of the mass-scale M , which is the mass contained
within a top-hat sphere of comoving radius R, such that







∆2(k, z)W 2(kR) , (2)
where ∆2 = k3P (k, z)/(2pi2), P (k) ≡ |δk|
2 = knT 2(k) is the
matter power spectrum (n = 1 will be assumed in the follow-
ing for the primordial spectral index), W (kR) is the window
function corresponding to the smoothing of the density field
(the Fourier transform of a top-hat in this case) and T (k)
is the transfer function. For the latter we use the fitting
expression provided by Eisenstein & Hu (1999).
We notice here that some commonly used approxima-
tions for σ8 or for the transfer function may introduce sys-
tematic sources of error. For example, the Viana & Liddle
fitting formula for σ8 as a function of cosmology is impre-
cise at the level of 2–3 per cent for Ωm values as low as
0.2. Another common choice is the use of the Bardeen et
al. (1986) fitting formula with no baryons in conjunction
with an expression for the ‘shape parameter’ Γ which models
the baryon dependence. This can introduce differences in the
transfer function of 5–20 per cent around k ' 0.1 h Mpc−1.
We will stick with the Jenkins et al. (2001) mass function
and the transfer function given by Eisenstein & Hu (1999).
In carrying out these comparisons, we restrict ourselves
to flat cosmological models with an initial power spectrum
index of n = 1, and pure cosmological constant making up
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the dark energy. It is relatively straightforward to extend
the results to other values of n and different equations of
state. However, we will be focusing on testing for various
systematic effects, and so we will not explore a full range of
models. We will also fix the baryon fraction to be Ωbh
2 =
0.02, and either allow Ωm to be free, or fix its value at 0.3.
Scaling relations for other cosmologies can be found in PSW.
Once one has adopted a cosmology and a mass func-
tion, then the power spectrum can be normalized using some
property of the clusters which can be used to estimate mass.
For studies which focus on the X-ray properties of clusters,
then all methods effectively use either the X-ray temperature
function (XTF) or the X-ray luminosity function (XLF).
3 CONSTRAINTS FROM THE XTF
In this section we present our σ8 determination derived from
the temperature measurements. We first discuss the sam-
ple used (Section 3.1), then the possible choices for tem-
perature modelling (Section 3.2), the M–T scaling relation
(Section 3.3), our methodology (Section 3.4), and finally the
results (Section 3.5).
3.1 The local sample
Since almost all recently used cluster samples derive from
essentially the same ROSAT databases, it is intriguing that
different selections and treatment of the data apparently
give such different results. It is therefore clearly important
to define one’s sample as carefully as possible.
The error bars on σ8 are not dominated by Poisson fluc-
tuations in the small number of sources, but by systematic
sources of scatter. So it is important to have a well under-
stood cluster sample, rather than the largest available one.
We specifically focus on a local sample, by which we mean
clusters with red shift z ≤ 0.1. This allows us to avoid evolu-
tion issues. We also exclude the nearest clusters (at z < 0.03)
to avoid possible biases introduced by survey incompleteness
and local super-clustering.
In PSW we defined a cluster catalogue adapted from
the approach of Markevitch (1998), which was based on
ROSAT-selected clusters with ASCA-derived temperatures.
Our temperatures there were taken from White (2000), who
fitted ASCA data with a model which included the effects of
cooling flows. We supplemented these cooling-flow corrected
temperatures with a few temperature estimates drawn from
the literature. Since that work the available X-ray catalogues
have improved significantly.
The HIFLUGCS catalogue (Reiprich & Bo¨hringer 2002)
has now been published, and is probably the most complete
publicly available X-ray catalogue based on the ROSAT
All Sky Survey (RASS, Tru¨mper et al. 1990). Reiprich &
Bo¨hringer (2002, hereafter RB02) discuss the selection of
the HIFLUGCS sample in detail. Here we give the most rel-
evant features only. The main selection criterion is a flux
threshold at 1.7 × 10−14W m−2 in the ROSAT 0.1–2.4 keV
band. The final flux limit is set at flim = 2.0×10
−14W m−2,
above which it appears the sample is very close to complete
over the 8.14 sr it covers. This sample contains 63 clusters,
with an additional 43 clusters in an extended list. Rather
than use the ASCA derived, cooling flow corrected temper-
atures from White (2000), we have used the temperatures
quoted by Ikebe et al. (2002). They present temperatures for
the HIFLUGCS clusters determined from a two-temperature
fit.
In constructing our sample we exclude both the near-
est (z < 0.03) and most distant (z > 0.1) clusters, to avoid
possible biases. Within these limits we wish to construct an
effectively temperature limited sample, so we need to adopt
a relation between X-ray temperature and luminosity. The
luminosity-temperature relation for HIFLUGCS is (Ikebe et
al. 2002, equation (4))
L = (1.38 × 1035) T 2.5 h−2 W, (3)
with T measured in keV
and L in the 0.1–2.4 keV energy band.
We include a cluster if it would have passed the flux cut
had its luminosity been given by L(T ) and if it is hotter than
3 keV. The errors on the measured temperature are included
by weighting each cluster based on the probability it is in the
sample assuming a Gaussian distribution of temperatures
described by the observed central temperature and error.
While we use the mean L–T relation to compute the
weight of each cluster, when we later compute the effective
distance to which a cluster of temperature T could have been
seen, we include the effect of scatter in L–T (which slightly
reduces the distance).
In the following we will use the primary HIFLUGCS
sample (63 clusters) as the reference one, but we will also
compare the results derived using the PSW catalog (72 clus-
ters) and an extended version of the HIFLUGCS sample
which contains 96 clusters from a combination of the ex-
tended HIFLUGCS and PSW. Note that after applying the
selection criteria presented above, the actual number of clus-
ters used to determine σ8 is significantly lower (see Sec-
tion 3.5).
3.2 Modelling cluster temperatures
Since the Mass–Temperature relation is such an important
quantity in the determination of σ8, it is crucial to be clear
about the precise definitions of both mass and temperature.
We will discuss what we mean by ‘mass’ in Section 3.3, but
first let us focus on temperature.
Authors differ in what they mean by ‘temperature’ and
we will not attempt to study temperature determination in
detail. It is sufficient to note that there are a number of
subjective choices which can be possible sources of discrep-
ancy, including: different models for fitting T ; varying fields
of view and spatial resolutions; spectral band differences;
choices for the precise method of emission-weighting T ; and
methods for dealing with sub-structure, modelling mergers
etc. The basic point is that the quoted errors do not include
all of the systematic effects and care must be taken to avoid
comparing apples with oranges.
A particular difficulty is deciding how to deal with cool-
ing flows, which appear to be important in the centers of
many clusters. Clearly some procedure needs to be adopted,
since a single isothermal model does not adequately fit both
the central and outer regions of many clusters. So long as
the same procedure is adopted for the method used to fix
