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Abstract
We make use of the black hole holograph construction of [I. Ra´cz, Stationary black holes
as holographs, Class. Quantum Grav. 31, 035006 (2014)] to analyse the existence of Killing
spinors in the domain of dependence of the horizons of distorted black holes. In particular, we
provide conditions on the bifurcation sphere ensuring the existence of a Killing spinor. These
conditions can be understood as restrictions on the curvature of the bifurcation sphere and
ensure the existence of an axial Killing vector on the 2-surface. We obtain the most general
2-dimensional metric on the bifurcation sphere for which these curvature conditions are
satisfied. Remarkably, these conditions are found to be so restrictive that, in the considered
particular case, the free data on the bifurcation surface (determining a distorted black hole
spacetime) is completely determined by them. In addition, we formulate further conditions
on the bifurcation sphere ensuring that the Killing vector associated to the Killing spinor is
Hermitian. Once the existence of a Hermitian Killing vector is guaranteed, one can use a
characterisation of the Kerr spacetime due to Mars to identify the particular subfamily of
2-metrics giving rise to a member of the Kerr family in the black hole holograph construction.
Our analysis sheds light on the role of asymptotic flatness and curvature conditions on the
bifurcation sphere in the context of the problem of uniqueness of stationary black holes. The
Petrov type of the considered distorted black hole spacetimes is also determined.
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1 Introduction
In [28] it is shown that the 4-dimensional geometry of a spacetime admitting a pair of expansion-
and shear-free null hypersurfaces H1 and H2 intersecting on a two-surface Z ≡ H1 ∩ H2 can
uniquely be determined in the domain of dependence of H1 ∪H2, once suitable data —consisting
of three complex functions— has been prescribed on Z = H1 ∩H2. This set-up provides a basis
for the use of the characteristic initial value problem in the investigation of a variety of black
hole configurations by inspecting the freedom in the specification of the data on the bifurcation
2
surface Z of the horizons only. In the following, we will often refer to this set-up as Ra´cz’s black
hole holograph construction. In fact, the set-up introduced in [27, 28] is suitable to host all of
the stationary distorted electrovacuum black hole spacetimes —within the class of solutions to the
Einstein-Maxwell equations with non-zero cosmological constant.
As it was proposed already in [27, 28] the black hole holograph construction should open
a new avenue in the black hole uniqueness problem. To this end note that the Kerr-Newman
family of solutions (describing a charged, rotating black hole) is an example of a family of exact
solutions to the Einstein-Maxwell equations satisfying these conditions, and so it belongs this
class of distorted black hole solutions. Thus, one can naturally ask what further conditions are
necessary to impose on the horizons in order to single out the Kerr-Newman family from the
more general class, and how restrictive these conditions are.
In the present article, we make use of a characterisation of the Kerr solution by Killing spinors
to to identify the appropriate set of conditions on the data at the bifurcation sphere Z. Killing
spinors are known to represent hidden symmetries of a spacetime, and the existence of such a field
on the Kerr spacetime is directly related to the existence of the Carter constant, which allows
the geodesic equations to be completely integrated [4] —see also [6, 32]. In recent work, it has
been shown that the existence of a Killing spinor on a spacetime, along with the assumption
of asymptotic flatness, can be used to identify the spacetime as a member of the Kerr or Kerr-
Newman families [7]. These ideas have been used in previous work to determine whether initial
data corresponds to exact Kerr data. The assumption on the existence of a Killing spinor can be
recast as an initial value problem, producing a set of Killing spinor initial data equations that
must be satisfied on a spacelike initial hypersurface. These constraint equations can be used,
for example, to determine whether the initial data set on the hypersurface corresponds to initial
data for the exact Kerr spacetime. In a similar way, in the present article, we show it is possible
to guarantee the existence of a Killing spinor on the domain of dependence D(H1 ∪ H2) of the
intersecting expansion and shear-free horizons H1 ∪H2 by prescribing data for the Killing spinor
and, in accordance with the black hole holograph construction, this data need only be given on
the intersection surface Z. The only restriction on the background spacetime is the prescription
of the only gauge invariant Weyl spinor component Ψ2 in terms of this initial data.
In this article, we consider the vacuum case and set the goal of identifying the Kerr family of
solutions to the Einstein equations from the general class of stationary distorted vacuum black
hole spacetimes. We give a set of conditions which must be satisfied on the bifurcation sphere Z
to ensure the existence of a Killing spinor on the domain of dependence D(H1 ∪H2) of H1 ∪H2
—which is nothing but the interior of the black hole region in the smooth setting, whereas it
also contains the domain of outer communication if analyticity is allowed— and describe further
conditions which must be given there to single out the Kerr solution. Our main results can be
described as follows:
(i) We identify the conditions that need to be imposed on the initial data surface —comprised
by two expansion- and shear-free horizons intersecting on a two-surface Z— to ensure the
existence of a Killing spinor in the domain of dependence of the horizons, H1 ∪H2. These
conditions are stated in Lemmas 2, 3, 4, 5 and 6. These conditions set restrictions on both
the free specifiable data for the Killing spinor on H1 ∪ H2 and on the components of the
Weyl spinor and some of the spin connection coefficients.
(ii) We show that the conditions obtained in (i) can be imposed by satisfying a set of Killing
spinor constraints at the bifurcation sphere Z. In particular, it turns out that the whole
Killing spinor data can be propagated along H1 ∪ H2 from some basic Killing spinor data
on Z. The Killing spinor constraints on Z are given in Proposition 4.
(iii) Using Ra´cz’s black hole holograph construction, it follows that if the Killing spinor con-
straints are satisfied, then one can ensure the existence of a Killing spinor everywhere in
the domain of dependence of the horizons of distorted black hole. This result is stated more
precisely in Theorem 3.
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(iv) All of the above results are local —i.e. independent of the topology of Z. Note, however, if
one restrict considerations to black holes, in virtue of Hawking’s black hole topology theorem
[13, 14] (see also Corollary 4.2 of [27] relevant for generic distorted black holes) Z has to
have the topology of a 2-sphere. Using this assumption, it is shown that the Killing spinor
constraints imply, in particular, that the Killing vector field —that always comes together
with the existence of a generic Killing spinor— gives rise to be an axial Killing vector field
on the bifurcation surface. This result is given in Proposition 7.
(v) We show how to encode, in terms of further constraints on Z, that the Killing vector field
determined by the Killing spinor is Hermitian (i.e. real) in the domain of dependence of
H1 ∪H2. The relevant conditions are spelled out in full details in Lemma 13.
(vi) We determine the most general (regular) two-metric and associated curvature scalar on the
bifurcation sphere Z ensuring that the Killing spinor constraints are satisfied. This result is
presented in Proposition 6.
(vii) Notably, the aforementioned Killing spinor constraints, can be seen to be geometrically
equivalent to the freedom one has in choosing initial data in Ra´cz’s black hole holograph
construction. The corresponding results are presented in Section 6.1.
(viii) It is also shown that the existence of the Killing spinor, in the generic case, implies that
the domain of dependence of H1 ∪H2 must be of Petrov type D. This result is presented in
Subsection 6.3 (see also Corollary 1).
(ix) Finally, we also give a clear identification of that subclass of basic initial data on Z which
gives rise to a member of the Kerr family of spacetimes in the domain of dependence of H1∪
H2. The basic idea behind this calculation is to make use of Mars’s invariant characterisation
of the Kerr spacetime that is summarised in Theorem 1. The conditions on the freely
specifiable data leading to a development isomorphic to Kerr are spelled out in Proposition
9.
Overview
This paper is structured as follows: in Section 2, we recall the results of [7], illustrating how the
existence of a Killing spinor can be used to characterise the Kerr spacetime. This is done in the
form of a local result requiring the evaluation of two constants.
In Section 3, we summarise the construction of the characteristic problem in [28], used to
define the class of distorted black holes to be considered in this article.
In Section 4, we decompose the wave equation for the Killing spinor into equations intrinsic to
the horizons, providing a system of transport equations for the components of the Killing spinor.
Furthermore, by finding a system of homogeneous wave equations for a collection of zero-quantity
fields and imposing appropriate initial data for the system, we find further conditions (differential
and algebraic constraints) for the components of the Killing spinor and their first derivatives on
the bifurcate horizon H1 ∪H2 —the Killing spinor data conditions on Z.
In Section 5, we investigate these constraints. We show that the conditions intrinsic to the
bifurcation sphere Z imply a specific form for the components of the Killing spinor. We also
show that the constraints intrinsic to H1 or H2 satisfy ordinary differential equations along the
generators of the relevant horizons, and so can be replaced with conditions on the bifurcation
sphere, or become redundant. In this way, conditions on the extended horizon construction are
reduced to conditions only on the bifurcation surface Z.
In Section 7 it is shown that the Killing spinor data conditions on Z imply that the bifurcation
sphere is an axially symmetri 2-surface.
In Section 9 further conditions on Z are obtained which ensure that the Killing vector asso-
ciated to the Killing spinor is a Hermitian (i.e. real) vector.
Section 8 discusses the more general solution to the constraints on Z. This solution fixes
the Gaussian curvature of the bifurcation sphere Z and, in turn, also the functional form of the
4
metric of the 2-surface and the spin coefficient τ . Using this metric one can use Ra´cz’s black hole
holograph construction to (locally in a neighbourhood of Z) obtain the most general family of
vacuum (with vanishing cosmological constant) distorted black holes with Killing spinors.
Section 10 is devoted to the task of identifying the Kerr out of the class of spacetimes con-
structed in the previous section. The main tools for this is a characterisation of Kerr spacetime in
terms of Killing spinors based on a more general result by Mars [20] —see Theorem 1 in Section
2.
We provide some concluding remarks in Section 11.
Notation and conventions
In what follows (M, g) will denote a vacuum spacetime. The metric g is assumed to have signature
(+,−,−,−). The Latin letters a, b, . . . are used as abstract tensorial spacetime indices. The script
letters A, B, . . . are used to denote angular coordinates. The Latin capital letters A, B, . . . are
used as abstract spinorial indices.
We make systematic use of the standard Newman-Penrose (NP) formalism as discussed in,
say, [23, 30]. Standard NP notation and conventions will be used —see e.g. [30]. In particular, if
η is a smooth scalar on a 2-surface Z with spin-weight s, the action of the ð and ð operators on
is defined by
ðη = δη + s (α− β) η , ðη = δ η − s (α− β) η . (1)
One also has that
(ðð− ðð) η = sKG η , (2)
where KG denotes the Gaussian curvature of Z.
We shall also make use of the representation of ð and ð operators following the construction in
Section 4.14 of [23]. In particular, by choosing an arbitrary holomorphic function z the 2-metric
σ on Z can be given as
σ = − 1
PP
(
dz ⊗ dz + dz ⊗ dz), (3)
where P is a complex function on Z. If Z was the unit sphere S2, then the coefficient P would
have the form P = 12 (1 + zz).
The operators ð and ð—acting on a scalar η of spin-weight s—are defined as (see (4.14.3)-
(4.14.4) in [23])
ðη ≡ PP−s ∂
∂z
(
P
s
η
)
, ðη ≡ PP s ∂
∂z
(
P−sη
)
. (4)
As the complex coordinates z and z have no spin-weight direct calculations readily verify that
ðz = P, ðz = 0 ,
and that
ðP = 0 , ðP = 0 .
Note, finally, that in the generic setup for the characteristic initial value problem the initial
data is given on a pair of intersecting null hypersurfaces H1 and H2. The solution to the Ein-
stein’s equations is known to exist in certain domains. We shall denote the domain of dependence
of H1 ∪ H2 by D(H1 ∪ H2). The extent of D(H1 ∪ H2) is known to depend on the techniques
used in verifying the existence of solutions. According to the claims in [29] it is covering only
a neighbourhood O of the spacelike 2-surface Z (indicated by the blue coloured area on Fig.1).
Nevertheless, when techniques of energy estimates are used, as e.g. in [19], the domain of depen-
dence can be seen to be larger covering (at least certain) neighbourhood of the two intersecting
null hypersurfaces H1 and H2 (indicated by the green coloured area—including the blue one—on
Fig.1). Hereafter, we shall refer to the domain of dependence without explicit mentioning of
its extent. This is done to simplify the presentation. The size of this domain does not play a
significant role in our discussions.
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Figure 1: The possible extents of the domain of dependence of the initial data surface, comprised
by a pair of null hypersurfaces H1 and H2 intersecting on a two-surface Z = H1 ∩ H2 in the
characteristic initial value problem, is indicated. As described in the main text these depend on
the techniques used to control the existence of solutions to the specific initial value problem.
2 An invariant characterisation of the Kerr spacetime
In this section we provide a brief overview of a characterisation of the Kerr spacetime by means
of Killing spinors.
2.1 Killing spinors
A Killing spinor is a symmetric rank 2 spinor κAB = κ(AB) satisfying the Killing spinor equation
∇A′(AκBC) = 0. (5)
Given a spinor κAB, the spinor
ξAA′ ≡ ∇PA′κAP (6)
is the spinorial counterpart of a (possibly complex) Killing vector. Thus, it satisfies the equation
∇AA′ξBB′ +∇BB′ξAA′ = 0.
Conditions on a spacelike hypersurface S ensuring the existence of a Killing spinor on the
future domain of dependence of S, D+(S), have been analysed in [2, 11]. In view of the subsequent
discussion it will be convenient to define the following zero quantities:
HA′ABC ≡ 3∇A′(AκBC) ,
SAA′BB′ ≡ ∇AA′ξBB′ +∇BB′ξAA′ .
A straightforward consequence of the Killing spinor equation is the wave equation
κAB +ΨABCDκ
CD = 0, (7)
where ΨABCD denotes the Weyl spinor.
A calculation then yields the following:
Proposition 1. Let κAB be a solution to equation (7). Then the spinor fields HA′ABC and
SAA′BB′ satisfy the system of wave equations
HAA′BC = 4
(
Ψ(AB
PQHC)PQA′ +∇(AQ
′
SBC)Q′A′
)
, (8a)
SAA′BB′ = −∇AA′(ΨBPQRHB′PQR)−∇BB′(ΨAPQRHA′PQR)
+2ΨAB
PQSPA′QB′ + 2ΨA′B′
P ′Q′SAP ′BQ′ . (8b)
Remark 1. As the above equations constitute a system of homogeneous linear wave equations for
the fields HA′ABC and SAA′BB′ , it follows that they readily imply conditions for the existence of a
Killing spinor in the development of a given initial value problem for the Einstein field equations.
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2.2 The Killing form and the Ernst potential
In this section let ξAA′ denote the spinorial counterpart of a real Killing vector ξ
a. Accordingly,
ξAA′ is assumed to be Hermitian. The spinorial counterpart of the Killing form of ξ
a, namely,
Hab ≡ ∇[aξb] = ∇aξb
is given by
HAA′BB′ ≡ ∇AA′ξBB′ .
As a consequence of the antisymmetry in the pairs AA′ and BB′ , the latter can be decomposed
into irreducible parts as
HAA′BB′ ≡ ηABǫA′B′ + ηA′B′ǫAB,
where ηAB is a symmetric spinor. In the following we will make use of the self-dual part of
HAA′BB′ , denoted by HAA′BB′ , and defined by
HAA′BB′ ≡ HAA′BB′ + iH∗AA′BB′ .
It follows readily that
HAA′BB′ = 2ηABǫA′B′ .
The spinor ηAB can be expressed in terms of ξAA′ as
ηAB =
1
2
∇AA′ξBA
′
.
If, moreover, ξAA′ is obtained from a Killing spinor κAB using formula (6), then one has that
ηAB = −3
4
ΨABCDκ
CD.
For later use we also define
H2 ≡ HabHab = 8ηABηAB.
The Ernst form of the Killing vector ξa is defined as
χa = 2ξ
bHba.
It is well-known that in vacuum, the Ernst form closed and thus, locally exact. Therefore, there
exists a scalar, the Ernst potential χ, that satisfies
χa = ∇aχ.
A calculation then readily yields that
χAA′ = 4ηABξ
B
A′ = 3κ
CFΨABCF∇DA′κDB.
2.3 Mars’s characterisation of the Kerr spacetime
In [20] is has been shown that the Kerr spacetime can be characterised in terms of an alignment
condition of the Weyl tensor and the Killing form of the stationary Killing vector of the spacetime.
This invariant characterisation admits both local and semi-global versions. In [7] it has been
shown that the alignment condition follows if the spacetime is assumed to have a Killing spinor.
More precisely, one has the following:
Theorem 1. Let (M, g) denote a smooth vacuum spacetime endowed with a Killing spinor κAB
satisfying κABκ
AB 6= 0, such that the spinor ξAA′ ≡ ∇BA′κAB is Hermitian. Then there exist
two complex constants l and c such that
H2 = −l(c− χ)4. (9)
If, in addition, c = 1 and l is real positive, then (M, g) is locally isometric to the Kerr spacetime.
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3 The characteristic initial value problem on expansion and
shear-free hypersurfaces
In [28], by adopting and slightly generalising results of [9], a systematic analysis of the null
characteristic initial value problem for the Einstein-Maxwell equations in terms of the Newman-
Penrose formalism was carried out. In particular, it was shown how to obtain a system of reduced
evolution equations forming a first order symmetric hyperbolic system of equations. Moreover,
it was shown that the solutions to these evolution equations imply, in turn, a solution to the
full Einstein-Maxwell system provided that the inner (constraint) equations on the initial null
hypersurfaces hold. For this type of setting, the theory for the characteristic initial value problem
developed in [29] applies and ensures the local existence and uniqueness of a solution of the
reduced evolution equations.
The general results described in the previous paragraph were then used to investigate elec-
trovacuum spacetimes (M, g,F ) possessing a pair of null hypersurfaces H1 and H2 generated
by expansion and shear-free geodesically complete null congruences, with intersection on a two
dimensional spacelike hypersurface Z ≡ H1 ∩ H2. The configuration formed by H1 and H2
constitute a bifurcate horizon. In general, the freely specifiable data on Z do not possess any
symmetry in addition to the horizon Killing vector (implied by the non-expanding character of
these horizons). Thus, these spacetimes constitute the generic class of stationary distorted elec-
trovacuum spacetimes. The key observation resulting from the analysis in [28] is, for the vacuum
case, summarised in the following:
Theorem 2. Suppose that (M, g) is a vacuum spacetime with a vanishing Cosmological con-
stant possessing a pair of null hypersurfaces H1 and H2 generated by expansion and shear-free
geodesically complete null congruences, intersecting on a 2-dimensional spacelike hypersurface
Z ≡ H1 ∩ H2. Then, the metric g is uniquely determined (up to diffeomorphisms) on a neigh-
bourhood O of Z contained in the domain of dependence D(H1∩H2) of H1 and H2, once a complex
vector field ζA determining the induced metric σ on Z and the spin connection coefficient τ are
specified on Z.
3.1 Summary of the construction
In the remainder of this article we will require further information concerning the construction
in [28]. Throughout, let (M, g) denote a vacuum spacetime and let H1 and H2 denote two null
hypersurfaces in (M, g) intersecting on a spacelike 2-surface Z.
Remark 2. In the remaining of this section, the topology of Z will not be relevant in the
discussion. The situation will, however, change when we attempt to single out the Kerr spacetime.
Let na denote a smooth future-directed null vector on Z tangent to H2, which is extended to
H2 by requiring it to satisfy nb∇bna = 0 on H2. Moreover, let u be an affine parameter along
the null generators of H2, so that u = 0 on Z and Zu are the associated 1-parameter family of
smooth cross sections of H2. We choose a further null vector la as the unique future-directed
null vector field on H2 which is orthogonal to the 2-dimensional cross sections Zu and satisfies
the normalisation condition nal
a = 1. Consider now the null geodesics starting on H2 with
tangent la. Since H2 is assumed to be smooth and the vector fields na and la are smooth on
H2 by construction, these geodesics do not intersect in a sufficiently small open neighbourhood
O ⊂ M of H2. Let now r denote the affine parameter along the null geodesics starting on H2
with tangent la, chosen such that r = 0 of H2. By construction one has that la = (∂/∂r)a. The
affine parameter defines a smooth function r : O → R. The function H2 → R defined by the
affine parameter of the integral curves of na can be extended to a smooth function u : O → R by
requiring it to be constant along the null geodesics with tangent la.
The construction of the previous paragraph is complemented by choosing suitable coordinates
(xA) on patches of Z and extending them to O by requiring them to be constant along the integral
curves of the vectors la and na. In this manner one obtains a system of Gaussian null coordinates
(u, r, xA) on patches of O. In each of these patches the spacetime metric g takes the form
g = g00du⊗ du+ (du⊗ dr + dr ⊗ du) + g0A(du ⊗ dxA + dxA ⊗ du) + gABdxA ⊗ dxB, (10)
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where g00, g0A, gAB are smooth functions of the coordinates (u, r, x
A) such that
g00 = g0A = 0, on H2, (11)
and gAB is a negative definite 2 × 2 matrix. Observe that by construction in O the u = 0 and
r = 0 hypersurfaces coincide with H1 and H2, respectively.
In the following it will be convenient to consider the components of the contravariant form
of the metric associated to the line element (10). A calculation shows that components of the
contravariant metric gab in the Gaussian null coordinates (u, r, xA) can be given as
gab ⇋

 0 1 01 g11 g1B
0 gA1 gAB

 .
The metric functions g11, g1A and gAB can be conveniently parametrised in terms of real-valued
functions U , XA and complex-valued functions ω, ζA on O such that
g11 = 2(U − ωω), g1A = XA − (ωζA + ωζA), gAB = −(ζAζB + ζBζA).
Accordingly, setting
la = (∂r)
a, na = (∂u)
a + U (∂r)
a +XA (∂xA)
a, ma = ω(∂r)
a + ζA (∂xA)
a,
one obtains a complex (NP) null tetrad {la, na, ma, ma} in O. As a result of the conditions in
(11) one has that
U = XA = ω = 0, on H2.
It follows from the previous discussion that ma and ma are everywhere tangent to the sections
Zu of H2. In general, the complex null vectors ma and ma are not parallelly propagated along
the null generators of H2.
Associated to the NP null tetrad {la, na, ma, ma} in O one has the directional derivatives
D =
∂
∂r
,
∆ =
∂
∂u
+ U
∂
∂u
+XA
∂
∂xA
,
δ = ω
∂
∂r
+ ζA
∂
∂xA
.
Remark 3. By construction, one has that D is an intrinsic derivative to H1 pointing along the
null generators of this hypersurface. Similarly, ∆ is intrinsic to H2 and points in the direction of
its null generators. Finally, {ma, ma} are differential operators which on H2 are intrinsic to the
sections of constant u, Zu. Observe, however, that while δ restricted to H1 is still intrinsic to the
null hypersurface, it is not intrinsic to the sections of constant r.
The NP null tetrad constructed in the previous paragraph can be specialised further to simplify
the associate spin-connection coefficients. By parallelly propagating {la, na, ma, ma} along the
null geodesics with tangent la one finds that
κ = π = ǫ = 0, (12a)
ρ = ρ, τ = α+ β, everywhere on O. (12b)
Moreover, from the condition nb∇bna = 0 on H2 it follows that
ν = 0 on H2. (13)
Also, using that u is an affine parameter of the generators of H2 one finds that γ + γ = 0 along
these generators. One can specialise further by suitably rotating the vectors {ma, ma} so as to
obtain
γ = 0, on H2. (14)
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H1 Z H2
DζA = 0 ζA (data) ∆ζA = 0
ω = −r τ ω = 0 ω = 0 (geometry)
XA = r [τ ζ
A
+ τ ζA] XA = 0 XA = 0 (geometry)
U = −r2
[
2 τ τ + 1
2
(
Ψ2 +Ψ2
)]
U = 0 U = 0 (geometry)
ρ = 0 ρ = 0 ρ = u
(
δτ − 2α τ −Ψ2
)
σ = 0 σ = 0 σ = u ( δτ − 2β τ )
Dτ = 0 τ (data) ∆τ = 0
Dα = Dβ = 0 α, β, τ = α+ β ∆α = ∆β = 0
γ = r ( τ α+ τ β +Ψ2 ) γ = 0 γ = 0 (gauge)
µ = rΨ2 µ = 0 µ = 0
λ = 0 λ = 0 λ = 0
ν = 1
2
r2
(
δΨ2 + τ Ψ2
)
ν = 0 ν = 0 (gauge)
Ψ0 = 0 Ψ0 = 0 Ψ0 =
1
2
u2 (δ2Ψ2 − (7 τ + 2β) δΨ2 + 12 τ
2Ψ2)
Ψ1 = 0 Ψ1 = 0 Ψ1 = u ( δΨ2 − 3 τ Ψ2 )
DΨ2 = 0 ζ
A, τ → α, β,Ψ2 ∆Ψ2 = 0
Ψ3 = r δΨ2 Ψ3 = 0 Ψ3 = 0
Ψ4 =
1
2
r2
(
δ
2
Ψ2 + 2α δΨ2
)
Ψ4 = 0 Ψ4 = 0
Table 1: The full initial data set on the intersecting null hypersurfaces H1 ∪H2.
3.1.1 Solving the NP constraint equations
The NP Ricci and Bianchi identities split into a subset of intrinsic (constraint) equations to
H1 ∪ H2 and a subset of transverse (evolution) equations. In [28] the gauge introduced in the
previous subsection was used to systematically analyse the constraint equations on H1 ∪ H2
with the aim of identifying the freely specifiable data on this pair of intersecting hypersurfaces
under the assumption that it is expansion and shear-free. The results from this analysis can be
conveniently presented in the form of a table —see Table 1.
Remark 4. As already mentioned, in what follows we will mostly be interested in the situation
where Z is diffeomorphic to a unit 2-sphere, i.e. Z ≈ S2. From the definition of the operators ð
and ð as given in (1), along with those of the NP spin connection coefficients α and β, it follows
that the connection on Z is encoded in the combination α − β. As discussed in [28], given the
freely specifiable data ζA and τ one can readily compute the NP coefficients α, β. These, in turn,
can be used, together with the NP Ricci equation
Ψ2 = −δα+ δβ + αα− 2αβ + β β (15)
to determine the Weyl spinor component Ψ2 on Z. From the latter it is straightforward to deduce
2Re(Ψ2) = Ψ2 +Ψ2 = −δ (α− β )− δ (α− β ) + 2 (α− β ) (α− β ) (16)
which implies that the real part of Ψ2 —in accordance with the fact that −2Re(Ψ2) is the Gaus-
sian curvature KG of Z (see, i.e. Proposition 4.14.21 in [23])— depends only on the combination
α−β which is completely intrinsic to Z. Analogously, by making use of (15) τ and the imaginary
part of Ψ2 can be seen to be closely related to each other via
2 i Im(Ψ2) = Ψ2 −Ψ2 = δτ − δτ − 2
(
β τ − β τ ) . (17)
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4 The Killing spinor data conditions for a characteristic
initial problem
In this section we adapt the analysis of Killing spinor initial data in [2] to the setting of a
characteristic initial data set —see also [12].
4.1 Construction of the Killing spinor candidate
In this section we investigate the characteristic initial value problem for the wave equation,
equation (7), governing the evolution of the Killing spinor candidate κAB. An approach to the
formulation of the characteristic initial value problem for wave equations on intersecting null
hypersurfaces H1 and H2 has been analysed in [29]. Our discussion follows the ideas of this
analysis closely.
4.1.1 Basic set-up
Let {oA, ιA} denote a spin dyad normalised according to oAιA = 1. The spinor κAB can be
written as
κAB = κ2oAoB − 2κ1o(AιB) + κ0ιAιB.
so that
κ0 ≡ κABoAoB , κ1 ≡ κABoAιB, κ2 ≡ κABιAιB .
It can be readily verified that the scalars κ2, κ1 and κ0 have, respectively, spin weights −1, 0, 1
— i.e. they transform as
κj 7→ e−2(j−1)iϑκj
under a rotation {oA, ιA} 7→ {eiϑoA, e−iϑιA}.
A direct decomposition of the wave equation (7) using the NP formalism readily yields the
following equations for the independent components κ0, κ1 and κ2 of the spinor κAB:
D∆κ2 +∆Dκ2 − δδκ2 − δδκ2
+(µ+ µ+ 3γ − γ)Dκ2 − (ρ+ ρ)∆κ2 + (τ − 3α− β)δκ2 + (α− 5β + τ)δκ2
+(Ψ2 + 2αα− 8αβ − 2ββ − 2γρ+ 2µρ− 2γρ+ 2λσ + 2ατ + 2βτ + 2Dγ − 2δα− 2δβ)κ2
+(Ψ4 − 4λµ)κ0 = 0, (18a)
D∆κ1 +∆Dκ1 − δδκ1 − δδκ1
−2τDκ2 + (µ+ µ− γ − γ)Dκ1 + 2νDκ0 − (ρ+ ρ)∆κ1 + 2ρδκ2 + (α− β + τ)δκ1
−2λδκ2 + 2σδκ2 + (α− β + τ)δκ1 − 2µδκ0
+(−Ψ1 − αρ+ 3βρ+ ασ + βσρτ − στ −Dτ + δρδσ)κ2
+(−Ψ3 + αλ+ βλ + 3αµ− βµ− νρ− νρ+ λτ + µτ +Dν − δλ− δµ)κ0 = 0, (18b)
D∆κ0 +∆Dκ0 − δδκ0 − δδκ0
+(µ+ µ− 5γ − γ)Dκ0 − (ρ+ ρ)∆κ0 + (5α− β + τ )δκ0 + (α+ 3β + τ)δκ0
+(Ψ2 − 2αα− 8αβ + 2ββ + 2γρ+ 2µρ+ 2γρ+ 2λσ − 2ατ − 2βτ − 2Dγ + 2δα+ 2δβ)κ0
+(Ψ0 − 4ρσ)κ2 = 0. (18c)
The above expressions are completely general: no assumption on the spacetime (other than
satisfying the vacuum field equations) or the gauge has been made.
Remark 5. In the sequel we investigate the consequences of these equations on the hypersur-
faces H1 and H2. For this we consider a spin dyad {oA, ιA} adapted to the NP null tetrad
{la, na, ma,ma} —if {lAA′, nAA′ , mAA′ ,mAA′} denote the spinorial counterparts of the null
tetrad, one has the correspondences
lAA
′
= oAoA
′
, nAA
′
= ιAιA
′
, mAA
′
= oAιA
′
, mAA
′
= ιAoA
′
,
and the gauge conditions (12a)-(12b), (13) and (14) hold when computing the corresponding NP
spin-connection coefficients by means of derivatives of the spin dyad.
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4.1.2 The transport equations on H1
Consider now the restriction of equations (18a)-(18c) to the null hypersurface H1 with tangent
la. It follows then that D is a directional derivative along the null generators of H1, while ∆ is
a directional derivative transversal to H1. Using the NP commutator [D,∆] equation to rewrite
∆Dκ0, ∆Dκ1, ∆Dκ2 in terms of D∆κ0, D∆κ1 and D∆κ2, equations (18a)-(18c) take the form:
2D∆κ0 − δδκ0 − δδκ0 + (α+ 3β)δκ0 + (5α− β)δκ0 + (µ+ µ− 4γ)Dκ0 + 4τDκ1
+2κ1Dτ + (Ψ2 − 2αα− 8αβ + 2ββ − 2ατ − 2βτ − 2Dγ + 2δα+ 2δβ)κ0 = 0, (19a)
2D∆κ1 − δδκ1 − δδκ1 − 2νDκ0 + (µ+ µ)Dκ1 + 2τDκ2 + (α− β)δκ1 + 2µδκ0 + (α− β)δκ1
+(Ψ3 − 3αµ+ βµ− µτ −Dν + δµ)κ0 − 2Ψ2κ1 + κ2Dτ = 0, (19b)
2D∆κ2 − δδκ2 − δδκ2 − 4νDκ1 + (4γ + µ+ µ)Dκ2 − (3α+ β)δκ2 + 4µδκ1 + (α− 5β)δκ2
+(Ψ2 + 2αα− 8αβ − 2ββ + 2ατ + 2βτ + 2Dγ − 2δα− 2δβ)κ2
+(2αµ− 2Ψ3 + 2βµ− 2µτ − 2Dν + 2δµ)κ1 +Ψ4κ0 = 0. (19c)
If the value of the components κ0, κ1, κ2 are known on H1, then the above equations can be read
as a system of ordinary differential equations for the transversal derivatives
∆κ0, ∆κ1, ∆κ2,
along the null generators of H1. Initial data for these transport equations is naturally prescribed
on Z.
4.1.3 The transport equations on H2
Similarly, one can consider the restriction of equations (18a)-(18c) to the null hypersurface H2
with tangent na. Thus, ∆ is a directional derivative along the null generators of H2, δ and δ
are intrinsic derivatives while D is transversal to H2. In this case one uses the NP commutator
[D,∆] to rewrite D∆κ0, D∆κ1, D∆κ2 in terms of ∆Dκ0, ∆Dκ1, ∆Dκ2 and lower order terms
so that equations (18a)-(18c) take the form
2∆Dκ0 − δδκ0 − δδκ0 − (ρ+ ρ)∆κ0 + 4τDκ1 + (5α− β + 2τ)δκ0 + (α+ 3β + 2τ)δκ0
+4σδκ1 − 4ρδκ1 + (Ψ2 − 2αα− 8αβ + 2ββ − 2ατ − 2βτ + 2δα+ 2δβ)κ0
+(2αρ+ 2βρ+ 6ασ − 2βσ − 2ρτ + 2στ + 2Dτ − 2δρ− 2δσ − 2Ψ1)κ1
+(Ψ0 − 4ρσ)κ2 = 0, (20a)
2∆Dκ1 − δδκ1 − δδκ1 − (ρ+ ρ)∆κ1 + 2τDκ2 + (α− β + 2τ)δκ1 + (α − β + 2τ)δκ1
−2ρδκ2 + 2σδκ2 − 2Ψ2κ1
+(Ψ1 − αρ− 3βρ− ασ − βσ − ρτ + στ +Dτ − δρ− δσ)κ2 = 0, (20b)
2∆Dκ2 − δδκ2 − δδκ2 − (ρ+ ρ)∆κ2 + (2τ − 3α− β)δκ2 + (α− 5β + 2τ)δκ2
+(Ψ2 + 2αα− 8αβ − 2ββ + 2ατ + 2βτ − 2δα− 2δβ)κ2 = 0. (20c)
If the values of κ0, κ1, κ2 are known on H2 then the above equations can be read as a system of
ordinary differential equations for the transversal derivatives
Dκ0, Dκ1, Dκ2,
along the null generators of H2. Initial data for these transport equations is naturally prescribed
on Z.
4.1.4 Summary: existence of the Killing spinor candidate
The discussion of the previous subsections combined with the methods of [29] —see also [18]—
allows to formulate the following existence result:
Proposition 2. Let (M, g) denote a spacetime satisfying the assumptions of Theorem 2. Then,
given a smooth choice of fields κ0, κ1 and κ2 on H1 ∪ H2, there exists a neighbourhood O of Z
in D(H1 ∪H2) on which the wave equation (7) has a unique solution κAB.
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Remark 6. The assumption of smoothness of the fields κ0, κ1 and κ2 require, in particular, that
the limits of these fields as one approaches to Z on either H1 or H2 coincide.
4.2 The NP decomposition of the Killing spinor data conditions
The conditions on the initial data for the Killing spinor candidate κAB constructed in the previous
section which ensure that it is, in fact, a Killing spinor follow from requiring that the propagation
system (8a)-(8b) of Proposition 1 has as a unique solution —the trivial (zero) one.
The purpose of this section is to analyse the characteristic initial value problem for the Killing
spinor equation propagation system (8a)-(8b).
4.2.1 Basic observations
We are interested in solutions to the system (8a)-(8b) ensuring the existence of a Killing spinor
on D(H1 ∪ H2). The homogeneity of these equations on the fields HAA′BC and SAA′BB′ allows
to formulate the following result:
Lemma 1. Let (M, g) denote a spacetime satisfying the assumptions of Theorem 2. Further,
assume that
HAA′BC = 0, SAA′BB′ = 0 on H1 ∪H2.
Then there exists a neighbourhood O of Z in HAA′BC and SAA′BB′ vanish everywhere on the
domain of dependence of H1 ∪H2.
Proof. The result follows from using the methods of Section 4.1 on the equations (8a)-(8b), and
the uniqueness of the solutions to the characteristic initial value problem.
From the above lemma and the observations in Section 2 one directly obtains the following
result concerning the existence of Killing spinors on D(H1 ∪H2):
Proposition 3. Let (M, g) denote a spacetime satisfying the assumptions of Theorem 2. Assume
that initial data κ0, κ1, κ2 on H1 ∪H2 for the wave equation (7) can be found such that
HAA′BC = 0, SAA′BB′ = 0 on H1 ∪H2.
Then the resulting Killing spinor candidate κAB is, in fact, a Killing spinor everywhere on the
domain of dependence of H1 ∪H2.
Remark 7. A standard computation shows that the condition
HAA′BC = 0
is equivalent to the equations
Dκ0 − 2ǫκ0 + 2κκ1 = 0, (21a)
δκ0 − 2βκ0 + 2σκ1 = 0, (21b)
δκ0 + 2Dκ1 − 2πκ0 − 2ακ0 + 2κ1ρ+ 2κκ2 = 0, (21c)
∆κ0 + 2δκ1 + 2σκ2 − 2µκ0 + 2τκ1 − 2γκ0 = 0, (21d)
Dκ2 + 2δκ1 + 2ρκ2 − 2λκ0 − 2πκ1 + 2ǫκ2 = 0, (21e)
δκ2 + 2∆κ1 + 2τκ2 + 2βκ2 − 2µκ1 − 2νκ0 = 0, (21f)
δκ2 + 2ακ2 − 2λκ1 = 0, (21g)
∆κ2 + 2γκ2 − 2νκ1 = 0. (21h)
Remark 8. Using the notation
ξAA′ = ξ11′oAoA′ + ξ10′oAιA′ + ξ01′ιAoA′ + ξ00′ιAιA′ ,
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equation (6) takes the form
ξ11′ = ∆κ1 − δκ2 − 2βκ2 + τκ2 + 2µκ1 − νκ0, (22a)
ξ10′ = Dκ2 − δκ1 + 2ǫκ2 − ρκ2 − 2πκ1 + λκ0, (22b)
ξ01′ = δκ1 −∆κ0 + 2γκ0 − µκ0 − 2τκ1 + σκ2, (22c)
ξ00′ = δκ0 −Dκ1 − 2ακ0 + πκ0 + 2ρκ1 − κκ2. (22d)
If ξAA′ is required to be Hermitian so that it corresponds to the spinorial counterpart of a
real vector ξa then one has the reality conditions
ξ00′ = ξ0′0, ξ11′ = ξ1′1, ξ01′ = ξ1′0, ξ10′ = ξ0′1
A further calculation shows that the equation SAA′BB′ = 0 takes, in NP notation the form
Dξ00′ − ξ00′ǫ− ξ00′ǫ− ξ10′κ− ξ01′κ = 0, (23a)
∆ξ11′ + ξ11′γ + ξ11′γ + ξ01′ν + ξ10′ν = 0, (23b)
Dξ11′ +∆ξ00′ − ξ00′γ − ξ00′γ + ξ11′ǫ + ξ11′ǫ+ ξ01′π + ξ10′π − ξ10′τ − ξ01′τ = 0, (23c)
δξ11′ −∆ξ01′ + αξ11′ + ξ11′β + ξ01′γ − ξ01′γ + ξ10′λ+ ξ01′µ− ξ00′ν + ξ11′τ = 0, (23d)
δξ01′ + ξ01′α− ξ01′β + ξ00′λ− ξ11′σ = 0, (23e)
δξ00′ −Dξ01′ − ξ00′α− ξ00′β + ξ01′ǫ− ξ01′ǫ+ ξ11′κ− ξ00′π − ξ01′ρ− ξ10′σ = 0, (23f)
δξ11′ −∆ξ10′ + ξ11′α+ ξ11′β − ξ10′γ + ξ10′γ + ξ01′λ+ ξ10′µ− ξ00′ν + ξ11′τ = 0, (23g)
δξ10′ + ξ10′α− ξ10′β + ξ00′λ− ξ11′σ = 0, (23h)
δξ10′ + δξ01′ − ξ01′α− ξ10′α+ ξ10′β + ξ01′β + ξ00′µ+ ξ00′µ− ξ11′ρ− ξ11′ρ = 0, (23i)
δξ00′ −Dξ10′ − ξ00′α− ξ00′β − ξ10′ǫ+ ξ10′ǫ+ ξ11′κ− ξ00′π − ξ10′ρ− ξ01′σ = 0. (23j)
In the remainder of this section we investigate these conditions on H1 ∪H2.
4.2.2 The condition HAA′BC = 0 on Z = H1 ∩H2
On Z = H1 ∩H2 equations (21a)-(21h) reduce to:
Dκ0 = 0, (24a)
∆κ2 = 0, (24b)
δκ0 − 2βκ0 = 0, (24c)
∆κ0 + 2δκ1 + 2τκ1 = 0, (24d)
2∆κ1 + δκ2 + 2βκ2 + 2τκ2 = 0, (24e)
2Dκ1 + δκ0 − 2ακ0 = 0, (24f)
Dκ2 + 2δκ1 = 0, (24g)
δκ2 + 2ακ2 = 0. (24h)
In what follows, we regard equations (24c) and (24h) as intrinsic to Z. Making use of the
operators ð and ð (see (1) for their explicit form) these conditions can be concisely rewritten as
ðκ0 = τκ0, (25a)
ðκ2 = −τκ2. (25b)
Remark 9. Equations (24a)-(24h) do not constrain the value of the coefficient κ1 on Z. Instead,
given an arbitrary (smooth) choice of κ1 and coefficients κ0 and κ2 satisfying the equations in
(25a)-(25b), we regard equations (24b), (24d) and (24e) as prescribing the initial values of the
derivatives ∆κ0, ∆κ1 and ∆κ2 that need to be provided for the transport equations (19a)-(19c)
along H1. Similarly, we use equations (24a), (24f) and (24g) to prescribe the initial values of
the derivatives Dκ0, Dκ1 and Dκ2 which are used, in turn, to solve the transport equations
(20a)-(20c) along H2.
14
4.2.3 The condition HAA′BC = 0 on H1
On H1 equations (21a)-(21h) reduce to:
Dκ0 = 0, (26a)
∆κ2 − 2νκ1 + 2γκ2 = 0, (26b)
δκ0 − 2βκ0 = 0, (26c)
∆κ0 + 2δκ1 − 2(γ + µ)κ0 + 2τκ1 = 0, (26d)
2∆κ1 + δκ2 + 2(β + τ)κ2 − 2µκ1 − 2νκ0 = 0, (26e)
2Dκ1 + δκ0 − 2ακ0 = 0, (26f)
Dκ2 + 2δκ1 = 0, (26g)
δκ2 + 2ακ2 = 0. (26h)
Equations (26a), (26f) and (26g) are interpreted as propagation equations along the null generators
of H1 which are used to propagate the initial values of κ0, κ1 and κ2 at Z. In order to understand
the role equations (26c) and (26h) we consider the expressions
D(δκ0 − 2βκ0), D(δκ2 + 2ακ2).
A direct computation using the NP commutators shows that
D(δκ0 − 2βκ0) = −2κ0Dβ D(δκ2 + 2ακ2) = 2κ2Dα− 2(α− β)δκ1 − 2δ2κ1.
Evaluating the Ricci identities on H1 one finds that Dα = Dβ = 0 —see also Table 1. Thus, it
follows that
D(δκ0 − 2βκ0) = 0, D(δκ2 + 2ακ2) = −2ð2κ1.
Accordingly, equation (26c) holds along H1 if it is satisfied on Z —this is equivalent to requiring
condition (25a) on Z. Observe, however, that in order to obtain the same conclusion for equation
(26h) one needs ð
2
κ1 = 0 on H1.
It remains to consider equations (26b), (26d) and (26e). These prescribe the value of the
transversal derivatives ∆κ0, ∆κ1 and ∆κ2. Recall, however, that from the discussion of Section 4.1
these derivatives satisfy transport equations along the generators ofH1. Thus, some compatibility
conditions will arise. Substituting the value of ∆κ0, given by equation (26d) into the transport
equation (19a), and then using the NP commutators, NP Ricci identities and equations (26a),
(26f) and (26g) to simplify one obtains the condition
Ψ2κ0 = 0.
Similarly, substituting the value of ∆κ1 given by equation (26e) into the transport equation (19b)
and proceeding in similar manner one finds the further condition
Ψ3κ0 = 0.
Finally, the substitution of the value of ∆κ2 as given by equation (26b) eventually leads to the
condition
Ψ4κ0 + 2Ψ3κ1 − 3Ψ2κ2 = 0.
One can summarise the discussion of this subsection as follows:
Lemma 2. Assume that equations (26a), (26f) and (26g) hold along H1 with initial data for κ0
and κ2 on Z satisfying equations (25a) and (25b), respectively, and that, in addition,
ð
2
κ1 = 0, Ψ2κ0 = 0, Ψ3κ0 = 0, Ψ4κ0 + 2Ψ3κ1 − 3Ψ2κ2 = 0, on H1.
Then, one has that
HA′ABC = 0 on H1.
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4.2.4 The condition HAA′BC = 0 on H2
On H2 equations (21a)-(21h) reduce to:
Dκ0 = 0, (27a)
∆κ2 = 0, (27b)
δκ0 − 2βκ0 + 2σκ1 = 0, (27c)
∆κ0 + 2δκ1 + 2τκ1 + 2σκ2 = 0, (27d)
2∆κ1 + δκ2 + 2(β + τ)κ2 = 0, (27e)
2Dκ1 + δκ0 − 2ακ0 + 2ρκ1 = 0, (27f)
Dκ2 + 2δκ1 + 2ρκ2 = 0, (27g)
δκ2 + 2ακ2 = 0. (27h)
In analogy with the analysis on H2, in what follows we regard equations (27b), (27d) and (27e)
as propagation equations for the components κ0, κ1 and κ2 along the generators of H2. Initial
data for these equations is naturally prescribed on Z.
Now, regarding equation (27h), a direct computation shows that
∆(δκ2 + 2ακ2) = 0.
Thus, if equation (27h) is satisfied on Z then it holds along the generators of H2 —this equivalent
to requiring (25b). A similar computation with equation (27c) yields the more complicated
relation
∆(δκ0 − 2βκ0 + 2σκ1) = −2ð2κ1 − 2κ2δσ − 3σδκ2 − 2ασκ2.
Observe that if κ2 = 0 along H2, then the obstruction to the propagation of equation (27c)
reduces to the simple condition ð2κ1 = 0 which is somehow complementary to the condition
ð
2
κ1 = 0 on H1.
It remains to analyse the compatibility of equations (27a), (27f) and (27g) with the transport
equations (20a)-(20c). Substituting Dκ1, ∆κ0, Dκ0 and δκ0 given by equations (27a), (27d),
(27f) and (27c) into equation (20a) one obtains after some manipulations the condition
Ψ0κ2 + 2Ψ1κ1 − 3Ψ2κ0 = 0.
Similarly, after substituting Dκ1, ∆κ1 and Dκ2 given by equations (27f), (27e) and (27g) into
equation (20b) one obtains the condition
Ψ1κ2 = 0.
Finally, by substituting Dκ2,∆κ2 and δκ2 given by (27g), (27b) and (27h) into equation (20c),
one obtains the condition
Ψ2κ2 = 0.
One can summarise the discussion of this subsection as follows:
Lemma 3. Assume that equations (27b), (27d) and (27e) hold along H2 with initial data for κ0
and κ2 on Z satisfying conditions (25a) and (25b), respectively, and that, in addition,
ð
2κ1+κ2δσ+
3
2
σδκ2+ασκ2 = 0, Ψ2κ2 = 0, Ψ1κ2 = 0, Ψ0κ2+2Ψ1κ1−3Ψ2κ0 = 0, on H2.
Then, one has that
HA′ABC = 0 on H2.
Remark 10. One can show that the curvature conditions in Lemmas 2 and 3 are in fact com-
ponents of the equation
Ψ(ABC
FκD)F = 0.
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The other components of this equation are trivially satisfied. As this is a basis independent ex-
pression, the curvature conditions are satisfied in all spin bases, not just the parallelly propagated
one. One can check this by considering Lorentz transformations and null rotations about la and
na, and show that these conditions are preserved. The equation above can be shown to be an
integrability condition for the Killing spinor equation, so it is unsurprising to find components of
it arising naturally from the analysis.
4.2.5 The condition SAA′BB′ = 0 at Z
Using the properties of Z, as given explicitly in Table 1, together with the conditions (24a)-(24h)
implied by the equation HAA′BC = 0 on Z, equations (22a)-(22d) reads as
ξ11′ = −3
2
(ðκ2 + τκ2) , (28a)
ξ10′ = −3ðκ1 , (28b)
ξ01′ = 3ðκ1 , (28c)
ξ00′ =
3
2
(ðκ0 − τκ0) , (28d)
while on Z equations (23a)-(23j) reduce to
Dξ00′ = 0, (29a)
∆ξ11′ = 0, (29b)
Dξ11′ +∆ξ00′ − τξ10′ − τξ01′ = 0, (29c)
∆ξ01′ − δξ11′ − 2τξ11′ = 0, (29d)
δξ01′ + (α− β)ξ01′ = 0, (29e)
Dξ01′ − δξ00′ + τξ00′ = 0, (29f)
∆ξ10′ − δξ11′ − 2τξ11′ = 0, (29g)
δξ10′ + (α− β)ξ10′ = 0, (29h)
δξ10′ + δξ01′ − (α− β)ξ10′ − (α− β)ξ01′ = 0, (29i)
Dξ10′ − δξ00′ + τξ00′ = 0. (29j)
Equations (29e), (29h) and (29i) can be read as intrinsic equations for ξ01′ and ξ10′ . Expressing
these in terms of the ð and ð operators, observing that the spin-weight of ξ01′ and ξ10′ are
respectively −1 and 1, one has that
ðξ01′ = 0, (30a)
ðξ10′ = 0, (30b)
ðξ10′ + ðξ01′ = 0. (30c)
Substituting conditions (28b)-(28c) into conditions (30a)-(30b) above yield the simple conditions
ð
2κ1 = 0, ð
2
κ1 = 0 , (31)
whereas (30c)—as κ1 is of zero spin-weight quantity—reduces to the commutation relation
ððκ1 − ððκ1 = 0 .
Remark 11. The above expressions indicate that the component κ1 has a very specific multipolar
structure. Note, however, that the ð and ð above are not the ones corresponding to S2 but of a
2-manifold diffeomorphic to it. Thus, in order to further the discussion one needs to consider the
conformal properties of the operators.
Crucially, one can also show that equations (29a)-(29d), (29f)-(29g) and (29j) are implied by
equations (24a)-(24h), the Ricci equations, and the conditions of Lemmas 2 and 3 (which must
be satisfied on Z = H1 ∩H2. Summarising:
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Lemma 4. Assume that equations (24a)-(24h) hold on Z and that, in addition,
ð
2κ1 = 0, ð
2
κ1 = 0, on Z.
Then one has that
SAA′BB′ = 0 on Z.
4.2.6 The Killing vector equation on H1
On H1, equations (23a)-(23j) reduce to:
Dξ00′ = 0, (32a)
∆ξ11′ + (γ + γ)ξ11′ + νξ01′ + νξ10′ = 0, (32b)
Dξ11′ +∆ξ00′ − τξ10′ − τξ01′ − (γ + γ)ξ00′ = 0, (32c)
∆ξ01′ − δξ11′ − (γ − γ + µ)ξ01′ + νξ00′ − 2τξ11′ = 0, (32d)
δξ01′ + (α− β)ξ01′ = 0, (32e)
Dξ01′ − δξ00′ + τξ00′ = 0, (32f)
∆ξ10′ − δξ11′ − (γ − γ + µ)ξ10′ + νξ00′ − 2τξ11′ = 0, (32g)
δξ10′ + (α− β)ξ10′ = 0, (32h)
δξ10′ + δξ01′ + (µ+ µ)ξ00′ − (α− β)ξ10′ − (α− β)ξ01′ = 0, (32i)
Dξ10′ − δξ00′ + τξ00′ = 0. (32j)
Substituting the components ξ00′ , ξ01′ , ξ10′ and ξ11′ , as given by (22a)-(22d), into these rela-
tions (being careful not to discard the ∆ derivatives of quantities which vanish on H1), and using
equations (26a)-(26h) and the Ricci equations, one finds that (32a)-(32j) reduce to:
ð
2κ1 = κ0(δµ+ µτ), (33a)
ð
2
κ1 = 0, (33b)
Ψ2κ0 = 0, (33c)
Ψ3κ0 = 0, (33d)
Ψ4κ0 + 2Ψ3κ1 − 3Ψ2κ2 = 0. (33e)
Remark 12. The conditions (33b)-(33e) are exactly the conditions of Lemma 2. The additional
condition (33a) must be satisfied on all of H1. Note, however, that after some manipulations the
condition
D
(
ð
2κ1 − κ0(δµ+ µτ)
)
= −2δ(Ψ2κ0) + 4βΨ2κ0 = 0
can be shown to hold, where in the last step (33c) was used. Accordingly, it suffices to guarantee
(33a) on Z as then it is satisfied on the whole of H1 if condition (33c) holds on H1. Furthermore,
on Z the spin coefficient µ vanishes, so (33a) reduces to ð2κ1 = 0 on Z. Note that this is one of
the conditions appearing in Lemma 4.
Summarising, we have the following lemma:
Lemma 5. Assume that equations (26a)-(26h) hold on H1, and the conditions of Lemmas 2 and
4 are satisfied. Then one has that
SAA′BB′ = 0 on H1.
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4.2.7 The Killing vector equation on H2
On H2, equations (23a)-(23j) reduce to:
Dξ00′ = 0, (34a)
∆ξ11′ = 0, (34b)
Dξ11′ +∆ξ00′ − τξ10′ − τξ01′ = 0, (34c)
∆ξ01′ − δξ11′ − 2τξ11′ = 0, (34d)
δξ01′ + (α − β)ξ01′ − σξ11′ = 0, (34e)
Dξ01′ − δξ00′ + τξ00′ + σξ10′ + ρξ01′ = 0, (34f)
∆ξ10′ − δξ11′ − 2τξ11′ = 0, (34g)
δξ10′ + (α − β)ξ10′ − σξ11′ = 0, (34h)
δξ10′ + δξ01′ − (α− β)ξ10′ − (α − β)ξ01′ − 2ρξ11′ = 0, (34i)
Dξ10′ − δξ00′ + τξ00′ + σξ01′ + ρξ10′ = 0. (34j)
Substituting the components ξ00′ , ξ01′ , ξ10′ and ξ11′ , as given by (22a)-(22d), into these relations
(being careful not to discard the D derivatives of quantities which vanish on H2), and using
equations (27a)-(27h) and the Ricci equations, one finds that (34a)-(34j) reduce to:
ð
2κ1 + κ2δσ +
3
2
σδκ2 + ασκ2 = 0, (35a)
ð
2
κ1 + κ2δσ − 1
2
σδκ2 − 3ακ2σ −Ψ1κ2 = 0, (35b)
Ψ1κ2 = 0, (35c)
Ψ2κ2 = 0, (35d)
Ψ0κ2 + 2Ψ1κ1 − 3Ψ2κ0 = 0. (35e)
The conditions (35a) and (35c)-(35e) are exactly the conditions of Lemma 3. The additional
condition (35b) must be satisfied on all of H2. Summarising, we have the following lemma:
Lemma 6. Assume that equations (27a)-(27h) hold on H2, the conditions of Lemma 3 are
satisfied, and that in addition,
ð
2
κ1 + κ2δσ − 1
2
σδκ2 − 3ακ2σ −Ψ1κ2 = 0 on H2.
Then one has that
SAA′BB′ = 0 on H2.
5 Analysis the constraints on Z
In this section we analyse the constraints on Z obtained in the previous section.
5.1 Determining κ2 on Z
Consider now the restrictions we have concerning κ2 on Z. To satisfy the condition Ψ2κ2 = 0 on
H2, applied in Lemma 3, we have that Ψ2κ2 = 0 has to vanish on Z ⊂ H2, as well. Consistent
with this condition the following subcases can be seen to arise:
i. Assume first that κ2 is nowhere vanishing on Z. In this case Ψ2 must vanish throughout
Z. Note also that in virtue of Table 1 all the other Weyl spinor components vanish on Z, and
thereby
ΨABCD|Z = 0 .
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As shown in Table 1, Ψ0 and Ψ1 vanish on H1, and Ψ3 and Ψ4 vanish on H2, respectively.
Further, observe that the Bianchi identities imply the following relations on H1:
DΨ2 = 0,
DΨ3 = δΨ2,
DΨ4 = 2αΨ3 + δΨ3.
As Ψ2 vanishes on Z and D is the directional derivative along the geodesics generating H1, the
first of these equations imply that Ψ2 = 0 on H1. By the same argument, because the right hand
side of the second of the above relations has shown to vanish on H1, we have that Ψ3 = 0 on H1.
In turn, this also implies that Ψ4 = 0 on H1 as a consequence of the last relation. Therefore,
along with the vanishing of Ψ0 and Ψ1 on H1 all the Weyl spinor components vanish there —that
is one has
ΨABCD|H1 = 0 .
Similarly, the Bianchi identities imply the following relations on H2:
∆Ψ0 = δΨ1 − (4τ + 2β)Ψ1 + 3σΨ2,
∆Ψ1 = δΨ2 − 3τΨ2,
∆Ψ2 = 0.
As Ψ2 vanishes on Z, and ∆ is the directional derivative along the geodesics generating H2, the
third of these equations imply that Ψ2 = 0 on H2. Thus, the right hand side of the second of the
above relations vanishes on H2, and by the same argument we must have Ψ1 = 0 on H2. The
first relation then implies that Ψ0 = 0 on H2. Therefore, along with the vanishing of Ψ3 and Ψ4
on H2 all the Weyl spinor components vanish there. Thus, one has that
ΨABCD|H2 = 0 .
Summarising, the non-vanishing of κ2 on Z implies that all the Weyl spinor components vanish
identically on the union of Z, H1 and H2. This, in the vacuum case, implies that all components
of the Riemann curvature tensor vanish on H1 ∪H2. It follows then that the spacetime obtained
in Theorem 2 is diffeomorphic to a portion of the Minkowski spacetime and the pair intersecting
null hypersurfaces has to contains a bifurcate Killing horizon corresponding to a choice of a boost
Killing vector field.
ii. κ2 vanishes somewhere on Z: It follows from the discussion in the previous subsection
that, unless the spacetime is Minkowski, κ2 must vanish somewhere on Z. It turns out that
that if this is the case, then κ2 must vanish on some open subset of Z. To see this assume,
on contrary, that κ2 vanishes only at isolated points. Choose one of them, say z ∈ Z with
κ2(z) = 0 and a Cauchy sequence {zn} converging to z in the metric topology of Z ≈ S2. Since
κ2 is assumed to vanish only at isolated points to ensure Ψ2κ2 = 0 on Z, the sequence {Ψ2(zn)}
must be the identically zero sequence in R which by continuity implies that Ψ2(z) = 0. As an
analogous argument apply to any of the isolated points where κ2 vanishes we get that Ψ2 must be
identically zero on Z. As we saw in the previous section this would imply that the spacetime is
Minkowski —in conflict with our assumption that the geometry is not flat. This, in turn, verifies
that whenever κ2 vanishes somewhere on Z it has to vanish on some (non-empty) open subset of
Z.
iii. κ2 vanishes on a (non-empty) open subset of Z. It follows from (25b), and from
equation (4), that
ðκ2 = −τ κ2 ,
can be written as
PP ∂z (P
−1κ2) = −τ P (P−1 κ2) (36)
implying, in turn, that κ2 has to be of the form
κ2 = P · exp
(
−
∫
τ P
−1
dz + ϕ(z)
)
, (37)
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where ϕ(z) is an arbitrary holomorphic function. This, however, in virtue of the non-vanishing
of P , implies that κ2 cannot vanish on an open subset of Z unless it is identically zero on Z, i.e.
κ2|Z = 0
as we intended to show. Note also that the condition (27b) requires then the vanishing of κ2
along the generators of H2, thereby we have
κ2|H2 = 0 .
Summarising, in this subsection we have shown the following:
Lemma 7. Assume that
Ψ2 κ2 = 0 on Z.
Then, if κ2 is nowhere vanishing on Z, then the solution to the characteristic initial value problem
must be diffeomorphic to the Minkowski spacetime in the domain of dependence of D(H1 ∪ H2).
Otherwise, κ2 = 0 holds on Z, and then it is also identically zero on H2.
5.2 Determining κ0 on Z
The analysis of the previous section can be adapted, mutatis mutandi, to the component κ0 by
noting that the vanishing of Ψ2κ0 on H1, one of the conditions in Lemma 2, can be traced back to
the vanishing of Ψ2κ0 on Z. Indeed, it can be shown that unless the spacetime is Minkowski κ0
must vanish on a non-empty subset of Z. The only difference in the analysis lies on the analogue
of equation (36). From equations (25a) and (4) along with the fact that κ0 is of spin weight −1,
it follows that
ðκ0 = τ κ0 ,
can be written as
PP ∂z (P
−1
κ0) = τ P (P
−1
κ0) (38)
which implies, in turn, that κ0 has to be of the form
κ0 = P · exp
(∫
τ P−1 dz + ς(z)
)
, (39)
where ς(z) is an arbitrary antiholomorphic function on Z. From here, by an argument analogous
to that used for κ2 one concludes that
κ0|Z = 0
and, moreover, as a consequence of equation (26a), also that
κ0|H1 = 0.
Summarising:
Lemma 8. Assume that
Ψ2 κ0 = 0 on Z.
Then, if κ0 is nowhere vanishing on Z, then the solution to the characteristic initial value problem
must be diffeomorphic to the Minkowski spacetime in the domain of dependence of D(H1 ∪ H2).
Otherwise, κ0 = 0 holds on Z, and then it is also identically zero on H1.
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5.3 Eliminating redundant conditions on H1 and H2
The first condition in Lemma 2 was
ð
2
κ1 = 0 on H1.
In theory, one would have to solve this constraint on the whole of H1. However, one can show
that on H1
D(ð
2
κ1) =− 1
2
δδδκ0 +
3
2
τδδκ0 + δκ0
(
−α2 − 4αβ − β2 + 5
2
δα+
1
2
δβ
)
+ κ0
(
2αβτ − 2αδα− 3βδα− αδβ + δδα) .
Note that as κ0 vanishes on H1 (under the assumption that the spacetime is not diffeomorphic
to Minkowski), the right hand side of this equation also vanishes on H1. Therefore, if κ1 satisfies
ð
2
κ1 = 0 on Z, then it also satisfies the same condition on the whole of H1. This was a condition
on Z already present from the requirement that SAA′BB′ |Z = 0. Summarising:
Lemma 9. If κ0|H1 = 0 and ð
2
κ1|Z = 0, then the condition ð2κ1|H1 = 0 from Lemma 2 is
automatically satisfied.
A similar procedure can be performed on H2. The first condition from Lemma 3 was
ð
2κ1 + κ2δσ +
3
2
σδκ2 + ασκ2 = 0
which must be satisfied onH2. As we already we have shown that necessarily κ2|H2 = 0 unless the
spacetime is diffeomorphic to the Minkowski spacetime. Therefore, the aforementioned condition
reduces to
ð
2κ1 = 0 on H2.
Now, one can show that on H2,
∆
(
ð
2κ1
)
=− 1
2
δδδκ2 − 3
2
τδδκ2 + δκ2
(−α2 − αβ + 2β2 − 2δα− 4δβ)
+ κ2 (−αδα+ βδα− 2αδβ + 2βδβ − δδα− 2δδβ) .
The requirement that κ2 vanishes on H2 means that the right hand side of this equation also
vanishes on H2. Therefore, if κ1 satisfies ð2κ1 = 0 on Z, then it also satisfies the same condition
on the whole of H2. This was a condition on Z already present from the requirement that
SAA′BB′ |Z = 0.
Finally, the condition from Lemma 6 says that
ð
2
κ1 + κ2δσ − 1
2
σδκ2 − 3ακ2σ −Ψ1κ2 = 0 on H2
which reduces to ð
2
κ1 = 0 due to the fact that κ2|H2 = 0 when the spacetime is not diffeomorphic
to the Minkowski solution. One can show that on H2
∆
(
ð
2
κ1
)
= δκ2
(
1
2
δτ − βτ
)
+ κ2
(−6α2β − 6αββ − 2αδα+ αδα
+5βδα+ 2αδα+ βδα+ 7αδβ + 2βδβ + δδα− δδα− 2δδβ)
The requirement that κ2 vanishes on H2 means that the right hand side of this equation also
vanishes on H2. So if κ1 satisfies ð2κ1 = 0 on Z, then it also satisfies the same condition on the
whole of H2. This was a condition already present from the requirement that SAA′BB′ |Z = 0.
Summarising, we have
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Lemma 10. If κ2|H2 = 0 and ð
2
κ1|Z = ð2κ1|Z = 0, then the conditions(
ð
2
κ1 + κ2δσ − 1
2
σδκ2 − 3ακ2σ −Ψ1κ2
)
|H2 = 0,(
ð
2κ1 + κ2δσ +
3
2
σδκ2 + ασκ2
)
|H2 = 0,
applied in Lemmas 3 and 6, are automatically satisfied.
The only remaining condition on H1 to be considered is from Lemma 2, which reduces to
(2Ψ3κ1 − 3Ψ2κ2) |H1 = 0 (40)
due to the requirement that κ0|H1 = 0. One can also use this requirement to show that
D2 (2Ψ3κ1 − 3Ψ2κ2) |H1 = 0.
In fact, the right hand side of this expression can be shown to be homogeneous in κ0 and deriva-
tives of κ0 intrinsic to H1. This can be thought of as a second order ordinary differential equation
along the geodesic generators of H1. Therefore, equation (40) is equivalent to the vanishing of
(2Ψ3κ1 − 3Ψ2κ2) and its first D-derivative on Z. This combination vanishes on Z if κ2|H2 = 0
as it follows from Table 1 that Ψ3|Z = 0. The vanishing of the first derivative on Z can be shown
to be equivalent to
δ
(
κ31Ψ2
) |Z = 0 . (41)
In a similar way, the only remaining condition on H2 to be analysed is from Lemma 3. This
condition reduces to
(2Ψ1κ1 − 3Ψ2κ0) |H2 = 0 (42)
due to the requirement that κ2|H2 = 0. One can also use this requirement to show that
∆2 (2Ψ1κ1 − 3Ψ2κ0) |H2 = 0.
In fact, the right hand side of this can be shown to be homogeneous in κ2 and derivatives of
κ2 intrinsic to H2. This can be thought of as a second order ordinary differential equation
along the geodesic generators of H2. Therefore, equation (42) is equivalent to the vanishing of
(2Ψ1κ1 − 3Ψ2κ0) and its first ∆ derivative on Z. This combination vanishes on Z if κ0|H1 = 0
as, following 1, one has that Ψ1|Z = 0. The vanishing of the first derivative on Z can be shown
to be equivalent to
δ
(
κ31Ψ2
) |Z = 0 . (43)
It follows then from equations (43) and (41),
K ≡ κ31Ψ2 (44)
is constant K ∈ C on Z.
Summarising the discussion of this section one has that:
Lemma 11. Assume that κ0|H1 = κ2|H2 = 0. Then K ≡ κ31Ψ2 is constant on Z if and only if
(2Ψ3κ1 − 3Ψ2κ2) |H1 = 0,
(2Ψ1κ1 − 3Ψ2κ0) |H2 = 0.
Remark 13. Note that
DK|H1 =
3
2
Ψ2κ
2
1
(−δκ0 + 2ακ0) |H1
= 0
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where we have used equation DΨ2|H1 = 0 from Table 1, equation (26f) and the requirement that
κ0|H1 = 0. Similarly,
∆K|H2 =
3
2
Ψ2κ
2
1 (−δκ2 − 2(β + τ)κ2) |H2
= 0
where we have used equation ∆Ψ2|H2 = 0 from Table 1, equation (27e) and the requirement
that κ2|H2 = 0. Thus, K is constant not merely on Z but on the whole of H1 ∪ H2. Since
the Newman-Penrose reduced system coupled to the wave equation for κAB, equation (7), is a
well-posed hyperbolic system we also have that K is, in fact, constant throughout the domain of
dependence of H1 ∪H2.
5.4 Summary
Collecting all the previous results together one obtains the following:
Proposition 4. Assume that the spacetime obtained from the characteristic initial value problem
in D(H1∪H2) is not diffeomorphic to the Minkowski spacetime. Then the following two statements
are equivalent:
(i) Given a spin basis {oA, ιA} on Z, there exist a constant K ∈ C such that
κ0 = 0 , ð
2κ1 = ð
2κ1 = 0 , κ2 = 0 and κ
3
1Ψ2 = K on Z .
(ii) HA′ABC = 0, SAA′BB′ = 0 everywhere on H1 ∪H2.
Recall that the vanishing of the spinors HA′ABC and SAA′BB′ on H1 ∪ H2 are precisely the
conditions of Proposition 3, which along with the assumptions of Theorem 2 imply that the
Killing spinor candidate κAB is in fact a Killing spinor in the causal future (or past) of Z. By
summing up these observations we get:
Theorem 3. Let (M, g) be a vacuum spacetime satisfying the conditions of Theorem 2. Given
a spin basis {oA, ιA} on Z, assume that there exist a constant K ∈ C such that the conditions
κ0 = 0, ð
2κ1 = ð
2κ1 = 0 , κ2 = 0 and κ
3
1Ψ2 = K (45)
hold on Z. Then the corresponding unique solution κAB to equation (7) is a Killing spinor
everywhere on the domain of dependence of H1 ∪H2.
Proof. Due to Theorem 4 we have that HA′ABC and SAA′BB′ vanish on H1 ∪ H2. Data for
κ0, κ1, κ2 on H1 and H2 are determined by their values on Z by (26a), (26f), (26g), (27b),
(27d) and (27e), so Proposition 2 says that there exists a unique solution to (7) on D(H1 ∪H2).
Proposition 3 then says that this field κAB satisfies HA′ABC = 0 on D(H1 ∪H2), so is indeed a
Killing spinor there.
Remark 14. Condition (45) is a strong restriction on the form of the Weyl spinor component
Ψ2 —and thus, also of the curvature of the 2-surface Z. As it will be seen in Section 8, it fixes
its functional form up to some constants. As already discussed in Remark 4 the Weyl spinor
component Ψ2 is not a basic piece of initial data. In view of (17) condition (45), ultimately leads
to restrictions on τ and ζA.
6 On the role of κ1
The purpose of this section is to discuss some of the consequences of the existence of a Killing
spinor field. The extent of these implications is remarkable.
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6.1 Restrictions on the initial data of distorted black holes
Note first that once κ1 is fixed on Z, the component Ψ2 gets also to be determined by the relation
(44) as
Ψ2 = Kκ
−3
1 (46)
where K is some complex number. In turn, we also get restrictions on the free data —comprised
by the complex vector field ζA and the spin coefficient τ on Z— as given in Ra´cz’s black hole
holograph construction in [27, 28].
Now, observe that once Ψ2 is known, the metric σ is restricted in a great extent. To see this
recall first the definition of ð and ð given by (4) in terms of the function P on Z. By applying
the commutation relation relevant for P , that is of spin-weight one, we get
(ð ð− ð ð)P = (Ψ2 +Ψ2)P ,
which by using ðP = 0, and also by using explicit z- and z-derivatives (16) can be seen to take
the form
PP ∂z∂z
(
log(PP )
)
= −2Re(Ψ2) . (47)
Similarly, (17) can be seen to impose very strong restrictions on the spin-coefficient τ . Indeed,
using the above notation (17) takes the form
P (∂zτ )− P (∂zτ)−
(
τ P (∂z logP )− τ P (∂z logP )
)
= −2 i Im(Ψ2) . (48)
By applying the substitutions τ 7→ τ1 + i τ2, P 7→ P1 + iP2 and z 7→ z1 + i z2 we get, by a
direct calculation, that the real part of (48) reduces to a homogeneous linear equation for τ1
and τ2, whereas the vanishing of the imaginary part can be seen to be a first order linear partial
differential equation for the variables τ1 and τ2 on R
2, with coordinates (z1, z2). Once, say, τ1 is
eliminated by the linear algebraic relation, the corresponding linear partial differential equation
can always be solved for τ2. This completes then the verification of the claim that whenever a
Killing spinor exists on a distorted vacuum black hole spacetime, the specification of κ1 on the
bifurcation surface is equivalent to the freely specifiable data comprised by ζA and τ there.
Remark 15. It is worth mentioning that under a boost transformation
la 7→ b la, na 7→ b−1na,
where b is a smooth positive real function on Z, the spin connection coefficient τ transforms as
τ 7→ τ + δ log b.
This gauge freedom has been left open in the black hole holograph construction [27, 28]. Thereby,
by solving the first-order quasilinear partial differential equation
τ1 +Re(δ log b) = 0
for b, the real part of τ could be transformed out to the expense of having the imaginary part
changing as
τ2 7→ τ2 + Im(δ log b).
For a simple application of such a gauge transformation see the argument below (64) in Section
10.
6.2 The explicit form of κAB and ξAA′ = ∇PA′κAP on the horizon
It is also instructive to compute the explicit form of the Killing spinor κAB and the associated
Killing vector field ξAA′ = ∇PA′κAP on the horizon H1 ∪H2.
As for the explicit form of the Killing spinor note first that, in virtue of Theorem 3, on Z we
have
κ0 = 0, ð
2κ1 = ð
2κ1 = 0 , κ2 = 0 . (49)
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H1 Z H2
κ0 = 0 κ0 = 0 κ0 = −2u (ðκ1 + τ κ1)
κ1 = κ1|Z κ1 : ð
2κ1 = ð
2κ1 = 0 κ1 = κ1|Z
κ2 = −2 r ðκ1 κ2 = 0 κ2 = 0
Table 2: The components of the Killing spinor field κAB on the null hypersurface H1 ∪ H2.
H1 Z H2
ξ11′ = −3 r (τ ðκ1 − τ ðκ1) ξ11′ = 0 ξ11′ = 0
ξ10′ = −3 ðκ1 ξ10′ = −3 ðκ1 ξ10′ = −3 ðκ1
ξ10′ = 3 ðκ1 ξ10′ = 3 ðκ1 ξ10′ = 3 ðκ1
ξ00′ = 0 ξ00′ = 0 ξ00′ = −3u (τ ðκ1 − τ ðκ1)
Table 3: The components of the Killing vector field ξAA′ on the null hypersurface H1 ∪H2.
Using then (26a), (26f) and (26g), and by commuting D and δ derivatives, we get that on H1
κ0 = 0, κ1 = κ1|Z , κ2 = −2 r ðκ1 . (50)
Analogously, by (27b), (27d) and (27e), and by commuting ∆ and δ derivatives, we get on H2
κ0 = −2 u (ðκ1 + τ κ1), κ1 = κ1|Z , κ2 = 0 . (51)
These observations are summarised in Table 2.
In exactly the same way, the components of the Killing vector field ξAA′ = ∇PA′κAP can
be determined by equations (28a)-(28d) on Z, by (32a), (32c), (32f) and (32j) on H1, as well
as, by (34b), (34c), (34d) and (34g) on H2, along with commuting derivatives on H1 and H2,
respectively. The corresponding explicit formulas are collected in Table 3.
Remark 16. In order to proceed with the interpretation of the above expressions recall, first,
that any of the the distorted black hole configurations was shown [27, 28] to admit a horizon
Killing vector field of the form
Ka =
{
−r (∂/∂r)a , on H1 ,
u (∂/∂u)a , on H2 .
Note also, in Gaussian null coordinates (u, r, xA) the coordinate functions u and r are affine
parameters along he generators of H1 and H2, respectively. Accordingly, the components ξ11′
and ξ00′ of the Killing vector field are not constant in these coordinates. They would be constant if
they were to be expressed in terms of the associated Killing parameters instead of the affine ones.
Notably, this behaviour of ξAA′ on the horizon H1∪H2 resembles that of the asymptotically time
translational Killing vector field (∂/∂t)a of the Kerr solution. Recall that the orbits of (∂/∂t)a
repeatedly and periodically intersect the generators of the horizons H1 and H2, respectively, and
also that (∂/∂t)a reduces to an axial Killing vector field on the bifurcation surface.
6.3 The Petrov type of the domain of dependence
It has been known for long [32] (see also [23]) that the existence of the Killing spinor κAB satisfying
(5) imposes strong restrictions on the self-dual Weyl spinor ΨABCD via the integrability condition
Ψ(ABC
FκD)F = 0 .
Namely, if neither ΨABCD nor κAB vanishes there exist some scalar ψ such that
ΨABCD = ψ κABκCD ,
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implying, in particular, that ΨABCD must be of Petrov type D or N. It is also known that if the
Killing spinor field κAB is generic, i.e. κAB = α(AβB), for some αA 6= βA spinors, ΨABCD is of
Petrov type D.
As this integrability condition had been used (see Remark 10) in the previous sections in
identifying the conditions on the initial data for κAB on H1 ∪H2, and both κAB and ΨABCD are
known to satisfy wave equations that are linear and homogeneous in these variables (see e.g. [2])
the integrability condition immediately holds everywhere in the domain of dependence ofH1∪H2.
Note also that, as for the Killing spinor field κAB = κ2oAoB − 2κ1o(AιB) + κ0ιAιB holds,
whenever κ1 is non identically zero (which could only happen in the flat case) κAB is guaranteed
to be generic. All these observations verify the following :
Corollary 1. Let (M, g) be a vacuum spacetime satisfying the conditions of Theorem 2. If κ1
is not identically zero on the bifurcation surface Z then the corresponding distorted black hole
spacetime is of Petrov type D everywhere in the domain of dependence of H1 ∪H2.
7 Axial symmetry of the bifurcation surface Z ≈ S2
As argued below, whenever the bifurcation surface Z possesses the topology of a two-sphere, S2,
the conditions in (45) immediately imply the existence of an axial Killing vector field on Z.
7.1 Existence of a Killing vector on Z
We begin by observing that as a consequence of equations (28a) and (28d) then if κ0 = κ2 = 0
then necessarily ξ00′ = ξ11′ = 0. Thus, under the assumptions of Theorem 3, the Killing vector
ξAA′ is tangent to Z —i.e. its only non-vanishing components are ξ01′ and ξ10′ . As we have seen
in Subsection 4.2.5 the existence of a (possibly complex) Killing vector field on Z is equivalent
to (30a)-(30c) on Z which had also been seen to be equivalent to the vanishing of SAA′BB′ =
∇AA′ξBB′+∇BB′ξAA′ on Z. Thereby, the conditions of Theorem 3 are equivalent to the existence
of a (possibly complex) Killing vector field on Z.
Remark 17. As all the geometric quantities including the spin coefficients, as well as, the
Weyl spinor components ΨABCD are constructed from the metric g, given by (10), and ξAA′ =
∇PA′κAP is known to be a Killing vector field everywhere in D(H1 ∪ H2) we immediately have
that
ξAA
′∇AA′τ = 0 , ξAA
′∇AA′Ψ2 = 0
and, in virtue of (44) and the argument in Remark 13 above, that
ξAA
′∇AA′κ1 = 0
everywhere in D(H1 ∪H2). Thus we shall use from now on, without loss of generality, that τ,Ψ2
and κ1, when they are restricted to Z, they all respect the axial symmetry of the metric on Z.
7.2 The axial Killing vector
By our assumption on the underlying smoothness of the setting the Killing vector field ξAA′ is
smooth on Z. If ξAA′ was also Hermitian—i.e.
ξ01′ = ξ10′ ,
would hold, then, by appealing to the hairy ball theorem this Killing vector field vanished at some
point, say at p ∈ Z. As —apart from the trivial case when κ1 is constant on Z— ξAA′ was not
identically zero on Z, and by applying the argument of Wald—see pages 119-120 in [31]—ξAA′
had to be an axial Killing vector field on Z with closed orbits, with some fixed periodicity, around
the fixed point p ∈ Z.
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In returning now to the generic case note that the argument just outlined applies to the real
and imaginary parts of ξAA′ , separately. Thereby, whenever ξAA′ is non-Hermitian the metric
on Z has to admit both ξAA′ + ξAA′ and i (ξAA′ − ξAA′) as real Killing vector fields. If both of
the are non-trivial they either vanish at the same location on Z or not. If both vanish at p ∈ Z
they must be proportional and the factor of proportionality is determined by the ration of their
individual periodicities. If their vanishing occurs at two different points of Z then ξAA′ + ξAA′
and i (ξAA′ − ξAA′) must be linearly independent real axial Killing vector fields on Z implying,
in virtue of (45), that κ1 = const and, in turn, that Ψ2 = const and τ = 0 which implies then
that the metric σ on Z is spherically symmetric.
We can summarise the discussion of this section in the following:
Proposition 5. Assume that the spacetime obtained from the characteristic initial value problem
in D(H1 ∪ H2) admits a Killing spinor κAB such that (45) hold on Z. Then ξAA′ = ∇PA′κAP
gives rise to a (possibly complex) axial Killing vector field on Z.
8 Determining κ1 on Z
As we have seen in Section 7, once Z is assumed to have the topology of a 2-sphere, the spinor
ξAA′ is guaranteed to be an axial Killing vector field on Z. By restricting our considerations to
this case, the purpose of this section is to explicitly determine κ1 satisfying the equations
ð
2κ1 = 0 , ð
2
κ1 = 0 . (52)
This can be done in the most effective way by using coordinates adapted to the axial symmetry
of σ as introduced in [8]. Therefore, for the sake of completeness, we shall outline the argument
applied Section IV of [8] in the following subsection.
8.1 Coordinates adapted to axial symmetry
Recall, first, that by assumption the 2-dimensional manifold Z has the topology of the 2-sphere
S2. Thus, by the Riemann mapping theorem the metric σ is conformal to the standard round
metric of S2. Taking into account the assumption of axial symmetry one writes then
σ = ̟2
(
dθ ⊗ dθ + sin2 θdϕ⊗ dϕ) (53)
where (θ, ϕ) are standard spherical coordinates on S2 and ̟ = ̟(θ) is a suitable conformal factor
depending only on the colatitude θ. If σ is a smooth metric, then the conformal factor is also a
strictly positive scalar field over Z. The key idea behind the explicit integration of the equations
in (52) is to introduce a new coordinate ψ given by the condition
dψ =
̟2
R2
sin θdθ,
where R is the area radius defined by
4πR2 =
∫
Z
̟2 sin θdθ ∧ dϕ
= R2
∫
Z
dψ ∧ dϕ = 2πR2(ψ1 − ψ0).
Setting, without loss of generality, ψ0 = −1 one has that ψ1 = 1 —these coordinate values
correspond, respectively, to the North and South poles of Z defined by the conditions θ = 0 and
θ = π. Thus, the coordinate ψ is defined on the range [−1, 1]. Defining, for convenience, the
function Q = Q(ψ) by
Q ≡ ̟
2 sin2 θ
R2
, (54)
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the metric (53) takes, in terms of the coordinates (ψ, φ) the form
σ = R2
(
1
Q(ψ)2
dψ ⊗ dψ +Q(ψ)2dϕ⊗ dϕ
)
. (55)
In particular, from (54) we have that
Q(−1) = Q(1) = 0. (56)
A direct computation then shows that the Levi-Civita connection of σ —encoded in the
combination α− β [see e.g. (1)]— is given in terms of the function Q by
α− β = − 1√
2R
∂ψQ ≡ − 1√
2R
Q′. (57)
8.2 Integration of the equations for κ1
We now make use of the coordinates introduced in the previous subsection to integrate the
equations in (52).
Consistent with the discussion in Section 7 we look for solutions which are axially symmetric.
To this end we observe that, in terms of the coordinates (ψ, ϕ), the directional derivatives δ and
δ acting on scalars are given by
δ =
1√
2R
(
Q∂ψ +
i
Q
∂ϕ
)
, δ =
1√
2R
(
Q∂ψ − i
Q
∂ϕ
)
.
As it follows from the argument applied in Remark 17 κ1 is also axially symmetric, i.e. ∂ϕκ1 = 0.
Therefore the two conditions ð2κ1 = 0 and ð
2
κ1 = 0 are no longer independent (in fact they are
equivalent!). Then, in virtue of (1),
ð
2κ1 =
(
1√
2R
Q∂ψ − 1√
2R
∂ψQ
)(
1√
2R
Q∂ψκ1
)
=
Q2
2R2
∂2ψκ1 = 0 ,
from which one readily obtains the solution
κ1 = cψ + b, c, b ∈ C. (58)
From this solution, recalling the relation (44) one readily obtains the following expression for Ψ2:
Ψ2 =
K
(cψ + b)3
. (59)
8.2.1 The Gauss-Bonnet condition
The Weyl scalar is related to the Gaussian curvature of 2-surfaces —see [23], Section 4.14. In
particular, for the 2-surface Z one has that it is given by KG = −2ReΨ2. It follows then that
the Gauss-Bonnet formula applied to Z ≈ S2 implies∫
Z
Ψ2dS = −2π (60)
—see equation (4.14.44) in [23]. Taking into account the line element (55) one finds that∫
Z
Ψ2dS = R
2K
∫ 1
−1
∫ 2pi
0
dϕdψ
(b + cψ)3
=
4πR2Kb
(b2 − c2)2 .
Thus, from (60) one obtains the condition
2R2Kb
(b2 − c2)2 = −1. (61)
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Remark 18. Condition (61), being a consequence of the Gauss-Bonnet formula, is a necessary
condition for −2ReΨ2 to be the Gaussian curvature of a smooth 2-surface. It, can be used to fix
the value of the radius R. Observe, also that it implies that the combination
Kb
(b2 − c2)2
must be real. It will be seen in Subsection 10.2 that for the Kerr spacetime one necessarily has
that K must be real and c pure imaginary. If this is the case, then b must also be real.
8.3 Integrating the function Q
Equation (16) can be used to compute the explicit form of the function Q appearing in the line
element (55). Taking into account (57) and (59), equation (16) implies then
(QQ′)′ =
KR2
(b + cψ)3
+
KR2
(b+ cψ)3
.
This expression can be readily integrated to get
Q2 = C2 + C1ψ +
KR2
c2(b+ cψ)
+
KR2
c2(b+ cψ)
(62)
with C1 and C2 some real integration constants which are fixed using the conditions in (56). A
direct computation shows then that
C1 =
KR2
c(b2 − c2) +
KR2
c(b
2 − c2)
, (63a)
C2 = − KR
2b
c2(b2 − c2) −
KR2b
c2(b
2 − c2)
. (63b)
Remark 19. The constants R, K, b and c in (62) and (63a)-(63b) are subject to the constraint
(61) arising from the Gauss-Bonnet identity.
Remark 20. In order to ensure the regularity of the function Q and of the associated curvature
of Z, it is necessary that the ratio −b/c ∈ C \ [−1, 1] —that is, −b/c can lie in any point of the
complex plane except the interval [−1, 1] on the real axis. Moreover, in order for the expression
(62) to be well defined, the constants R, K, b and c have to be such that the left hand side of the
expression is non-negative for ψ ∈ [−1, 1].
Remark 21. Note that by writing out equation (17) explicitly, and by making use of the present
setup —along with the explicit ψ dependence of Q and Ψ2—the imaginary part of τ gets to be
uniquely determined as
Im(τ) = −
√
2R
Q(ψ)
∫ ψ
−1
Im(Ψ2(ψ
′))dψ′ . (64)
Note, finally, that by making use of the gauge freedom we have in the black hole holograph con-
struction —for a related discussion and an application see the last paragraph of Subsection 6.1—
the real part of τ can be set to zero by performing and axially symmetric boost transformation
with parameter b = b(ψ) given by
b = exp
(
−
√
2R
Q(ψ)
∫ ψ
−1
Re(τ(ψ′)) dψ′
)
. (65)
Remarkably, the axial symmetry of the setup guarantees that Im(δ log b) = 0 and, in turn, that the
imaginary part of τ remains unchanged. This, in particular, implies that (64) holds independently
of the choice made for the axially symmetric boost transformation or, equivalently, for the real
part of τ .
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8.4 Summary: distorted black holes with Killing spinors
Summarising the discussion of the previous section we get the following:
Proposition 6. There exists a five (real) parameter family of smooth axial symmetric 2-metrics
σ on Z ≈ S2 such that κ1 is a solution to the constraints
ð
2κ1 = 0 and ð
2
κ1 = 0 ,
and such that the curvature condition
κ31Ψ2 = K
also holds.
Remark 22. By appealing now to the general black hole holograph construction [28], as sum-
marised in Theorem 2, it follows then that from the five parameter family of initial data—
comprised by the metrics referred to in Proposition 6, along with pertinent form of τ determined
by (64)—on Z, there exists a five parameter family of distorted black hole configurations the
members of which are uniquely determined everywhere in the domain of dependence of the initial
data surface, H1 ∪H2.
9 Enforcing the Hermiticity of the Killing vector
In Theorem 1, the assumption that the spinor ξAA′ constructed from the Killing spinor κAB is
Hermitian is needed in order to show that the spacetime is isometric to the Kerr solution. Recall
that using equations (22a)-(22d) the components of ξAA′ can be expressed in terms of derivatives
of the Killing spinor components κ0, κ1 and κ2. Accordingly, the Hermiticity condition leads to
further restrictions on the components κ0, κ1 and κ2. A consequence of the following proposition
is that it suffices to impose restrictions only on the hypersurfaces H1 and H2.
Proposition 7. Let κAB be a solution to equation (7). Then the spinor field ξAA′ satisfies the
wave equation
ξAA′ = −ΨABCDHA′BCD (66)
Proof. Follows by commuting derivatives, and using (7).
An immediate consequence of this result is that

(
ξAA′ − ξAA′
)
= ΨA′
B′C′D′HAB′C′D′ −ΨABCDHA′BCD (67)
Assuming that the conditions of Lemmas 2 and 3 are satisfied and HA′ABC vanishes H1∪H2.
Then, in virtue of (67), ξAA′ − ξAA′ must also vanish everywhere on the domain of dependence
of H1 ∪H2, guaranteeing thereby that the vector ξAA′ is Hermitian there.
This verifies then the following:
Proposition 8. Assume that the spacetime obtained from the characteristic initial value problem
in D(H1 ∪H2) admits a Killing spinor κAB such that conditions (45) and
ð(κ1 + κ1) = 0
hold on Z. Then ξAA′ = ∇PA′κAP is a real axial Killing vector field on Z.
9.1 Some immediate restrictions
The Hermiticity of the Killing vector ξAA′ is equivalent to the relations
ξ00′ = ξ00′ , ξ01′ = ξ10′ , ξ10′ = ξ01′ , ξ11′ = ξ11′ . (68)
These conditions will be imposed on H1 and H2 separately.
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Conditions on H1. On H1, using the explicit expressions (22a)-(22d), the first condition in (68)
is trivially satisfied, and the remaining conditions can be shown to be equivalent to
δ(κ1 + κ1) = 0, (69a)
δ(κ1 + κ1) = 0, (69b)
∆κ1 + τκ2 real, (69c)
on H1. In fact, it is straightforward to show that on H1
Dδ(κ1 + κ1) = Dδ(κ1 + κ1) = 0 .
Thus, it suffices to impose conditions (69a)-(69b) only on Z. In other words, the Hermiticity
condition on H1 is equivalent to
Re(κ1) constant on Z,
∆κ1 + τκ2 real on H1.
Conditions on H2. Secondly, on H2, the last condition in (68) is trivially satisfied and the
remaining conditions are equivalent to
δ(κ1 + κ1) = 0, (70a)
δ(κ1 + κ1) = 0, (70b)
Dκ1 real, (70c)
on H2. Again, it is straightforward to show that on H2
∆δ(κ1 + κ1) = ∆δ(κ1 + κ1) = 0.
Consequently, it suffices to impose conditions (70a)-(70b) on Z.
Combining the discussion of the previous two paragraphs one concludes that the spinor field
ξAA′ is Hermitian on H1 ∪H2 if and only if we have
κ1 + κ1 = const on Z, (71a)
∆κ1 + τ κ2 real on H1, (71b)
Dκ1 real on H2. (71c)
9.2 Hermiticity in terms of conditions at Z
In this section it is shown that conditions (71b)-(71c) can be replaced by restrictions on Z.
Analysis on H2. Start by considering condition (71c). From the transport equation (20b) on
H2, and equation (24g), we have that
2∆Dκ1 = δδκ1 + δδκ1 + 4τδκ1 − (3α+ β)δκ1 − (3α+ β)δκ1 + 2Ψ2κ1
on H2. Taking a further ∆-derivative we obtain
2∆∆Dκ1 = ∆(δδ + δδ)κ1 + 4τ∆δκ1 − (3α+ β)∆δκ1 − (3α+ β)∆δκ1 + 2Ψ2∆κ1.
We can commute the ∆-derivative with the δ and δ derivatives to obtain
2∆∆Dκ1 = (δδ + δδ)∆κ1 + 4τδ∆κ1 − (3α+ β)δ∆κ1 − (3α+ β)δ∆κ1 + 2Ψ2∆κ1.
Note that all the terms on the right are proportional to intrinsic derivatives of ∆κ1, which by
(27e) is proportional to κ2 and its intrinsic derivatives on H2. As shown in subsection 5.1, unless
our spacetime is the Minkowski solution, the component κ2 must vanishes on H2. It follows then
that
∆∆Dκ1 = 0 on H2 .
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This is a second order ordinary differential equation along the generators of H2. Therefore, the
requirement that Dκ1 is real on H2 is equivalent to requiring that Dκ1 and ∆Dκ1 are real on Z.
Analysis on H1. An analogous argument apply in case of condition (71b). Take first a D-
derivative along the generators of H1 and use the transport equation (19b) on H1, along with the
assumption that κ0 vanishes in H1 to obtain
2D(∆κ1 + τκ2) = δδκ1 + δδκ1 − (α− β)δκ1 − (α− β)δκ1 + 2Ψ2κ1.
Taking a further D-derivative one gets
2DD(∆κ1 + τκ2) = D(δδ + δδ)κ1 − (α− β)Dδκ1 − (α − β)Dδκ1 + 2Ψ2Dκ1. (72)
By commuting the D derivatives with the δ and δ derivatives, we obtain
2DD(∆κ1 + τκ2) =(δδ + δδ)Dκ1 − (3α+ β)δDκ1 − (3α+ β)δDκ1
+
(
δτ + δτ + 4αα+ 2αβ + 2αβ + 2Ψ2
)
Dκ1.
Note that all terms on the right hand side are proportional to δ and δ derivatives of Dκ1, which
by (26f) are proportional to κ0 and its δ and δ derivatives on H1. Therefore, again, unless our
spacetime is the Minkowski solution, κ0 = 0 holds on H1. Accordingly one has that
DD (∆κ1 + τκ2) = 0 on H1.
Again, the latter is a second order ordinary differential equation along the generators of H1, and
so the requirement that ∆κ1 + τκ2 is real on H1 is equivalent to requiring that ∆κ1 + τκ2 and
D (∆κ1 + τκ2) are real on Z.
Summarising the results of this section we have:
Lemma 12. The spinor field ξAA′ is Hermitian on H1 ∪ H2, and thereby on the domain of
dependence of H1 ∪H2, if and only if the conditions
κ1 + κ1 = const ,
D(κ1 − κ1) = 0 ,
∆D(κ1 − κ1) = 0 ,
∆(κ1 − κ1) + τ κ2 − τ κ2 = 0,
D (∆(κ1 − κ1) + τ κ2 − τ κ2) = 0 ,
are satisfied on Z.
Note that some of these conditions are redundant. For example, we know that Dκ1 vanishes
on Z due to equation (26f) and the vanishing of κ0, and so clearly D(κ1 − κ1) also vanishes on
Z. A similar argument using equation (27e) can be used to show that ∆(κ1 − κ1) + τκ2 − τκ2
vanishes on Z. We can also use the requirement that Re(κ1) is constant on Z to show that the
other two conditions are equivalent. Indeed, we have that
D (∆(κ1 − κ1) + τκ2 − τκ2) = D∆(κ1 − κ1)− 2τδκ1 + 2τδκ1
= ∆D(κ1 − κ1) + τδ(κ1 − κ1) + τδ(κ1 − κ1)− 2τδκ1 + 2τδκ1
= ∆D(κ1 − κ1)
where (24g), the commutator [∆, D], and the vanishing of Dτ (see Table 1), along with the
conditions δκ1 = −δκ1 and δκ1 = −δκ1, have been used. We compute now ∆Dκ1. Eliminating
Dκ2 by using (26g) the transport equation (20b) on Z can be seen to reduce to
2∆Dκ1 = (δδ + δδ)κ1 − (3α+ β)δκ1 − (3α+ β)δκ1 − (2α+ 2β)Dκ2 + 2Ψ2κ1
= (δδ + δδ)κ1 − (3α+ β)δκ1 + (α + 3β)δκ1 + 2Ψ2κ1 .
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Replacing δ and δ derivatives with the ð and ðoperators we obtain
2∆Dκ1 = (ðð+ ðð)κ1 − (2α+ 2β)ðκ1 + (2α+ 2β)ðκ1 + 2Ψ2κ1 .
The imaginary part of this equation is given by
2∆D(κ1 − κ1) =
(
ðð+ ðð
)
(κ1 − κ1) + 2Ψ2κ1 − 2Ψ2κ1
= 2
[(
ððκ1 + 2Ψ2κ1
)− (ððκ1 + 2Ψ2κ1)] ,
where in the second step the constancy of Re(κ1) on Z, along with the commutator (2) applied
to the spin weight zero quantity κ1, was used.
Summarising, we have that:
Lemma 13. The spinorial field ξAA′ is Hermitian on H1 ∪H2 if and only if on Z we have
κ1 + κ1 = const , (73a)
ððκ1 + 2Ψ2κ1 is real. (73b)
10 Identifying the Kerr spacetime
In this section we make use of Theorem 1 to identify the values of the parameters K, b and c
defining the coefficient κ1 on Z which correspond to the Kerr solution. To this end, we first
identify conditions ensuring that the Killing vector associated to the Killing spinor is Hermitian.
10.1 Imposing the Hermiticity of ξAA′
Recall that the conditions ensuring the Hermiticity of the spinor ξAA′ have been given in Lemma
13. Accordingly, we now proceed to evaluate conditions (73a)-(73b) in the explicit solution (58).
Condition (73a). From (58) it readily follows that
κ1 + κ1 = (c+ c)ψ + (b+ b).
Thus, condition (73a) requires that c+ c = 0 so that one can write
c = ic, c ∈ R.
Accordingly, expression (58) simplifies to
κ1 = icψ + b
so that
Ψ2 =
K
(b+ icψ)3
. (74)
Condition (73b). A direct computation shows that
ððκ1 =
(
1√
2R
Q∂ψ +
1√
2R
∂ψQ
)(
1√
2R
Q∂ψκ1
)
=
Q2
2R2
∂2ψκ1 +
Q
R2
∂ψQ∂ψκ1.
=
Q
R2
∂ψQ∂ψκ1,
where in the last line it has used that the expression for κ1 given by (58) satisfies ∂
2
ψκ1 = 0. As
∂ψκ1 = ic, it readily follows that
ððκ1 + 2Ψ2κ1 =
ic
R2
QQ′ +
2K
(b+ icψ)2
.
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Thus, condition (73b) implies that
(Q2)′ =
2iR2K
c(b+ icψ)2
− 2iR
2K
c(b− icψ)2 . (75)
As a consequence of the solution (62), the above expression is automatically satisfied so that
condition (73b) does not add any further restrictions.
Lemma 14. For the family of 2-metrics on Z given by Proposition 6, the spinor ξAA′ associated
to the Killing spinor κAB is Hermitian if and only if the coefficient κ1 on Z is of the form
κ1 = b+ icψ .
10.2 Applying Mars’s characterisation
If the spinor ξAA′ is Hermitian, then the associated Killing form is well defined and on Z the
norm of the self-dual Killing form, H2, associated to the Killing spinor κAB is given by
H2 = −36κ21Ψ22.
Moreover, the Ernst potential χ takes on Z, up to a (possibly complex) constant x ∈ C, the form
χ = x− 18κ21Ψ2.
Making use of the relation (44) to eliminate Ψ2 one obtains
H2 = −36K
2
κ41
, χ = x− 18K
κ1
.
Now, in order to identify the Kerr spacetime via Theorem 1, we set x = 1 so that
1− χ = 18K
κ1
from which, in turn, one readily obtains that
(1− χ)4 = 18
4 K4
κ41
= −
(
184K2
36
)
H2.
The previous expression allows to identify the constant l in Theorem 1 given, in terms of the
parameters used above, as
l ≡ 36
184 K2
.
Thus, in order to have the Kerr spacetime l must be real and positive which can only be satisfied
if K is non-zero and real, i.e. K = K ∈ R \ {0}. Finally, a direct computation using the constraint
(61) shows that b = b ∈ R —cfr. Remark 61.
We summarise the discussion in the following:
Proposition 9. The members of the family of 2-metrics given in Proposition 6 giving rise to
solutions to the vacuum Einstein field equations on D(H1∪H2), which are isometric to a member
of the 2-parameter Kerr family of metrics are characterised by the conditions
b, K ∈ R, c ∈ C \ R.
These conditions fix the value of the component of the Weyl tensor Ψ2 on Z.
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10.2.1 Relation to the standard parameters of the Kerr family
From the previous discussion it follows that one can write
Ψ2 =
K
(b+ i c ψ)3
, b, c, K ∈ R . (76)
Clearly, Ψ2 as given above is regular everywhere on Z —and accordingly, also the Gaussian
curvature of Z. Now, observing that b is an arbitrary normalisation constant of the Killing
spinor we conclude that the representation of the Kerr family of spacetimes has two independent
constants —as it should be expected!
In order to relate the real parameters b, c, K with the standard mass (m) and angular momen-
tum (a) parameters of the Kerr family, we recall that in a dyad {oA, ιA} consisting of principal
spinors of ΨABCD, the only non-zero component of the Weyl spinor is given, in terms of standard
Boyer-Lindquist coordinates, by
Ψ2 = − m
r − ia cos θ
—see e.g. [1]. In this dyad the Killing spinor takes the form
κAB =
2
3
(r − ia cos θ)o(AιB).
The normalisation in the above expression of the Killing spinor is chosen so that the associated
Killing vector has the form
ξa = (∂t)
a.
In Boyer-Lindquist coordinates the bifurcation sphere is determined by the condition
r = r+, r+ ≡ m+
√
m2 − a2.
Thus, at the bifurcation sphere the component Ψ2 of the Weyl tensor takes the form
Ψ2 = − m
(r+ − ia cos θ)3 . (77)
Now, in order to make contact with the framework of Ra´cz’s holograph construction we observe
that although the spin dyad associated to the null tetrad {la, na, ma, na} introduced in Section
3 is, in general, not aligned with the principal directions of the Weyl tensor, it happens to be
aligned at the bifurcation sphere Z. As the component Ψ2 is invariant under spin-boosts one can
readily identify the expressions (76) and (77) —that is, one has
K
(b + i c ψ)3
= − m
(r+ − ia cos θ)3 ,
so that, essentially, the constants K, c and b correspond, respectively, to the values of the mass
parameter, angular momentum parameter and the value of the radial Boyer-Lindquist coordinate
at the event horizon.
11 Final remarks
As mentioned earlier, all the distorted electrovaccum black hole spacetimes can be represented
within Ra´cz’s black hole holograph construction [27, 28]. In this paper a systematic investigation
of a specific subset of these spacetimes was carried out. This subset was chosen by requiring the
existence of a Killing spinor field in the pure vacuum case. The primary aim was to identifying
the freedom we have in choosing initial data for the Killing spinor on the horizon of the underlying
distorted vacuum black hole. In accordance with Ra´cz’s black hole holograph construction by
fixing merely one of the Killing spinor components on the bifurcation surface the Killing spinor
gets to be uniquely determined everywhere in the domain of dependence of the horizons.
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The motivation for the use of a Killing spinor field can be traced back to the following con-
ceptual issue raised already in [27, 28]: Recall first that the Kerr family of vacuum black holes
represents only a critical point in the space of the distorted vacuum black hole spacetimes. It
is natural to ask then, what sort of geometric selection rule, imposed only on the space bifur-
cation surface, singles out the only asymptotically flat stationary vacuum black hole spacetimes
distinguished by the black hole uniqueness theorems?
To get a clearer perspective of the results of the present paper it is worth recalling some of the
details of the black hole uniqueness proofs. Note, first, that asymptotic flatness as an assumption
is a completely natural requirement if one is interested in the properties of black holes which are
completely isolated in space. It is not surprising then that the black hole uniqueness theorems (see
e.g. Refs. [5, 6, 3, 14]) all assume asymptotic flatness of the domain of outer communications of
the selected vacuum spacetimes. Indeed, the black holes uniqueness proofs —using the black hole
rigidity theorem of Hawking [13, 14] (claiming that an asymptotically flat stationary electrovac
black hole spacetime is either static or stationary axisymmetric)— can be traced back to proving
the uniqueness of solutions to an elliptic boundary value problem [16, 17, 5, 6, 22, 3]. The relevant
elliptic equations are derived from the Einstein’s equations on “t = const” hypersurfaces (or—
based on Hawking’s black hole rigidity theorem—on a suitable factor space of them), whereas the
boundary conditions are specified at the bifurcation surface and at spacelike infinity [3].
In view of the great detail of information on the geometry of the bifurcation surface provided
by the presented investigations, one may ask which part of them were actually used in the black
hole uniqueness proofs. The short answer is that almost none. More precisely, it was only assumed
that the geometry at the bifurcation surface is regular and that the “t = const” hypersurfaces
smoothly extend to this surface. The validity of this latter assumption had been verified in a
series of papers either for generic metric theories of gravity [24, 25] or in general relativity with the
inclusion of various matter fields [10, 26]. Nevertheless, the assumptions concerning the geometry
were never as detailed as given in the present paper. One might be puzzled by this, but from the
perspective of the black hole holograph construction [27, 28] it becomes clear immediately that
in identifying the Kerr family of black hole solutions in the black hole holography construction
one cannot refer to the asymptotic properties. Accordingly, all the information we may use must
be restricted to the bifurcation surfaces which plays the role of “holograms”, as these compact
two-dimensional carriers store all the information concerning the geometry of the associated four-
dimensional stationary black hole spacetimes.
After having the selection rules identified in case of vacuum configurations it is of obvious
interest to get them also in the electrovaccum case. In this way a completely new, quasi-local,
type of black hole uniqueness proofs can be established in the four dimensional case. Note,
however, that—as it was also proposed in [27, 28]— in virtue of the large variety of stationary
black hole, black ring and other type of “black” objects in higher dimensions it would be even
more important to generalize the techniques and concepts applied here to higher dimensions. The
corresponding investigations and constructions would definitely deserve further attention.
Acknowledgements
The calculations in this article have been carried out using the suite xAct in Mathematica for
manipulation of tensors and spinors —see [21]. JAVK thanks the hospitality of the Wigner
Institute in the course of a visit related to this work. IR and JAVK also thanks the hospitality of
Erwin Schro¨dinger Institute for Mathematics and Physics of the University during the programme
Geometry and Relativity. IR was supported by the POLONEZ programme of the National Science
Centre of Poland which has received funding from the European Union‘s Horizon 2020 research
and innovation programme under the Marie Sk lodowska-Curie grant agreement No. 665778.
References
[1] L. Anderson, T. Ba¨ckdahl & P. Blue, Spin geometry and conservation laws in the Kerr
spacetime, in One hundred years of General Relativity, edited by L. Bieri & S.-T. Yau, page
37
183, International Press Boston, 2015.
[2] T. Ba¨ckdahl & J. A. Valiente Kroon, On the construction of a geometric invariant measuring
the deviation from Kerr data, Ann. Henri Poincare´ 11, 1225 (2010).
[3] G.L. Bunting: Proof of the uniqueness conjecture for black holes, Ph.D. Thesis, University
of New England, Admirale (1987)
[4] B. Carter, Hamilton-Jacobi and Schro¨dinger separable solutions of Einstein’s equations,
Comm. Math. Phys. 10, 280 (1968).
[5] B. Carter: Axisymmetric black hole has only two degrees of freedom, Phys. Rev. Lett. 26,
331-333 (1971)
[6] B. Carter, Black hole equilibrium states, in Black holes —les astres occlus, edited by C. De-
Witt & B. DeWitt, page 61, Gordon and Breach, 1973.
[7] M. J. Cole & J. A. Valiente Kroon, Killing spinors as a characterisation of rotating black
hole spacetimes, Class. Quantum Grav. 33, 125019 (2016).
[8] D. Dobkowski-Rylko, J. Lewandowski, & T. Pawlowski, A local version of the no-hair theo-
rem, in arXiv:1803.05463 [gr-qc], 2018.
[9] H. Friedrich, On the regular and the asymptotic characteristic initial value problem for
Einstein’s vacuum field equations, Proc. Roy. Soc. Lond. A 375, 169 (1981).
[10] H. Friedrich, I. Ra´cz and R.M. Wald: On the rigidity theorem for spacetimes with a stationary
event horizon or a compact Cauchy horizon, Commun. Math. Phys. 204, 691-707 (1999)
[11] A. Garc´ıa-Parrado & J. A. Valiente Kroon, Kerr initial data, Class. Quantum Grav. 25,
205018 (2008).
[12] A. Garc´ıa-Parrado & J. A. Valiente Kroon, Killing spinor initial data sets, J. Geom. Phys.
58, 1186 (2008).
[13] S.W. Hawking: Black holes in general relativity, Commun. Math. Phys. 25, 152-166 (1972)
[14] S.W. Hawking and G.F.R. Ellis: The large scale structure of space-time, Cambridge Univer-
sity Press (1973)
[15] S. Hollands, A. Ishibashi and R.M. Wald: A higher dimensional stationary rotating black
hole must be axisymmetric, Commun. Math. Phys. 271, 699-722 (2007)
[16] W. Israel: Event horizons in static vacuum space-times, Phys. Rev. 164, 1776-1779 (1967)
[17] W. Israel: Event horizons in static electrovac space-times, Commun. Math. Phys. 8, 245-260
(1968)
[18] J. Ka´nna´r, On the existence of C∞ solutions to the asymptotic characteristic initial value
problem in general relativity, Proc. Roy. Soc. Lond. A 452, 945 (1996).
[19] J. Luk, On the Local Existence for the Characteristic Initial Value Problem in General
Relativity, Int. Math. Res. Not., 2012, 46254678 (2012).
[20] M. Mars, Uniqueness properties of the Kerr metric, Class. Quantum Grav. 17, 3353 (2000).
[21] J. M. Mart´ın-Garc´ıa, http://www.xact.es, 2014.
[22] P.O. Mazur: Proof of uniqueness of the Kerr-Newman black hole solutions, J. Phys. A: Math.
Gen. 15, 3173-3180 (1982)
[23] R. Penrose & W. Rindler, Spinors and space-time. Volume 1. Two-spinor calculus and
relativistic fields, Cambridge University Press, 1984.
38
[24] I. Ra´cz and R.M. Wald: Extension of spacetimes with Killing horizon, Class. Quant. Grav.
9, 2643-2656 (1992)
[25] I. Ra´cz and R.M. Wald: Global extensions of spacetimes describing asymptotic final states
of black holes, Class. Quant. Grav. 13, 539-553 (1996)
[26] I. Ra´cz: On further generalisation of the rigidity theorem for spacetimes with a stationary
event horizon or a compact Cauchy horizon, Class. Quant. Grav. 17, 153-178 (2000)
[27] I. Ra´cz, Stationary black holes as holographs, Class. Quantum Grav. 24, 55415571 (2007).
[28] I. Ra´cz, Stationary black holes as holographs II, Class. Quantum Grav. 31, 035006 (2014).
[29] A. D. Rendall, Reduction of the characteristic initial value problem to the Cauchy problem
and its application to the Einstein equations, Proc. Roy. Soc. Lond. A 427, 221 (1990).
[30] J. Stewart, Advanced general relativity, Cambridge University Press, 1991.
[31] R. M. Wald, Quantum field theory in curved spacetime and black hole thermodynamics,
Chicaho Lectures in Physics, The University of Chicago Press, 1994.
[32] M. Walker & R. Penrose, On quadratic first integrals of the geodesic equation for type {22}
spacetimes, Comm. Math. Phys. 18, 265 (1970).
39
