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1.0 EINLEITUNG 
Die Leistung der heutigen nach dem von-Neumann-Prinzip 
arbeitenden Großrechner reicht trotz der enormen technologischen 
Entwicklung und der Integration neuer Systemprinzipien (z.B. 
Uberlappung der Ein/Ausgabe durch Verarbeitung in Kanälen, SPOOL-
Prinzip, Wechselpuffertechnik, virtuelles Speicherkonzept, Cache, 
Speicherverschränkung) bei weitem nicht aus, um eine Vielzahl 
wissenschaftlich-technischer Probleme zu lösen. Da die Leistung 
bei rechenintensiven Problemen im wesentlichen von den 
Zykluszeiten des Leitwerks und des Hauptspeichers abhängt, kann 
sie durch technische Verbesserungen noch gesteigert werden. Der 
technologischen Entwicklung sind jedoch physikalische Grenzen 
gesetzt, die bald erreicht sein dürften. In Schätzungen wird eine 
technologisch bedingte Leistungssteigerung um ·noch einen Faktor 
10 für möglich gehalten. Höhere Leistungen können daher nur 
durch den Einsatz neuer Rechnerarchitekturen erzielt werden. 
Der wesentliche Nachteil des von-Neumann-Rechners liegt in der 
sequentiellen Verarbeitung von Instruktionen und Daten (single 
instruction, single data- SISD). Durch Rechnerarchitekturen, in 
denen Daten (single instruction, multiple data - SIMD) bzw. 
Instruktionen und Daten (multiple instruction, multiple data -
MIMD) parallel verarbeitet werden, kann dieser Engpaß umgangen 
und eine höhere Leistung erzielt werden. 
Eine Methode, Parallelität in einem Rechnersystem zu erzielen, 
ist das Pipelining. Das Prinzip des Pipelining ist die Segmen-
tierung eines sich wiederholenden, sequentiellen Berechnungspro-
zesses in Teilprozesse, die auf speziellen, voneinander unabhän-
gigen Hardware-Einheiten (Pipelinesegmenten) ablaufen können. 
·Die Pipelinesegmente können gleichzeitig arbeiten, so daß eine 
Uberlappung aufeinanderfolgender Prozesse möglich ist. 
~ 0 ~ AusfUhrunSsdauer einer Operation 0 
~ 01 I 02 I 1~ Segmentierung in k Teiloperationen 
~-··~ Hardware-Einheiten zur Ausführung ---~~ - --~-~ der k Teiloperationen 
Bild 1.1. Prinzip des Pipelining 
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Eine weitere Möglichkeit der Parallelverarbeitung bietet ein 
Parallelprozessorsystem. Ein solches System besteht aus p Pro-
zessoren (P), einem oder p Leitwerken (LW), einem in der Regel in 
2p bis 3P Speichereinheiten unterteilten Hauptspeicher, Ein/Aus-
gabe-Kanälen (E/A) und einem Verbindungsnetzwerk. 
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Bild 1.2. Struktur eines Parallelprozessorsystems 
; E/A 
• 
• 
. 
' E/A 
Der wesentliche Vorteil ein~s Parallelprozessorsystems liegt da-
rin, daß gleichzeitig auf Jedem Prozessor eine Operation ausge-
führt werden kann. 
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Im fblgenden Diagramm soll vedeutlicht werden, wie sich die 
Ergebnisrate r, also die Anzahl der Ergebnisse pro Zeiteinheit T, 
bei der. Ausführung einer Operation 0 in einer Pipeline bzw. auf 
einem Pärallelprozessorsystem gegenüber der Ausführung der 
Op~~ation auf einem von-Neumann-Rechner steigert •. 
von-Nei.triiann-
Rechrier: 
r= 1/4'i~ 
Pipeline-
rechn'er:. 
r= 1/T~ 
Parall'el-
prozessor 
system: 
r:p/4T 
01 
1 
2 
3 
• 
• 
• 
p 
0 
02 03 04 
01 02 03 
01 02 
0 
0 
0 
• 
• 
• 
0 
0 0 . . . 
04 
03 041 
• 
• 
• 
0 0 . . . 
0 0 ••• 
0 0 • • • 
0 0 ... 
I I I 
4 8 12 t/T 
Bild ).3. Gegenüberstellung von-Neumann-Rechner, Pipelinerechner 
mit einer Pipeline mit 4 Segmenten und Parallelprozessorsystem 
mit .. ,P.:~~, Prozessoren bei Ausführung einer Operation 0, deren 
Ausführung sequentiell 4 Zeiteinheiten erfordert. 
' , 
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2.0 GRUNDLAGEN DES PIPELINING 
2.1 INSTRUKTIONS- UND FUNKTIONSPIPELINING 
Pipelining kann auf der Ebene der Instruktionverarbeitung und auf 
der Ebene der Funktionsverarbeitung realisiert werden. 
Das Instruktionspipelining sieht die Segmentierung der Verarbei-
tung einer Instruktion vor. Die Instruktionseinheit d:s Rechners 
wird entsprechend als Pipeline organisiert (vgl. /Ra,L~ 77/). 
Ob lieherweise wird die Verarbeitung einer Instruktion in vier 
Teilprozesse unterteilt: 
1. Instruktion holen (IH) 
2. Instruktion dekodieren (ID) 
3. Operanden holen (OH) 
4. Operation ausführen (OA) 
Damit läßt sich die Instruktionseinhel t wie folgt als Pipeline 
organisieren: 
--~.~~-I-H~--I-D~-0-H~--O~A ) 
Unter der Annahme, daß jeder Teilprozeß die gleiche Zeit erfor-
dert und die sequentielle Verarbeitung einer Instruktion in vier 
Prozessorzyklen erfolgt, kann mit Hilfe des Instruktionspipeli-
ning nach einer Anlaufzeit von drei Zyklen (FPllen der Pipeline) 
in jedem Zyklus die Verabeitung einer Instruktion beendet werden. 
Pipelining auf der. Funktionsebene, das ausschließlich Gegenstand 
der weiteren Uberlegungen sein soll, bezieht sich auf die Ausfüh-
rung von Operationen wie z.B. der Addition oder Multiplikation in 
als Pipeline organisierten Funktionseinheiten. 
Die Ausführung der Addition läßt sich zum Beispiel in folgende 
fünf Teilprozesse zerlegen: 
1. Vergleich der Exponenten (EXV) 
2. Angleichen der Mantissen (MAA) 
3. Addition der Mantissen (ADD) 
4. Normalisieren (NOR) 
5. Runden (RND) 
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Die dazugehörige Additionspipeline sieht wie folgt aus: 
----o~~ EXV MAA ADD NOR RND ~ 
Unter der Annahme, daß jeder Teilprozeß die gleiche Ausführungs-
zeit (jeweils eine Zeiteinheit) erfordert, läßt sich die Ar-
beitsweise dieser Additionspipeline in einem Raum-Zeit Diagramm 
wie folgt darstellen: 
0 I 2 3 • _/ II• I II II• I 11•2 11•3 
!IY I z 3 • s I I II 
IISH I z ! • I II• I II 
111111 1 z ! II•Z II• I II 
-
1 z II•! II•Z 11•1 II 
11110 1 I I 11•4 11·3 11·2 11•1 II 
Bild 2. 1. Raum-Zeit Diagramm zur Addition zwei er Vektoren der 
Länge N in der Additionspipeline 
' 
) 
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2.2 PIPELINEKONZEEI 
o sei eine Operation, die sich in die Teiloperationen o,, 02, ••• 
Ok zerlegen läßt: 
-4 0 ·~ 
-8-G} ... ~ 
Für die Ausführung dieser Operation in einer Pipeline gelten 
folgende Eigenschaften: 
1. Die Ausführung von 0 ist äquivalent zur sequentiellen Aus-
führung der Teiloperationen o,, 02, ••• , Ok• 
2. Die Operanden einer Teiloperation Oi, 2!-i!.k, sind die Resul-
tate der Teiloperation Oi-1 in der Ausführungssequenz. 
3. Außer der Weitergabe der Resultate an die jeweils nächste 
Teiloperation gibt es keine Verbindung zwischen den einzelnen 
Teiloperationen. 
4. Zur Ausführung jeder Teiloperation steht jeweils ein Hardware-
modul zur Verfügung, 
5. Zur Synchronisation werden zwischen zwei Moduln ein oder meh-
rere Speicherelemente ( la tches) eingefUgt, welche die Ausgaben 
des davorliegenden Moduls aufnehmen und beim Durchschalten eines 
Taktimpulses in den dahinterliegenden Modul weitergeben (vgl. 
/Ko 81/), Es ist zwar auch ein asynchroner Pipelinebetrieb 
denkbar, doch erfordert dieser einen erheblich größeren 
Kontrollaufwand bei der Realisierung einer überlappten 
Verarbeitung (siehe 7.). Zu beachten ist jedoch, daß die 
Verarbeitungszeit für eine Operation in einer synchronen Pipeline 
durch die Verweilzeit der Daten in den Speicherelementen höher 
ist als im asynchronen Fall. 
6. Als Pipelinesegment soll im weiteren ein Modul mit den unmit-
telbar dahinterliegenden Speicherelementen bezeichnet werden. Die 
Ausführungszeit eines Pipelinesegments, also die Zeit zwischen 
der Eingabe der Daten in das Segment und der Weitergabe der Re-
sultate an das nächste Segment, ist durch die Synchronisation ein 
Vielfaches der Zeiteinheit T zwischen zwei Taktimpulsen des 
Systems. 
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Die Ergebnisrate einer Pipeline, welche angibt, wieviele Ergeb-
nisse durchnittlich pro Zeiteinheit geliefert werden, hängt von 
dem Pipelinesegment mit der höchsten AusfUhrungszei t ab ( vgl. 
/Ra,Li 77/): 
T 3T T 
~·1 °1 11--~1 ° 2 11-------:)11 ° 31 t--~) 
Bild 2.2.1. Pipeline mit 3 Segmenten der AusfUhrungszeiten T, 3T 
und T 
Zum Beispiel beträgt die Ergebnisrate der Pipeline im oberen Bild 
maximal 113T, obwohl das erste und das dritte Pipelinesegment in 
jeder Zeiteinheit ein Ergebnis liefern können. Der durch das 
zweite Pipelinesegment verursachte Engpaß kann durch eine Paral-
lelschaltung mehrerer gleicher Pipelinesegmente oder eine weitere 
Segmentierung des zweiten Pipelinesegments umgangen werden. 
~ -J 021 t--
T 3T T 
.......; 022 -" 03 ~ 
" " 
3T 
~ 02-; 
.... 
Bild 2.2.2. Parallelschaltung mehrerer gleicher Pipelinesegmente 
T T T T T 
-~~ o, Ho2, H 022H 023H 03 ) 
Bild 2.2.3. Weitere Segmentierung des zweiten Pipelinesegments 
In beiden Fällen beträgt die maximale Ergebnisrate 1 /T , jedoch 
ist bei der Parallelschaltung der Hardware-Aufwand durch Vertei-
lungsprobleme größer. 
FUr die wei ter'en Ub erlegungen soll vorausgesetzt werden, daß die 
AusfUhrungszeiten der verschiedenen Pipelinesegmente gleich sind 
und jeweils eine Zeiteinheit T betragen. 
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Die Anzahl k der Pipelinesegmente liegt in der Praxis normaler-
weise zwischen 2 und 8. 
7. Bei jedem Taktimpuls, der gleichzeitig an alle Pipelinesegmen-
te erteilt wird, können Daten in ein Segment eingegeben, bis zum 
nächsten Taktimpuls darin verarbeitet und die Resultate in die 
Speicherelemente des Segments abgelegt werden. Dadurch ist es 
möglich, daß bei jedem Taktimpuls eine Eingabe in die Pipeline 
erfolgen und die Ausführung einer Operation beginnen kann. Wäh-
rend in einem Segment i die i-te Teiloperation für die p-te Aus-
führung in der Pipeline durchgeführt wird, kann zur gleichen 
Zeiteinheit das (i-1 )-te Segment die (i-1 )-te Teiloperation für 
die ( p+ 1) -te Ausführung durchführen. Ein Beispiel für die Ub er-
lappte Verarbeitung in einer Pipeline läßt sich aus dem Raum-Zeit 
Diagramm in Bild 2.1. entnehmen. 
8. Durch die überlappte Verarbeitung in einer Pipeline läßt sich 
gegenüber der sequentiellen Verarbeitung auf einem Monoprozessor 
eine Geschwindigkeitssteigerung ( Speedup) erzielen. Als Speedup 
Sk wird das Verhältnis der Zeit T1 für die n-fache Hintereinan-
derausführung einer Operation auf einem Monoprozessor zur Zeit Tk 
n-fache Ausführung bei überlappter Verarbeitung in einer Pipeline 
mit k Segmenten bezeichnet. 
Tk setzt.sich aus der Zeit zum Füllen der Pipeline (Aufsetzzeit, 
set.up time) und der Zeit, in der bei jedem Taktimpuls ein Ergeb-
nis einer Operation aus der Pipeline ausgegeben wird, z4sammen: 
Dieser Zusammenhang soll im folgenden Bild noch einmal für die 
Additionspipeline aus Abschnitt 2.1. verdeutlicht werden: 
0 \ t , 4 I II• I II II• I 11•2 II•S 
t:JY l t 
' 
• s I II 
"'" 
I t s • I II• I II 
11110 I 2 3 I 11·2 II· I II 
IlGA I 2 7 I II•! tl•t II• I II 
ltiiO I l 1 11•4 II•! 11·2 II· I II 
4T (Aufsetzzeit) NT (1Resultat/Takt) 
Gesamtausführungszeit: Tk = (k-1+N)T = (N+4)T 
Bild 2. 2. 4. Ausführungszeit bei überlappter Verarbeitung in der 
Additionspipeline aus Abschnitt 2.1. 
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Unter der Voraussetzung, daß T1=Tk für k=1 ist, wobei die Zeit, 
die zusätzlich durch die Synchronisierung in der Pipeline ent-
steht, vernachlässigt wird, gilt für N Ausführungen auf dem 
Monoprozessor: 
T1 = (N·k)T 
Damit gilt für den Speedup Sk: 
Sk = T1/Tk = N•k/(k-1+N) 
Daraus folgt: 1 ~ Sk ~ k 
9. Als Effizienz Ek einer Pipeline mit k Segmenten wird der Quo-
tient aus dem Speedup Sk und der Anzahl k bezeichnet: 
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2.3 ERWEITERTE PIPELINEKONZEPTE 
2.3.1 ALLGEMEINE ERWEITERUNGEN 
Gegenüber dem in Abschnitt 2. 2. vorgestell ~en Pipe~inekonzep~, 
das auch als lineares Pipelinekonzept beze~chnet w~rd.' da d~e 
einzelnen Pipelinesegmente zur Ausführung eJ.ner OperatJ.on n~ch­
einander nur jeweils einmal aktiv sind, sollen folgende ErweJ.te-
rungen getroffen werden: 
1. Es ist möglich, daß die Ausgaben eines Pipel~nesegments bei 
einem Taktimpuls an mehrere Pipelinesegmente weJ.tegegeben wer-
den. 
2. Es ist möglich, daß die Ausgaben eines Pipelinesegments an 
frühere, daß heißt in der Ausführungssequenz davorliegende 
Pipelinesegmente, zurückgeführt werden (feedback). 
3. Zur gleichen Zeiteinbei t können bei der Ausführung einer 
Operation mehrere Pipelinesegmente aktiv sein. Das bedeutet, 
daß mehrere Teiloperationen parallel ausgeführt werden. 
4. Ein Pipelinesegment kann zu mehreren Zeiteinbei ten aktiv 
sein. Das bedeutet, daß die entsprechende Teiloperation mehr-
fach bei der Ausführung einer Operation in der Pipeline durch-
geführt wird. 
2.3.2 EIN- UND MEHRFUNKTIONALE PIPELINES 
Eine Pipeline ist einfunktional, wenn mit ihr nur eine Opera-
tionsart ausgeführt werden kann. Beispiel für eine einfunktionale 
Pipeline ist die in Abschnitt 2.1. angegebene Additionspipeline. 
Einer einfunktionalen Pipeline liegt ein statisches Pipelinekon-
zept zugrugde. Das bedeutet, daß jede Ausführung einer Operation 
den gleichen Ab lauf von Aktivitäten in der Pipeline erfordert (vgl. /Ra~Li 77/). 
Eine Pipeline ist mehrfunktional, wenn in ihr die Ausführung meh-
rerer verschiedener Operationen, z.B. Addition und Multiplika-
tion, möglich ist. Mehrfunktionalen Pipelines liegt entweder ein 
statisches oder ein dynamisches Pipelinekonzept zugrunde ( vgl. /Ra,Li 77/). 
In einer statischen mehrfunktionalen Pipeline sind zu einer gege-
benen Zeit nur Ausführungen von Operationen der gleichen Opera-
tionsart möglich. Erst nach Beendigung dieser Ausführungen kann 
die Operationsart gewechselt werden. Statische mehrfunktionale 
Pipelines arbeiten also zwischen den Operationswechseln wie ein-funktionale Pipelines. 
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Dynamische mehrfunktionale Pipelines lassen die überlappte Verar-
beit~~g.von Operationen verschiedener Operationsarten zu. Dadurch 
läßt .sich die Ergebnisrate zwar gegenüber statischen mehrfunk-
tionalen-.Pipelines weiter steigern, jedoch ist die Kontrolle ei-
ner dynamischen Pipeline aufwendiger. 
Bemerkung: 
;,..'"">.>,'' ,_ 
Es wird weiterhin gefordert, daß zu Beginn der Berechnungen in 
einer.,~ statischen oder dynamischen Pipeline jeweils genau das 
Muster über den Ablauf der Aktivitäten in der Pipeline für jede 
Ausführung vorliegt. Es darf keine Abhängigkeiten von Pipeline-
aktivitäten von irgendwelchen Resultaten oder Zwischenresultaten 
geben~ 
2.3~3-<ASYNCHRONES PIPELINEKONZEPT 
Ein':,asynchrones Pipelinekonzept besitzt folgende Merkmale: 
1 ~:·Es·~ kann Abhängigkeiten zwischen verschiedenen Ausführungen 
von~Operationen in der Pipeline geben. 
2.·, Der Ablauf der Aktivitäten zur Ausführung einer Operation 
in der Pipeline liegt zu Beginn der Ausführung nicht unbedingt 
fest, 'sondern kann sich während der Ausführung in Abhängigkeit 
vori irgendwelchen Zwischenresultaten oder Statusbedingungen 
än-dern. 
3. Die Ausführungszeiten der verschiedenen Hardware-Moduln 
hängen von den Eingaben und der Hardware ab und sind daher im 
all'gemeinenen verschieden (vgl. auch Abschnitt 2.2. Punkt 5). 
~ (' ,- ~.1:· "" _, 
Weg~n~d~~ Notwendigkeit sehr komplizierter Kontroll- und Synchro-
nisierungsmechanismen läßt sich ein asynchrones Pipelinekonzept 
nur ·schwer realisieren. Im folgenden soll auf ein asynchrones 
Pipelihe~(:mzept nicht weiter eingegangen werden. 
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2, 4 HILFSMITTEL UND BEGRIFFE ZUR BESCHREIBUNG UND ANALYSE DER 
VORGÄNGE IN EINER PIPELINE 
2.4.1 DIE RESERVIERUNGSTAFEL 
Eine Reservierungstafel ist eine Tabelle, die das Muster Uber den 
den Ablauf der Aktivitäten zur AusfUhrung einer Operation in 
einer Pipeline wiedergibt. In dieser Tabelle sind horizontal die 
Zeiteinheiten und vertikal die Pipelinesegmente aufgetragen. Eine 
Eine durch einen Großbuchstaben gekennzeichnete Markierung auf 
der Position (i,j) der Reservierungstafel bedeute, daß das Seg-
ment i zur Zeiteinheit j aktiv ist, also eine Teiloperation aus-
fUhrt (vgl. /Ko 81/). 
Die AusfUhrungszei t einer Reservierungstafel ist die Zeit, die 
zur AusfUhrung einer Operation in der Pipeline gemäß der Reser-
vierungstafel erforderlich ist. Sie beträgt m Zei teinh.ei ten, wenn 
m die Anzahl der in der Reservierungstafel horizontal aufgetrage-
nen Zeiteinheiten ist. 
Es ist möglich, daß in einer Zeile oder Spalte einer Reservie-
rungstafel mehrere Markierungen auftreten. 
Mehrere Markierungen in einer Zeile bedeuten, daß das dazugehö-
rige Pipelinesegment fUr die Ausführung einer Operation zu meh-
reren Zeiteinheiten aktiv ist, also seine Teiloperation mehrfach 
ausfUhrt. 
Die Anzahl der Markierungen in der i-ten Zeile der Reservierungs-
tafel und damit die AnzahL der Pipelineaktivitäten des i-ten Seg-
ments fUr eine Ausführung gemäß der Reservierungstafel wird im 
folgenden mit W(i) bezeichnet. 
Mehrere Markierungen in einer Spalte bedeuten, daß mehrere Pipe-
linesegmente zur gleichen Zeiteinheit aktiv sind, also parallel 
arbeiten. 
Im folgenden werden einige Beispiele fUr Reservierungstafeln 
gegeben. 
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Beispiel 2.4.1. 
a) Reservierungstafel für eine Pipeline mit 4 Segmenten (k=4): 
0 I 2 l 
I A ~ 
2 ~ 
l A A 
4 A 
Ausführungszeit: 8T (m:8) 
W(1):W(3)=3, W(2):W(4):2 
4 5 I 7 
A 
A 
A 
A 
b) Reservierungstafel für eine Pipeline mit 4 Segmenten (k:4): 
0 I 2 , 
' • • t • • 
, 
• 
4 • 
Ausführungszeit: 5T (m=5) 
W(1):W(2):W(3):2, W(4):1 
4 
• 
c) Reservierungstafel für die lineare Additionspipeline aus Ab-
schnitt 2.1. mit 5 Segmenten (k=5): 
0 
' 
t l 
' 
c 
t c 
, c 
4 c 
I 
Ausführungszeit: 5T (m=5) 
W(i)=1 für i=1(1)5 
4 
c 
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2.4.2 INITIIERUNG, KOLLISION, VERZöGERUNG 
Die Initiierung einer Reservierungstafel erfolgt, wenn nach deren 
Muster eine Ausführung in der Pipeline gestartet wird. 
In einer statischen Pipeline sind alle Initiierungen von dersel-
ben Reservierungstafel, in einer dynamischen Pipeline können ver-
schiedene Reservierungstafeln initiiert werden. 
Eirie Kollision tritt auf, wenn durch zwei oder mehr Initiierungen 
versucht wird, zur gleichen Zeiteinheit dasselbe Pipelinesegment 
zu benutzen. 
Eine Initiierung heißt zulässig, wenn durch sie keine Kollisionen 
mit vorherigen Initiierungen verursacht werden. 
·Als Verzögerung 1 ( latency) wird die Anzahl der Zeiteinbei ten 
zwischen zwei Initiierungen bezeichnet. l ist eine nicht-negative 
ganze Zahl. Der Fall 1=0 kann nur in dynamischen Pipelines auf-
treten und bedeuted die Initiierungen von zwei verschiedenen Re-
servierungstafeln zur gleichen Zeiteinheit. 
Eine Verzögerungsfolge <1,,12 , ••• ,lN> enthält die Verzögerungen 
entsprechend der Reihenfolge der Initiierungen bei N+1 Aus-
führungen in der Pipeline. 
Eine Verzögerungsfolge heißt zulässig, wenn .im Verlauf der Ini-
tiierungen gemäß dieser Verzögerungsfolge keine Kollisionen in 
der Pipeline auftreten. 
Ein Verzögerungszyklus ( 1 1' , 12 ' , ••• , lp' ) , p,L 1 , tritt auf, wenn 
eine Verzögerungsfolge eine sich beliebig oft wiederholenden 
Teilfolge <l1',12', ••• ,lp'> enthält. 
Die Umlaufdauer T eines Verzögerungszyklus ist, gemessen in Zeit-
einheiten,·gleich der Summe der Verzögerungen der sich wiederho-
lenden Teilfolge. Es gilt also: 
p 
T: (Ll·')T 
. 1 ~ ~= 
Die Summe der Verzögerungen T/T der sich wiederholenden Teilfolge 
wird im weiteren als Umlaufzahl bezeichnet. 
Die Initiierungsrate I gibt die durchschnittliche Anzahl von Ini-
tiierungen pro Zeiteinheit an. 
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Die ~ittlere Verzögerung L:1/I gibt die durchschnittliche Anzahl 
von·zeiteinheiten zwischen zwei Initiierungen an. 
Dfe mittlere Verzögerung L einer Verzögerungsfolge <l1,1 2 , ••• lN> b·eträgt: 
':Die\ mittlere Verzögerung L' eines Verzögerungszyklus ( 1 1', 12 ', ·~·; •'•' , lp' ) beträgt: 
Bemerkung: 
p 
L' = ( Z li') /p 
i=1 
Die mittlere Verzögerung einer statischen Pipeline ist bei über-
lappter Verarbeitung immer kleiner oder gleich m, wenn m die Aus-
führungszeitder Reservierungstafel ist.: 
L ~ m 
Bewels: Für eine statische Pipeline mit einer Verzögerungsfolge 
<l~~ ••• ,lN> gilt li~m für alle i, 1~i~N, und damit: 
N 
N • L = ,L li ~ N• m 
i=1 
..... c' 
Im' folgenden sollen die bisher in diesem Abschnitt eingeführten 
Begriffe mit Hilfe von Beispielen verdeutlicht werden. 
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Beispiel 2.4.2. 
a) Aktivitäten in einer statischen Pipeline gemäß der Reservie-
rungstafel aus Beispiel 2. 4. 1. a). Die Akti vi täten der Pipeline-
segmente für die erste Ausführung gemäß der Reservierungstafel 
werden dabei jeweils mit A1, diejenigen für die zweite Ausführung 
mit A2 usw. bezeichnet. 
0 I 2 3 • 5 I 7 II 9 10 
I Al Al A2 Az Al A2 A3 A3 A4 
2 Al Al Az A2 
3 Al Al A2 A2 Al A2 A3 A3 
4 Al Az Al A3 Az A4 
II 12 13 14 15 II 17 II 19 20 /~ I At As A4 fls As Al Al 2 As As A4 A4 fls As ' A4 A4 As A4 As As Aa Al 4 A3 fls A4 Al 
Initiierungen zu den Zeiteinheiten 0 2 8 10 16 18 
V •• f ' ''' ', ••• erzogerungs olge : <2,6,2,6, ••• > 
Verzögerungszyklus (2,6) 
Umlaufzahl eines Zyklus 8 
Initiierungsrate 1/4 
mittlere Verzögerung 4 
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b ):~. 'Akti vi täten in einer dynamischen Pipeline mit Ini tiierungen 
gemäß- den Reservierungstafeln aus Beispiel 2. 4. 1. a) und b). Zu 
.:b.eachten ist, daß in einer dynamischen Pipeline eine überlappte 
Verärbeitung von Operationen gemäß verschiedener Reservierungs-
·-tafeln stattfinden kann. Im Beispiel werden die Akti vi taten für 
· die~terste Ausführung gemäß der Reservierungstafel aus Beispiel 
2.41~.~) mit A1, diejenigen für die zweite Ausführung gemäß 
,d~eser Reservierungstafel mit A2 usw. bezeichnet. Entsprechend 
werden die Aktivitäten für die Ausführungen gemäß der Reser-
afel aus Beispiel 2.4.1.b) mit B1, B2, usw. bezeichnet. 
; ,. , 0 I z 3 • 5 I 7 I 9 11'1 
I ;·, 
"' "' 
.. , .. , 
"' 
llz lz "z 
z ., .. , 
"' "' 
lz lz 113 
L· 3 '' •• .. , .. , 
., lz 
"' 
112 ., 
":,• .. ·;:,_. ,., e, 
"• 
112 llz 
.. '•' II 12 13 .. 15 II 17 II 19 20 /t "·;·a ,. llz .3 ., "z e, e, ,., .< . ·z IIJ llz llz e, e, lls ~' llz llz e, 114 llz e, •5 , .. 113 llz ... 
"' 
Initiierungen zu den Zeiteinheiten 0, O, 5, 10, 10,. 15, ••• 
Verzögerungsfolge. : <0,5,5,0,5,5, ••• > 
Verzögerungszyklus (0,5,5) 
Umlaufzahl eines Zyklus 10 
·rriitiierungsrate 3/10 
ji~tl~re Verzögerung 10/3 
c) Für die in Abschnitt 2.1. angegebene Additionspipeline gilt: 
Initiierungen zu den Zeiteinheiten 0, 1, 2, 3, ••• 
Verzögerungsfolge <1,1,1, ••• > 
Verzögerungszyklus (1) 
Umlaufzahl eines Zyklus 1 
Initiierungsrate 1 
.mittlere Verzögerung 1 
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2.4.3 SEGMENTAUSLASTUNQ 
Die Segmentauslastung U(i) (Utilization) gibt an, wie oft das 
Pipelinesegment i durchschnittlich zwischen zwei Ini tiierungen 
aktiv ist. Sie ist gleich dem Produkt aus der Initiierungsrate I 
und der durchschnittlichen Anzahl W(i) von Aktivitäten des i-ten 
Segments für eine Ausführung in der Pipeline. 
Sei N die Anzahl der Initiierungen, Wj(i) die Anzahl der Aktivi-
täten des i-ten Segments für die j-te Ausführung, j:1(1)N. Dann 
folgt: 
Damit gilt: 
Bemerkungen: 
N 
W(i) :: ~ Wj(i)/N j:1 
U(i) = I·W(i) = W(i)/L 
1. Für statische Pipelines gilt: W(i) = W(i). 
2. Da die Auslastung eines Pipelinesegments nicht mehr als 100% 
betragen kann, gilt: 
U(i) ~ 1 für i=1(1)k 
Beispiel 2.4.3. 
a) Für die statische Pipeline aus Beispiel 2.4.2.a) gilt: 
U(1):U(3):3/4, U(2):U(4):1/2 . 
b) Für die dynamische Pipeline aus Beispiel 2 4 2 b) gilt· 
U(1):U(3):7/10, U(2):6/10, U(4)~4/10 • • • . 
~ c) Für die Additionspipeline aus Abschnitt 2.1. gilt: ~ U(i)=1 für i=1(1)5 
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2.4.4 KLEINSTE ERREICHBARE MITTLERE VERZöGERUNG 
Als kleinste erreichbare mittlere Verzögerung MAL (Minimum Achie-
vable Latency) wird das Minimum aller mittleren Verzögerungen 
L(i) aller zulässigen Verzögerungsfolgen bezeichnet: 
MAL= MIN(L(i)) 
Lemma (Shar 1972): 
Filr eine statische Pipeline ist die kleinste erreichbare mittlere 
Verzögerung immer größer oder gleich der maximalen Anzahl von 
Markierungen in einer Zeile der Reservierungstafel der Pipeline: 
MAL~ MAX(W(i)) 
Beweis: Bei einer Initiierungsrate I und W(i) Markierungen in der 
i-ten Zeile der Reservierungstafel gilt filr die maximale Segment-
auslastung: 
MAX(U(i)) = I•MAX(W(i)) ~ 1 
I~ 1/MAX(W(i)) 
L 2. MAX ( W ( i) ) 
MAL 2. MAX(W(i)) 
Zu beachten ist, daß nicht notwendig gilt: MAL= MAX(W(i)). 
Durch Kollisionen wird diese untere Grenze filr die kleinste er-
reichbare mittlere Verzögerung und damit eine hundertprozentige 
Auslastung eines Pipelinesegments nicht immer erreicht. 
Filr dynamische Pipelines mit k Segmenten gilt: MAL 2 1/k 
Eine kleinere mittlere Verzögerung ist nicht möglich, da zu jeder 
Zeiteinheit höchstens k Initiierungen verschiedener Reservie-
rungstafeln erfolgen können. 
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2. 4. 5 AUSFüHRUNGSZEIT STATISCHER UND DYNAMISCHER PIPELINES BEI 
SEQUENTIELLER UND üBERLAPPTER VERARBEITUNG 
Sequentielle Verarbeitung in einer Pipeline bedeutet, daß die 
Initiie~ung einer Reservierungstafel erst dann erfolgt, wenn die 
laufende Ausführung in der Pipeline gemäß der letzten Initiierung 
beendet ist. 
überlappte Verarbeitung in einer Pipeline bedeutet, daß die Ini-
tiierung einer Reservierungstafel erfolgen kann, bevor die Aus-
führungen in der Pipeline gemäß vorherigen Initiierungen beendet 
sind. Voraussetzung für eine Initiierung ist jedoch, daß sie zu-
lässig ist, also keine Kollisionen verursacht. 
Im folgenden wird mit Ts die Zeit für N Ausführungen bei sequen-
tieller Verarbeitung, mit Tk die Zeit für N Ausführungen bei 
überlappter Verarbeitung in einer Pipeline mit k Segmenten b e-
zeichnet. 
Für eine statische Pipeline mit einer Reservierungstafel, deren 
Ausführungszeit m Zeiteinheiten beträgt, gilt bei einer Verzöge-
rungsfolge <11,12,•••,1N-1> 
Ts = (N·m)T 
N-1 
Tk = ( ( 2,li)+m)T = (L• (N-1 )+m)T 
i:1 
Für eine dyn~mische Pi~.eline mit Ausführungen gemäß Reservie-
rungstafeln m~t den Ausfuhrungszeiten m1T, m2T, ••• , mNT gilt: 
bzw. mit 
bzw. mit lo:= o 
N 
Ts = ( 2,mi)T 
i=1 
N 
m :: ( 2:mi)/N 
i=1 
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· 2. 4. 6 BETRACHTUNGEN FUR UBERLAPPTE VERARBEITUNG BEI PIPELINES 
MIT VERZöGERUNGSZYKLUS 
;Der zeitliche Ablauf der Aktivitäten in einer Pipeline, in der 
ein Verzögerungszyklus ( 1 1 ' , 1 2 ' , ••• , lp' ) auftritt, läßt sich in 
einen stationären Bereich, einen Aufsetzbereich und einen Aus-
'laufb ereich unterteilen. 
~ls stationärer Bereich wird der Bereich bezeichnet, in dem die 
Pipelineakti vi täten nach einem festen, sich wiederholenden Ab-
laufmuster erfolgen. Der stationäre Bereich läßt sich in Teil-
bereiche einteilen, die im weiteren als stationäre Intervalle be-
zeichnet werden. Ein stationäres Intervall ist der Bereich, in 
dem ein Ablauf der Pipelineaktivitäten nach dem sich wiederholen-
den Ablaufmuster erfolgt. Die Dauer eines stationären Intervalls 
ist gleich der Umlaufdauer des Verzögerungszyklus. Sie beträgt 
also p L' Zeiteinheiten. Ist H die Anzahl der stationären Inter-
valle, gilt für die Dauer t~ des stationären Bereichs: 
ts = H•p•L'T 
Der Bereich, in dem die Pipeline gefüllt wird, also der Bereich 
vom Beginn der Pipelineaktivitäten gemäß dem Verzögerungszyklus 
bis zum Beginn des stationären Bereichs wird als Aufsetzbereich 
bereich bezeichnet. Die Dauer ta des Aufsetzbereichs wird 
entsprechend als Aufsetzzeit (set up time) bezeichnet. 
Für die Aufsetzzeit einer statischen Pipeline gilt: 
ta = (m-lp' )T 
wenn mT die Ausführungszeit der Reservierungstafel ist. 
Für die Aufsetzzeit einer dynamischen Pipeline gilt: 
p 
ta = M~X(mi-.~lj')T, 15_iiN, 
~ J=~ 
wenn nacheinander Reservierungstafeln mit den Ausführungszei-
ten m,T, m2T, ••• , mpT initiiert werden. 
An den stationären Bereich schließt sich der Auslaufbereich an, 
in dem noch maximal p-1 Initiierungen erfolgen können. Für die 
Dauer te des Auslaufbereichs gilt: 
te = Tk-ta-ts , 
wobei Tk die Gesamtausführungszeit der Pipeline ist (vgl. 
Abschnitt 2.4.5.). · 
Demnach gilt für eine statischen Pipeline: 
te = (L•(N-1)+lp'-H·p·L')T 
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Beispiel 2.4.6. 
a) Für die statische Pipeline aus Beispiel 2.4.2.a) gilt: 
Aufsetzzeit: 2T 
Dauer eines stationären Intervalls: 8T 
Dauer des Auslaufbereichs: 8T für den Fall N:2H, 
6T für den Fall N:2H+1, 
wenn H die Anzahl der stationären Intervalle ist. 
Raum-Zeit Diagramm für den Fall N=2H+1: 
Aufsetz-
bereich: 
Stationärer 
Bereich: 
Auslauf-
bereich: 
I 
z 
3 
4 
I 
z 
3 
4 
I 
z 
3 
4 
I 
z 
3 
4 
I 
2 
3 
4 
0 I 
"I "I 
"I 
"I 
2 3 
"z "z 
Al 
Al Az 
Az 
10 \1 
"• "• 
"3 
"' "• 
"• 
2•4111•31 
1111-1 ""·I 
"11-2 
1111-2 A11-1 
,..._1 
2•4111-11 
,... 
,... 
4 s I 7 
"I "z 
Al "2 "2 
"2 Al 
Al 
12 t3 l4 11 
113 
"• 
"3 
"• "• 
"• "' 
"' 
,..._2 1111-1 
Alj.z "II-I ""·I 
1111-1 A11-2 
"M-z 
"" ,... 
"" 
"" 
I 9 
"' 
"3 
Az "3 
"3 Az 
11 17 
As As 
Ac "s 
"s "• 
,... 
"M 
A11-1 
"" 
"" 
A11-1 
IJ....: I 
~ 
tF 
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b) Für die dynamische Pipeline aus Beispiel 2.4.2.b) gilt: 
Aufsetzzeit: OT 
Dauer eines stationären Intervalls: 10T 
Dauer des Auslaufbereichs: OT für den Fall N=3H, 
8T für den Fall N=3H+1, 
8T für den Fall N=3H+2, 
wenn H die Anzahl der stationären Intervalle ist. 
Raum-Zeit Diagramm für den Fall N=3H: 
Stationärer 
Bereich: 
0 
I 111 
2 II 
ll ., 
4 .. , 
10 
I llz 
2 . , 
3 ., 
4 llz 
IOIH•II 
I AH 
2 llzH-1 
3 B2H•I 
• AH 
I 2 
.. , II 
II 
111 .. , 
II 11 
llz ., 
., 
llz llz 
AH 12H•I 
BzH•I 
~ AH 
3 4 I tl 
II 111 
111 111 ., •2 
II '2 .. , 
., 
lll 14 15 II 
13 llz 
"2 "2 •• 14 
., 14 llz 
., 
I 
112H•I AH 
AH AH li2H llz" 
B2H•I I2H ~ 
112H•I 
1 I 9 
lz '2 
lz 
.. , lz 
11 II 19 
14 14 
14 
.. , 14 
B2H B2H 
B2H 
AH I a2" 
/f 
Seite 24 
2.4.7 RELATIVER SPEEDUP 
Als relativer Speedup Sr einer Pipeline mit k Segmenten soll im 
weiteren der Faktor bezeichnet werden, um den sich die Ausfüh-
rungsgeschwindigkeit bei überlappter Verarbeitung gegenüber se-
·quentieller Verabeitung bei N Ausführungen in der Pipeline stei-
gert. 
Mit Abschnitt 2.4.5. folgt daher: 
Für den relativen Speedup einer statischen Pipeline mit einer 
Reservierungstafel, deren Ausführungszeit mT beträgt, gilt: 
Sr = Ts/Tk = N•m/(L• (N-1)+m) 
Für den relativen Speedup einer dynamischen Pipeline mit N Reser-
vierungstafeln der AusfUhrungszeiten m1T, m2T, ••• , mNT gilt: 
Bemerkungen: 
1 • Es gilt: 1 .5. Sr ~ k 
2. Im stationären Bereich einer Pipeline gilt: 
Beispiel 2.4.7. 
Sr = m/L bei statischen Pipelines, 
Sr = m/L bei dynamischen Pipelines 
a) Für die statische Pipeline aus Beispiel 2. 4. 2 .a) gilt im 
stationären Bereich: Sr = 2 
b) Für die dynamische Pipeline aus Beispiel 2. 4. 2 .b) gilt im 
stationären Bereich: Sr = 9/5 
c) Für die Additionspipeline aus Abschnitt 2.1. gilt 
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2.4.8 EFFIZIENZ 
Die Effizienz Ek einer Pipeline mit k Segmenten ist das Verhält-
nis der Anzahl aller tatsächlichen Pipelinaktivitäten für N Aus-
führungen in der Pipeline zur Anzahl aller in der dafür benötig-
ten Ausführungszeit möglichen Pipelineaktivitäten. 
Für eine statische Pipeline mit einer Reservierungstafel, deren 
Ausführungszeit mT beträgt, gilt bei einer mittleren Verzögerung 
L: 
k 
Ek = N• L W(i)/(k•(L• (N-1)+m)) ~ 1 
i:1 
Für eine dynamische Pipeline mit Reservierungstafeln, deren Aus-
führungszelten m1T, m2T, ••• , mNT betragen, gilt bei einer 
mittleren Verzögerung L: 
k- j 
Ek = N•2:W(i)/(k•MAX(( 2:li)+mj+1) ~ 1, O~j~N-1 
i:1 j i:O 
Bemerkung: 
Im stationären Bereich einer Pipeline ist die Effizienz gleich 
der mittleren Auslastung aller Pipelinesegmente (siehe dazu auch 
Abschnitt 2.4.3.): 
Beispiel 2.4.8. 
a) Für die Pipeline 
Bereich: Ek = 5/8 
b) Für die Pipeline 
Bereich: Ek = 3/5 
aus 
aus 
k 
2:U(i)/k 
i=1 
Beispiel 2.4.2.a) 
Beispiel 2.4.2.b) 
gilt im stationären 
gilt im stationären 
c) Für die Additionspipeline aus Abschnitt 2.1. gilt im statio-
nären Bereich: Ek = 1 
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3.0 SCHEDULING 
Scheduling bedeutet die Terminierung oder Ablaufplanung von Vor-
gängen. Beispiele hierfür sind das Erstellen von Arbeits-, Pro-
duktions-, Fahr- oder Stundenplänen. 
3.1 SCHEDULING IN RECHNERN 
Scheduling in Rechnern ist zur Auswahl von Prozessen bei der Be-
triebsmittelvergabe erforderlich. 
Als Prozeß wird dabei die Folge der Aktivitäten bezeichnet, die 
zur Ausführung eines Programms oder Programmteils erforderlich 
ist. Zum Ablauf seiner Aktivitäten benötigt ein Prozeß Betriebs-
mit tel. Da in einem Rechnersystem viele Prozesse gleichzeitig 
existieren können und die Zahl der Betriebsmittel beschränkt ist, 
ergibt sich bei der Vergabe der Betriebsmittel laufend die Situa-
tion, daß mehrere Prozesse gleichzeitig auf die Zuteilung dessel-
ben Betriebsmittels warten. In diesem Fall muß nach einer vorge-
gebenen Scheduling-Strategie ein Prozeß ausgewählt werden, der 
nach erfolgter Zuteilung seine Ausführungen fortsetzen kann (vgl. 
/Kr, Ne, Un 7 5/) • 
3.2 ZIEL EINER SCHEDULING-STRATEGIE FQR PIPELINES 
Sollen in einer Pipeline N Ausführungen von Operationen erfolgen, 
bedeutet dies, daß N Berechnungsprozesse auf die Zuteilung des 
Betriebsmittels Pipeline warten. Bei Zuteilung der Pipeline an 
einen Prozeß erfolgt die Initiierung der Reservierungstafel die 
diesen Prozeß beschreibt. ' 
Ziel einer Scheduling-Strategie für eine Pipeline ist die Festle-
g~ng einer Folge von Zeitpunkten, zu denen Initiierungen erfolgen 
konnen, oh~e daß da.durch .Kollisionen verursacht werden. Äqui va-l~nt ?azu 1st das Z1el, e1ne zulässige Verzögerungsfolge für die 
P1pel1ne zu entwickeln. 
Als opt.imale ~cheduling-~.trategie für eine Pipeline wird eine S~rateg1e b ez~nchnet, gemaß der eine Verzögerungsfolge erstellt 
W1rd,.deren m1ttlere Verzögerung gleich der kleinsten erreichba-
ren m1ttleren Verzögerung ist. 
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3.3 GREEDY-STRATEGIE 
Als Greedy1 -Strategie wird die Scheduling-Strategie bezeichnet, 
die jeweils die kleinstmögliche zulässige Verzögerung zwischen 
zwei Initiierungen auswählt (vgl. /Ko 81/). Die Greedy-Strategie 
ist jedoch nicht unbedingt optimal, da Abhängigkeiten zwischen 
später zulässigen Verzögerungen zu einer zuvor gewählten 
Verzögerung bestehen können, wie das folgende Beispiel zeigt: 
Beispiel 3.3. 
Greedy-Strategie und optimale Strategie fUr eine statische Pipe-
line mit der Reservierungstafel aus Beispiel 2.4.1.a). 
a) Raum-Zeit Diagramm bei Initiierung nach der Greedy-Strategie 
0 I 2 
' I Al "I "2 llz 
2 Al 
' 
Al Al "2 
4 Al llz 
II 12 
" 
14 
I 114 .. , 
2 .. , .. , 114 114 
31 114 114 .. , 
4 
Verzögerungszyklus: (2,6) 
mittlere Verzögerung: 4 
4 5 • 7 • I 10 
Al llz .. , .. , 114 
Al llz llz 
"2 Al "2 .. , .. , 
"I .. , llz 114 
15 II 17 II II 20 !~ 114 "s "s .. , .. , "s "s 114 "s "s .. , "' 
"' 
"s 114 ... 
b) Raum-Zeit Diagramm bei Initiierung nach einer optimalen Stra-
tegie 
0 I 2 
' I 111 Al llz 
2 Al 
' 
"I "I 
4 
"I llz 
II 12 
" 
14 
I .. , "s ... 114 
2 114 114 
' 
114 .. , ... "s 
4 "s .. , 
Verzögerungszyklus: (3) 
mittlere Verzögerung: 3 
4 
"2 
Al 
"2 
IS 
"• 
"s 
114 
"• 
s II 7 • I 10 
"I .. , .. , "2 114 114 
llz llz .. , .. , 
llz· "I .. , .. , "2 114 
.. , Al 114 "2 
111 17 II II 20 !~ ... "s "' 117 "• "s ... "• "• "• "s 117 117 114 117 As 
Diese Strategie ist wegen MALL3 (vgl. Abschnitt 2.4.4.) optimal. 
1 greedy (englisch) gierig, habsUchtig 
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4.0 ENTWICKLUNG EINER OPTIMALEN SCHEDULING-STRATEGIE FUR 
STATISCHE PIPELINES 
Ziel der weiteren Überlegungen ist die Entwicklung einer optima-
len Scheduling-Strategie für statische Pipelines. Dazu sollen zu-
nächst einige Hilfsmittel (vgl. /Da 71/, /Sh 72/, /Th,Da 74/, /Da 
74/, /Da,Th,Sh,Pa 75/, /Pa, Da 76/, /Ko. 81/) ang~geben WE_!rden. 
Danach soll- gezeigt werden, welche Schr~tte von.e~ner o~t~malen 
Scheduling-Strategie durchzufUhren sind. Anschl~eßend w~rd ein 
Verfahren vorgestellt, das alle optimalen Verzögerungsfolgen zu 
einer statischen Pipeline liefern soll. 
4.1 HILFSMITTEL 
4.1.1 KOLLISIONSVEKTOR 
Als Kollisionsvektor wird ausgehend von einem festen Zei tpunk~ 
während des Ablaufs von Berechnungsprozessen in einer statischen 
Pipeline ein Bitvektor mit den folgenden Eigenschaften b ezeich-
net: 
1. Die Länge des Vektors ist m, wenn die Reservierungstafel 
der Pipeline eine Ausführungszeit von m Zeiteinheiten hat. 
2. Das Bit b auf der Position i des Vektors, i:0(1)m-1, zeigt 
an, ob zur i-ten Zeiteinheit ausgehend von der momentanen 
Zeiteinheit eine Initiierung zulässig ist (b =0) oder nicht 
(b = 1). 
Als Anfangskollisionsvektor oder Kollisionsvektor der Reservie-
rungstafel wird der Kollisionsvektor für den Start der ersten 
Ausführung in der Pipeline zur Zeiteinheit 0 bezeichnet. 
Der Anfangskollisionsvektor ergibt sich dadurch, daß die Reser-
vierungstafel um jeden Wert i, i:0(1)m-1, nach rechts geschoben 
und jeweils auf die ursprüngliche Reservierungstafel gelegt wird. 
Kommt es dabei zur Überlagerung zweier Markierungen, d.h. tritt 
eine Kollision auf, ist das i-te Bit des Kollisionsvektors 1, 
sonst 0. · 
Beispiel 4.1.1. Konstruktion des Kollisionsvektors für die 
Reservierungstafel aus Beispiel 2.4.1.a). 
Die Markier~ngen d7r ursp\Ung~ichen Reservierungstafel werden im 
folgenden .m~t ~' d~e ~er Jewe~ls verschobenen mit 0 gekennzeich-ne~. Da s~ch d~e Mark~erungen der Reservierungstafeln nur im Be-
re:-ch der e:st~n .m. Zei te~nhei ten Ub er lagern kÖnnen, werden die we~~eren Ze~te~~h~~ten n~cht_ berücksichtigt. Aus diesem Grund bes~tzt der Koll~s~onvektor auch nur m Positionen. 
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0 I 2 , • 5 s 7 I ~ ~ ~ 
2 ~ ~ 
, ~ ~ ~ 
• ~ ~ 
Verzögerung 0: Kollision (1) 
0 I 2 , • 5 I 7 I R ~ 0 R 0 
2 R ~ 0 
, R ~ 0 R 0 
• R 0 R 
Verzögerung 1: Kollision (1) 
0 I 2 , • 5 s 7 
I R R 0 a R a 
2 R R a a 
' 
R R a a R 
• R a R 
Verzögerung 2: keine Kollision (0) 
a I 2 
' 
• s I 1 
I R R a 0 R 
2 R R a a 
' 
R R a 0 R 
• R a R 
Verzögerung 3: keine Kollision (0) 
a I 2 
' • 
s I 1 
I R R a ~ 
2 R R a 
' 
R R a ~ 
• R a R 
Verzögerung 4: Kollision (1) 
a I 2 
' 
• 5 I 1 
I R R ~ a 
2 R R 
' 
R R M a 
• R a R 
Verzögerung 5: Kollision (1) 
a I 2 
' 
• s • 1 
t R R R a a 
2 R R 
' 
R R R a 
• R a R 
Verzögerung 6: keine Kollision (0) 
a I ~ 
' 
4 5 I 1 
I R R R a 
2 R R 
' 
R R R 
• R ~ 
Verzögerung 7: Kollision (1) 
Damit lautet der Kollisionsvektor : (1,1,0,0,1,1,0,1) 
Bemerkung: Bit 0 des Kollisionsvektors hat immer den Wert 1. 
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4.1.2 ZUSTANDSDIAGRAMM EINER STATISCHEN PIPELINE 
Das Zustandsdiagramm einer statischen Pipeline gibt an, zu wel-
chen Zeiteinheiten, ausgehend von einer gegebenen Zei te:i,nheit, 
Initiierungen zulässig sind. 
Ein Zustandsdiagramm besteht aus einer Menge von Zuständen und 
Zustandsübergängen (Transitionen). Zu jeder Zeiteinheit befindet 
sich die Pipeline in genau einem dieser Zustände, der durch den 
Kollisionsvektor der Pipeline zu der Zeiteinheit eindeutig mar-
kiert ist. Ein Zustand enthält also die Informationen darüber, zu 
welchen der nächsten m Zeiteinheiten Initiie~ungen zulässig sind 
oder nicht. Hit dem Ab lauf einer Zeiteinbei t erfolgt im Zu-
standsdiagramm der Obergang zu einem nächsten Zustand. 
Konstruktion des Zustandsdiagramms (Davidson, 1971): 
Ausgehend von einem Anfangszustand mit dem Anfangskollisionsvek-
tor lassen sich alle weiteren Zustände nach der folgenden Vor-
schrift bestimmen: Angenommen, der Kollisionvektor zur Zeitein~ 
heit i sei bekannt. Dann ergeben sich die möglichen Kollisions-
vektoren und damit die möglichen Zustände zur Zeiteinheit i+1 wie 
folgt: 
1. Der Kollisionsvektor für die Zeiteinbei t i wird um eine 
Position nach links geschoben. Das Bit auf der Position m-1 
wird zu null gesetzt. 
2. Hat das Bit auf der Position 0 dieses Vektors den Wert 1, 
ist dieser der neue Kollisionsvektor. 
3. Hat das Bit auf der Position 0 des Vektors den Wert 0, gibt 
es zwei Möglichkeiten: 
3.1. Falls eine Initiierung mit Beginn der Zeiteinheit i+1 
erfolgt, ergibt sich der neue Kollisionsvektor durch b i t-
weise logische Oder-Verknüpfung des Vektors mit dem An-
fangskollisionsvektor. 
3. 2. Falls keine Ini tiierung zur Zeiteinbei t i+ 1 erfolgt, 
ist der Vektor der neue Kollisionsvektor. 
4. Ist der neue Kollisionsvektor identisch mit dem Kollisions-
vektor eines früheren Zustands, erfolgt der· Obergang vom 
momentanen Zustand zu diesem früheren Zustand. 
Andernfalls wird ein neuer Zustand mit diesem Kollisionsvektor 
festgelegt, zu dem der Obergang erfolgt. 
Bemerkung: 
Die .A~zahl der Zustände ist wegen der endlichen Länge des K~ll1s1onsvektors beschr~nkt. Ist K1 die Anzahl der Nullen, die 17nks von der letzten 1m Anfangskollisionsvektor auftretenden 
E1ns stehen, gilt für die Anzahl n der Zustände: 
n .{ 2K-1 
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Beispiel 4.1.2. Zustandsdiagramm der statischen Pipeline mit der 
Reservierungstafel aus Beispiel 2.4.1.a) 
Zeichenerklärung: 
~ Anfangszustand 
( ) Zustand 
------•• Transition 
--~*--~• Transition mit Initiierung 
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4.1.3 MODIFIZIERTES ZUSTANDSDIAGRAMM 
Zur besseren Obersicht wird das in Abschnitt 4.1.2. beschriebene 
Zustandsdiagramm wie folgt geändert (Davidson, 1971): 
1. Alle Zustände bis auf den Anfangszustand und diejenigen 
Zustände, zu denen eine Transition mit Ini tiierung erfolgt, 
werden eliminiert. 
2. Es erfolgt im modifizierten Zustandsdiagramm nur dann eine 
Transition zwischen zwei Zuständen, wenn diese im ursprUng-
liehen Zustandsdiagramm durch einen Transitionsweg verbunden 
sind, in dem nur mit der letzten Transition eine Initiierung 
erfolgt. Die Anzahl der Transitionen dieses Transitionswegs 
wird im modifizierten Zustandsdiagramm an die dafür geschaf-
fene neue Transition geschrieben. Als Transitionsweg wird eine 
Folge von Transitionen bezeichnet, die in einem Zustands-
diagramm nacheinander durchlaufen werden können. 
Beispiel 4.1. 3 .a) Erstellen des modifizierten Zustandsdiagramms 
für das in Beispiel 4.1.2. angegebene Zustandsdiagramm: 
1. Elimination aller Zustände außer dem Anfangszustand, also 
( 11001101), und· den Zuständen,. zu denen eine Transition mit 
Initiierung erfolgt, also (11111101) und (11101101). 
2. Transitionen 
von nach 
11001101 11001101 
11001101 11111101 
11001101 11101101 
11111101 11001101 
11101101 11001101 
11101101 11101101 
Transitionszahl 
6' 28 
2 
3 
6' 28 
6, ~8 
3 
Modifiziertes Zustandsdiagramm: 
6' 28 
6' 
3 
Konstruktion des modifizierten Zustandsdiagramms 
1971) : 
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(Davidson, 
1. Auszeichnung eines Anfangszustands mit dem Anfangskolli-
sionsvektor der Länge m. 
2. Die weiteren Zustände und die Transitionen werden sukzes-
sive nach der folgenden Vorschrift ermittelt: 
Für jeden bereits ermittelten Zustand, von dem noch keine 
Transition ausgeht, und für jede Zahl i, i:O( 1 )m-1, für die 
das Bit auf der Position i des Kollisionsvektors zu diesem Zu-
stand den Wert 0 hat, wird folgendes durchgeführt: 
2. 1. Schieben des Kollisionsvektors um i Positionen nach 
links und Hereinschieben von i Nullen von rechts. 
2. 2. Der dadurch entstandene Vektor wird durch eine b i t-
·weise logische Ode~-Verknüpfung mit dem Anfangskollisions-
vektor verknüpft. 
2.3. Ergebnis dieser Verknüpfung ist der Kollisionsvektor 
für einen Folgezustand. Ist dieser Kollisionsvektor gleich 
dem eines bereits ermittelten Zustands, erfolgt eine 
Transition zu diesem. Andernfalls wird ein neuer Zustand 
mit diesem Kollisionsvektor und eine Transition dorthin 
geschaffen. In beiden Fällen wird die Zahl i an die Tran-
sition geschrieben. 
3. Von jedem Zustand aus wird eine Transition mit den Zahlen, 
die größer oder gleich m sind und im Diagramm mit 2m bezeich-
net werden, zum Anfangszustand geschaffen. 
Bemerkungen: 
1. Im modifizierten Zustandsdiagramm ist die an eine Tran-
sition geschriebene Zahl gleich der Verzögerung zwischen der 
Initiierung, die mit dieser Transition erfolgt, und der davor 
zuletzt erfolgten Initiierung. # 
2. Eine zulässige Verzögerungsfolge ist gleich der Folge von 
Zahlen entlang eines vom Anfangszustand ausgehenden Transi-
tionswegs. 
3. Das modifizierte Zustandsdiagramm liefert alle zulässigen 
Verzögerungsfolgen der diesem Diagramm zugrunde liegenden 
statischen Pipeline. Aufgabe einer Scheduling-Strategie ist es 
also nur, eine Verzögerungsfolge aus dem modifizierten 
Zustandsdiagramm auszuwählen. 
Seite 34 
4. Ziel einer optimalen Scheduling-Strategie ist es, aus dem 
modifizierten Zustandsdiagramm die Verzögerungsfolgen zu er-
mitteln, deren mittlere Verzögerung jeweils gleich der 
kleinsten erreichbaren mittleren Verzögerung ist, und daraus 
dann eine geeignete auszuwählen. 
Dazu kann das modifizierte Zustandsdiagramm noch wie folgt 
vereinfacht werden: 
Sei Q:{q1,Q2,···,qn} die Menge aller Zustände des modifizier-
ten Zustandsdiagramms. Führen von einem Zustand Qi E Q mehrere 
Transitionen zu einem Zustand q :EQ, dann werden alle 
Transitionen bis auf diejenige mit dler kleinsten Verzögerung 
eliminiert. 
Beispiel 4.1.3.b) 
Das modifizierte Zustandsdiagramm aus Beispiel 4.1.3.a) sieht 
nach der Vereinfachung gemäß Bemerkung 4 wie folgt·aus, wobei der 
Zustand ( 11001101) mit q 1 , ( 11111101) mit q2 und ( 11101101 ) mit q3 bezeichnet wird: 
6 
3 
3 
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4.2 AUFGABEN EINER OPTIMALEN SCHEDULING-STRATEGIE 
Mit einer optimalen Scheduling-Strategie sollen alle zulässigen 
Verzögerungsfolgen mit der. kleinsten erreichbaren mittleren 
Verzögerung unabhängig davon bestimmt werden, wieviele Ini tiie-
rungen in der Pipeline erfolgen. Bei einer beliebigen Anzahl von 
Ini tiierungen und einer beschränkten Anzahl von Zuständen des 
modifizierten Zustandsdiagramms ergibt sich, daß entsprechend der 
Initiierungen im modifizierten Zustandsdiagramm Schleifen durch-
laufen werden. Als Schleife wird eine Menge von Zuständen und 
Transitionen bezeichnet, welche die Eigenschaft haben, daß ein 
Transitionsweg, der von einem beliebigen Zustand ausgeht, wieder 
zu diesem zurückführt. Die Folge von Verzögerungen 1' 1 , 1 '2, ••• , 
1'~ mit p~1 entlang einer Schleife bildet den Verzögerungszyklus 
(1 ,,1'2,···,l'p) mit der mittleren Verzögerung 
p 
."'51' i/P ~-;, 
Beispiel 4.2. Das modifizierte Zustandsdiagramm aus Beispiel 
4.1.3.b) enthält unter anderem folgende Schleifen, wobei die 
Zustände wie folgt bezeichnet werden: Q1:=(11001101), 
q2:=(11111101), q3:=(11101101). 
a) 6 
Verzögerungszyklus (2,6) 
2 
b) 6 6 
Verzögerungszyklus (2,6,3,6) 
2 3 
c) 3 
~ Verzögerungszyklus (3) 
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Eine optimale Scheduling-Strategie muß demnach folgendes lei-
sten: 
1. Ermittlung der Menge der Verzögerungszyklen aller Schleifen 
des modifizierten Zustandsdiagramms. 
2. Ermittlung der optimalen Verzögerungszyklen dieser Menge, 
also derjenigen mit der minimalen mittleren Verzögerung. 
3. Ermittlung der Menge der Verzögerungsfolgen zu den kür-
zesten Transitionswegen vom Anfangszustand zu einem Zustand 
einer Schleife mit optimalem Verzögerungszyklus. 
Im folgenden soll gezeigt werden, daß es bei der Ermittlung der 
Verzögerungszyklen aller Schleifen bereits genügt, sich auf 
Kreise'zu beschränken. Als Kreis wird eine Schleife bezeichnet, 
in der jeder Zustand bei einem Durchlauf, ausgehend von einem 
beliebigen Zustand, nur einmal durchlaufen wird. 
Beispiel: Die Schleifen aus Beispiel 4.2.a) und c) sind Kreise, 
die Schleife aus b) bildet keinen Kreis, da der Zustand q1 zwei-
mal durchlaufen wird. 
Lemma (Shar,1972) 
In einem modifizierten Zustandsdiagramm gibt es zu jeder Schleife 
mit einer mittleren Verzögerung L einen Kreis, dessen mittlere 
Verzögerung nicht größer als L ist. 
Beweis: 
Für jede Schleife des modifizierten Zustandsdiagramms gilt: 
Entweder ist die Schleife ein Kreis, dann ist das Lemma dafür bewiesen. 
Ist die Schleife kein Kreis, besteht sie aus einer Kombination 
von Kreisen. Beispiel: Die Schleife aus Beispiel 4.2.b) ist eine 
Kombination der Kreise mit den Verzögerungszyklen (2,6), (3,6). 
Vor~usset~un~: Die Schleife bestehe aus M Kreisen, wovon der i-te 
KSr( ~~) s b e~ e~nem Schleifendurchlauf K( i) mal durchlaufen wird ~ Zustände th ··1 t ' Umlaufzahl P(i) h:~. a und dessen Verzögerungszyklus die 
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Für die mittlere Verzögerung L der Schleife gilt dann: 
L = 
M 
Z K(i)·P(i) 
i=1 
M 
:L K(i)· S(i) 
i=1 
Annahme: Das Lemma ~st falsch. Dann ist die mittlere Verzögerung jedes der M Kreise größer als die der Schleife. Es gilt also: 
M 
~ K(i)·P(i) P(j) 
i=1 
< .- für alle j, 
M 
:2: K(i)·S(i) S(j) 
i=1 
P(r) P(j) 
Mit :: MIN , 1~j~M, folgt 
S(r) j S(j) 
M 
~ K(i)• (P(i)• S(r)-P(r)• S(i)) < 0 
i:1 
i*r 
1~j~M 
Wegen K(i)>O für alle i, 1~i~M, folgt, daß für mindestens ein i 
gilt: 
P(i)•S(r)-P(r)·S(i) < 0 
P(i) P(r) 
Daraus folgt aber < 
S(i) S(r) 
was ein Widerspruch zur Definition von P(r)/S(r) ist. 
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4.3 OPTIMALE SCHEDULING-STRATEGIE 
Im folgenden wird zuerst ein Verfahren konstruiert, das die Ver-
zögerungszyklen aller Kreise des modifizierten Zustandsdiagramms 
liefern soll. 
Als formales Hilfsmittel werden zur Beschreibung von Transitions-
wegen und ihren dazugehörigen Verzögerungsfolgen reguläre 
Ausdrücke benutzt (siehe /In, Kl 81 I, Kapitel 2. 5 und 2. 6) • Das 
bietet sich an, da das modifizierte Zustandsdiagramm der 
Transitionsgraph eines endlich erkennenden Automaten ist und jede 
Menge zulässiger Verzögerungsfolgen eine reguläre Sprache ist. 
Mit Hilfe der regulären Ausdrücke werden ausgehend von jedem 
Zustand des modifizierten Zustandsdiagramms nacheinander alle 
Transitionswege bestimmt, die aus einer, zwei usw. bis maximal 
aus n Transitionen bestehen und keinen Zustand mehrfach durch-
laufen, wobei n die Anzahl der Zustände ist. Wird dabei ein 
·· · Transitionsweg bestimmt, der wieder zurück zu seinem Ausgangs-
zustand führt, wird dieser als Kreis erkannt und ausgesondert; 
sein Verzögerungszyklus wird durch einen diesen Kreis beschrei-
benden regulären Ausdruck mitgeliefert. Auf diese Weise sollen 
die Verzögerungszyklen aller Kreise bestimmt werden. 
4.3.1 REGULÄRE AUSDRUCKE 
Die für das Verfahren notwendigen Begriffe und Eigenschaften 
regulärer Ausdrücke sollen zuvor kurz eingeführt werden. Für 
weitere Erläuterungen sei auf /In,Kl 81/, Kapitel 2 verwiesen. 
Eigenschaften regulärer Ausdrücke 
Sei:t={a,,a2,•••,anr eine endliche, nicht-leere Menge. 
Die Menge RA(:t) regulärer Ausdrücke über X besitzt unter anderem 
folgende Eigenschaften: . 
AERA( 1:} 
a;ERA{t} für alle a;El: 
a,ßERA(l:)~(avß) E RA(l:} 
a,ßERA{r) 1"\!(avß) E RA(:t) 
Bemerkungen: 
1. v ist das Zeichen einer Oder-Verknüpfung 
2. • ist d~s Zeich~n für die Verkettung (Konkatenation) 
3 • Konvent~on: • b ~ndet stärker als V , der Punkt • wird nicht 
notiert. Beispiel: statt (av(ß•Y)) wirdavßy geschrieben. 
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Semantik regulärer Ausdrücke 
Für die regulären Ausdrücke ist eine Semantik [ß : RA(I) ~ P( .r*) 
unter anderem durch die folgenden Festlegungen definiert: 
[A] :=0 
[a;] := {a;} für alle a;EE 
[(avß)] := [a]u[e] für alle a,ßERA(E) 
~a-·ßm :·= [a]•[ß] für alle a,SERA(E) 
Äquivalenz regulärer Ausdrücke 
Seien a, ß f RA( I). a ist äq_.uivalent zu ß bzw. a-ß heißt gültige 
Formel genau dann wenn [aD = 1)3] • 
Axiome für die Äquivalenz regulärer Ausdrücke 
Seien a ,ß, v E RA(I). Dann gilt: 
av(Svy)..., (avß)vy 
a • ( S· y} - ( a • S) • y 
avS - Sva 
a(Svy)- aSvay 
(avS)y - ay'ISy 
ava - a 
Aa A 
av A .v a 
Außerdem gilt die folgende Substitutionsregel: 
Für a,ß,y,y',ö,v,w RA(E) mit y=vaw und y'=vßw gilt: 
(S) a-ß, Y"' ö r.v y',., y und y'- ö 
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4.3.2 KONSTRUKTION DES VERFAHRENS 
Sei Q = {q 1 ,q 2 , ••• ,qn} die Zustandsmenge mit q1 als Anfangszu-
stand und v = {1 1 ,1 2 , ••• ,1r} die Menge aller Verzögerungen eines 
modifizierten Zustandsdiagramms. 
Weiterhin sei eine Transitionsfunktion t: Q x V~ Q 
durch t(qi,l) = Qj genau dann, wenn das modifizierte 
diagramm mit der Verzögerung 1 von Qi nach Qj übergeht. 
Eine Menge I sei definiert durch 
I={ lj jlEV, qjEQ und es gibt qiEQ mit t(qi,l) = Qj}• 
definiert 
Zustands-
Außerdem werden im weiteren folgende Bezeichnungen verwendet: 
xi , 1~i~n, ist eine Variable für einen regulären Ausdruck über 
- I, welcher vom Zustand qi ausgehende Transitionswege mit ihren 
Verzögerungsfolgen beschreibt. 
falls t(qi,l)=Qj 
aij , 1<i,j<n , ist gegeben durch 
sonst 
Aus dem modifizierten Zustandsdiagramm läßt sich dann folgendes 
Äqui Valenzensystem ÄS ( 0) regulärer Ausdrücke üb er I ableiten: 
• 
x - a 1 x 1 v a 2 x2 v • • • V a x n n· n nn n 
ÄS(O) ist Ausgangspunkt für das folgende Verfahren das maximal n m~l durchgeführt wer?en muß. Bei der p-ten Durchführung, 1ip~n, 
w~rd ausgehend von e~nem in der (p-1)-ten Durchführung erstellten 
Äquivale~zensystem ÄS(p) eine Menge z9 bestimmt, welche die Menge der Verzoger~ngszykl~n aller .Kreise m~t genau p Zuständen liefern 
soll. Anschl~eßend w~rd aus ÄS(p) das Äquivalenzensystem ÄS(p+1) 
bestimmt. Wie noch gezeigt werden soll bricht das verfahren 
spätestens nach dem n-ten Durchlauf ab. ' 
Verfahren 
Ausgehend vom Äquivalenzensystem ÄS(p), 1~p~n, der Form 
X -1 V ß X ln n 
V ß2 X n n 
Seite 41 
mit ßijERA(I) fUr alle 1~i,j~n , insbesondere ßij=aij fUr p:1, 
ergeben sich die Menge Zp und das Äquivalenzensystem ÄS(p) wie· 
folgt: 
1. Bilden der Mengen Zp ( i): = [ßii] fUr alle i, 1~i~n, und 
n 
Zp: = U Zp ( i) • 
i=1 
Danach ersetzen aller in ÄS(p) vorkommenden ßiiXi durch A. 
2. Ersetzen der Ubrigen auf der rechten Seite von ÄS(p) vorkom-
menden Variablen durch die dazu in ÄS(O) gegebenen äquivalenten 
regulären AusdrUcke. 
3. Umformung des so erhaltenen Äquivalenzensystems mit Hilfe der 
Axiome fUr die Äquivalenz regulärer AusdrUcke derart, daß jede 
Äquivalenz die folgende Form hat: 
>'ij= ( ~1Y ~2 v ••• v ~k) , k21, wobei fUr alle ~q, 1~q~k gilt: 
c5q=l1j 112j 2 ••• lPjplj , li' ji' e I, 1~i'sp, und lj ei 
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4. Ersetzen aller in dem so 
vorkommenden Ausdrücke der Form 
, falls jE {j1 ,j2, ••• ,jp}. 
erhaltenen Äquivalenzensystem 
11j112j2 ••• lPjplj durch A , 
Das ergibt das Äquivalenzensystem ÄS(p+1), das nach Konstruktion 
die gleiche Form wie ÄS(p) hat. Sind auf der rechten Seite von 
ÄS( P+ 1) alle Variablen eliminiert, gilt also ß.ij = A für alle 
1~i,j~n , bricht das Verfahren mit Po=P ab. Andernfalls wird das 
Verfahren ausgehend von ÄS ( P+ 1) , zur Bestimmung von Zp+ 1 und 
ÄS(p+2) wiederholt. 
Wie noch gezeigt werden soll, liefert jede Menge Zp(i) die Ver-
zögerungszyklen aller von Qi ausgehenden Kreise mit genau p Zu-
ständen, Zp demnach die Verzögerungszyklen aller Kreise mit genau 
p Zuständen und 
Po 
Z:=\] Zp 
p:1 
die Verzögerungszyklen aller Kreise. 
Außerdem soll noch gezeigt werden, daß das Verfahren spätestens 
nach n Durchläufen abbricht, also gilt: p0 ~n • 
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Bevor die Korrektheit des Verfahrens bewiesen werden soll, wird 
dieses an einem Beispiel demonstriert: 
Beispiel 4.3.2. 
Für das modifizierte Zustandsdiagramm aus Beispiel 4.1. 3 .b) er-
gibt sich mit Q={q1,Q2,Q3}, V={2,3,6} und l:= 22,33,61 das fol-
gende Äquivalenzensystem ÄS(O)=ÄS(1): 
X1"" 61X1V22X2V33X3 
x2 ,.., 61X1 
X3- 61x1v 33X3 
z1 und ÄS(2) ergeben sich daraus wie folgt: 
Danach werden alle ßiiXi durch A ersetzt. 
2. Ersetzen der noch auf der rechten Seite von ÄS(1) vorkommenden 
Variablen durch die dazu in ÄS(O) gegebenen äquivalenten regu-
lären AusdrUcke ergibt: 
X1 "" 2261x1 V 33(61x1 V 33X3) 
X2- 61 (61X1 V 22X2 V 33X3) 
X3 ,." 61 (61X1 V 22X2 V 33X3) 
3. Umformung gemäß den Axiomen ergibt: 
x 1 "" (2 261 V 3361 )X1 V 3333X3 
x2- 6161x1v 6122x2v6133x3 
X 3 '"". 6 1 6 1 X 1 V Q 1 2 2 X 2 V 6 1 3 3 X 3 
4. Ersetzen aller 11il2i, 1~i~3, durch A ergibt dann ÄS(2): 
X1 ...., (2261 V 3361)X1 
X2,., 6122x2v 6133X3 
X3 ,." 6122x2 V 6133x3 
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Da auf der rechten Seite von ÄS(2) noch Variablen auftreten, wird 
das Verfahren zur Ermittlung von Z2 und ÄS(3) wiederholt: 
1. Mit Z2( 1):{2261 ,3361}, Z2(2):{6122} und Z2(3)={6133} folgt 
Z2={2261,~361,6122,6133} • 
Danach werden alle ßiiXi durch A ersetzt. 
2. Ersetzen der noch auf der rechten Seite von ÄS(2) vorkommenden 
Variablen durch die dazu in ÄS(O) gegebenen äquivalenten regu-
lären AusdrUcke ergibt: 
X2 ,.., 6133(61x1 V 33x3) 
X3 ,.., 612261x1 
3. Umformung gemäß den Axiomen ergibt: 
x1 ...,. A 
~2- 613361x1 613333X3 
x3 ,.., 612261x1 
4. Ersetzen aller 11il2jl3i und 11il2jl3j, 1~i,j~3, durch A 
ergibt dann ÄS(3): 
Da auf der rechten Seite von ÄS(3) keine Variablen mehr auftre-
ten, bricht das Verfahren ab <Po=2). 
Damit ergibt sich die Menge Z = {61, 2261, 3361, 5122 , 33 , 5133} 
und damit die Menge {(6), (2,6), (3,6), (6,2), (3), (6, 3)} der 
Verzögerungszyklen aller Kreise des modifizierten Zustandsdia-
gramms aus Beispiel 4.1.3.b). 
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4.3.3 BEWEIS DES VERFAHRENS 
Zum Beweis der Korrektheit des Verfahrens soll zunächst folgende 
Behauptung gezeigt werden, aus der dann folgt, daß die Mengen z 
1~p~p0 , jeweils die Verzögerungszyklen aller Kreise mit genaupp Zuständen bestimmen. 
Behauptung: 
Jedes Äquivalenzensystem ÄS(p), 1~p~n+1, hat die FQrm 
xl- 611 x1., ß12 x2" 
x2 N ß21 x1., ß22 X2y 
V ß1 X n n 
V ß2 X n n 
X - ß l Xl v ß 2 x 2 V • • • V ß X n n n nn n 
mit der folgenden Eigenschaft: 
Jedes ß·.i, 1~i,j~n, beschreibt nach Konstruktion von ÄS(p) die 
Menge afrer Verzögerungsfolgen zu den Transitionswegen des modi-
fizierten Zustandsdiagramms, die von qi Uber p-1 weitere Zustände 
nach qj führen, wobei kein Zustand mehrfach durchlaufen wird. Es 
gilt: 
ßij=A: Es existiert kein solcher Transitionsweg. 
oder 
cSq=l1j 112j2 ••• 1Pjp jp:j, und i,j1,j2, ••• ,jp paarweise 
verschieden mit der Ausnahme, daß i gleich j sein kann. 
Jedes cSq bestimmt jeweils Verzögerungen 11,12, ••• ,lp entlang 
eines Trans! tionswegs, der von qi über p-1 weitere Zustände 
nach Qj führt, wobei qi, die p-1 weiteren Zustände und Qj 
paarweise verschieden sind mit der Ausnahme, daß qi gleich Qj 
sein kann. 
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Beweis durch Induktion über p 
Induktionsanfang: Für ÄS(1) gilt die Behauptung nach Definition. 
Induktionsschluß: Gelte die Behauptung für ÄS(p), 1~p~n • 
ÄS(p+1) ergibt sich nach dem Verfahren aus ÄS(p) wie folgt: 
1. Ersetzen aller ßiiXi durch A • 
2. Ersetzen aller noch auf der rechten Seite von ÄS(p) vorkommen-
den Variablen durch die dazu in ÄS(O) gegebenen äquivalenten 
regulären Äusdrücke ergibt dann für alle i, 1~i~n: 
• 
• 
vß1,i-1(ai-1,1 x1vai-1,2 X2v ••• v ai-1,n Xn) 
vßi,i+1(ai+1,1 X1 ai+1,2 X2V ···" ai+1,n Xn)v 
• 
• 
• 
3. Umformung mit Hilfe der Axiome ergibt für alle i, 1~i~n: 
Xi- Yi 1 x 1 v Yi2X2 v • • • v YinXn , wobei für alle Yij, 1~J~n gilt: 
= (ßi 1a1jv • • • v ßi,i-1ai-1 ,j v .ßi,i+1ai+1 ,j v ••• v ßinanj) 
alle 1~i,j~n, wobei für jedes ßikakj' 15k~n, itk gilt: 
ßikakj bestimmt die Verzögeru 11 1 
aller Transitionswege d. ngen . ' 2, • • •, lp, 1 entlang 
stände nach q ·und vo'n ~e von qi Ube.: (p-1) weitere Zu-
weiteren Zust~nde und dort nach qJ. fuhren, wobei qi, die 
1 des Verfahrens paarwqe~senach Inhd~k~~onsannahme und Schritt_ 
• versc ~eden sind. 
4. Ersetzen aller Ausdrücke 11j112j2 ••• lPjplj mit 
jt'{j1,j2, ••• jp} durchA. 
Für alle Yij mit 1$i,j~n gilt dann: 
Yij= A oder 
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Yij=( cS1vö2v ••• v cSm) , m21, wobei für alle cSq, 1~q~m, gilt: 
cSq=l1j112j2···1Pjplj , wobei i,j1, ••• ,jp,j paarweise ver-
schieden sind mit der Ausnahme, daß i gleich j sein kann. 
Yij bestimmt die Verzögerungen 11,12, ••• , lp, 1 entlang aller 
Transitionswege, die von Qi über p weitere Zustände n.ach Qj 
fUhren, wobei qi ,die p weiteren Zustände und Qj paarweise 
verschieden sind mit der Ausnahme, daß qi gleich Qj sein kann. 
Nach der Umbenennung ßij==Yij ergibt sich das Äquivalenzensystem 
ÄS(p+1) mit den geforderten Eigenschaften. 
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Aus der Behauptung folgt direkt für jedes Äquivalenzensystem 
ÄS(p), 1~P~Po : 
ß·. 1<i~n liefert die Verzögerungszyklen aller Kreise mit genau p~Z~stände~, die vom Zustand qi ausgehen. Es gilt: 
ßii= A: Es existiert kein derartiger Kreis. 
oder 
cSq=11j112j2• •• lPjp mit jp=i und j1 ,j2, ••• ,jp paarweise ver-
schieden. 
Jedes 'cSq beschreibt jeweils einen Kreis, der von qi aus 
nacheinander Zustände Qj1,Qj2,•••,Qj,p-1 durchläuft und wieder 
nach qi zurUckkehrt, wobei der Verzögerungszyklus des Kreises 
(11,12, ••• ,lp) ist. 
Die Menge Zp( i) = [!3ii] liefert dann alle Kreise, die von Qi 
ausgehen und genau p Zustände enthalten, die Menge Zp alle 
Kreise mit genau p Zuständen. 
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Als nächstes soll noch gezeigt werden, daß das Verfahren nach 
spätestens p0 :n Durchläufen abbricht. 
Behauptung: 
Spätestens für das nach n Durchläufen bestimmte Äquivalenzen-
system ÄS(n+1) gilt: xi- A für alle i, 1~i~n. 
Beweis: 
Entweder sind schon vor dem n-ten Durchlauf des Verfahrens alle 
Ausdrücke auf der rechten Seite eines Äquivalenzensystems ÄS(p), 
p<n, durch A ersetzt. Dann gilt die Behauptung. 
Ist dies nicht der Fall, tritt auf der re·chten Seite von ÄS(n) 
mindestens ein Ausdruck der Form ßijXj auf, wobei ßij mindestens 
eine Folge von Verzögerungen entlang eines Transitionswegs 
bestimmt, der vom Zustand qi üb er n-1 weitere Zustände nach Qj 
führt, wobei Qi, die (n-1) weiteren Zustände und Qj paarweise 
verschieden sind, mit der Ausnahme, daß qi gleich Qj sein kann. 
Bei n Zuständen insgesamt folgt damit, daß qi gleich Qj ist. Das 
bedeutet, daß ßijXj gleich ßiiXi ist. Im ersten Schritt des n-ten 
Durchlaufs des Verfahrens werden jedoch alle ßiiXi durch A 
ersetzt, womit alle Variablen auf der rechten Seite eliminiert 
sind und das Verfahren abbricht. 
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4.3.4 BESTIMMUNG ALLER OPTIMALEN VERZöGERUNGSFOLGEN 
1 den aus der Menge Z (siehe 
Die op~imal4en3 2Ve)rzöge_rtutnegls[o !:fchweerdie Verzögerungszyklen aller 
Abschm.tt • • • erm~ . , . . 
Kreise bestimmt. Das gesch~eht w~e folgt. 
1. Bestimmung der Menge OZ der El?mente aus~' ~elche die opti-
malen Verzögerungszyklen aller Kre~se beschre~ben. 
oz = {11j112j2 ••• lkjk'Z I (itli)/k 
1' 1j11'2j2 ••• l'mjm E Z} 
m 
= MIN( ( Zl 'm)/m), j:1 
oz entnält also die Elemente aus Z, welche die Verzögerungszyklen 
bestimmen, deren mittlere Verzögerung ein Minimum annimmt. 
Bemerkung: 
FUr jedes 11 j 112 j 2 ••• lk jk E OZ gilt: Qjk ist jeweils Ausgangs-
zustand eines Kreises mit einem optimalem Verzögerungszyklus 
(11,12, ••• ,lk). 
2. Zunächst wird die folgende Menge 
0 1 : {(11,12, ••• ,lk) l11j112j2 ••• lkjkEOZ mit jk:1} 
aller optimalen Verzögerungszyklen zu Kreisen, die vom Anfangs-
zustand ausgehen, gebildet. 
Danach wird die Menge der Verzögerungsfolgen entlang der Transi-
tionswege ermittelt, die vom Anfangszustand zu einem Ausgangszu-
stand qi, 2~isn, eines Kreises mit optimalem Verzögerungszyklus 
führen und für welche die Summe ihrer Verzögerungen ein Minimum 
annimmt. Dabei genügt es bereits, sich auf einfache Transitions-
wege zu beschränken. Ein Transitionsweg ist einfach wenn er 
keinen Zustand mehrfach durchläuft. ' 
Die Menge der _verzögerungsfo~gen entlang aller vom Anfangszusta~d 
ausgehenden e~?fachen Trans~ tionswege läßt sich bereits, wie 1m 
folgenden geze~gt werden soll, aus der Menge 
Po 
Z(1)::1J Z (1) 
p:1 p 
ermitteln, welche die Menge aller vom Anfangszustand ausgehenden 
Kreise bestimmt (vgl. Abschnitt 4.3.2.). 
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Behauptung: 
Zu jedem einfachen Transitionsweg, der vom Anfangszustand q 1 zu 
einem Zustand Qi, 2~i~n, fUhrt, gibt es mindestens einen Kreis, 
der von q1 ausgeht und mit dem einfachen Transitionsweg beginnt. 
Beweis: 
Jeder Transitionsweg, der mit einem einfachen Transitionsweg be-
ginnt, der von q 1 nach q · fUhrt und von dort direkt mit einer 
Transition nach q 1 zurUckfUhrt, bildet bereits einen Kreis. Da 
von jedem Zustand QiEQ eine Transition zum Anfangszustand fUhrt, 
gilt die Behauptung fUr alle i, 2~i~n. 
Daraus ergibt sich, daß die folgende Menge F bereits die Verzö-
gerungsfolgen entlang aller einfachen Transitionswege von q 1 zu 
einem Ausgangszustand qi, 2~i~n, eines Kreises mit optimalem Ver-
zögerungszyklus bestimmt: 
F = {11i112i2•••lkik I QikfQ1 Ausgangszustand eines Kreises mit 
optimalem Verzögerungszyklus, 11i1•••lkikl'1j1•••l'mjmEZ(1)} 
Daraus läßt sich dann die folgende Menge OF bestimmen: 
• • • 
k 
2: li' = 
i'=1 
m 
MIN( ~l'j') , 
j' = 1 
OF bestimmt die Menge aller Verzögerungsfolgen, die vom Anfangs-
zustand zu einem Ausgangszustand qi, 2~i~n, eines Kreises mit 
optimalem Verzögerungszyklus fUhren und fUr welche die Summe 
ihrer Verzögerungen ein Minimum annimmt. 
Aus den Mengen OF und OZ wird die folgende Menge 02 aller Verzö-
gerungsfolgen mit optimalen Verzögerungszyklen zu Kreisen, die 
von einem Zustand Qik=Qjmfq 1 ausgehen, gebildet: 
02 = { <11,12, ••• ,lk,l'1,1'2, ••• 1'm,l'1,1'2, ••• 1'm,l'1, ••• > l 
11i112i2•••lkikEOF, l 1 1j11'2j2•••l'mjmEOZ und lkik=l'mjm} 
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Die Menge o aller optimalen Verzögerungsfolgen ergibt sich dann 
aus den Mengen 01 und 02 wie folgt: 
a) 
b) 
c) 
Fall o1=0: 0:02 
Fall 02=0: 0=01 
Fall o1t0und o2t0: 
k m 
0=02 
' 
falls ( 2: li)/k < ( 2: l'j)/m 
i=1 j:1 
für alle <11,12, ••• ,lk,l'1,1'2, ••• ,1'm,l'1,1'2, ••• )E02 
k 
o:o1uo2 , falls ( ~li)/k = i=1 
m ( :E 1' j) /m 
j:1 
für alle <11,12, ••• ,lk,l'1,1'2, ••• ,1'm,l'1,1'2, ••• >E02 
0:01 sonst 
Aus der Menge 0 aller optimalen Verzögerungsfolgen wird schließ-
lich eine Verzögerungsfolge mit einem Verzögerungszyklus ausge-
wählt, dessen Anzahl von Verzögerungen und damit dessen Umlauf-
zahl ein Minimum annimmt. Für den Verzögerungszyklus 
(11 ,12, ••• ,lk) einer solchen Verzögerungsfolge aus 0 muß also 
gelten: 
k=MIN(m), (1'1,1'2, ••• ,l'm) Verzögerungszyklus einer Folge aus 0. 
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Beispiel 4.3.4. 
FUr das modifizierte Zustandsdiagramm aus Beispiel 4.1.3.b) folgt 
mit Beispiel 4.3.2.: 
z = { 61, 2261, 3361, 6122, 33, 6133} 
1. Ermittlung der Menge OZ der Elemente aus Z, die einen Verzö-
gerungszyklus bestimmen, dessen mittlere Verzögerung ein Minimum 
annimmt: 
Element aus Z 
61 
2261 
3361 
6122 
33 
6133 
· Daraus folgt: OZ= {33} 
mittlere Verzögerung 
6 
4 
9/2 
4 
3 
9/2 
2. Der Zustand q3 ist Ausgangszustand des einzigen Kreises mit 
optimalem Verzögerungszyklus, nämlich (3). Daraus folgt zunächst 
01=0. 
Damit ergeben sich die folgenden Mengen F,OF,02 und 0: 
F:OF={33} , 0=02={<3,3, ••• >}={(3)} • 
0 enthält also nur eine optimale Verzögerungsfolge, nämlich 
<3,3, ••• >. Diese bildet den Verzögerungszyklus (3). 
·4.4 BEMiRKUNGEN ZUR KOMPLEXITÄT 
Im folgenden sollen einige Angaben gemacht werden, aus denen sich 
Aussagen über die Komplexität der einzelnen Stufen des gesamten 
Verfahrens zur Entwicklung einer optimalen Scheduling-Strategie 
für statische Pipelines ergeben. 
1 ~· Für. die Konstruktion des modifizierten Zustandsdiagramms nach 
:Abschnitt 4.1.3. gilt: 
a) Die Bestimmung des Anfangskollisionsvektors (vgl. Abschnitt 
4 .,1. 1.) erfordert 
m-1 
k• 2_i = k•(m-1)•m/2 = O(m2) 
i:1 
Vergleichsoperationen zur Überprüfung, ob eine Kollision vor-
liegt oder nicht. Dabei ist k die Anzahl der Pipelinesegmente 
un~imT die Ausführungszeit der Reservierungstafel. 
bf I;t m die Länge des Anfangskollisionsvektors, n die Anzahl 
Zustände und K1 die Anzahl der Nullen links. von der letzten 
:Eins.des Anfangskollisionsvektors. Diese Eins befinde sich auf 
:der Position j, O~j~m-1. Ki, 2~i~n, sei dann die Anzahl der 
;Nullen links von der j-ten Position des Kollisionsvektors des 
i-ten Zustands. Dann gilt: Der zweite Schritt des Verfahrens 
muß 
n 
S = 2 Ki 
i:1 
mai ·d~rchgeführt werden. Für n>1 gilt mit Ki<K 1 ~n für 2~i~n: 
'S<n··2 • 
Jede Durchführung des zweiten Schritts beinhaltet folgende 
Operationen: 
eine Schiebeoperation 
ein~ bitweise logische Oder-Verknüpfung 
max1mal n Vergleiche von Kollisionsvektoren 
das Schaffen einer neuen Transition und eventuell eines 
neuen Zustands 
Damit ergeben sich insgesamt für den zweiten Schritt: 
S Schiebebefehle 
S bitweise logische Oder-Verknüpfungen 
maximal S•n Vergleiche 
S Transitionen 
n-1 neue Zustände 
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c) Schritt 3 des Verfahrens erfordert das Schaffen von n 
Transitionen. 
d) Die Vereinfachung nach Bemerkung 4 aus Abschnitt 4.1.3. 
kann durch Abfragen jeweils in Schritt 2 und Schritt 3 des 
Konstruktionsverfahrens mit durchgeführt werden. Das bedeuted 
maximal S zusätzliche Vergleiche; dafür brauchen jedoch im 
allgemeinen weniger Transitionen geschaffen zu werden. 
2. Im folgenden soll der Aufwand filr die in Abschnitt 4.3.2. und 
4.3.4. angegebenen Verfahren nach oben hin abgeschätzt werden. 
Dazu wird der ungilnstigste Fall angenommen, daß von jedem Zustand 
des modifizierten und nach Bemerkung 4, Abschnitt 4.1.3., 
vereinfachten Zustandsdiagramms n Transitionen ausgehen, wobei n 
die Anzahl der Zustände ist. 
Dann gilt filr den p-ten Durchlauf, 1 ~p~n, des Verfahrens aus 
Abschnitt 4.3.2.: 
a) Filr das Äquivalenzensystem ÄS(p) gilt: 
n · n n! 
card( U U [ßij]) = (n-p+1)• --
i=1 j=1 (n-p)! 
Im ersten Schritt wird die Menge Zp mit 
n! 
card(Zp) = (n-p)! 
gebildet und alle ßi· aus ÄS{p) eliminiert. Filr p:n kann das 
Verfahren an dieser Stelle beendet werden. Für p<n gilt dann 
für die noch verbleibenden Ausdrücke ßij: 
n n 
card( U U 
i:1 j:1 
j~i 
n! 
/3ij ) = 
. (n-p-1)! 
b) Im zweiten Schritt werden n • (n-1) Variablen xi, 
durch ai 1X1 v ai2X2 v ••• v ainXn mit 
n 
card( U [aij]) = n j:1 
ersetzt. 
1<i<n, 
--
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c), 'Für, die :.im dritten Schritt gebildeten Ausdrücke Yij gilt 
für p<n: 
n n n! 
.card( U ~ U [Yij]) = n· ---
i=1 j=1 (n-p-1)! 
d) 
n n 
Aus der Menge U U [Yij] werden im vierten Schritt für p<n 
i=1 j:1 
~ - n! 
p· Elemente eliminiert; dazu sind 
(n-p-1)! 
n! . 
p·n·---- Vergleichsoperationen erforderlich. 
. (n-p-1)! . . 
FUr p<n ergibt sich dann das Äquivalenzensystem ÄS(p+1) mit 
'· n n n! 
car.d( U' U [lpij]) = (n-p) • ---
'-. i = 1 .. j = 1 ( n-p- 1 ) ! 
" 
FUr das Verfahren aus Abschnitt 4.3.4. gilt: 
a) Die Ermittlung der Menge OZ erfordert mit 
, n n! 
card(Z)· = L 
p:1 (~-p)! 
n n! 
2: ( p-1). p:2 (n-p)! Additionen, 
., 
n n! 
"L 
P=2 (n-p)! Divisionen und 
n n! 
2: - 1 p:1 (n-p)! Vergleiche. 
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b) Sei card(OZ) = C ; die Ermittlung von o1 erfordert dann c 
Vergleiche. Weiterhin sei card(0 1):c 1 • Mit 
n n! 
card ( Z ( 1)) = ( 2: )/n = n (n-1)! ~ p:1 (n-p)! P=1 (n-p)! 
sind fUr die Ermittlung der Menge F maximal 
n (n-1)! ( C-C 1 ) • ( :2: ( p-1). ) 
P=2 (n-p)! 
Vergleiche erforderlich. 
Für die Menge F gilt: 
n (n-1)! 
card(F) ~ (c-c 1 ) •( 2: ) 
P=2 (n-p)! 
Die Ermittlung der Menge OF erfordert maximal 
n (n-1)! 
( C-C 1 ) • ( 2: ( p-2). ) Additionen und 
P=3 (n-p)! 
n (n-1)! 
(C-C1)"(P~- ) - 1 ~~ (n-p)! Vergleiche • 
Zur Ermittlung der Menge 02 sind (C-C1)•card(OF) Vergleiche 
erforderlich. 
Zur Ermittlung der Menge 0 sind maximal ein Vergleich und eine 
Division erforderlich; die Ubrigen Operationen wurden schon 
zur Bestimmung der Mengen OZ und OF durchgeführt. 
Die Auswahl eines geeigneten Elements aus 0 erfordert schließ-
lich card(0)-1 Vergleiche. 
Für die Verfahren aus Abschnitt 4.3.2. und 4.3.4. ergibt sich 
nach den obigen Angaben für großes n ein sehr hoher Aufwand, der 
in der Praxis nicht mehr vertretbar sein dürfte. Zu beachten ist 
jedoch, daß der Grenzfall, daß von jedem Zustand n Transitionen 
ausgehen, im allgemeinen bei weitem nicht erreicht wird, so daß 
der Aufwand in den meisten Fällen deutlich geringer ist. Für 
eine kleine Anzahl von Zuständen, zum Beispiel n~10, oder einer 
mittleren Anzahl von Zuständen, zum Beispiel n~20, und wenigen 
Transitionen, zum Beispiel insgesamt 2•n, dürfte der Aufwand bei 
der Verarbeitung langer Eingabevektoren auf jeden Fall ver.tretb ar 
sein. 
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5.0 ANWENDUNG DES VERFAHRENS AUF DEN PIPELINE-RECHNER AP-190L 
Im folgenden soll als Anwendungsbeispiel geze~gt w~rden, wi~ die 
in den Abschnitten 3 und 4 vorgestell~en H~lfs~~tt~l be~ der 
Optimierung von Assembler-Programmen filr den Plpel~ne-Rechner 
AP-190L der Firma Floating Point Systems, INC., ~ortland/Or~gon, 
eingesetzt werden können. Dazu soll als erstes e~ne Beschre~bung 
des Rechners gegeben werden. 
5.1 BESCHREIBUNG DES AP-190L 
·ri~r AP-190L, im folgenden mit AP bezeichnet, kann nur Uber einen 
Steuerrechner (Host) betrieben werden. Der Host-Rechner muß alle 
auf dem AP auszufUhrenden Programme und Daten an diesen Ubergeben 
.und die Ausfilhrung starten. Der AP ist vor allem zur Entlastung 
der Rost-Zentraleinheit bei rechenintensiven Problemen gedacht. 
Die Bezeichnung "Array-Prozessor" (AP) deutet an, daß sich der AP 
vor allem zur Verarbeitung von Datenfeldern (Vektoren, Matrizen) 
.eignet; er ist kein Array-Prozessor (Feldrechner, Parallel-
'PI"OZessor) im eigentlichen Sinn (vgl. Abschnitt. 1). 
~'Im folgenden werden zunächst die wichtigsten Bestandteile der 
. Hardware b aschrieben, da dies filr das weitere Verständnis er-
'forderlich ist. Filr genauere Erläuterungen sei auf die FPS 
Reference Manuals (siehe /FPS 78/) verwiesen. 
5.1.1 HARDWARE 
Der AP besitzt zwei jeweils als Pipeline organisierte Gleitkomma-
Recheneinheiten, mehrere Register- und Speichereinheiten eine 
Einheit zur Berechnung von Programmadressen und ' einen 
E~n/ Ausg~bete~l, . auf d~n j.edoch im weiteren nicht eingegangen 
w~rd. Dle e~nzelnen E~nhe~ten des AP sind untereinander durch 
verschiedene Datenbusse miteinander verbunden. Der AP arbeitet 
.mit ~inem 38-Bi~-Gleitkomma-Datenformat (10-Bit-Exponent, 28-Bit-
Mant~sse), 16-B~t-Adressen und 54-Bit-Instruktionen· die Takt-
zeit beträgt filr alle Einheiten 167 ns • Das folgende Bild soll 
einen überb~ick Uber d7n Aufbau des AP geben. Danach erfolgt eine 
Kurzbeschre~bung der e~nzelnen Einheiten. 
3US INPUTS: 
~?95 - ~aca P3a 3us (38) 
Ji'X ?S 'I~LUE 
JPY SPF'( ZERO 
::ISS s;.;R 
·~o 7"1 
!~as • :~~ut aus (3Sl Formatteer 
P~LaS- ?anel aus (16) 
JPSS 
?~OG:U!'1 
SO:.JRCE 
'1E."10RY 
F.\ 
FM 
OPBS 
,;osT 
COMPUTER 
r--.., 
li /0 ~EV ICE I 
I I 
l/0 l~A _j 
" ·~ . ~--~ 
-1---------~, , ~, 
I~ITERFACE 
PAr.EL F~T 
• 
PNLSS 
FA 
F~ 
OPSS 
_, 
•• 
~SS CPSS ,, 
F.\ 
FM 
OPBS 
OPT. ANC. 
'ORT 
OMA 
i:lPSS 
S?Fi• 
PNLBS 
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F'JNCiiO:'-!AL Jllli OUTPUTS: 
~PX • Jata -~d X Cutcut 
JPY • uata P;a V Out~~t 
:-10 • Jata '·'emory Outcut 
TM • Table ~emory Output 
FA • F.?. ~dder J~tcut 
F~ • F.?. ~ulti~iier Out:ut 
SPFN - S-Paa ~Lv Outcut 
:JMA • Oireet Me-nor•t ~a~ress 
?S • ?roqr~m Source Outout 
l:'4BS • :nout Bus 
?S I DPA ~RITE ~--,~'--[N~~E~ ~--·~'--~ 
..__.,.._"N ...-.I i'--r---' 
T~A 'N ~EA:l JPX 
... r INDEX r 
F_, 
'"" :>PX. DPY 
FLOATING 
?O!NT 
'IULT4PLIER: 
'11 *'IZ 
FLOAT:::G 
POINT 
.::~o. 
sr~s 
STAGE 2 
STAGE 3 
,...r:.. 
F1J 
FO 
._ 
FA 
MD 
OPX, OPY 
~ MI 
OATA 
PA!l Y 
F!'l 
'N 
OPX, OPY 
FA 
MO 
OPX, 
OPY 
'IALUE 
., 
FLOATtNG 
POINT 
AOOER: 
Al .~2 
Al+AZ 
Al-A2 
AZ·Al 
ABS(A2) 
Al EQ'I A2 
Al _"NO A2 
Al OR A2 
FIX A2 
FLOATHIG 
POiNT 
CO~OITION 
BITS 
S'l'AGE l 
STAGE Z 
F!'t FA 
~----------~~'--------------~' 
Bild 5.1.1. Aufbau des AP-190L 
, 
5-PAO ALU FIJNCilONS 
S-PAO 
RE(; I STERS 
1 
s-o 
S" -~ 
~+l -:l 
S·l •Q 
~J+S -o 
~-s-o 
J ~ .... o s-o 
D OR S-o 
u EQV s-o 
INTEGER 
ALU/ 
SHIFiER 
S-PAD SHIFiER FUNCTtON 
• 2 
• z 
• 4 
... _ . 
..i. 
SPF~ z 
a :r>rEüER C:l~Oii!ON SITS 
,. 
---
OPA 
JP ~S~,..---.,.E-"'C-~-y-;.o-:-~E-S_S _ _, 
S?F~ 
!JP~S~ TASLE ·•E'10t<V ~OORESS 
)r'F:>i 
7'•~ ~ P~OG~A.'I SOURCE ~:;:RESS 
P1'11.o:i,_ •---------
PSA 
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Gleitkomma-Recheneinheiten 
Der AP,enthält einen 38-Bit-Gleitkomma-Addierer und einen 38-Bit-
Gleitkomma-Multiplizierer. 
Der ~ddierer ist eine aus zwei Segmenten bes~ehende lineare 
Pipeline mit zwei Eingabebussen A 1 und A2 ;tnd e~nem A':lsgabeb';ls 
FA. Neben der Addition können im Addierer we~tere O~erat~onen m~t 
einem oder zwei Operanden ausgeführt werden (vgl. B~ld 5.1.1.) 
Der Multiplizierer ist eine aus drei Segmenten bes~ehende lineare 
Pipeline mit zwei Eingabebussen M1 und M2 und e~nem Ausgabebus 
FH • 
. Mit jedem Takt kann im Addierer und im Mul tiplizierer jeweils 
"eine .. Operation gestartet werden. Von welchen Einheiten Eingaben 
in ; den Addierer b zw. Mul tiplizierer erfolgen können, ist Bild 
5.1.1. zu entnehmen. 
:~~iister und Speicher 
,:Der' AP enthält zwei Datenregistersätze (Data Pad X - DPX, Data 
Pa~. Y - DPY)• einen Adreßregistersatz (S-Pad), einen Daten-
;speicher (MD), einen Tabellenspeicher (TM), einen Programm-
speicher (PS) und vier 16-Bit-Register für die Programm-Adresse 
(PSA), die Datenspeicher-Adresse (MA), die Tabellenspeicher-
Adresse (TMA) und die Datenregister-Adresse (DPA). 
Die.beiden Datenregiste~sätze bestehen aus jeweils 32 38-Bit-
Registern und dienen als Zwischenspeicher für die Recheneinheiten 
bzw. " als Datenpuffer. zwischen dem Datenspeicher und den 
~echeneinheiten. 
Es ist möglich, in jedem Zyklus in jeden Registersatz einen Wert 
zu schreiben und einen Wert zu lesen. Dabei ist auch das Lesen 
und Beschreiben desselben Registers im gleichen Zyklus möglich 
(read before write). Die Zugriffsadressen der Datenregister 
ergeben sich durch Addition der 3-Bit-Schreib- bzw. Leseindizes 
XR, YR, XW und YW zur Datenregister-Adresse (DPA). Ein Zugriff 
kann daher nur auf die Register mit den Adressen DPA-4 bis DPA+3 
erfolgen. 
I~ welche Einheiten Werte aus den Datenregistern gebracht werden 
. kennen b.~w. vo~ w~l~hen Werte in die Datenregister geschrieben 
werden-kennen, ~st B~ld 5.1.1. zu entnehmen. 
Der Adreßregistersatz (S-Pad) besteht aus 16 16-Bit-Registern zur 
Aufnahme von Adressen oder ganzzahligen .16-Bi t-Werten z .B. zur · 
Schleifenzählung. 
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Der Datenspeicher (Main Data Memory - MD) ist ein RAM-Speicher 
( Random Access Memory) und dient zur Aufnahme von 64K 38-Bi t-
Daten. Neben dem eigentlichen Speicherteil enthält der 
Datenspeicher ein Eingaberegister (Memory Input Buffer - MI) und 
ein Ausgaberegister (Memory Destination Buffer - MD). Der 
Datenspeicher wird üb er das !-1A-Register (Memory Address) 
adressiert und ist vierfach verschränkt, wobei die Speicherbänke 
wie folgt aufgeteilt sind: 
Bank 0: Speicheradressen 
Bank 1: Speicheradressen 
Bank 2: Speicheradressen 
Bank 3: Speicheradressen 
o, 
1 , 
32768, 
32769, 
2, 
3, 
32770, 
32771, 
4, 
5, 
32772, 
32773, 
... 
• • • 
. . . 
, 32766 
, 32767 
, 64534 
, 64535 
Zu jedem zweiten Takt kann auf dieselbe Speicherbank und zu jedem 
Takt auf verschiedene Speicherbänke zugegriffen werden. Wird jeweils zu zwei ~ufeinanderfolgenden Takten ein Zugriffsbefehl 
auf dieselbe Speicherbank erteilt, wird intern ein Wartezyklus 
eingeschoben, in welchem der AP keinen anderen Befehl ausführt. 
Es dauert drei Zyklen, bis ein Wert aus dem Speicher in das MD-
Register geholt bzw. e!n Wert aus dem MI-R~gister in den Speicher 
geschrieben worden ist. 
Bild 5.1.1. ist zu entnehmen, aus welchen Einheiten Werte in den 
Speicher b zw. in welche Einheiten Werte aus dem Speicher gebracht 
werden können. · 
Der Tabellenspeicher (Table Memory - TM) besteht aus einem ROM-
Teil (Read Only Memory) und einem RAM-Teil (optional). 
Der ROM-Teil (TMROM) enthält 2,5K 38-Bit-Konstanten, insbesondere 
eine Cosinus-Tabelle zur schnellen Durchführung von Fast-Fourier-
Transformationen. 
Der RAM-Teil ( TMRAH) kann als Hilfsspeicher benutzt werden und 
umfaßt 2K 38-Bit-Speicherplätze. Der RAM-Teil enthält zusätzlich 
ein Eingaberegister (Table Memory Input Buffer TMI) zur 
Aufnahme von Daten, die in den RAM-Teil gebracht werden sollen. 
Der Tabellenspeicher enthält außerdem ein Ausgaberegister (Table 
Memory Buffer - TM) zur Aufnahme von Daten, die aus dem ROM- oder 
RAM-Teil gelesen worden sind. Die Adressierung des Tabellen-
speichers erfolgt über das TMA-Register (Table Memory Address). 
Zu jedem Takt kann ein Zugriff auf den Tabe~lenspeicher. erfo~­
gen. Zwei Takte nach dem Beginn des Zugr1ffs ersche1nt e1n 
gelesener Wert im TM-Register b zw. wurde ein im TMI-Register 
befindlicher Wert in den RAM-Teil gebracht. 
Der Programmspeicher ist ein RAM-Speicher und dient zur Aufnahme 
von 4K 54-Bit-Instruktionen. Der Programmspeicher w~:d über. das 
PSA-Register adressiert, in welches während ~~r Ausfuhrung e1~er 
Instruktion automatisch die Adresse der nachsten Instrukt1on 
geladen wird. 
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Adreßeinheit 
Die Adreßeinheit (S-Pad Unit) dient in der Hauptsache zur 
Berechnung von Datenadressen und zur Schleifenzählung. Sie 
enthält eine 16-Bit-arithmetisch-logische Einheit (S-Pad ALU) zur 
Durchführung der aus Bild 5.1.1. zu entnehmenden Operationen auf 
ganzzahligen 16-Bit-Werten aus den S-Pad-Registern S (Source) und 
D (Destination). Das Ergebnis einer S-Pad-Operation, die soge-
nannte S-Pad Funktion (SPFN) wird im S-Pad D-Register abgelegt 
und kann außerdem in die Register MA, TMA und OPA geladen werden. 
Busstruktur 
Die verschiedenen Einheiten des AP sind ilber mehrere 38-Bit-
Datenb usse miteinander verbunden. Vier Operandenbusse ( A 1 , A2, 
M1, M2) liefern die Eingaben filr die Gleitkomma-Recheneinheiten, 
zwei Ergebnisbusse (FA, FM) fUhren die Ergebnisse aus den 
Gleitkomma-Recheneinheiten zurück und ein weiterer Datenbus (Data 
Pad Bus - DPBS) verbindet die verschiedenen Register- und Spei-
chereinheiten miteinander. Bild 5.1.1. gibt eine Obersicht 
darüber, wie die einzelnen Einheiten des AP mitein~nder verbunden 
sind. 
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5.1.2 ASSEMBLER-PROGRAMMIERUNG 
Ein APAL-Programm (Array Processor Assembly Language) besteht aus 
einer Folge von Assembler-Direktiven und AP-Instruktionen. Auf 
die Assembler-Direktiven wird im weiteren nicht eingegangen. Im 
folgenden soll der Aufbau einer AP-Instruktion beschrieben 
werden. Für genauere Erläuterungen sei auf die FPS Reference 
Manuals (siehe /FPS 78/) verwiesen. 
Ein AP-Instruktionswort hat eine Länge von 64 Bit und ist in 
mehrere Felder für die einzelnen Befehlsgruppen der verschiedenen 
AP-Einheiten unterteilt. Bild 5.1.2. zeigt den Aufbau einer AP-
Instruktion. 
Obersicht über die einzelnen Befehlsgruppen: 
Befehlsgruppe 
S-Pad 
Adder 
Branch 
Data Pad 
Multiplier 
Memory 
Funktion 
Kontrolle der Adreßeinheit 
Kontrolle des Addierers 
Kontrolle von Programmverzweigungen 
Kontrolle der Datenregister 
und des Data Pad Bus 
Kontrolle des Multiplizierers 
Kontrolle der Speichereinheiten 
Jedes Feld für eine Befehlsgruppe ist wiederum in Unterfelder 
unterteilt (siehe Bild 5. 1. 2.). Die Unterfelder enthalten den 
Befehlscode und die Operandenangaben für die Befehle der 
jeweiligen Befehlsgruppe. Die Felder 'SPEC OPER', 'I/0' und 
'VALUE' (siehe Bild 5.1.2.) sind für weitere Befehle reserviert, 
auf die im folgenden jedoch nicht eingegangen wird. 
Der Aufbau einer AP-Instruktion ermöglicht die gleichzeitige 
Ausführung von bis zu zehn Operationen: 
eine S-Pad Operation 
eine Operation des Addierers 
eine Programmverzweigung 
laden eines DPX-Registers 
laden eines DPY-Registers 
eine Datenübertragung über den Data Pad Bus 
eine Multiplikation 
einen Zugriff auf den MD-Speicher 
ändern des OPA-Registers 
einen Zugriff auf den Tabellenspeicher 
tJ:I 
...... 
..... 
0. 
\.Jl 
_.. 
(\) 
;x::. 
c 
d 
I» 
c 
CD 
..... 
::l 
Cl) 
"1 
;x::. 
'"t1 
I 
H 
::l 
CJl 
C1" 
"1 
c 
~ 
C1" 
..... 
0 
::l 
0 
B 
}2 n 
~PX 
6 1 8 9 10 II 12 ll 14 
SPS SPO 
S-PAO GRntJP 
SOPI 
SPEC OPER 
36 11 lRI 19 40 41 
OI'BS XR 
OAT A PAO GROUI' 
15 lf 
FAOO 
AOOER GROUP 
FAOlll 
1/0 
48 49 50 151 
YW FH 
20 21 2Z Zl 24 25 2ii l1 2U 29 
AZ CON!l DISP 
RRAIILII GRlltJP 
54 55 56 57 
H2 MI 
HUL Tl Pl Y GRUUP 11[H0RY GROUP 
VALU[ 
30 11 
62 63 
THA 
(/) 
(1j 
....  
C1" 
CD 
~ 
+=" 
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Da bei der Assembler-Programmierung des AP eine Fülle von Hard-
ware-Gegebenheiten zu berücksichtigen ist, empfiehlt es sich, fUr 
den zeitlichen Ablauf von Aktivitäten auf dem AP zur Lösung eines 
Problems eine Reservierungstafel zu erstellen, in der vertikal 
die wichtigsten Elemente des AP aufgetragen sind. 
Bild 5. 1. 3. zeigt die Reservierungstafel fUr die Linearkomb ina-
tion dreier Vektoren X, Y und Z nach der Formel 
V(I) = A•X(I) + B•Y(I) + C•Z(I) fUr I: 1 ( 1) N 
In der Reservierungstafel ist genau das Muster fUr die Berechnung 
eines Vektorelements V(I) angegeben. Die Vektorelemente X(I), 
Y( I), Z( I) und V( I) werden in der Reservierungstafel ab kUrzend 
mit X, Y, Z und V bezeichnet, deren Adressen mit IX, IY, IZ und 
IV. Außerdem wird vorausgesetzt, daß die Konstanten A, B und C 
vor den Berechnungen in die Datenregister DPX(O), DPY(O) und 
DPY( 1) geladen wurden. Die Bedeutung der Eintragungen in einer 
Reservierungstafel fUr den AP wird anschließend angegeben. 
0 I -~ 
' 
• I • 7 • t 10 II Hl 
' .. I HA IX• I lT•l lZ•l lY•l 
I! X 
' 
z 
c 
' 
z ... X ! 
HO ll 
' 
z 
THA 
.. 
.. , 
... TH .. c 
DPX 0" t•IIX ... 2•CI 2" if DPY 0" ... 
I 1 08 
• FHUL II•X I•Y C•l ~ II• X I•Y C•l !t 
.. II•X I•Y C•l i FH lt•X I•Y C•l 
FAOD llli•IT IIX.IT•C! 
• llli•IT IIX•IY.CZ I FA llli•IY IIXoiYoCI 
lZ•l 11-1 lY.t i SPFN lX•l IY•l 
11•0•0 .. BR • 
Bild 5. 1. 3. Reservierungstafel für die Linearkombination dreier 
Vektoren auf dem AP-190L. 
· · E' t ;n den entsprechenden Zeilen der BedeutUng der ~n ragung~n .... 
·Reservierungs tafel: 
HI 
HA 
r, ·, ~ 
_, ·~,,~ 
Der eingetragene Wert wird während des Zyklus in das MI-
Register d~s Datenspeichers gebracht. 
'Hierin steht die Zugriffsadresse für den Datenspeicher, 
unter welcher ein Zugriff gestartet wird. 
HD : Bei einem Lesezugriff auf den Datenspeich~r erscheint 
hierin drei Takte nach Beginn des Zugriffs der gelesene 
w~rt. 
THA· ·: .Hierin steht die Zugriffsadresse für den Tabellenspei-
cher, unter welcher ein Zugriff gestartet wird. 
,,TM:: Bei einem Lesezugriff auf den Tabellenspeicher erscheint 
hierin zwei Takte nach Beginn des Zugriffs der gelesene 
Wert. 
DPi : Eine Eintragung I<W bedeuted, daß das DPX-Register I mit 
dem Wert W geladen wird; eine Eintragung J> bedeuted, daß 
das DPX-Register J gelesen wird; eine Eintragung J>; I<W 
bedeuted, daß beide Operationen ausgeführt werden. 
:DPY : analog zu DPX 
DB.: Der eingetragene Wert wird über den Datenbus übertragen. 
F'MUL' : Eine Eintragung U • V b edeuted den Start der Hul tiplika tion 
zweier Werte U und V. Die beiden nachfolgenden Zeilen 
kennzeichnen die Weitergabe von Zwischenresultaten von 
einem Pipelinesegment an das jeweils nächste 
.FM :; Der eingetragene Wert erscheint einen Takt nach Weiter-
gabe von Zwischenresultaten an das letzte Pipelinesegment 
am Ausgang des Multiplizierers. 
~FA,: 
SPFN 
BR 
Eine Eintragung U+V bedeuted den Start der Addition von 
zwei Werten U und V. Die nachfolgende Zeile kennzeichnet 
·die Weitergabe von Zwischenresultaten vom ersten an das 
zweite Pipelinesegment. 
Der eingetragene Wert erscheint einen Takt nach Weiter-
gabe von Zwischenresultaten an das zwe.ite Pipelinesegment 
am Ausgang des Addierers. · · 
D~r hier ~ingetragene Wert ist die Ausgabe der arithme-
t~sch-log~schen S-Pad-Einheit in diesem Takt. 
E~ne Eintr~gung b:I gibt eine Verzweigungsbedingung b und 
d~e Verzwe~~ungsadresse I an; eine Eintragung I ist die 
Adr~sse b e~ einer unbedingten Verzweigung. I ist 
entsprechend der Nummerierung der obersten Zeile ange-geben. 
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5.2 ANWENDUNG DES VERFAHRENS 
Ausgehend von der Reservierungstafel als Muster für einen Be-
rechnungsprozeß auf dem AP kann das dazugehörige modifizierte 
Zustandsdiagramm erzeugt werden, aus dem dann eine optimale 
Scheduling-Stra tegie zur tlb erlappung von N J.?erechnungsprozessen 
nach diesem Muster ermittelt werden kann. Die Idee dabei ist, den 
ganzen AP-Rechner als eine statische Pipeline aufzufassen, deren 
Segmente die einzelnen Elemente des AP sind. Zu beachten ist, daß 
dabei Pipelinesegmente wie der Addierer oder Multiplizier-er 
selbst wieder als Pipeline organisiert sind. 
Da die Reservierungstafel zugleich die AP-Instruktionen für den 
von ihr b aschrieb enen Berechnungsprozeß bestimmt, liefert die 
optimale Scheduling-Strategie zugleich ein für die N-fache Aus-
führung des Berechnungsprozesses optimales Assembler-programm. 
Beispiel 5.2.1. 
Im folgenden soll ein optimales Assemblerprogramm zur Ermittlung 
der Linearkombinationdreier Vektoren nach der in Bild 5.1.3. an-
gegebenen Reservierungstafel erzeugt werden. 
Ausgehend vom Anfangskollisionsvektior (1,1,1,0,1,0,1,0,1,1,1,1) 
ergibt sich folgendes modifizierte Zustandsdiagramm, das bereits 
entsprechend Bemerkung 4 aus Abschnitt 4.1.3. vereinfacht ist: 
12 
7 
Zustandsdl.·ag~amm für die Reservie-Bild 5.2.1. Modifiziertes • 
rungstafel aus Bild 5.1.3. 
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Aus dem modifizierten Zustandsdiagramm läßt sich entsprechend dem 
in Abschnitt 4.2. angegebenen Verfahren folgendes Äquivalen-
zensystem ÄS(O) = ÄS(1) regulärer Ausdrücke ableiten: 
X1 ......, 121X1 V 32X2 V 53X3 V 74X4 
x2- 121x1 
X3- 121X1 V 
X4- 121X1 V 
Daraus ergibt sich die Menge Z 1 = {121 , 7 4} und das folgende Äqui-
valenzensystem ÄS(2): 
x 1 - (32121 V 53121 V 74121)X1 V 7453X3V 5374X4 
X2""' 12132X2V 12153X3V 12174X4 
X3- 74121X1 V 12132X2 V (12153 V 7453)X3 V 12174X4 
X4- 53121X1 V 12132X2 Y 12153X3 V ( 12174 V 5374)X4 
Daraus ergibt sich die Menge Z2:{32121, 53121, 74121, 12132, 
12153 7453, 12174, 5374} und das folgende Äquivalenzensystem 
ÄS(3): 
X1 - (7453121 V 5374121 )X1 
X2- 1217453X3 V 1215374X4 
X3- 7412132X2 V (7412153 V 1217453)X3 
X4 .... 5312132X2 V (5312174 V 1215374)X4 
Daraus ergibt sich die Menge z3:{745 312 1 , 537412 1 , 7412 153 , 1217453, 5312114, 1215374 J und das Äquivalenzensystem ÄS(4): 
x1 - A 
x2 ,... A 
x3- A 
X4- A 
Damit bricht das Verfahren ab und es ergeben sich die Mengen 
oz = {7453, 5374 t ' 
F = {53, 74, 7453, 5374} 
OF = {53} und 
0 = {<5,7,5,7, ••• >} ={(5,7)~ 
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Die Menge 0 enthält also nur den optimalen Verzögerungszyklus 
(5,7) bei einer kleinsten erreichbaren mittleren Verzögerung 
HAL:6 • 
Bemerkung: 
Die Greedy-Stra tegie liefert den Verzögerungszyklus ( 3, 12) und 
ist damit nicht optimal. 
Bei einem Verzögerungszyklus (5,7) ergibt sich mit der Reservie-
rungstafel aus Bild 5.1.3. das in Bild 5.2.2. angegebene Berech-
nungsmuster zur Linearkombination dreier Vektoren. Die Bezeich-
nungen sind dabei die gleichen wie die in der Reservierungstafel. 
Nach einem Aufsetzbereich mit einer Dauer von 5 Zeiteinbei ten 
folgt der stationäre Bereich, der in Bild 5.2.2. mit Hilfe einer 
Schleife dargestellt wird. Die Dauer eines stationären Intervalls 
beträgt 12 Zeiteinheiten. Bei jedem Schleifendurchlauf erfolgen 
zwei Initiierungen bzw. werderi zwei Ergebnisse geliefert. Da die 
Berechnungen bis zum Ende (N=O) nach dem Muster eines stationären 
Intervalls ablaufen können, erübrigt sich ein Auslaufbereich. 
Die Dauer des stationären Bereichs Bereichs beträgt 
12•N/2 Zeiteinheiten, falls N gerade ist, und 
12•(N-1)/2 + 7 Zeiteinheiten, falls Nungerade ist. 
Zu beachten ist, daß zur ersten Berechnung die Adressen IX, IY, 
IZ und IV die Anfangsadressen der entsprechenden Vektoren und 
damit die Adressen der jeweils ersten Vektorelemente sind. Erst 
ab der zweiten Berechnung mUssen diese Adressen jeweils inkre-
mentiert werden. 
Das APAL-Programm zu dem in Bild 5.2.2. angegebenen Berechnungs-
muster ist dem Anhang dieser Arbeit unter dem Namen V3LKA zu ent-
nehmen. 
Wie man in Bild 5.2.2. erkennt, ist trotz optimaler Uberlappung 
keine AP-Einhei t hundertprozentig ausgelastet. Die höchste Aus-
lastung, nämlich die der S-Pad-Einhe_i t, beträgt .?1.6. Entsprechend 
erreicht die kleinste erreichbare m~ttlere Verzogerung n~cht den 
für sie kleinstmöglichen Wert, der nach Abschnitt 2.4.4. 5 
b.eträgt. 
Eine hundertprozentige Auslastung der S-Pad-Einheit kann nur 
durch eine Veränderung des zugrunde liegenden Berechnungsmusters, 
also der Reservierungstafel, erzielt werden. In den anschl~e­
ßenden beiden Beispielen wird für verschiedene Reserv~e­
rungstafeln zur Linearkombination drei?r Vek~or~n auf dem AP 
jeweils eine optimale Scheduling-Strateg~e entw~ckelt. 
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• FI1UL A•X II•T C•Z A•X II•T c•z 
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~ 
C•Z A•X II•T A•X I•T .. I 
A•X ~ A•X .. , C•Z Fl1 
FADD AX+IIT AX•IIT+CZ 
• AX•IT AX•IIT•CZ I AX•IIT AX•IIT+CZ FA 
~ SPFN IX IT II IY•I IX+1 IT+I 11•1 II• I IV+ I 
II•DtEIIO 
... BR • 
II' I !I •• II II !110 111 y 
... 
I HA IX. I IT•1 IZ•1 IY•1 
l I T z 
• i X ' z 110 X T 
nm 
... il 
.. l Tl1 
DPX ... M:Z 2> II» if DPY 0 .. 
I I DB 
• FtnJL II•X .. , ...
~ A•X 
.. C•Z i Fl1 I•T C•Z 
FAOO IIX•IY AX+IY+CZ 
• AX•IY AX•IY•CZ I FA IIX•IIT AX+IY+CZ 
i SPFN IX• I IT•I IZ•1 11•1 IY•I 
... 8R II>OtLOIIP • 
Bild 5. 2. 2. Berechnungsmuster f·ür die Linearkombination dreier 
Vektoren nach der Reservierungstafel aus Bild 5.1.3. 
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Beispiel 5.2.2. 
Eine Ursache dafür, daß bestimmte Verzögerungen für die Reser-
vierungstafel aus Bild 5. 1. 3. zu Kollisionen führen, sind die 
Operationen auf den Datenregistern. Entsprechend dem Berech-
nungsmuster der in Bild 5.2.3. angegebenen Reservierungstafel 
werden zusätzliche durch Datenregister-Zugriffe verursachte 
Kollisionen zu den von anderen Einheiten verursachten Kollisionen 
vermieden. 
0 I 2 3 • s II 7 II 9 10 II 
l'ti y 
... l'tA IX. I IT•I IZ•I IY•I • ~ 
~ X y z 
a: y z .. X a: 
.. 
110 X 
' 
z 
Tl'tA 
.. 
.... 
=! .. .., Tl't 
DPX O• ... 2• if DPY OcAx o• 
I I OB 
• Fl'tUL II X I y c z ~ A X e ' c z ... ~ 
A X e' c z .. t ~ Ft1 A X e ' c z 
FAOO AX•IY AX.IY.CZ 
• AX•IIY AX•IY.CZ l!l 
.. 
a: FA AX•IY AX•IY.CZ 
SPFN IX. I IY•I lhl II-I lhl ~ 
L BR 11•0•0 .. 
Bild 5.2.3. Reservierungstafel zur Linearkombination dreier Vek-
toren auf dem AP-190L 
Für die Reservierungstafel aus Bild 5. 2. 3. ergibt sich mit dem 
Anfangskollisionsvektor (1,1,1,1,0,0,0,1,1,1,1,1) folgendes mo-
difizierte und nach Bemerkung 4 aus Abschnitt 4.1.3. vereinfachte 
Zustandsdiagramm: 
12 
6 
Bild 5.2.4. Modifiziertes Zustandsdiagramm 
Vierungstafel aus Bild 5.2.3. 
für die Reser-
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Das daraus ableitbare Äquivalenzensystem ÄS(O) = ÄS(1) lautet: 
X1 - 121X1 V 42X2 V 63X3 
X2 ,.., 121X1 
x3 - 121X1 v 63x3 
Daraus ergibt sich die Menge Z1= {121 ,63\ und das folgende Äqui-
valenzensystem ÄS(2): 
X1- (42121 V 63121)x1 
X2- 12142X2" 12163x3 
X3,.., 12142X2 V 12163X3 
Aus 1{S(2) ergibt sich die Menge Z2:{42121, 63121, 12142, 12163} 
und das folgende Äquivalenzensystem ÄS(3): 
Damit bricht das Verfahren ab und es ergeben sich die Mengen 
oz = { 63} 
F = OF = {63} und 
0 = {<6,6,6, ••• >J = {<6>} • 
Die Menge 0 enthält nur den optimalen Verzögerungszyklus (6); die 
Greedy-Strategie (4,12) ist auch hier nicht optimal. 
In Bild 5. 2. 5. ist das Berechnungsmuster für den Verzögerungs-
zyklus (6) angegeben. Bei einem Aufsetzbereich von 6 Zeiteinhei-
ten und einer Dauer des stationären Bereichs von 6•N Zeiteinhei-
ten ergibt sich zwar keine Verbesserung gegen üb er dem in Bild 
5.2.2. angegebenen Berechnungsmuster, jedoch besteht der statio-. 
näre Bereich jetzt aus N Intervallen mit einer Dauer von jeweils 
6 Zeiteinbei ten. Daurch sinkt der Programmieraufwand, wie das 
dazugehörige Assemblerprogramm, daß dem Anhang unter dem Namen 
V3LKB zu entnehmen ist, zeigt. 
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... 1'1R • IX IT IZ IX•I IT•I IZ•I IV. I 0 
J: 
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~ X T z X T z a: 
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1'10 X T z X T 
TI'1R 
... 
.... 
~0 
.... 
a: ... Tl'1 .... 
OPX 0» I» %" 0» I" if OPY O«AX 0» 
I 1 08 
• F1'1UL A X I T c z A X I T ~ A X I T c z A X I T .. 
~ 
.. A X I T c z A X i Fl'1 A X I T c z 
FROO AX•IT AX•IT•CZ 
• AX•IT AX.IT•CZ ..... 
ll FR AX•IT IIX•IT•CZ 
.. SPFN IX IT IZ IY·I IX•I IT•I IZ•I II• I IY•I 
c 
.. BR II•O•LOO, .. 
Bild 5. 2. 5. Berechnungsmuster für die Linearkombination dreier 
Vektoren nach der Reservierungstafel aus Bild 5.2.3. 
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Beispiel 5.2.3. 
Um eine Verbesserung der kleinsten erreichbaren mittleren Ver-
zögerung und damit eine hundertprozentige Segmentauslastung zu 
erzielen, wird die Reservierungstafel aus Bild 5. 2. 3. so geän-
dert, daß bei den Verzögerungen 5, 10, 15, ••• keine Kollisionen 
auftreten. Damit ergibt sich, wie im folgenden gezeigt wird, der 
optimale Verzögerungszyklus (5). 
Bild 5.2.7. gibt die Reservierungstafel an, die aus der Reservie-
rungstafel von Bild 5. 2. 3. durch Verzögerung des Ab speicherns 
eines Ergebnisses V und der Schleifenzählung hervorgegangen ist. 
Mit dem Anfangskollisionsvektor ( 1,1, 1,1 ,0,0, 1 ,0, 1,1 ,0, 1,1, 1,1, 
0) ergibt sich für die Reservierungstafel aus Bild 5. 2. 7. fol-
gendes modifizierte und nach Bemerkung 4, Abschnitt 4.1.3., 
vereinfachte Zustandsdiagramm: 
15 
10 
Bild 5.2.6. Modifiziertes Zustandsdiagramm 
ronnr:T.c:tt!:lf"""l !:llta t:H 1 ~ c: ~ "7 für die Reservie-
Seite 75 
0 I 2 3 • 5 II 7 a 9 10 II 
t1l 
... 
• ttA 11•1 IT•I IZ•I 0 
"' ~ l ., l 
~ 
a: l T l 
.. 
ttO l T z 
TttA 
... 
.... 
~~ 
~~ TH 
ii DPX 
O• , .. 2• 3<Y 
OPY O<Al o• 
I I OB 
• FttUL " l I T c z !:! 
... A I I T c l 
~ 
i A l I T c z FH Al I T c z 
FAOD Al•IT Al•IT•CZ 
• I AX•IY AX•IY.CZ FA AX•IT AX•IY•CZ 
\ ~ SPFN IX• I ITol IZ.l BR 
U! 13 14 111 
ttl y 
.. ttA I IY•l 
I! 
c 
.. 
! 
no 
TttA 
.. 
... , 
!:! tn 
DPX .. , il DPY 
I I 08 
c FttUL 
... 
~ 
.. 
• 
'" FAOD 
c 
I FA 
~ SPFN IY•I II-I BR 11"010 
Bild 5.2.7. Reservierungstafel zur Linearkombination dreier Vek-
toren auf dem AP-190L 
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d d · aus Bild 5.2.6. ergibt Mit dem modifizierten Zustan s ~a~ramm = :~~"S( 1) regulärer Aus-
sich folgendes Äquivalenzensystem ÄS ( 0) !'1 
drUcke: 
x 1 - 15 1x 1 V 42x2 V 53x3 1/ 74X4 V 105X5 
x2 .- 151x1 
X3 _, 151X1 V 
X4 - 151X1 V 
X5 - 151X1 V 
105x5 
1o5x5 
53x3 V 74X4 V 105x5 
Daraus ergibt sich die Menge Z1: {151, S3, 105} und das folgende Äquivalenzensystem ÄS(2): 
x 1 - (4 2 15 1 V 53 15 1 V 7415 1 V 105 15 1)x 1 V 10553X3 V 10574X4 
V (53105 V 74105)X5 
X3 ,.., 105151X1 V 15142X2 V ( 15153 V 10553)X3 
v < 15 17 4 v 1 o57 4) x4 v 1511 o5x5 
x4 ,_ 105 151X1 V 15142X2 V (1515 3 V 10553)x3 
v(15174V 10574)X4 V 151105X5 
X5...., (S31S1 V 741S1)x 1 V 1S142X2 V 15153X3 'I 15174X4 
" c 1s 1 1 os v s 31 os v 1 41 os > x5 
Daraus ergibt sich die Menge Z2= {42151, 53151, 34151, 10s151, 
1S142, 151S3, 105S3, 15174, 10574, 5310s, 7410s, .15110s} und das 
folgende Äquivalenzensystem ÄS(3): 
X1 - (10553151 V 10574151 V 53105151 V 74105151)X1 
V 14105s 3x3 V 5310574X4 
x3- 105141S1x 1 v 105 15 142x2 v (105 15 153 v15 11o5s 3 )x3 
v <10515174 v 15 110s74)x4 ~ 15 174 1o5x5 
X4 ....., 105S3151X1 V 105 15142X2 V ( 105 15 153 V 15 11o5
s
3
)x
3 
(10c:;15174 v 15110s74)x4 v 15 1 5~10sx5 
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X5- (5315142v 7415142)X2 V 5315174X3 V 7415153X4 
v (5315,105v 74151105 v 15 153105 v 15 174 1o5 )x5 
Daraus ergibt sich die Menge Z3= {10553 15 1, 1057415 1, 53 105 15 1, 
74 10515,, 10515153, 15110553, 10515174, 15110574, 5315 11o5 , 
14151105, 15153105, 15174105} und das Äquivalenzensystem ÄS(4): 
X1 - (7410553151 V 5310574151)X1 
X2- 1517410553X3 V1515310574X4 
X3,..., 1057415142X21/(1057415153 Y1517410553)X3 
X4 -1055315142X2 II ( 1055315174 V 1515310574)x4 
x5 - (5315174105 "7415 1531o5 )x5 
Daraus ergibt sich die Menge 24={7410553 15 1, 53 1057415 1, 
1057415153, 1517410553, 1055315174, 15153 10514 , 53 15 1741o5 , 
1415153105} und das Äquivalenzensystem ÄS(4): 
x1 -A 
X2 -A 
x3 -A 
X4 -A 
x5 -A 
Damit bricht das Verfahren ab und es ergeben sich die Mengen 
oz = {53} 
F = {53, 10553, 7410553} 
OF = {53} und 
0 = (<5,5,5, • • • >} = {< 5 >} . 
Mit der in Bild 5.2.7. angegebenen Reservierungstafel ergibt sich 
damit als optimale Scheduling-Stra tegie der Verzögerungszyklus 
{5), womit die kleinste erreichbare mittlere Verzögerung ihre 
untere Grenze, nämlich 5, ·erreicht; die S-Pad Einheit ist 
hundertprozentig ausgelastet. Die Greedy-Strategie (4,15) ist 
auch hier nicht optimal. Bild 5.2.8. gibt das Berechnungsmuster 
für den Verzögerungszyklus ( 5) an. Die Aufsetzzeit b·eträgt 11 
Zeiteinheiten, die Dauer des stationären Bereichs 5·N 
Zeiteinheiten bei N stationären Intervallen. Das entsprechende 
APAL-Programm ist im Anhang unter dem Namen V3LKC aufgeführt. 
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Bild 5. 2. 8. Berechnungsmustt:!r zur Linearkombination dreier 
Vektoren auf dt:!m AP nach der Reservierungstafel aus Bild 5.2.7. 
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Bemerkung: 
Bei der Anwendung des Verfahrens auf den AP-190L ist folgendes zu 
beachten.: 
Es muß Sichergestellt werden, daß zwischen dem Beschreiben und 
anschließenden Lesen eines Registers oder Speicherplatzes in 
einer Berechnung keine Änderungen dieses · Registers oder 
Speicherplatzes durch eine nachfolgende Berechnung bei 
überlappter Verarbeitung erfolgt. Dies kann zum Beispiel dadurch 
gewährleistet werden, daß in der Reservierungstafel zusätzliche 
Markierungen eingetragen werden, die jeweils anzeigen, daß ein 
Register oder ein Speicherplatz in der jeweiligen Zeiteinheit 
nicht beschrieben werden darf. 
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6.0 SCHLUSSBETRACHTUNG 
zum Start von Berechnungsprozessen iq einer s~atisc~en ~de: dyna-
mischen Pipeline ist eine Kontrolle erforderl~ch, d~e verh~ndert, 
daß es zu Kollisionen mit zuvor gestarteten Be~echnungspr~zess~n 
in der Pipeline kommt. Aufgabe einer. s.c.hedul~ng-.Strateg~e ~Ur 
Pipelines ist die Auswahl geeigneter In~t~~erungsze~tpunkte. E~ne 
mögliche Scheduling-Strategie ist die sogenannte Greedy-Strate-
gie, die sich jedoch nicht immer als optimal erweist. 
Als optimale Scheduling-Strategie fUr eine statische Pipeline 
wird eine Strategie bezeichnet, mit der die höchstmögliche 
Initiierungsrate beziehungsweise die kleinste erreichbare mitt-
lere Verzögerung erzielt wird. 
In dieser Arbeit wurde ein Verfahren zur Entwicklung einer 
optimalen Scheduling-Strategie vorgestellt. Ausgangspunkt fUr das 
Verfahren ist jeweils ein fest vorgegebenes Berechnungsmuster, 
das durch eine Reservierungstafel repräsentiert wird. Für die 
Reservierungstafel wird mit Hilfe des Verfahrens eine optimale 
Uberlappung erzielt. Wie die Anwendungsbeispiele in Abschnitt 5 
dieser Arbeit zeigen, nimmt die kleinste erreichbare mittlere 
Verzögerung trotz optimaler tiberlappung der Reservierungstafel 
nicht unbedingt den Wert ihrer unteren Grenze an, was die 
hundestertprozentige Auslastung mindestens eines Pipelinesegments 
bedeuted. Erst durch Änderung der Reservierungstafel kann die 
kleinste erreichbare mittlere Verzögerung, falls überhaupt, ihre 
untere Grenze erreichen. Die Änderung einer Reservierungstafel 
kann unter anderem durch das Einfügen von Verzögerungsschritten 
( vgl. Beispiel 5. 2. 3.) · erfolgen, falls dies möglich ist. Es 
bleibt zu untersuchen, ob sich ein Verfahren konstruieren läßt, 
das eine optimale Reservierungstafel in dem Sinne generiert, daß 
mit dieser Reservierungstafel eine hundertprozentige Auslastung 
mindestens eines Pipelinesegments erreicht werden kann. 
Bei der Anwendung des Verfahrens zur Entwicklung einer optimalen 
Scheduling-Strategie sind außerdem folgende Punkte zu beachten: 
1 •. Beste~en zwischen zwei verschiedenen Berechnungen Ab hängig-k:~ten ~n den Daten, zum Beispiel durch Rekursionen, muß s~c~ergestell t werden, daß die Daten, die für eine Berechnung 
b enotigt .. ~erd7n, ~uch . rechtzeitig verfügbar sind. Bei Datenabhang~~ke~ten laßt s~ch im allgemeinen keine oder nur eine 
s:hl7chte. Uberlappung der Berechnungen erzielen. Einzige M~gl~chk:~t, das Problem schneller zu lösen, bleibt in solchen 
Fällen e~ne Umstellung des Algorithmus. 
2. Bei komp~exeren Anw~ndungen mit längeren Reservierungstafeln, 
aus. ~e~en ~m allgeme~nen eine hohe Anzahl von Zuständen des mod~f~z~erten Zustandsdiagramms resultiert kann das verfahren 
s7hr aufwendig werden, jedoch kann sich im Fall von Berechnungen, 
d;:e. sehr oft oder auf langen Vektoren durchzufUhren sind ein hoherer Aufwand durchaus lohnen. ' 
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ANHANG 
· d f lgenden Programmen verwendeten APAL-Bedeutung der ~n en o 
Befehle: 
MOV I,J 
INC I 
DEC I 
SETMA 
MI<E 
DPX(I)<E 
DPY(I)<E 
Der Inhalt des S-Pad-Registers I wird in diesem Zyklus 
zum Ausgang (SPFN) der S-Pad-Einheit und in das S-Pad-
Register J gebracht. 
Der Inhalt des S-Pad-Registers I wird in diesem Zyklus 
inkrementiert und zum Ausgang (SPFN) der S-Pad-Einheit 
gebracht. 
Der Inhalt des S-Pad-Registers I wird in diesem Zyklus 
dekrementiert und zum Ausgang (SPFN) der S-Pad-Einheit 
gebracht. 
Laden des MA-Registers mit der Ausgabe der S-Pad-
Einhei t ( SPFN) und Starten eines Zugriffs auf den MD-
Speicher. 
Laden des MI-Registers mit E. E kann unter anderem die 
Ausgabe des Addierers (FA) oder des Multiplizierers 
(FM) sein. 
Das DPX-Register I relativ zur Adresse DPA wird mit E 
geladen. E kann un~er anderem die Ausgabe des Addierers 
(FA), des Multiplizierers (FM) oder des HD-Speichers 
(MD) sein. · 
analog zu DPX(I)<E 
FMUL M1,M2 Start der Multiplikation von M1 und M2 und Weitergabe 
von Zwischenresultaten vorher begonnener Multiplika-
tionen in der Pipeline ( Weiterschieben der Pipeline) • 
H1 kann unter anderem ein Registerinhalt (DPX, DPY) 
oder eine Ausgabe des Multiplizierers (FM), M2 ein 
Registerinhalt (DPX, DPY), eine Ausgabe des MD-
Speichers oder eine Ausgabe des Addierers (FA) sein. 
FMUL Weiterschieben der Multiplikationspipeline 
FADD Al ,A2 Start der Addition von A1 und A2 und Weiterschieben 
der Additionspipeline. A1 kann unter anderem ein 
Registerinhalt (DPX, DPY) oder eine Ausgabe des 
Multiplizierers (FM), A2 ein Registerinhalt (DPX, DPY), 
eine Ausgabe des MD-Speichers oder eine Ausgabe des 
Addierers (FA) sein. 
FADD Weiterschieben der Additionspipeline 
BGT ADR Verzweigung zur symbolischen Adresse ADR, falls im 
vorhergehenden Zyklus ein Wert größer als Null am 
Ausgang (SPFN) der S-Pad-Einheit erschien. 
BEQ ADR Verzweigung zur symbolischen Adresse ADR, falls im 
vorhergehenden Zyklus ein Wert gleich Null am Ausgang 
(SPFN) der S-Pad-Einheit erschien. 
10 " 
20 " 
30 " 
40 " 
50 " 
60 " 
70 " 
80 " 
90 " 
100 " 
11 0 " 12Q II 
130 
140 
150 " 
160 " 
APAL-UNTERPROGRAMM ZUR BERECHNUNG DER LINEARKOMBINATION 
VON 3 VEKTOREN DER LAENGE N NACH DER FORMEL . 
V(I) = A*X(I) + B*Y(I) + C*Z(I) FUER I:1(1)N 
AUSFUEHRUNGSZEIT DER RESERVIERUNGSTAFEL: 
VERZOEGERUNGSZYKLUS (5,7) 
AUFSETZZEIT: 5 ZEITEINHEITEN 
DAUER DES STATIONAEREN BEREICHS: 
12*N/2 ZEITEINHEITEN (12*(N-1)/2)+7 ZEITEINHEITEN 
$TITLE V3LKA 
$ENTRY V3LKA,10 
12 ZEITEINHEITEN 
FUER N GERADE 
FUER N UNGERADE 
170 " FESTLEGUNO VON SYMBOLEN ZUR BEZEICHNUNG VON S-PAD-REGISTERN 
180 " 
190 
200 
210 
220 
230 
240 
250 
260 
270 II 
280 " 
IA $EQU 0 
IX $EQU 1 
IB $EQU 2 
IY $EQU 3 
IC $EQU 4 
IZ $EQU 5 
IV $EQU 6 
N $EQU 7 
290 11 FESTLEGUNO VON SYMBOLEN ZUR BEZEICHNUNG VON DATA-PAD-REGISTERN 
300 " 
310 II DPX-REGISTER:· 
320 II 
330 
340 
350 
360 " 
A $EQU 0 
AX $EQU 1 
CZ $EQU 2 
370 " DPY-REGISTER: 
380 II 
390 
400 
410 II 
420 II 
B $EQU 0 
C $EQU 1 
430 "REGISTER LADEN MIT KONSTANTEN 
440 II 
450 V3LKA: MOV IA,IA; SETMA 
460 MOV IB,IB; SETMA 
470 MOV IC,IC; SETMA 
480 " 
490 II 
500 " AUFSETZBEREICH DER PIPELINE 
510 " 
520 
530 
540 
550 " 
560 
570 
580 II 
590 II 
MOV IX,IX; SETMA; DPX(A)<MD 
MOV IY,IY; SETMA; DPY(B)<MD 
MOV IZ,IZ; SETMA; DPY(C)<MD 
DEC IV; FMUL DPX(A),MD 
FMUL DPY(B),MD 
600 " STATIONAERER BEREICH 
610 " 
620 LOOP: INC IX; SETMA; FMUL DPY(C),MD 
630 INC IY; SETMA; DPX(AX)<FM; FMUL 
640 INC IZ; SETMA; FMUL; FADD FM,DPX(AX) 
650 DPX(CZ)<FM; FMUL DPX(A),MD; FADD 
660 FMUL DPY(B),MD; FADD DPX(CZ),FA 
670 DEC N; FMUL DPY(C),MD; FADD 
680 INC IV; SETMA; MI<FA; DPX(AX)<FM; FMUL; BEQ END 
690 n 
700 
710 
720 
730 
740 
750 " 
INC 
INC 
INC 
DEC 
INC 
IX; SETMA; FMUL; FADD FM,DPX(AX) 
IY; SETMA; DPX(CZ)<FM; FADD 
IZ; SETMA; FADD DPX(CZ),FA 
N; FMUL DPX(A),MD; FADD 
IV; SETMA; MI<FA; FMUL DPY(B),MD; BGT LOOP 
760 n -
770 " PROGRAMMENDE MIT RUECKSPRUNG INS HAUPTPROGRAMM 
780 " 
790 END: RETURN 
800 $END 
10 " APAL-UNTERPROGRAMM ZUR BERECHNUNG DER LINEARKOMBINATION 
20 " VON 3 VEKTOREN DER LAENGE N NACH DER FORMEL 
30 " V(I) = A*X(I) + B*Y(I) + C*Z(I) FUER I:1(1)N 
40 " 
50 " AUSFUEHRUNGSZEIT DER RESERVIERUNGSTAFEL: 12 ZEITEINHEITEN 
60 " VERZOEGERUNGSZYKLUS (6) 
70 " AUFSETZZEIT: 6 ZEITEINHEITEN 
80 " DAUER DES STATIONAEREN BEREICHS: 6*N ZEITEINHEITEN 
90 " 
100 " 
110 
120 
. 130 " 
140 " 
$TITLE V3LKB 
$ENTRY V3LKB,10 
150 " FESTLEGUNO VON SYMBOLEN ZUR BEZEICHNUNG VON S-PAD-REGISTERN 
160 " 
170 
180 
190 
200 
210 
220 
230 
240 
250 " 
260 " 
IA $EQU 0 
IX $EQU 1 
IB $EQU 2 
IY $EQU 3 
IC $EQU 4 
IZ $EQU 5 
IV $EQU 6 
N $EQU 7 
270 " FESTLEGUNG VON SYMBOLEN ZUR BEZEICHNUNG VON DATA-PAD-REGISTERN 
280 " 
290 " DPX-REGISTER: 
300 " 
310 
320 
330 
340 " 
A $EQU 0 
B $EQU 1 
C $EQU 2 
350 " DPY-REGISTER: 
AX $EQU 0 360 " 370 
380 " 
390 " 400 " REGISTER LADEN MIT KONSTANTEN 
410 " 
420 V3LKB: MOV IA,IA; SETMA 
430 MOV IB,IB; SETMA 
440 MOV IC,IC; SETMA 
450 " 
460 " 
470 " AUFSETZBEREICH 
480 " 
490 
500 
510 
520 " 
530 
540 
550 
560 " 
570 " 
MOV IX,IX; SETMA; DPX(A)<MD 
MOV IY,IY; SETMA; DPX(B)<MD 
DPX(C)<MD 
MOV IZ,IZ; SETMA; FMUL DPX(A),MD 
DEC IV; FMUL DPX(B),MD 
FMUL 
580 " STATIONAERER BEREICH DER PIPELINE 
590 " 
600 LOOP: INC IX; SETMA; DPY(AX)<FM; FMUL DPX(C),MD 
610 INC IY; SETMA; FMUL; FADD FM,DPY(AX) 
620 FMUL; FADD 
630 INC IZ; SETMA; FMUL DPX(A),MD; FADD FM,FA 
640 DEC N; FMUL DPX(B),MD; FADD 
650 INC IV; SETMA; MI<FA; FMUL; BGT LOOP 
660 " 
670 " 
680 " PROGRAMMENDE MIT RUECKSPRUNG INS HAUPTPROGRAMM 
690 " 
700 
710 
RETURN 
$END 
. 10 " APAL-UNTERPROGRAMM ZUR BERECHNUNG DER LINEARKOMBINATION 
20 " VON 3 VEKTOREN DER LAENGE N NACH DER FORMEL 
30" V(I) = A*X(I) + B*Y(I) + C*Z(I) FUER I:1(1)N 
40 " 
50 " AUSFUEHRUNGSZEIT DER RESERVIERUNGSTAFEL: 16 ZEITEINHEITEN 
60 " VERZOEGERUNGSZYKLUS (5) 
70 " AUFSETZZEIT: 11 ZEITEINHEITEN 
80 " DAUER DES STATIONAEREN BEREICHS: 5*N ZEITEINHEITEN 
90 " 
100 " 
110 
120 
130 " 
140 " 
$TITLE V3LKC 
$ENTRY V3LKC,10 
150 " FESTLEGUNG VON SYMBOLEN ZUR BEZEICHNUNG VON S-PAD-REGISTERN 
160 " 
170 
180 
190, 
200 
210 
220 
230 
240 
250 " 
260 " 
IA $EQU 0 
IX $EQU 1 
IB $EQU 2 
IY $EQU 3 
IC $EQU 4 
IZ $EQU 5 
IV $EQU 6 
· N $EQU 7 
270 " FESTLEGUNG VON SYMBOLEN ZUR BEZEICHNUNG VON DATA-PAD-REGISTERN 
280 " 
290 " DPX-REGISTER: 
300 " 
310 
320 
330 
340 
350 " 
A $EQU 0 
B $EQU 1 
C $EQU 2 
V $EQU 3 
360 " DPY-REGISTER: 
370 " 
J80 
390 " 
AX $EQU 0 
400 " REGISTER MIT KONSTANTEN LADEN 
410 " 
420 V3LKC: MOV IA,IA; SETMA 
430 MOV IB,IB; SETMA 
440 MOV IC,IC; SETMA 
450 " 
460 " 
470 " AUFSETZBEREICH 
480 " 
490 
500 
510 
520 
530 
540 t1 
550 
560 
570 
580 
590 
600 " 
610 
620 " 
MOV IX,IX; SETMA; DPX(A)<MD 
MOV IY,IY; SETMA; DPX(B)<MD 
DPX(C)<MD 
MOV IZ,IZ; SETMA; FMUL DPX(A),MD 
DEC IV; FMUL DPX(B),MD 
INC IX; SETMA; FMUL 
INC IY; SETMA; DPY(AX)<FM; FMUL DPX(C),MD 
FMUL; FADD FM,DPY(AX) 
INC IZ; SETMA; FMUL DPX(A),MD; FADD 
FMUL DPX(B),MD; FADD FM,FA 
INC IX; SETMA; FMUL; FADD 
640 " STATIONARER BEREICH DER PIPELINE 
650 " 
660 LOOP: INC IY; SETMA; DPX(V)<FA; DPY(AX)<FM; FMUL DPX(C),MD 
670· INC IV; SETMA; MI<FA; FMUL; FADD FM,DPY(AX) 
680 INC IZ; SETMA; FMUL DPX(A),MD; FADD 
690 DEC N; FMUL DPX(B),MD; FADD FM,FA 
700 INC IX; SETMA; FMUL; FADD; BGT LOOP 
710 " 
720 " 
730 " PROGRAMMENDE MIT RUECKSPRUNG INS HAUPTPROGRAMM 
740 " 
750 RETURN 
760 $END 
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