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Localized peaking regimes for quasilinear parabolic equations
Andrey E. Shishkov and Yevgeniia A. Yevgenieva
Abstract. This paper deals with the asymptotic behavior as t → T < ∞ of all weak (energy)
solutions of a class of equations with the following model representative:
(|u|p−1u)t −∆p(u) + b(t, x)|u|
λ−1u = 0 (t, x) ∈ (0, T ) × Ω, Ω ∈ Rn, n > 1,
with prescribed global energy function
E(t) :=
∫
Ω
|u(t, x)|p+1dx+
∫ t
0
∫
Ω
|∇xu(τ, x)|
p+1dxdτ →∞ as t→ T.
Here ∆p(u) =
∑n
i=1
(
|∇xu|
p−1uxi
)
xi
, p > 0, λ > p, Ω is a bounded smooth domain, b(t, x) ≥ 0.
Particularly, in the case
E(t) ≤ Fµ(t) = exp
(
ω(T − t)
− 1
p+µ
)
∀ t < T, µ > 0, ω > 0,
it is proved that solution u remains uniformly bounded as t → T in an arbitrary subdomain Ω0 ⊂
Ω : Ω0 ⊂ Ω and the sharp upper estimate of u(t, x) when t → T has been obtained depending on
µ > 0 and s = dist(x, ∂Ω). In the case b(t, x) > 0 ∀ (t, x) ∈ (0, T ) × Ω sharp sufficient conditions on
degeneration of b(t, x) near t = T that guarantee mentioned above boundedness for arbitrary (even
large) solution have been found and the sharp upper estimate of a final profile of solution when t→ T
has been obtained.
MSC 2010. 35K59, 35B44, 35K58, 35K65.
Key words. quasilinear parabolic equation, peaking regime, blow-up time, blow-up set, energy
solution.
1 Introduction and formulation of main results
Let Ω be a bounded domain in Rn, n ≥ 1 with C2–smooth boundary ∂Ω. We will consider the set of all
weak solutions u(t, x) of the following initial value problem in the cylindrical domain Q = (0, T )×Ω,
0 < T <∞:
Pp(u) := (|u|
p−1u)t −
n∑
i=1
(ai(t, x, u,∇u))xi = 0 in Q, p = const > 0, (1.1)
u(0, x) = u0 in Ω, u0 ∈ L
p+1(Ω), (1.2)
Here ai(t, x, s, ξ), i = 1, 2, ..., n, are continuous functions satisfying the following coercitivity and
growth conditions:
d0|ξ|
p+1 ≤
n∑
i=1
ai(t, x, s, ξ)ξi; ∀(t, x, s, ξ) ∈ Q¯×R
1 ×Rn; d0 = const > 0; (1.3)
|ai(t, x, s, ξ)| ≤ d1|ξ|
p; ∀(t, x, s, ξ) ∈ Q¯×R1 ×Rn; i = 1, ..., n; d1 = const <∞. (1.4)
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Definition 1.1. We will call function u(t, x) ∈ Cloc([0, T );L
p+1(Ω)) a weak (energy) solution of the
problem (1.1)–(1.2) if
i) u(t, ·) ∈ Lp+1loc ([0, T );W
1,p+1(Ω));
ii) (|u(t, ·)|p−1u(t, ·))t ∈ L
p+1
p
loc ([0, T ); (W
1,p+1
0 (Ω))
∗);
iii) the following integral identity∫ τ
0
〈(|u|p−1u)t, η〉dx+
∫ τ
0
∫
Ω1
n∑
i=1
ai(t, x, u,∇u)ηxidxdt = 0 (1.5)
holds for an arbitrary function η(t, ·) ∈ Lp+1((0, τ);W 1,p+10 (Ω)) with an arbitrary τ < T ;
iv) initial condition (1.2) is satisfied.
Here as generally accepted W 1,p+10 (Ω) is a closure in the norm of W
1,p+1(Ω) of a set of smooth
functions f , such that f = 0 on Γ ∈ ∂Ω.
We consider the set of all weak solutions u of the problem (1.1)–(1.2) which have t = T as
blow-up time in the sense that
E(t) + h(t) := E(u)(t) + h(u)(t) :=
:=
∫ t
0
∫
Ω
|∇xu(τ, x)|
p+1dxdτ + sup
0<τ<t
∫
Ω
|u(τ, x)|p+1dx→∞ as t→ T.
(1.6)
Namely for all class of solutions u satisfying the following estimate
E(u)(t) + h(u)(t) ≤ F (t) ∀t < T (1.7)
with an arbitrary prescribed nondecreasing function F (t) : F (t)→∞ as t→ T , we have obtained the
precise upper energy estimate of a solution u near the blow-up time T depending on F (t). It is worth
to mention that the described unbounded growth of a solution may be generated in various ways, i.e.
by boundary regime with the infinite peaking:
u(t, x)
∣∣∣
∂Ω
= f(t, x)→∞ as t→ T, (1.8)
or
∂u(t, x)
∂N
∣∣∣∣∣
∂Ω
:=
n∑
i=1
ai(t, x, u,∇xu)νi = g(t, x)→∞ as t→ T. (1.9)
where ν = ν(x) := (ν1, ..., νn) is a unit vector of an outward normal to ∂Ω at a point x. Using different
self-similar solutions or integral representation of a solution and the barrier techniques, asymptotic and
localization properties of solutions of various linear and quasilinear second order parabolic equations
with boundary peaking regimes (1.8), (1.9) was studied by many authors (see [5], [6], [7], [8], [9] and
references therein).
Another situation with the unbounded growth of solution’s energy near t = T occurs when a
solution u of the problem (1.1)–(1.2) is the restriction on domain Q of a solution v(t, x) of the equation
Pp(v) = ϕ(t, x) in Q1 = [0, T ) × Ω1, Ω ⊂ Ω1, (1.10)
(Pp(·) is from (1.1)) with a boundary condition like (1.8) or (1.9) on ∂Ω1 with bounded boundary data
f or g and initial condition v(0, x) = v0(x) ∀x ∈ Ω1, where v0(x) = u0(x) ∀x ∈ Ω and
suppϕ(t, ·) ∈ Ω1 \Ω ∀t < T, ϕ(t, x)→∞ as t→ T. (1.11)
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In [12] (see also [10], [11], [3] and references therein) some variant of the local energy estimate
method for the study of the localization of peaking regimes was proposed and developed. This method
does not use any comparison techniques and is applicable for a very large class of equations, including
higher order quasilinear parabolic and pseudoparabolic equations. Moreover this method comprises
all classes of peaking regimes, including (1.8), (1.9) and (1.7). So, it was proved (see Th.1.1 in [10]
and Th.6.4.1 in [3]) that for an arbitrary solution u of problem (1.1), (1.2) that satisfies condition
(1.6), (1.7) with
F (t) ≤ F0(t) := exp
(
ω(T − t)−
1
p
)
∀ t < T, ω = const > 0, (1.12)
the following property takes place: there exist constants c > 0, C < ∞ depending on n, p only such
that:
h(u)(t, s) + E(u)(t, s) = h(t, s) + E(t, s) :=
∫
Ω(s)
|u(t, x)|p+1dx+
+
∫ t
0
∫
Ω(s)
|∇xu(τ, x)|
p+1dxdτ ≤ C <∞ ∀ t < T, ∀ s > cω
p
p+1 ,
(1.13)
where Ω(s) = {x ∈ Ω : d(x) := dist(x, ∂Ω) > s}. Thus peaking regime (1.12) is localized blow-up
regime with regional blow-up (”energy” analog of ”point-wise” definition (see [5])) and with blow-up
set Ωbl ⊂ Ω \ Ω
(
cω
p
p+1
)
. For nonlocalized HS-regimes (regimes (1.12) with ω = ω(t)→∞ as t→ T )
it was shown (see [11], [3]) that Ωbl = Ω in general case and upper estimates of the propagation of
a corresponding blow-up wave was obtained. For LS-regimes, i.e. regimes (1.12) with ω = ω(t) → 0
as t → T (for such regimes Ωbl ⊂ ∂Ω), there is no the precise description of the limiting profile of a
solution u when t → T depending on function ω(t). In this context we have obtained the following
result.
Theorem 1.1. Let u(t, x) be an arbitrary energy solution of the problem (1.1)–(1.2) that satisfies the
following global energy estimate:
E(t) + h(t) ≤ Fµ(t) := exp
(
ω(T − t)
− 1
p+µ
)
∀t < T, (1.14)
where E(t), h(t) were defined in (1.6), ω > 0, µ > 0 are arbitrary constants. Then there exist constants
c1 <∞, c2 <∞, c3 <∞ that depend on p, n, d0, d1 only such that the following uniform with respect
to t < T a priori estimate holds:
h(t, s) + E(t, s) ≤ c1 exp
(
c2ω
p+µ
µ s
− p+1
µ
)
∀ s : 0 < s < s′0 := c3min
(
1, ω
p+µ
p+1
)
, (1.15)
where h(t, s), E(t, s) are the energy functions from (1.13).
Conjecture. Estimate (1.15) is sharp with respect to parameters ω, µ.
Next we will demonstrate the application of Theorem 1.1 for the study of asymptotic properties
of large solutions of a some class of quasilinear parabolic equations of diffusion – nonlinear degenerate
absorption type. Namely let us consider the problem:
Pp(u) = −b(t, x)|u|
λ−1u in Q = (0, T )× Ω, T <∞, λ > p > 0, (1.16)
u =∞ on (0, T ) × ∂Ω, (1.17)
u =∞ on {0} × Ω, (1.18)
where Ω is a domain from Theorem 1.1 and b(t, x) (the absorption potential) is a continuous function
in [0, T ]× Ω satisfying the following condition:
b(t, x) > 0 in [0, T ) × Ω, b(t, x) = 0 on {T} × Ω. (1.19)
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If p = 1 and ai(t, x, u, ξ) = ξi, i = 1, ..., n then under the condition
a1(t)d(x)
β ≤ b(t, x) ≤ a2(t)d(x)
β ∀(t, x) ∈ [0, T ]× Ω, β > −2, (1.20)
where a1(t), a2(t) is positive continuous on [0, T ) functions, the existence of maximal u and minimal
u positive solutions of the problem (1.16), (1.17), (1.18) was proved in [13]. Moreover the main result
of [13] says that under the following additional condition on the degeneration of a1(t) near t = T :
a1(t) ≥ c0(T − t)
θ in [0, T ), c0 = const > 0, θ = const > 0 (1.21)
for any t0 ∈ (0, T ) there exists C = C(t0) <∞ such that:
u(t, x) ≤ Cmin
{
(T − t)−
θ
λ−1 , d(x)−
2θ
λ−1
}
d(x)−
2+β
λ−1 ∀(t, x) ∈ [t0, T )× Ω. (1.22)
In [14] the sharp sufficient flatness condition for a1(t) that guarantees the boundedness of lim supt→T u(t, x)
∀x ∈ Ω for an arbitrary solution u of the problem under consideration was found. Namely it was proved
that the condition
a1(t) ≥ c0 exp
(
−
ω0
(T − t)
)
in [0, T ), c0 = const > 0, ω0 = const > 0 (1.23)
guarantees the existence of a constant k > 0, that does not depend on ω0 such that
lim sup
t→T
u(t, x) ≤ C <∞ ∀x ∈ Ω0 := {x ∈ Ω : d(x) > kω
1
2
0 }. (1.24)
Here we prove the following statement.
Theorem 1.2. Let u be an arbitrary weak (energy) solution (see definition 5.1) of equation (1.16),
where the absorption potential b(t, x) satisfies the condition
a1(t)g1(d(x)) ≤ b(t, x) ≤ a2(t)g2(d(x)) ∀ (t, x) ∈ [0, T ) × Ω. (1.25)
Here g1(s) ≤ g2(s) are arbitrary nondecreasing positive for all s > 0 functions and a1(t) satisfies the
condition:
a1(t) ≥ c0 exp
(
−ω(T − t)
− 1
p+µ
)
∀ t < T, c0 > 0, ω = const > 0, µ = const > 0, (1.26)
Then the following estimate holds for all T2 < t < T :
h(t, s) + E(t, s) :=
∫
Ω(s)
|u(t, x)|p+1dx+
∫ t
T
2
∫
Ω(s)
|∇xu(τ, x)|
p+1dxdτ ≤
≤ K1 min
0<s¯<s
exp(K2ω p+µµ (s − s¯)− p+1µ ) ·
(∫ s¯
0
g1(h)
p+1
1+p(λ+2)dh
)− 1+p(λ+2)
λ−p
 ∀ s ∈ (0, s′0),
(1.27)
where constants K1 < ∞, K2 < ∞ depend on known parameters of the problem under consideration
only, s′0 is from (1.15).
Corollary 1.1. Let g1(s) = as
ν, a > 0, ν > 0. Then estimate (1.27) yields (see example 2 in §5):
h(t, s) +E(t, s) ≤ K3 exp
(
K2(1− ρ)
− p+1
µ ω
p+µ
µ s
− p+1
µ
)
ρ−bs−b ∀ t ∈
(
T
2
, T
)
, ∀ s ∈ (0, s′0),
where b =
(ν + 1)(p + 1) + p(λ+ 1)
λ− p
, K3 = K3(a, ν) = K1a
− p+1
λ−p
(
1 +
ν(p+ 1)
1 + p(λ+ 2)
) 1+p(λ+2)
λ−p
.
(1.28)
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Here ρ = ρ
(
µbs
p+1
µ
K2ω
p+µ
µ (p+1)
)
, where ρ(τ) is a function defined by an optimizing condition. Namely this
function satisfies the following equation:
ρ− τ(1− ρ)
p+µ+1
µ = 0, ∀τ > 0.
It is easy to see that ρ(·) : (0,∞)→ (0, 1) is a monotonically increasing function. Moreover, ρ(τ)τ−1 →
1 as τ → 0.
Remark 1.1. In the forthcoming paper we are going to consider the problem (1.16)–(1.18) under the
condition that the absorption potential b(t, x) degenerates on some manifold Γ ⊂ Ω : b(t, x) → 0 as
t→ T, x ∈ Γ; b(t, x) > 0∀ t ≤ T, ∀x ∈ Ω\Γ. We are going to describe the propagation of singularities
of a large solution along Γ and obtain sharp estimates of the limiting profile of a solution near t = T
depending on the asymptotic of b(t, x) near {T} × Γ.
2 Systems of differential inequalities with respect to the families of
energy functions.
Let us introduce the following families of subdomains of the domains Ω, Q from (1.1), (1.2):
Ω(s) := {x ∈ Ω : d(x) > s}, Q(s) := (0, T ) × Ω(s) ∀ s : 0 < s < sΩ, (2.1)
where sΩ > 0 is such a constant that function d(·) ∈ C
2(Ω \Ω(s)) ∀s ≤ sΩ and correspondingly ∂Ω(s)
is C2–smooth manifold for all 0 < s ≤ sΩ. As is well known, the existence of such a constant follows
from the prescribed smoothness of ∂Ω. Let us introduce the following energy functions for arbitrary
a, b : 0 ≤ a < b < T connected with solution u under consideration:
E(b)a (s) :=
∫
Q
(b)
a (s)
|∇xu(t, x)|
p+1dxdt Q(b)a (s) := {(t, x) ∈ (a, b)× Ω(s)} ,
h(b)a (s) := sup
a≤t<b
∫
Ω(s)
|u(t, x)|p+1dx ∀s ∈ (0, sΩ).
(2.2)
Lemma 2.1. Let u(t, x) be an arbitrary energy solution of the problem (1.1)–(1.2). Then there exist
constants k1 <∞, k2 <∞ that don’t depend on s, a, b such that for arbitrary a, b : 0 ≤ a < b < T and
almost all s ∈ (0, sΩ) the following inequality holds:
h(b, s) +
d0(p+ 1)
p
E(b)a (s) ≤ h(a, s)+
(∫ b
a
∫
∂Ω(s)
|∇xu(t, x)|
p+1dσdt
) p
p+1
×
×
[
k1
∫ b
a
h(t, s)dt+ k2
(
E(b)a (s)
)θ(∫ b
a
h(t, s)dt
)1−θ] 1p+1
, where θ = (p+ 1)−1.
(2.3)
The proof repeats the proof of lemma 6.2.2 from [3] with small changes (see also lemma 3.1
from [2]).
Lemma 2.2. Under conditions and definitions of lemma 2.1 energy functions, connected with an
arbitrary solution u of the problem under consideration, satisfy the following relations:
E(b)a (s) ≤ C1
∫
Ω(s)
|u(a, x)|p+1dx+ C2(b− a)
1
p+1
(
−
d
ds
E(b)a (s)
)
, (2.4)
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h(b)a (s) ≤ (1 + γ)
∫
Ω(s)
|u(a, x)|p+1dx+ C3γ
− 1
p+1 (b− a)
1
p+1
(
−
d
ds
E(b)a (s)
)
(2.5)
for almost all s ∈ (0, sΩ) and an arbitrary γ : 0 < γ < 1. Here positive constants C1 < ∞, C2 < ∞,
C3 < ∞ depend on known parameters of the problem under consideration only and particulary don’t
depend on γ.
Proof. Using standard way (see, for example, [2]) we deduce that the function E
(b)
a (·) from (2.2) is
differentiable almost everywhere and the following relation holds:
−
d
ds
E(b)a (s) ≥
∫ b
a
∫
∂Ω(s)
|∇xu(t, x)|
p+1dσdt for a.a. s ∈ (0, sΩ). (2.6)
Then starting from relation (2.3) from lemma 2.1 and using inequality (2.6) we deduce inequalities
(2.4), (2.5) after simple computations that are analogous to the proof of lemma 6.2.3 from [3].
Now we implement some construction which is essential for our further analysis. Firstly we
introduce the sequence {ti}, i = 1, 2, ..., t0 = 0, ti − ti−1 := ∆i > 0 for all i ∈ N , ti → T as i → ∞.
This sequence is defined by the function F (t) from condition (1.14) namely
∆i := (p+ µ)ω
p+µη−(p+µ)(i+ L)−(p+µ+1), i = 1, 2, ..., (2.7)
where parameters ω, µ, p are from (1.14), η and L will be defined later. Firstly we have to guarantee
the following equality:
∞∑
i=1
∆i = T ⇒ T = (p+ µ)ω
p+µη−(p+µ)
∞∑
i=1
(i+ L)−(p+µ+1) := (p+ µ)ωp+µη−(p+µ)σ(L, p + µ), (2.8)
which can be considered as some relation between free parameters η, L. Now fix constants γ > 0,
ν > 0 and sufficiently large L0 > 0 such that
θ0 := (1 + γ)
(
1 + L0
L0
) p+µ+1
p+1
exp
[
−
L0
(1 + ν)(1 + L0))
]
< 1, (2.9)
and further we will suppose that the parameter L from (2.8) satisfies the condition:
L ≥ L0. (2.10)
Note that due to the monotonicity of the function σ(·, p + µ) the sufficient condition for ω, which
guarantees the fulfilment of the relation (2.8), is as follows:
ω ≥ ω˜ =
(
T
(p+ µ)σ(L0, p+ µ)
) 1
p+µ
η. (2.11)
It means that for an arbitrary ω from (2.11) there exists L = L(ω) ≥ L0 such that the relation (2.8)
is satisfied. In virtue of the following condition∫ j
j−1
ds
sp+µ+1
> j−(p+µ+1) >
∫ j+1
j
ds
sp+µ+1
the following inequalities are valid:
ωp+µη−(p+µ)(j + L+ 1)−(p+µ) < T − tj :=
∞∑
i=j+1
∆i < ω
p+µη−(p+µ)(j + L)−(p+µ). (2.12)
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These relations lead to
exp
(
η(j + L)
)
≤ exp
(
ω(T − tj)
− 1
p+µ
)
≤ eη exp
(
η(j + L)
)
(2.13)
and moreover,
∆j = (p+ µ)ω
p+µη−(p+µ)
(
(j + L)−1
)(p+µ+1)
≥
≥ (p+ µ)ωp+µη−(p+µ)ω−(p+µ+1)ηp+µ+1(T − tj)
p+µ+1
p+µ = (p+ µ)ω−1η(T − tj)
p+µ+1
p+µ .
(2.14)
Analogously,
∆j ≤ (p+ µ)ω
−1η(T − tj)
p+µ+1
p+µ (1 + ξj), (2.15)
where ξj =
(
1− 1
j+L+1
)−(p+µ+1)
− 1→ 0 as j →∞.
Introduce now an infinite family of energy functions connected with a solution u(t, x) under
consideration:
Ej(s) := E
(tj )
tj−1
(s), hj(s) := h
(tj )
tj−1
(s) ∀s > 0, j = 1, 2, ..., (2.16)
where E
(b)
a (s), h
(b)
a (s) are from (2.2), (2.5). Then system (2.4), (2.5) leads to the following infinite
system of ordinary differential inequalities (ODI):
Ej(s) ≤ C1hj−1(s) +C2∆
1
p+1
j
(
−
d
ds
Ej(s)
)
, j = 1, 2, ..., (2.17)
hj(s) ≤ (1 + γ)hj−1(s) + C3γ
− 1
p+1∆
1
p+1
j
(
−
d
ds
Ej(s)
)
, j = 1, 2, ... (2.18)
for almost all s ∈ (0, sΩ), ∀γ : 0 < γ < 1. Further we will need the following consequence of the system
(2.17), (2.18). Namely put γ = γ0 = 2
−1 in (2.18) and add obtained inequality to (2.17). As a result
we have:
hj(s) + Ej(s) ≤ C1hj−1(s) +C2∆
1
p+1
j
(
−
d
ds
Ej(s)
)
, (2.19)
where C1 = C1 +
3
2 , C2 = C2 + 2
p+1C3.
Now we will realize detailed analysis of the asymptotic behavior of a solution of the system
(2.17), (2.18), (2.19), satisfying the corresponding initial conditions.
Lemma 2.3. Let constants ν > 0, L0 > 0, γ > 0 satisfy (2.9) and as a consequence we have the
following relation:
λ0 := (1 + γ)
−1θ0
(
L0
1 + L0
) p+µ+1
p+1
= exp
[
−
L0
(1 + ν)(1 + L0))
]
< 1. (2.20)
Let a sequence {∆i} is defined by (2.7), (2.8) and let relations (2.10), (2.11) hold. Let some infi-
nite sequence of nonnegative nonincreasing absolutely continuous functions Ej(s) satisfies ODI (2.17)
for almost all s ∈ (0, sΩ), where a sequence of nonnegative nonincreasing functions hj(s) satisfies
inequality (2.18). Let the following initial condition holds:
Ej(0) ≤ G exp
(
η(j + L+ 1)
)
∀j ∈ N, η > lnλ−10 , G = const ≥ 1. (2.21)
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Then functions {Ej(s)} satisfy the following estimate:
Ej(s) ≤ K5G exp
(
lnλ−10 (j + L)
)
Uω(s), ∀j ∈ N, ∀s ∈ (0, sΩ),
where Uω(s) = exp
(
K6γ
− 1
µ η
− p+µ
µ
(
η − lnλ−10
) p+µ+1
µ ω
p+µ
µ s
− p+1
µ
)
,
(2.22)
and constants K5,K6 <∞ do not depend on G, η, ω, γ; s
′ := min(sΩ, sω), sω = K7ω
p+µ
p+1 , K7 > 0 does
not depend on ω, G.
Proof. Let us introduce a sequence of functions {Ai(s)}, {Hi(s)} connected with {Ei(s)}, {hi(s)},
namely
Aj(s) := λ
j+L
0 Ej(s), Hj(s) := λ
j+L
0 hj(s) ∀j ∈ N, H0(s) = λ
L
0 h0(s), (2.23)
where λ0 is from (2.20). With respect to these functions the system (2.17), (2.18) yields:
Aj(s) ≤ C1λ0Hj−1(s) +C2∆
1
p+1
j
(
−
d
ds
Aj(s)
)
j = 1, 2, ..., (2.24)
Hj(s) ≤ λ1Hj−1(s) +C3γ
− 1
p+1∆
1
p+1
j
(
−
d
ds
Aj(s)
)
∀j ∈ N, for a.a. s ∈ (0, sΩ), (2.25)
where λ1 := (1 + γ)λ0. It follows from (2.20) that λ1 = θ0
(
L0
1+L0
) p+µ+1
p+1
< 1. Now we estimate the
first term in the right hand side of (2.24) using (2.25) with an index j instead of (j − 1). After j such
iterations we arrive at the following relation:
Aj(s) ≤ C1(1 + γ)
−1λ
j
1H0(s) + C3γ
− 1
p+1∆
1
p+1
j
j∑
i=1
λ
j−i
1
(
∆i
∆j
) 1
p+1 (
−A′i(s)
)
, (2.26)
where C3 = max{C2γ
1
p+1 , λ0C1C3}. Now with respect to following energy functions:
Uj(s) :=
j∑
i=1
λ
j−i
1
(
∆i
∆j
) 1
p+1
Ai(s), j = 1, 2, ..., (2.27)
the relation (2.26) leads to the following inequality:
Uj(s) ≤ C1(1 + γ)
−1λ
j
1H0(s) + θjUj−1(s) +C3γ
− 1
p+1∆
1
p+1
j
(
− U ′j(s)
)
,
j = 1, 2, ..., H0(s) = λ
L
0 h0(s).
(2.28)
Due to (2.7), (2.10), (2.20) and (2.9) we can get:
θj = λ1
(
∆j−1
∆j
) 1
p+1
= (1 + γ)λ0
(
j + L
j + L− 1
) p+µ+1
p+1
≤ (1 + γ)λ0
(
1 + L0
L0
) p+µ+1
p+1
= θ0 < 1. (2.29)
From (2.21), (2.23) and (2.14) we obtain the following estimate:
Uj(0) =
j∑
i=1
λ
j−i
1
(
∆i
∆j
) 1
p+1
λi+L0 Ge
η exp
(
η(j + L)
)
≤
≤
j∑
i=1
((1 + γ)λ0)
j−i
(
j + L
i+ L
) p+µ+1
p+1
λi+L0 Ge
η exp
(
η(j + L)
)
≤
≤ Geη
j∑
i=1
θ
j−i
0 exp
[
(η − lnλ−10 )(i+ L)
]
≤
≤ Geη(1− θ0)
−1 exp
[
(η − lnλ−10 )(j + L)
]
∀j ∈ N.
(2.30)
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Additionally it follows from (2.7) that (j+L) = (p+µ)
1
p+µ+1ω
p+µ
p+µ+1 η
− p+µ
p+µ+1∆
− 1
p+µ+1
j ∀ j ∈ N . There-
fore estimate (2.30) yields:
Uj(0) ≤ Ge
η(1− θ0)
−1 exp
[
(p+ µ)
1
p+µ+1ω
p+µ
p+µ+1 η
− p+µ
p+µ+1 (η − lnλ−10 )∆
− 1
p+µ+1
j
]
. (2.31)
Since C1(1 + γ)
−1λ
j
1 ≤ C1(1 + γ)
−1λ1 = C1λ0 it follows from (2.28), (2.31):
U j(s) := Uj(s)−
C1λ0
1− θ0
H0(s) ≤ θ0U j−1(s) + C3γ
− 1
p+1∆
1
p+1
j
(
− U
′
j(s)
)
,
U j(0) ≤
Geη
1− θ0
exp
[
(p+ µ)
1
p+µ+1ω
p+µ
p+µ+1 η
− p+µ
p+µ+1 (η − lnλ−10 )∆
− 1
p+µ+1
j
]
∀j ∈ N.
(2.32)
Now we rewrite the last system in the form:
U˜j(s) := G
−1e−η(1− θ0)U j(s) ≤ θ0U˜j−1(s) + (1− θ0)mj
(
− U˜ ′j(s)
)
,
U˜j(0) ≤ expMj ∀j ∈ N,
(2.33)
where mj = (1− θ0)
−1C3γ
− 1
p+1∆
1
p+1
j , Mj = (p+ µ)
1
p+µ+1 η
− p+µ
p+µ+1
(
η − lnλ−10
)
ω
p+µ
p+µ+1∆
− 1
p+µ+1
j . Due to
lemmas 9.2.7, 9.2.8 from [3] it follows from (2.33) a uniform upper estimate:
U˜j(s) ≤ U(s) := exp
(
B1ω
p+µ
µ s
− p+1
µ
)
∀ s ∈ (0, sΩ), ∀j ∈ N, (2.34)
where B1 = C4γ
− 1
µ η
− p+µ
µ
(
η − lnλ−10
) p+µ+1
µ , C4 =
µ(p+µ)
1
µ (p+1)
p+1
µ C
p+1
µ
3
(p+µ+1)
p+µ+1
µ (1−θ0)
p+1
µ
. Therefore it follows from
definitions (2.23), (2.21) that:
Ej(s) = λ
−(j+L)
0 Aj(s) ≤ λ
−(j+L)
0 Uj(s) ≤ λ
−(j+L)
0
(
U˜j(s)Ge
η
1− θ0
+
C1λ0H0(s)
1− θ0
)
≤
≤ (1− θ0)
−1λ
−(j+L)
0
(
Geη exp
[
B1ω
p+µ
µ s
− p+1
µ
]
+ C1λ0H0(s)
)
≤
≤ C5Gλ
−(j+L)
0 exp
[
B1ω
p+µ
µ s
− p+1
µ
]
∀s : 0 < s < s′, C5 = 2(1− θ0)
−1eη
(2.35)
where s′ = min(sΩ, sω) and sω is defined by the following relation:
B1ω
p+µ
µ s
− p+1
µ ≥ B2 := lnC1 + lnλ0 + lnH0(0) ∀s : 0 < s ≤ sω = B
µ
p+1
1 B
− µ
p+1
2 ω
p+µ
p+1 . (2.36)
Thus, the estimate (2.22) is proved with K5 = C5, K6 = C4, K7 = B
µ
p+1
1 B
− µ
p+1
2
3 Proof of Theorem 1.1: rough estimate of solution near the blow-
up time
Let u be a solution of the problem (1.1)–(1.2) under consideration and families of subdomains Ω(s),
Q(s) are from (2.1). Let {Ej(s)}, {hj(s)} be families of energy functions (2.16) that connect with u
and correspond to the family {∆j} from (2.7). Let the parameter η from definition (2.7) satisfies the
inequality:
η > lnλ−10 =
L0
(1 + ν)(1 + L0)
, (3.1)
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where L0, ν are from (2.20), and let the inequality (2.11) holds. Then the system (2.17), (2.18) is
satisfied. Moreover due to the condition (1.14) and the properties (2.13) we have:
E(tj) ≤ exp
(
ω(T − tj)
− 1
p+µ
)
≤ exp(η(j + L+ 1)) ∀j ∈ N
and therefore
Ej(0) ≤ exp(η(j + L+ 1)) ∀j ∈ N. (3.2)
Consequently in virtue of lemma 2.3 energy functions {Ej(s)}, j = 1, 2, ..., satisfy estimate (2.22) with
G = 1, K5 = C5 from (2.35), K6 = C4 from (2.34), namely
Ej(s) ≤ C5 exp(lnλ
−1
0 (j + L))Uω(s) ∀j ∈ N, ∀s : 0 < s < s
′ = min(sΩ, sω). (3.3)
Let us fix an arbitrary value s1 : 0 < s1 < s
′ and write the inequality (3.3) in the following form:
Ej(s1) ≤ C5G1λ
−(j+L)
0 ∀j ∈ N, G1 := Uω(s1). (3.4)
Summing the estimates (3.4) we get
E(tj , s1) :=
∫ tj
0
∫
Ω(s1)
|∇xu(t, x)|
p+1dxdt ≤ C6G1λ
−(j+L)
0 ∀j ∈ N, C6 = C5(1− λ0)
−1. (3.5)
Due to (2.13) and (2.20) the estimate (3.5) yields:
E(tj , s1) ≤ C6G1 exp
(
lnλ−10 η
−1ω(T − tj)
− 1
p+µ
)
=
= C6G1 exp
(
L0
(1 + ν)(1 + L0)η
ω(T − tj)
− 1
p+µ
)
= C6G1 exp
(
ω1(T − tj)
− 1
p+µ
)
,
(3.6)
where due to (3.1) we get:
ω1 = ζω, ζ = η
−1 lnλ−10 < 1. (3.7)
Finally it follows from (3.6) that in virtue of (3.4) the following inequality holds:
E(t, s1) ≤ C7G1 exp
(
ω1(T − t)
− 1
p+µ
)
∀t < T, C7 = C6λ
−1
0 . (3.8)
Estimate (3.8) is the final result of the first round of computations. Now we begin the second round.
Suppose, that the constant ω1 from (3.7) satisfies condition (2.11), namely:
ω1 ≥ ω˜ =
(
T
(p+ µ)σ(L0, p+ µ)
) 1
p+µ
η. (3.9)
Then introduce a new sequence of shifts {∆
(1)
j }:
∆
(1)
j := (p + µ)ω
p+µ
1 η
−(p+µ)(j + L)−(p+µ+1), j = 1, 2, ... . (3.10)
It is clear that the analog of relations (2.13) holds, namely:
exp
(
η(j + L)
)
≤ exp
(
ω1(T − t
(1)
j )
− 1
p+µ
)
≤ eη exp
(
η(j + L)
)
, (3.11)
and as consequence
∆
(1)
j ≥ (p + µ)ω
−1
1 η(T − t
(1)
j )
p+µ+1
p+µ ∀j ∈ N, ∆
(1)
j ≤ (p+ µ)ω
−1
1 η(T − t
(1)
j )
p+µ+1
p+µ (1 + ξj), (3.12)
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where ξj → 0 as j →∞. Now introduce new energy functions:
E
(1)
j (s) := E
(
t
(1)
j
)
t
(1)
j−1
(s), h
(1)
j (s) := h
(
t
(1)
j
)
t
(1)
j−1
(s) ∀s > s1.
It is obvious that these functions satisfy the following analog of (2.17), (2.18).
E
(1)
j (s) ≤ C1h
(1)
j−1(s) + C2
(
∆
(1)
j
) 1
p+1
(
−
d
ds
E
(1)
j (s)
)
, (3.13)
h
(1)
j (s) ≤ (1 + γ)h
(1)
j−1(s) + C3γ
− 1
p+1
(
∆
(1)
j
) 1
p+1
(
−
d
ds
E
(1)
j (s)
)
(3.14)
for almost all s ∈ (s1, sΩ) and all j ∈ N . In virtue of (3.11) the estimate (3.8) yields:
E
(1)
j (s1) ≤ C7G1 exp
(
η(j + L+ 1)
)
∀j ∈ N. (3.15)
Then due to lemma 2.3 it follows from (3.13)–(3.15) the following estimate:
E
(1)
j (s) ≤ C5C7G1 exp
(
lnλ−10 (j + L)
)
Uω1(s− s1) ∀ s ∈ (s1, s
′), ∀ j ∈ N. (3.16)
Particulary for s = s1 + s2 < s
′ we have:
E
(1)
j (s1 + s2) ≤ C5C7G1 exp
(
lnλ−10 (j + L)
)
Uω1(s2) := C5C7G1G2λ
−(j+L)
0 ∀j ∈ N, (3.17)
where G2 = Uω1(s2). Summing estimates (3.17) we get:
E(t
(1)
j , s1 + s2) ≤ C6C7G1G2λ
−(j+L)
0 ∀j ∈ N. (3.18)
Due to (3.11) the estimate (3.18) yields:
E(t, s1 + s2) ≤ C
2
7G1G2 exp
(
lnλ−10 η
−1ω1(T − t)
− 1
p+µ
)
= C27G1G2 exp
(
ω2(T − t)
− 1
p+µ
)
∀t < T, ω2 = ζω1, where ζ = lnλ
−1
0 η
−1 < 1.
(3.19)
Estimate (3.19) is the final estimate of the second round of computations. It is clear that we can
realize l such a rounds, where l is defined by
ωl ≥ ω˜, ω˜ is from (2.11), ωl+1 < ω˜. (3.20)
As result we obtain:
E
(
t,
l∑
i=1
si
)
≤ C l7
l∏
i=1
Gi exp
(
ωl(T − t)
− 1
p+µ
)
∀t < T,
l∑
i=1
si ≤ s
′. (3.21)
Moreover we have:
l∏
i=1
Gi =
l∏
i=1
Uωi−1(si) = exp
[
C4γ
− 1
µ η
− p+µ
µ d
p+µ+1
µ
l∑
i=1
ω
p+µ
µ
i−1 s
− p+1
µ
i
]
=
= exp
[
C4γ
− 1
µ η
− p+µ
µ d
p+µ+1
µ ω
p+µ
µ s
− p+1
µ
1
l∑
i=1
(
ωi−1
ω
) p+µ
µ
(
s1
si
) p+1
µ
]
,
ω0 := ω, d = η − lnλ
−1
0 > 0.
(3.22)
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It is clear that ωi−1
ω
= ζ i−1, where ζ =
lnλ−10
lnλ−10 +d
< 1. As for si, we define it by the following relation:
si := s1ρ
i−1 ∀i ≥ 1, (3.23)
where ρ = const < 1 will be defined later. Then(
ωi−1
ω
) p+µ
µ
(
s1
si
) p+1
µ
= ζ
(i−1)(p+µ)
µ ρ
− (i−1)(p+1)
µ =
(
ζp+µ
ρp+1
) i−1
µ
. (3.24)
Let us define now ρ as follows:
ρp+1 =
1 + ζp+µ
2
⇒ ρ :=
(
2−1(1 + ζp+µ)
) 1
p+1 . (3.25)
Then (
ζp+µ
ρp+1
) 1
µ
=
(
2ζp+µ
1 + ζp+µ
) 1
µ
:= æ = const < 1 (3.26)
Consequently,
l∑
i=1
(
ωi−1
ω
) p+µ
µ
(
s1
si
) p+1
µ
=
l∑
i=1
æi−1 <
1
1− æ
. (3.27)
Additionally,
l∑
i=1
si = s1
l∑
i=1
ρi−1 < s1
1
1− ρ
:= S(∞). (3.28)
Therefore it follows from (3.22):
l∏
i=1
Gi ≤ exp
[
C4γ
− 1
µ η
− p+µ
µ d
p+µ+1
µ ω
p+µ
µ s
− p+1
µ
1 (1− æ)
−1
]
:= G(∞)(s1). (3.29)
Now in virtue of (3.28), (3.29) estimate (3.21) yields for an arbitrary s1 : (1−ρ)
−1s1 < s
′ the following
inequality:
E
(
t,
s1
1− ρ
)
≤ C l7 exp
(
ωl(T − t)
− 1
p+µ
)
exp
[
C4γ
− 1
µ η
− p+µ
µ d
p+µ+1
µ (1− æ)−1ω
p+µ
µ s
− p+1
µ
1
]
, (3.30)
which implies
E(t, s) ≤ C l7 exp
(
ωl(T − t)
− 1
p+µ
)
exp[C8ω
p+µ
µ s
− p+1
µ ] ∀t < T, ∀s < (1− ρ)s′, (3.31)
where C8 = C4γ
− 1
µ η
− p+µ
µ d
p+µ+1
µ (1 − æ)−1(1 − ρ)
− p+1
µ , d = η − lnλ−10 . Of course, in the case when
the initial upper estimate (2.11) is not satisfied we get l = 0 and we must begin the proof of theorem
1.1 directly from the next step. For this next step of the proof we need to have an upper estimate of
functions hj(s) for s > 0, j ∈ N that is analogous to the estimate (3.3) for Ej(s). So we return to the
relation (2.19). Due to the absolute continuity of hj(s) and lack of its increase it follows from (2.19)
the relation:
E˜j(s) := hj(s) + Ej(s) ≤ C1hj−1(s) + C2∆
1
p+1
j
(
−
d
ds
E˜j(s)
)
∀j ∈ N (3.32)
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for almost all s ∈ (0, sΩ). Due to condition (1.14) E˜j(s) satisfies the following analog of the initial
condition (3.2)
E˜j(0) ≤ exp(η(j + L+ 1)) ∀j ∈ N. (3.33)
It is clear that the following relation that is analogous to (2.18) holds:
hj(s) ≤ (1 + γ)hj−1(s) + C3γ
− 1
p+1∆
1
p+1
j
(
−
d
ds
E˜j(s)
)
∀j ∈ N. (3.34)
Therefore repeating all realized steps in the proof of theorem 1.1 and using relations (3.32), (3.34),
(3.33) instead of (2.17), (2.18), (3.2), we obtain the analog of the estimate (3.21):
E˜
(
t,
l∑
i=1
si
)
:= h˜
(
t,
l∑
i=1
si
)
+ E
(
t,
l∑
i=1
si
)
≤ C l7
l∏
i=1
Gi exp
(
ωl(T − t)
− 1
p+µ
)
, (3.35)
where
h˜(t, s) := sup
τ∈(0,t)
∫
Ω(s)
|u(τ, x)|p+1dx.
Thus in virtue of relations (3.20) we can not use estimate (3.21) (or (3.35)) as the initial condition
for (l + 1)-th circle of the iterative estimation directly. Therefore we will implement some additional
trick. Namely, due to (3.20) we have
ωl+1 = ωζ
l+1 < ω˜ :=
(
T
(p+ µ)σ(L0, p+ µ)
) 1
p+µ
η.
Therefore we can define a value t
(l)
0 > 0 by the relation:
ωl+1 = ωζ
l+1 =
(
T − t
(l)
0
(p+ µ)σ(L0, p+ µ)
) 1
p+µ
η ⇔
ωl
(
T − t
(l)
0
)− 1
p+µ =
η
ζ
(
(p+ µ)σ(L0, p + µ)
) 1
p+µ
:= Λ1.
(3.36)
Now estimate (3.35) can be written as follows:
E˜
(
t, S(l)
)
≤
{
C l7
∏l
i=1Gi exp
(
ωl(T − t)
− 1
p+µ
)
, ∀t ∈ (t
(l)
0 , T );
C l7
∏l
i=1Gi expΛ1, ∀t ∈ (0, t
(l)
0 ]
(3.37)
where S(l) =
∑l
i=1 si. So, estimate (3.37) is the final estimate of our solution u(t, x) in the domain
{(t, x) : 0 < t ≤ t
(l)
0 , |x| > S
(l)}. For the consideration of a solution u in the domain {(t, x) : t
(l)
0 < t <
T, |x| > S(l)} we introduce new energy functions:
h˜(l)(t, s) := sup
t
(l)
0 <τ<t
∫
Ω(s)
|u(τ, x)|p+1dx, E(l)(t, s) :=
∫ t
t
(l)
0
∫
Ω(s)
|∇xu(τ, x)|
p+1dxdτ (3.38)
for all s ≥ S(l) and t > t
(l)
0 . Now we introduce new shifts
{
∆
(l)
j
}
, j = 1, 2, ... that is similar to (2.7),
namely
∆
(l)
j := (p+ µ)ω
p+µ
l η
−(p+µ)(j + L)−(p+µ+1), j = 1, 2, ..., (3.39)
t
(l)
j = t
(l)
j−1 +∆
(l)
j , j = 1, 2, ..., t
(l)
0 is from (3.36).
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Now condition (2.8) has the form:
∞∑
i=1
∆
(l)
i = T − t
(l)
0 = (p + µ)η
−(p+µ)ω
(p+µ)
l σ(L, p+ µ). (3.40)
As is easy to see the definition (3.36) of t
(l)
0 guarantees the validity of (3.40) with some L > L0 defined
by the equation:
ζσ(L0, p + µ)
1
p+µ = σ(L, p + µ)
1
p+µ . (3.41)
Introduce now energy functions h
(l)
j (s), E
(l)
j (s), j = 1, 2, ..., connected with shifts
{
∆
(l)
j
}
from (3.39).
It is clear that these functions satisfy ODI similar to (2.17), (2.18), (2.19), namely:
E
(l)
j (s) ≤ C1h
(l)
j−1(s) + C2
(
∆
(l)
j
) 1
p+1
(
−
d
ds
E
(l)
j (s)
)
∀ s ∈ (S(l), s′),
h
(l)
j (s) ≤ (1 + γ)h
(l)
j−1(s) + C3γ
− 1
p+1
(
∆
(l)
j
) 1
p+1
(
−
d
ds
E
(l)
j (s)
)
∀ s ∈ (S(l), s′),
h
(l)
j (s) + E
(l)
j (s) ≤ C1h
(l)
j−1(s) + C2
(
∆
(l)
j
) 1
p+1
(
−
d
ds
E
(l)
j (s)
)
∀ j ∈ N, (3.42)
Moreover, it is easy to see that due to (3.37) following initial conditions hold:
h
(l)
j (S
(l)) + E
(l)
j (S
(l)) ≤ C l7G
(l) exp
(
η(j + L+ 1)
)
∀j ∈ N, (3.43)
where G(l) =
∏l
i=1Gi. Applying lemma 2.3 to the system (3.42), (3.43) we obtain the estimate:
E
(l)
j (S
(l) + s) ≤ C5C
l
7G
(l) exp
(
lnλ−10 (j + L)
)
Uωl(s) ∀j ∈ N, ∀ s : s+ S
(l) < s′,
which yields:
E
(l)
j (S
(l+1)) ≤ C5C
l
7G
(l+1) exp
(
lnλ−10 (j + L)
)
. (3.44)
Summing these estimates we get:
E(t
(l)
i , S
(l+1))− E(t
(l)
0 , S
(l+1)) ≤ C6C
l
7G
(l+1) exp
(
lnλ−10 (i+ L)
)
∀i ∈ N,
and using (3.39) we derive analogously to (3.18), (3.19):
E
(
t, S(l+1)
)
≤
{
C l+17 G
(l+1) exp
(
ωl+1(T − t)
− 1
p+µ
)
+ E(t
(l)
0 , S
(l+1)), ∀t ∈ (t
(l)
0 , T );
E(t
(l)
0 , S
(l+1)), ∀t ∈ (0, t
(l)
0 ].
(3.45)
Using (3.37) we estimate the term E(t
(l)
0 , S
(l+1)):
E(t
(l)
0 , S
(l+1)) ≤ E(t
(l)
0 , S
(l)) ≤ C l7G
(l) exp
(
ωl(T − t
(l)
0 )
− 1
p+µ
)
.
Therefore
C l+17 G
(l+1) exp
(
ωl+1(T − t)
− 1
p+µ
)
+ E(t
(l)
0 , S
(l+1)) ≤ C l+17 G
(l+1) exp
(
ωl+1(T − t)
− 1
p+µ
)
(1 + εl(t)),
where
εl(t) = C
−1
7
(
Uωl(sl+1)
)−1
exp
[
ωl(T − t
(l)
0 )
− 1
p+µ − ωl+1(T − t)
− 1
p+µ
]
≤
C−17 exp
[
(ωl − ωl+1)(T − t
(l)
0 )
− 1
p+µ
]
= C−17 exp
[
(1− ζ)ωl(T − t
(l)
0 )
− 1
p+µ
]
=
(due to (3.36)) = C−17 exp
[
(1− ζ)Λ1
]
=: C−17 cζ ∀t ∈ (t
(l)
0 , T ).
(3.46)
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Therefore estimate (3.45) yields:
E
(
t, S(l+1)
)
≤
{
C9C
l+1
7 G
(l+1) exp
(
ωl+1(T − t)
− 1
p+µ
)
, ∀t ∈ (t
(l)
0 , T );
C l7G
(l) exp
(
ωl(T − t
(l)
0 )
− 1
p+µ
)
, ∀t ∈ (0, t
(l)
0 ],
(3.47)
where C9 = 1 + C
−1
7 cζ . Estimate (3.47) is the starting point for the next round of the new iterative
estimating process. Let us introduce a new initial value t
(l+1)
0 by the following analog of (3.36):
ωl+1
(
T − t
(l+1)
0
)− 1
p+µ = Λ1. (3.48)
Then, repeating all computations which led from definition (3.36) to estimate (3.45), we obtain
E
(
t, S(l+2)
)
≤
{
C9C
l+2
7 G
(l+2) exp
(
ωl+2(T − t)
− 1
p+µ
)
+ E
(
t
(l+1)
0 , S
(l+2)
)
, ∀t ∈ (t
(l+1)
0 , T );
E
(
t
(l+1)
0 , S
(l+2)
)
, ∀t ∈ (0, t
(l+1)
0 ],
(3.49)
The term E
(
t
(l+1)
0 , S
(l+2)
)
we estimate from above by (3.47):
E
(
t
(l+1)
0 , S
(l+2)
)
≤ E
(
t
(l+1)
0 , S
(l+1)
)
≤ C9C
l+1
7 G
(l+1) exp
(
ωl+1(T − t
(l+1)
0 )
− 1
p+µ
)
. (3.50)
Therefore using additionally estimates that are similar to (3.46) we derive from (3.49) the following
relation:
E
(
t, S(l+2)
)
≤
{
C29C
l+2
7 G
(l+2) exp
(
ωl+2(T − t)
− 1
p+µ
)
, ∀t ∈ (t
(l+1)
0 , T );
C9C
l+1
7 G
(l+1) exp
(
ωl+1(T − t
(l+1)
0 )
− 1
p+µ
)
, ∀t ∈ (0, t
(l+1)
0 ].
(3.51)
Realizing k such a rounds we arrive at
E
(
t, S(l+k)
)
≤
{
Ck9C
l+k
7 G
(l+k) exp
(
ωl+k(T − t)
− 1
p+µ
)
, ∀t ∈ (t
(l+k)
0 , T );
Ck−19 C
l+k−1
7 G
(l+k−1) exp
(
ωl+k−1(T − t
(l+k−1)
0 )
− 1
p+µ
)
, ∀t ∈ (0, t
(l+k−1)
0 ],
(3.52)
where t
(l+k)
0 are defined by
ωl+k
(
T − t
(l+k)
0
)− 1
p+µ = Λ1 ∀k ∈ N, Λ1 is from (3.36). (3.53)
Now we have to define the number k of iterations. This number depends on t, namely k = k(t) is
defined by relations:
ωζ l+k
(
T − t
)− 1
p+µ ≥ Λ1, ωζ
l+k+1
(
T − t
)− 1
p+µ < Λ1 ⇒
ωζ l+k
(
T − t
)− 1
p+µ = (1 + ξ0)Λ1, ξ0 ≤ ζ
−1 − 1⇒
l + k = α1 + α2 ln(T − t)
−1, α1 = l1 lnω + l2, l1 =
(
ln ζ−1
)−1
,
l2 =
lnΛ−11 + ln(1 + ξ0)
−1
ln ζ−1
, α2 =
(
(p+ µ) ln ζ−1
)−1
,
(3.54)
where Λ1 is from (3.36). Then due to (3.54) estimate (3.52) yields
E
(
t, S(l+k(t))
)
≤ (C9C7)
l+kG(l+k) exp
(
ωl+k(T − t)
− 1
p+µ
)
≤
≤ (C9C7)
α1+α2 ln(T−t)−1G(∞)(s1) exp
(
Λ1(1 + ξ0)
)
≤ α3(T − t)
−α4G∞(s1),
α3 = l3ω
l4 , l3 = exp
(
(1 + ξ0)Λ1
)
(C7C9)
l2 , l4 = l1 ln(C7C9).
(3.55)
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Using (3.28), (3.29) we derive from (3.55):
E
(
t, S(∞)
)
:= E(t, s1(1− ρ)
−1) ≤ E
(
t, S(l+k(t))
)
≤ α3(T − t)
−α4G(∞)(s1), (3.56)
which yields
E(t, s) ≤ α3(T − t)
−α4G(∞)(s(1− ρ)) = α3(T − t)
−α4D(s) ∀t < T, ∀ s ∈ (0, (1 − ρ)s′), (3.57)
where D(s) = exp
(
C8ω
p+µ
µ s
− p+1
µ
)
, C8 is from (3.31).
4 Proof of Theorem 1.1: limiting blow-up profile of solution
Thus we started with the global exponential blow-up estimate (1.14) of a solution u and obtained the
improved power-like blow-up estimate (3.57) of a solution in an arbitrary strongly interior subdomain
Ω(s). Now starting with this last estimate we deduce a sharp finite upper energy estimate of a solution
u in Ω(s). Let us fix an arbitrary s¯ ∈ (0, (1 − ρ)s′) and introduce a function
v(t, x) := D(s¯)
− 1
p+1u(t, x) ∀(t, x) ∈ (0, T )× Ω(s¯), (4.1)
where u is a solution under consideration. Let us define
E(t, s) :=
∫ t
0
∫
Ω(s)
|∇xv(τ, x)|
p+1dxdτ = D(s¯)−1E(t, s),
h(t, s) := sup
0<τ<t
∫
Ω(s)
|v(τ, x)|p+1dx = D(s¯)−1h(t, s) ∀s > s¯, ∀t < T,
(4.2)
where E(t, s), h(t, s) are energy functions connected with a solution u. Let {Ej(s)}, {hj(s)} be
families of energy functions connected with functions from (4.2) and shifts {∆j}. It is clear that these
functions satisfy the analogs of relations (2.17)–(2.19), namely
Ej(s) ≤ C1hj−1(s) +C2∆
1
p+1
j
(
−
d
ds
Ej(s)
)
, j = 1, 2, ..., (4.3)
hj(s) ≤ (1 + γ)hj−1(s) + C3γ
− 1
p+1∆
1
p+1
j
(
−
d
ds
Ej(s)
)
, (4.4)
hj(s) + Ej(s) ≤ C1hj−1(s) + C2∆
1
p+1
j
(
−
d
ds
Ej(s)
)
∀ a.a. s ∈ (s¯, (1− ρ)s′). (4.5)
Moreover due to (3.56) the following ”initial” condition holds:
Ej(s¯) ≤ E(tj , s¯) ≤ α3(T − tj)
−α4 ∀j ≥ 1, (4.6)
Without loss of the generality we suppose that α4 > (p+1)
−1. Then introduce positive numbers β, ξ:
β > α4, 0 < ξ < 1 : θ0 := (1 + γ)ξ
α4−
1
p+1 < 1. (4.7)
Due to the monotonicity of the function E(T, s) we can find s¯ = s¯(s¯) > s¯ such that the following
inequality holds:
E(T, s) > 2α3T
−α4ξ−β ∀s ∈ [s¯, s¯]. (4.8)
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Really if such a value s¯ > s¯ does not exist then E(T, s¯) ≤ 2α3T
−α4ξ−βD(s¯) and the statement of
theorem 1.1 is valid for s = s¯ with c1 = 2α3T
−α4ξ−β and c2 = C8. Therefore we have to continue the
proof of theorem 1.1 only if for any ε > 0 there exists s¯ = s¯(ε) such that
E(T, s¯) > 2α3T
−α4ξ−βD(s¯), s¯ = s¯(ε)→ 0 as ε→ 0.
It is clear that for such a value s¯ there exists s¯ > s¯ that satisfies (4.8). Now we introduce a family of
continuous functions
Γs˜(·) : [0, t
′]→ [t1, T ] ∀s˜ ∈ (s¯, s¯] (4.9)
by the following relation: (
Γs˜(t)− t
)−β
=
ξβ
α3T β−α4
(
E(Γs˜(t), s˜)−E(t, s˜)
)
. (4.10)
Here t1 = t1(s˜) = Γs˜(0) is defined by the equality:
t
−β
1 =
ξβ
α3T β−α4
E(t1, s˜), (4.11)
and t′ is defined by the relation:
(T − t′)−β =
ξβ
α3T β−α4
(
E(T, s˜)− E(t′, s˜)
)
. (4.12)
Due to definition (4.11), condition (4.7) and property (4.8) we have
E(t1, s˜)t
β
1 =
α3T
β−α4
ξβ
< 2−1E(T, s˜)T β ∀s˜ ∈ (s¯, s¯]. (4.13)
Therefore due to the strong monotonicity of a function ϕ(t) := E(t, s˜)tβ it follows that t1(s˜) < T
∀s˜ ∈ (s¯, s¯]. Remark that definition (4.12) yields
t′ < T if sup
t→T
E(t, s˜) <∞, (4.14)
t′ = T if sup
t→T
E(t, s˜) =∞. (4.15)
Now we can conclude that the function Γs˜(·) determines a strongly monotonically increasing sequence
{tj} by the following relation:
tj := Γs˜(tj−1), j = 1, 2, ..., t0 = 0. (4.16)
Moreover this sequence is infinite and tj → T as j → ∞ in the case (4.15). In the case (4.14) this
sequence is finite and there exists a number j0 such that
tj0 = Γs˜(tj0−1) > t
′, tj0−1 ≤ t
′. (4.17)
Now we introduce new shifts {∆j} = {∆j(s˜)} for the system (2.17), (2.18), namely
∆j = ∆j(s˜) = tj − tj−1, {tj} is from (4.16). (4.18)
Due to definition (4.10) of the function Γs˜(t) and the estimate (3.56) (and consequently (3.57)) the
following inequalities hold:
∆−βj =
ξβ
α3T β−α4
(
E(tj, s˜)− E(tj−1, s˜))
)
≤
ξβα3(T − tj)
−α4
α3T β−α4
≤ ξβTα4−β(T − tj)
−α4 ∀j ∈ N.
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Therefore,
∆j = ∆j(s˜) ≥ ξ
−1T
1−
α4
β (T − tj)
α4
β = ξ−1T 1−
α4
β
(
(T − tj)
T
)α4
β
T
α4
β ≥
≥ ξ−1T
(
(T − tj)
T
)
≥ ξ−1∆j+1 ∀j ∈ N, ∀ s˜ ∈ (s¯, s¯).
(4.19)
Let now Ej(s), hj(s) be energy functions of our solution u, corresponding to the sequence of shifts
(4.18). These functions satisfy system (2.17), (2.18) for almost all s ∈ (s˜, s′). Now introduce new
energy functions Aj(s), Hj(s) by the relations
Aj(s) := ∆j(s˜)
α4Ej(s), Hj(s) := ∆j(s˜)
α4hj(s) ∀s > s˜, j ∈ N. (4.20)
It is easy to see that these functions satisfy the following inequalities for almost all s ∈ (s˜, s′):
Aj(s) ≤ C1
(
∆j
∆j−1
)α4
Hj−1(s) + C2∆
1
p+1
j
(
−
d
ds
Aj(s)
)
∀j ∈ N,
H i(s) ≤ λiH i−1(s) + C3γ
− 1
p+1∆
1
p+1
i
(
−
d
ds
Ai(s)
)
∀i ∈ N,
(4.21)
where λi = (1 + γ)
(
∆i
∆i−1
)α4
. It is easy to check that
λjλj−1...λi+1∆
1
p+1
i = (1 + γ)
j−i∆
1
p+1
j
(
∆j
∆i
)α4− 1p+1
. (4.22)
Using relation (4.22) and iterating system (4.21) we get the following inequalities:
Aj(s) ≤ C1(1 + γ)
j−1
(
∆j
∆0
)α4
H0(s)+
+C3γ
− 1
p+1∆
1
p+1
j
( j∑
i=1
(1 + γ)j−i
(
∆j
∆i
)α4− 1p+1 (
−A
′
i(s)
))
∀s ∈ (s˜, s′),
(4.23)
where C3 = max{C2γ
1
p+1 , (1 + γ)−1C1C3}, H0(s) = ∆
α4
0 h0(s), ∆0 = ξ
−1∆1. Now introduce one more
family of energy functions:
Uj(s) :=
j∑
i=1
(1 + γ)j−i
(
∆j
∆i
)α4− 1p+1
Ai(s), j = 1, 2, ..., ∀s > s˜. (4.24)
As is easily verified that these functions satisfy relations:
Uj(s)−Aj(s) = θ
(j)Uj−1(s), j = 1, 2, ..., (4.25)
where due to (4.19) θ(j) := (1+γ)
( ∆j
∆j−1
)α4− 1p+1 ≤ (1+γ)ξα4− 1p+1 = θ0 with θ0 from (4.7). Using (4.7)
we derive from (4.25):
Uj(s) ≤ C1T
α4 λ¯j−1h0(s) + θ0Uj−1(s) + C3γ
− 1
p+1∆
1
p+1
j (−U
′
j(s)) ∀ a.a. s ∈ (s˜, s
′), (4.26)
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where λ¯ = (1 + γ)ξα4 < 1. Let us estimate from above the ”initial” value Uj(s˜) of the function Uj(s).
Due to definitions (4.18) and (4.10) we get:
Uj(s˜) =
j∑
i=1
(1 + γ)j−i
(
∆j
∆i
)α4− 1p+1
∆i
α4Ei(s˜) =
= α3T
β−α4ξ−β
j∑
i=1
(1 + γ)j−i
(
∆j
∆i
)α4− 1p+1
∆i
−β∆i
α4 =
= α3T
β−α4ξ−β∆j
−(β−α4)
j∑
i=1
(1 + γ)j−i
(
∆j
∆i
)β− 1
p+1
≤ α3(1− θ0)
−1T β−α4ξ−β∆j
−(β−α4).
(4.27)
It is easy to verify that functions U j(s) := Uj(s)− (1−θ0)
−1C1T
α4h0(s˜) satisfy the homogeneous ODI
(4.26) for almost all s ∈ (s˜, s′):
U j(s) ≤ θ0U j−1(s) + C3∆
1
p+1
j (−U
′
j(s)). (4.28)
Moreover these functions U j(s) satisfy the ”initial” condition (4.27):
U j(s˜) ≤ α3(1− θ0)
−1T β−α4ξ−β∆j
−(β−α4).
Therefore in virtue of lemmas 9.2.7 — 9.2.9 from [3] functions U j(s) satisfy the following uniform with
respect to j ∈ N estimate:
U j(s) ≤ α3C10U(s − s˜) ∀s ∈ (s˜, s
′), j = 1, 2, ..., (4.29)
where C10 = (1 − θ0)
−1T β−α4ξ−β
(
C3(β − α4)(p + 1)e
−1(1 − θ0)
−1
)(β−α4)(p+1), U(s) := s−(β−α4)(p+1)
and consequently:
Uj(s) ≤ C11 + α3C10U(s− s˜) ∀s ∈ (s˜, s
′), (4.30)
where C11 = (1− θ0)
−1C1T
α4h0(s˜). Let us define a value s
(1) > 0 by the relation:
U(s) ≥ α−13 C11C
−1
10 ∀s ≤ s
(1) ⇒ s(1) =
(
α3C10C
−1
11
) 1
(β−α4)(p+1) . (4.31)
Then it follows from (4.30) that:
Aj(s) ≤ Uj(s) ≤ 2α3C10U(s− s˜) ∀s ∈ (s˜, s
′′), s′′ = min(s′, s(1) + s˜), j = 1, 2, ..., (4.32)
which yields in virtue of (4.20) and (4.10):
Ej(s) ≤ 2α3C10U(s− s˜)
(
∆j(s˜)
)−α4 ∀s˜ ∈ (s¯, s¯], ∀s ∈ (s˜, s′′), (4.33)
Now we sum inequalities (4.33) from j = 1 up to j = i. Using the property (4.19) we get:
E(ti, s) ≤ 2α3C10U(s − s˜)
i∑
j=1
∆−α4j ≤ 2α3C10U(s− s˜)∆
−α4
i (1− ξ
α4)−1.
Using additionally definitions (4.10), (4.18) we derive from the last inequality:
E(ti, s) ≤ C12α
β−α4
β
3 U(s− s˜)Ei(s˜)
α4
β , C12 = 2(1 − ξ
α4)−1C10ξ
α4T
−
(β−α4)α4
β α
−
α4
β
3 ,
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and as consequence,
E(ti, s) ≤ C12α
β−α4
β
3 U(s− s˜)E(ti, s˜)
α4
β ∀s˜ ∈ (s¯, s(3)), ∀s ∈ (s˜, s′′′), i = 1, 2, ... , (4.34)
where s′′′ = min(s′, s(1)) = min(s(1), sΩ, sω) ≤ s
′′, s(3) = min(s¯, s′′′) = min(s¯, s(1), sΩ, sω). Now we
have to establish the relation of the type (4.34) not only for t = ti(s˜), i = 1, 2, ..., but also for an
arbitrary t < T . Firstly we consider a value t1 defined by the equality (4.11) as a function t1 = t1(s˜).
Due to the monotonic increasing of the energy function E(t, s) with respect to t and its monotonic
decreasing with respect to s, definition (4.11) guarantees that t1(s˜) is the monotonically increasing
function. Moreover, it follows from (4.13) that
t1(s˜) < T ∀s˜ ∈ (s¯, s
(3)), (4.35)
where s(3) is from (4.34). For an arbitrary s˜ from (4.35) let {ti} = {ti(s˜)} be the sequence defined
by (4.16). It is easy to see that the mapping Γs˜(·) defined by (4.10) maps the segment [ti−1(s˜), ti(s˜)]
into [ti(s˜), ti+1(s˜)] continuously, monotonically and bijectively for any i ≥ 1 in the case (4.15) and for
any i : 1 ≤ i ≤ j0 − 1 in the case (4.14). Moreover in the case (4.14) it also maps bijectively segment
[tj0−1,Γ
−1
s˜ (t
′)] into [tj0 , T ]. Let now t be an arbitrary point from the interval (t1(s˜), T ). For the
definiteness we can assume that t ∈ (tk−1, tk) with some k ∈ N in the case (4.15) or t ∈ (tk−1, tk) with
some k ≤ j0 or t ∈ (tj0 , T ) in the case (4.14). Due to bijectivity of the map Γs˜(·) we can reconstruct
the finite sequence {t¯i(s˜)} as follows:
t¯i := Γ
−1
s˜ (t¯i+1), i = k, k − 1, . . . , 0, where t¯k+1 := t, t¯i ∈ (ti, ti+1), t¯0 ∈ (0, t1(s˜)). (4.36)
Hence we obtain the following sequence of shifts ∆¯j(s˜):
∆¯−βj := (t¯j − t¯j−1)
−β =
ξβTα4−β
α3
(
E(t¯j , s˜)− E(t¯j−1, s˜)
)
.
As above in (4.19) we show that these shifts satisfy the inequality ∆¯j+1 < ξ∆¯j ∀j ≤ k. Using these
shifts we introduce new energy functions E
(1)
j (s), h
(1)
j (s). Using these energy functions and repeating
all computations which led from the estimate (3.57) to the relation (4.34), we arrive at:
E(t¯i, s)−E(t¯0, s) ≤ C12α
β−α4
β
3 U(s− s˜)E(t¯i, s˜)
α4
β , ∀i ≤ k + 1,
and as consequence for i = k + 1:
E(t, s)− E(t¯0, s) ≤ C12α
β−α4
β
3 U(s − s˜)E(t, s˜)
α4
β ∀ s˜ ∈ (s¯, s(3)), ∀s ∈ (s˜, s′′′). (4.37)
Remark that a point t in the last inequality is arbitrary: t < T . Since t¯0(s˜) < t1(s˜) then summing
inequality (4.34) by i = 1 and inequality (4.37) we obtain the following relation:
E(t, s) ≤ E(t, s)− E(t¯0(s˜), s) +E(t1(s˜), s) ≤ C12α
β−α4
β
3 U(s− s˜)×
×
(
E(t, s˜)
α4
β + E(t1(s˜), s˜)
α4
β
)
< 2C12α
β−α4
β
3 U(s− s˜)E(t, s˜)
α4
β ,
(4.38)
which is true for an arbitrary t < T and arbitrary s, s˜ : s¯ < s˜ < s ≤ s(3). Let us introduce new
variables: v = s − s¯, w = s˜ − s¯ > 0 and shifted energy function E s¯(t, v) := E(t, s¯ + v). Then the
relation (4.38) can be written as follows:
E s¯(t, v) ≤ cU(v − w)E s¯(t, w)
α4
β ∀ 0 < w < v < s(3) − s¯, ∀ t < T, (4.39)
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with c = 2C12α
β−α4
β
3 . Due to Stampacchia lemma ( [4], see also lemma 9.3.2 in [3]) and the structure
(4.29) of the function U(·) the relation (4.39) yields the following uniform with respect to t < T
estimate E s¯(t, v) ≤ α3C13v
−β(p+1) ∀ v ≤ s(3) − s¯, ∀ t < T , which yields:
E(t, s) ≤ α3C13(s− s¯)
−β(p+1) ∀ t < T, ∀s : s¯ < s < s(3), (4.40)
where C13 := 2
(p+1)β2C
β
β−α4
12 . Inserting expressions (4.2) for E(t, s) and (3.57) for D(s), we derive
from (4.40):
E(t, s) ≤ α3C13f(s¯, s) := α3C13 exp
(
C8ω
p+µ
µ s¯
− p+1
µ
)
(s− s¯)−β(p+1) ∀s ∈ (s¯, s(3)),
∀ s¯ < s(3), ∀ t ≤ T.
(4.41)
Let us rewrite estimate (4.41) in the form:
E(t, s) ≤ α3C13ω
−β(p+µ)ϕ(r¯, r), r := sω
− p+µ
p+1 ,
r¯ := s¯ω−
p+µ
p+1 , ϕ(r¯, r) := exp
(
C8r¯
− p+1
µ
)
(r − r¯)−β(p+1).
(4.42)
As is easy to see for an admissible value s in the estimate (4.41) the following restriction holds:
s ≤ sω = b1ω
p+µ
p+1 , where b1 =
(
B1
B2
) µ
p+1
. Therefore s ≤ b1ω
p+µ
p+1 and, consequently r = sω
− p+µ
p+1 ≤ b1.
Let us fix an arbitrary point s < s(3). Then only two cases are possible with respect to a point
s¯ = 2−1s, namely
1) E(T, s¯) ≤ 2α3T
−α4ξ−βD(s¯), 2) E(T, s¯) > 2α3T
−α4ξ−βD(s¯).
In the case 1) we have the following estimate E(T, s) ≤ E(T, s¯) ≤ 2α3T
−α4ξ−β exp
(
2
p+1
µ C8ω
p+µ
µ s
− p+1
µ
)
,
which corresponds to the desired estimate (1.15) in a point s. And we have also two possibilities in
the case 2), namely
a) there is s¯ = s¯(s¯) < s such that E(T, s¯) = 2α3T
−α4ξ−βD(s¯) and E(T, s′) > 2α3T
−α4ξ−βD(s¯)
∀ s′ ∈ [s¯, s¯),
b) E(T, s′) > 2α3T
−α4ξ−βD(s¯) ∀ s′ ≤ s.
In the case a) we have the following estimate:
E(T, s) ≤ E(T, s¯) = 2α3T
−α4ξ−βD(s¯) = 2α3T
−α4ξ−β exp
(
2
p+1
µ C8ω
p+µ
µ s
− p+1
µ
)
, (4.43)
which corresponds to the estimate in the case 1). Finally in the case b) the estimate (4.41) yields:
E(t, s) ≤ α3C13ω
−β(p+1) exp
(
C8r¯
− p+1
µ
)
(r − r¯)−β(p+1) =
= α3C13ω
−β(p+1) exp
(
2
p+1
µ C8r
− p+1
µ
)
2β(p+1)r−β(p+1) ≤
≤ α3ω
−β(p+1)2β(p+1)C13k˜ exp
(
2
p+µ+1
µ C8r
− p+1
µ
)
,
(4.44)
where k˜ = maxr≤b1
r−β(p+1)
exp
(
2
p+µ+1
µ C8r
−
p+1
µ
) . Finally combining estimates (4.43), (4.44) we get
E(t, s) ≤ E0(t, s) := C15 exp
(
2
p+µ+1
µ C8ω
p+µ
µ s
− p+1
µ
)
∀t ≤ T, ∀s : 0 < s < min(sΩ, sω, s
(1))
C15 = α3
(
2T−α4ξ−β + 2β(p+1)C13k˜ω
−β(p+1)
)
.
(4.45)
In view of the above values of the constants sΩ, sω, s
(1) the last estimate yields the desired estimate
(1.15) for the energy function E(t, s) of a solution u. The required estimate of h(t, s) follows from
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the following simple computation. Let us fix 0 < λ = const < 1, s > 0 and let ξλ,s(r) be a Lipschitz
cut-off function:
ξλ,s(r) = 0 if r ≤ λs, ξλ,s(r) = 1 if r ≥ s,
ξλ,s(r) = (r − λs)(s(1− λ))
−1 if λs < r < s.
Then inserting the function η(t, x) = u(t, x)ξ
p+1
p
λ,s (d(x)) for the integral identity as a test function, we
obtain after standard calculations the following inequality:
p
p+ 1
∫
Ω(λs)
|u(t, x)|p+1ξ
p+1
p
λ,s dx+ d0
∫ t
0
∫
Ω(λs)
|∇xu(τ, x)|
p+1ξ
p+1
p
λ,s dxdτ ≤
≤ d1
(∫ t
0
∫
Ω(λs)\Ω(s)
|∇xu|
p+1dxdτ
) p
p+1
max
0≤τ≤t
(∫
Ω(λs)\Ω(s)
|u(τ, x)|p+1ξ
p+1
p
λ,s dx
) 1
p+1
×
× t
1
p+1 max
Ω(λs)\Ω(s)
|∇ξλ,s(d(x))| +
p
p+ 1
∫
Ω(λs)
|u(0, x)|p+1ξ
p+1
p
λ,s dx,
which leads due to Young inequality to the estimate:(
p
p+ 1
− ε
)
max
0≤τ≤t
∫
Ω(λs)
|u(τ, x)|p+1ξ
p+1
p
λ,s dx ≤
p
p+ 1
h0(λs)+
+C(ε)
(
d1T
1
p+1
s(1− λ)
) p+1
p ∫ t
0
∫
Ω(λs)\Ω(s)
|∇xu|
p+1dxdτ ∀ t < T, ∀ ε > 0.
Due to (4.45) this estimate with ε = p2(p+1) yields:
p
2(p+ 1)
h(t, s) ≤
p
p+ 1
h0(λs) + C
(
p
2(p + 1)
)(
d1T
1
p+1
s(1− λ)
)p+1
p
E0(t, λs).
Optimizing this last estimate with respect to a free parameter λ < 1 we derive the desired estimate
for h(t, s).
5 Propagation of singularities of large solutions: proof of Theorem
1.2
Definition 5.1. A function u(t, x) ∈ Cloc((0, T );L
p+1(Ω)) is called a weak (energy) solution of equa-
tion (1.16) if:
u(t, x) ∈ Lp+1loc
(
(0, T );W 1,p+1loc (Ω)
)
∩ Lλ+1loc ((0, T )× Ω) ,
(|u|p−1u)t ∈ L
p+1
p
loc
(
(0, T ); (W 1,p+1c (Ω))
∗
)
+ L
λ+1
λ
loc
(
(0, T ); (Lλ+1c (Ω))
∗
)
and the following integral identity holds:∫ b
a
〈(|u|p−1u)t, η〉dt +
∫ b
a
∫
Ω
[ n∑
i=1
ai(...,∇u)ηxi + b(t, x)|u|
λ−1uη
]
dxdt = 0 (5.1)
for arbitrary 0 < a < b < T and an arbitrary
η(t, x) ∈ Lp+1loc
(
(0, T );W 1,p+1c (Ω)
)
∩ Lλ+1loc
(
(0, T );Lλ+1c (Ω)
)
,
22
where W 1,p+1c (Ω), Lλ+1c (Ω) are subspaces ofW
1,p+1(Ω), Lλ+1(Ω) of functions with the compact support
in Ω, and <,> is the pairing of elements from W 1,p+1c (Ω) ∩ Lλ+1c (Ω) and
(
W
1,p+1
c (Ω) ∩ Lλ+1c (Ω)
)∗
.
Let Ω(s) be a family of subdomains from (2.1). Let us introduce an additional family of cylin-
drical subdomains of Q:
Qτ (s) := (s
q, τ)× Ω(s) ∀s ∈ (0, sΩ), ∀τ < T, 1 < q = const < 1 +
p(λ+ 1)
p+ 1
. (5.2)
Now we define the following energy functions connected with a solution u of equation (1.16) under
consideration:
h(u)τ (s) = hτ (s) :=
∫
Ω(s)
|u(τ, x)|p+1dx, 0 < τ < T, 0 < s < sΩ, (5.3)
E(u)τ (s) = Eτ (s) :=
∫ τ
sq
∫
Ω(s)
(|∇xu(t, x)|
p+1 + a1(t)g1(d(x))|u|
λ+1)dxdt. (5.4)
Lemma 5.1. Let u be a solution of equation (1.16). Then energy functions (5.3), (5.4) satisfy the
following relation:
Bτ (s) := hτ (s) + Eτ (s) ≤ C1g1(s)
− 1
λ+1Φ(τ)
λ−p
(λ+1)(p+1)
(
−
d
ds
Eτ (s)
) 1+p(λ+2)
(λ+1)(p+1)
+
+ C2g1(s)
− p+1
λ+1
(
−
d
ds
Eτ (s)
) p+1
λ+1
s
−
(q−1)(p+1)
λ+1 for a.a. s ∈ (0, sΩ), where Φ(τ) =
∫ τ
0
a1(t)
− p+1
λ+1dt.
(5.5)
Proof. Let us fix s > 0, δ > 0 and introduce Lipschitz cut-off function ξs,δ(r) : ξs,δ(r) = 0 for r ≤ s,
ξs,δ(r) = 1 for r > s + δ, ξs,δ(r) =
r−s
δ
for r : s < r < s + δ. Now we substitute the test function
η(t, x) = u(t, x)ξs,δ(d(x)) into integral identity (5.1). Then using the formula of integration by parts
(see for example [1]) we get:
p
p+ 1
∫
Ω(s)
|u(b, x)|p+1ξs,δ(d(x))dx +
∫ b
a
∫
Ω(s)
( n∑
i=1
ai(...,∇xu)uxi + b(t, x)|u|
λ+1
)
ξs,δ(d(x))dxdt =
=
p
p+ 1
∫
Ω(s)
|u(a, x)|p+1ξs,δ(d(x))dx −
∫ b
a
∫
Ω(s)\Ω(s+δ)
n∑
i=1
ai(...,∇xu)uξs,δ(d(x))xidxdt.
(5.6)
Let us take in (5.6) b = τ < T , a = sq. Then passing to the limit δ → 0 and using conditions (1.3),
(1.4) we derive by standard computations the following inequality:
hτ (s) + Eτ (s) ≤ c1
∫ τ
sq
∫
∂Ω(s)
|∇xu(t, x)|
p|u|dσdt+ c2hsq(s) for a.a. s ∈ (0, sΩ), (5.7)
where c1 < ∞, c2 < ∞ depend on d0, d1, p, n only. Let us estimate the terms in the right hand side
from above. Using Ho¨lder inequality we get:∫
∂Ω(s)
|∇xu|
p|u|dσ =
∫
∂Ω(s)
|u|g1(s)
1
λ+1a1(t)
1
λ+1 |∇xu|
pa1(t)
− 1
λ+1g1(s)
− 1
λ+1dσ ≤
≤ c3
(∫
∂Ω(s)
|u|λ+1a1(t)g1(s)dσ
) 1
λ+1
(∫
∂Ω(s)
|∇xu|
p+1dσ
) p
p+1
a1(t)
− 1
λ+1 g1(s)
− 1
λ+1 ,
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where c3 = (meas ∂Ω)
λ−1
(λ+1)(p+1) . Integrating the last inequality with respect to t and using Ho¨lder and
Young inequalities, we derive∫ τ
sβ
∫
∂Ω(s)
|∇xu|
p|u|dσdt ≤ c4g1(s)
− 1
λ+1
(∫ τ
sβ
a1(t)
− p+1
λ−pdt
) λ−p
(λ+1)(p+1)
×
×
(∫ τ
sβ
∫
∂Ω(s)
(
|∇xu|
p+1 + a1(t)g1(s)|u|
λ+1
)
dσdt
) 1+p(λ+2)
(λ+1)(p+1)
.
(5.8)
We estimate the second term of the right hand side of (5.7) using the monotonicity of the function
g1(·) and Ho¨lder inequality:
hsq(s) =
∫
Ω(s)
|u(sq, x)|p+1a1(s
q)
p+1
λ+1 g1(d(x))
p+1
λ+1a1(s
q)−
p+1
λ+1 g1(d(x))
− p+1
λ+1dx ≤
≤ c5
(∫
Ω(s)
|u(sq, x)|λ+1a1(s
q)g1(d(x))dx
) p+1
λ+1
a1(s
q)−
p+1
λ+1 g1(s)
− p+1
λ+1 , c5 = (meas Ω)
λ−p
λ+1 .
(5.9)
It is easy to check that the following inequality holds:
−
d
ds
Eτ (s) ≥
∫ τ
sq
∫
∂Ω(s)
(
|∇xu|
p+1 + a1(t)g1(s)|u|
λ+1
)
dσdt+
+ qsq−1
∫
Ω(s)
(
|∇xu(s
q, x)|p+1 + a1(s
q)g1(d(x))|u(s
q , x)|λ+1
)
dx
(5.10)
for almost all s : 0 < s < sΩ. Using estimates (5.8), (5.9) and relation (5.10) we deduce from (5.7)
inequality (5.5) with C2 = c2c5
(
min0≤s≤s0 a1(s
q)
)− p+1
λ+1 , C1 = c1c4.
Now using the monotonic decreasing of the function hτ (s) we derive by the simple computation
from (5.5) the following inequality:
−
d
ds
Bτ (s) ≥ min
{
H(1)τ (s,Bτ (s)),H
(2)(s,Bτ (s))
}
for a.a. s ∈ (0, sΩ), ∀τ < T,
H(1)τ (s,Bτ (s)) :=
(
g1(s)
1
λ+1Bτ (s)
2C1Φ(τ)
λ−p
(λ+1)(p+1)
) (λ+1)(p+1)
1+p(λ+2)
, H(2)(s,Bτ (s)) :=
(
g1(s)
p+1
λ+1Bτ (s)
2C2s
−
(q−1)(p+1)
λ+1
)λ+1
p+1
.
(5.11)
Using condition (5.2) for q we deduce by the standard analysis (see, lemma 2.2 in [14]) that an
arbitrary solution of ODI (5.11) is bounded from above by a solution of ODE d
ds
B(s) = −H
(1)
τ (s,B(s)),
B(0) =∞, and consequently for Bτ (s) from (5.11) the following estimate holds:
Bτ (s) ≤ C3Φ(τ)G1(s) ∀s ∈ (0, sΩ), ∀τ < T, (5.12)
where G1(s) =
(∫ s
0 g1(h)
p+1
1+p(λ+2)dh
)− 1+p(λ+2)
λ−p
, C3 = (2C1)
(λ+1)(p+1)
λ−p
(
λ−p
1+p(λ+2)
) 1+p(λ+2)
λ−p
Proof of Theorem 1.2. Due to condition (1.26) for the function Φ(·) from (5.5) the following
estimate holds:
Φ(t) ≤ Φ0(t) := c0T exp
(
ω(p+ 1)
λ+ 1
(T − t)−
1
p+µ
)
∀t < T. (5.13)
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Now inequality (5.12) yields the following estimate:
h(t, s) + E(t, s) :=
∫
Ω(s)
|u(t, x)|p+1dx+
∫ t
T
2
∫
Ω(s)
|∇xu(τ, x)|
p+1dxdτ ≤ C3G1(s)Φ0(t)
∀t ∈
(
T
2
, T
)
, ∀s : 0 < s < s′Ω := min
(
sΩ,
(
T
2
) 1
q
)
,
(5.14)
where q is from (5.2). Now we fix some value s¯ ∈ (0, s′Ω) and deduce from (5.14) the following ”initial”
energy estimate:
h(t, s¯) + E(t, s¯) ≤ C3G1(s¯)Φ0(t) ∀ t ∈ (t0, T ), t0 =
T
2
. (5.15)
Now we will consider u(t, x) as a solution of equation (1.16) in the domain (t0, T )× Ω(s¯), t0 = 2
−1T .
Then using the condition b(t, x) ≥ 0 we deduce by standard computation the following analog of
relation (2.3) from lemma 2.1:
h(b, s) +
d0(p + 1)
p
E(b)a (s) ≤ h(a, s)+
(∫ b
a
∫
∂Ω(s)
|∇xu(t, x)|
p+1dσdt
) p
p+1
×
×
[
k1
∫ b
a
h(t, s)dt + k2
(
E(b)a (s)
)θ(∫ b
a
h(t, s)dt
)1−θ] 1p+1
∀s ∈ (s¯, s′Ω),
∀ a, b : T0 = 2
−1T ≤ a < b < T, θ = (p+ 1)−1, s′Ω is from (5.14).
(5.16)
Then starting from (5.16) and using condition (5.15) as the initial condition for the corresponding
systems of ODI we repeat all stages of the proof of Theorem 1.1. As result, using additionally estimate
(5.13) we obtain the estimate similar to (1.15):
h(t, s) + E(t, s) ≤ c0c1TC3G1(s¯) exp
(
c¯2ω
p+µ
µ (s− s¯)
− p+1
µ
)
∀ t ∈ (2−1T, T ), ∀ s¯ ∈ (0, s′0)∀ s ∈ (s¯, s
′
0), s
′
0 is from (1.15),
(5.17)
where c¯2 = c2
(
p+1
λ+1
) p+µ
µ
; c2 and c1 are from (1.15). Optimizing the last estimate with respect to a
free parameter s¯ : 0 < s¯ < s < s′0 we get:
h(t, s) + E(t, s) ≤ C4 min
0<s¯<s
G1(s¯) exp
(
c¯2ω
p+µ
µ (s − s¯)
− p+1
µ
)
, C4 = c0c1TC3, (5.18)
which is desired estimate (1.27) with K1 = C4, K2 = c¯2.
Example 1. Let g1(s) = exp (−as
−ν), a = const > 0, ν = const > 0. Integrating by parts we
easily get the equality:∫ s
0
exp
(
−bh−ν
)(
1 +
ν + 1
bν
hν
)
dh =
sν+1
bν
exp
(
−bs−ν
)
∀ s > 0, b = const > 0. (5.19)
Therefore, ∫ s
0
exp
(
−bh−ν
)
dh ≥ b1s
ν+1 exp
(
−bs−ν
)
∀ s : 0 < s < s˜ :=
(
bν
ν + 1
) 1
ν
, (5.20)
where b1 = (2bν)
−1. Now due to (5.20) with b = a(p+1)1+p(λ+2) we get:
G1(s) ≤ G
(0)
1 (s) := B1s
−
(ν+1)(1+p(λ+2))
λ−p exp
(
a(p + 1)
λ− p
s−ν
)
∀ s : 0 < s < s˜ :=
(
aν(p+ 1)
(1 + p(λ+ 2))(ν + 1)
) 1
ν
, B1 =
(
2aν(p + 1)
1 + p(λ+ 2)
) 1+p(λ+2)
λ−p
.
(5.21)
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and estimate (5.18) holds with G
(0)
1 (·) instead of G1(·).
Example 2. Let g1(s) = as
ν , a = const > 0, ν = const ≥ 0.
Then G1(s) = a
− p+1
λ−p
(
1 + ν(p+1)1+p(λ+2)
) 1+p(λ+2)
λ−p
s
− (ν+1)(p+1)+p(λ+1)
λ−p .
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