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Resumen
El objetivo de las terapias de rehabilitacio´n motriz es la recuperacio´n de zonas dan˜adas mediante la repeticio´n de ciertas ac-
tividades motrices. En este esquema, la recuperacio´n del paciente depende directamente de su adherencia al tratamiento, por lo
que las terapias convencionales, con sus intensivas sesiones de rehabilitacio´n que se prolongan en el tiempo, provocan en nume-
rosas ocasiones su desmotivacio´n, haciendo que no se consiga siempre que e´ste cumpla con los objetivos ﬁjados. Por otra parte,
la correcta ejecucio´n de estas terapias en hospitales y otros centros me´dicos requieren una dedicacio´n y esfuerzo importante y
continuado por parte de los profesionales me´dicos, lo que supone a su vez un coste importante para las instituciones sanitarias. En
este a´mbito de aplicacio´n, este artı´culo describe el desarrollo de una terapia de rehabilitacio´n motriz novedosa, centrada en un robot
socialmente interactivo, que se convierte en fuente de motivacio´n pero tambie´n en un asistente para llevar a cabo terapias reha-
bilitadoras personalizadas. La experiencia ha sido tambie´n el germen del disen˜o e implementacio´n de una arquitectura de control
novedosa, RoboCog, que ha dotado al robot de las capacidades perceptivas y cognitivas que le permiten exhibir un comportamiento
socialmente desarrollado y pro-activo. Las pruebas de veriﬁcacio´n llevadas a cabo sobre los distintos elementos de la arquitectura
muestran el correcto funcionamiento de e´stos y de su integracio´n con el resto de la arquitectura. Adema´s, dicha terapia ha sido eva-
luada satisfactoriamente en sesiones individuales con pacientes de pediatrı´a con para´lisis braquial obste´trica (PBO), una patologı´a
producida por un dan˜o adquirido en el momento del nacimiento y que afecta a la movilidad motriz de las extremidades superiores,
pero no a sus capacidades intelectuales y comunicativas. Copyright c© 2014 CEA. Publicado por Elsevier Espan˜a, S.L. Todos los
derechos reservados.
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1. Introduccio´n
Con el objetivo de ayudar a pacientes cuyo sistema neu-
romuscular presenta algu´n tipo de de´ﬁcit, los tratamientos de
rehabilitacio´n motriz explotan la plasticidad que presenta dicho
sistema para, con la repeticio´n de ciertos ejercicios fı´sicos o
cognitivos, forzar el establecimiento de un nuevo patro´n de co-
nexiones (neuroplasticidad inducida (Dobkin, 2004)) y, gracias
a ello, recuperar su funcionalidad (Leocani and Comi, 2006).
∗Autor en correspondencia.
Correos electro´nicos: lvcalderita@unex.es (L.V. Calderita),
pbustos@unex.es (P. Bustos),
cristina.suarez.exts@juntadeandalucia.es (C. Sua´rez Mejı´as),
ffernandez@uc3m.es (F. Ferna´ndez), rviciana@ujaen.es (R. Viciana),
ajbandera@uma.es (A. Bandera)
En este esquema, la recuperacio´n del paciente depende directa-
mente de su adherencia al tratamiento, por lo que las terapias
convencionales, con sus intensivas sesiones de rehabilitacio´n
que se prolongan en el tiempo, provocan en numerosas ocasio-
nes su desmotivacio´n, haciendo que no se consiga siempre que
e´ste cumpla con los objetivos ﬁjados (Dı´az et al., 2011). Por
otra parte, la correcta ejecucio´n de estas terapias en hospitales y
otros centros me´dicos requieren una dedicacio´n y esfuerzo im-
portante y continuado por parte de los profesionales me´dicos, lo
que supone a su vez un coste importante para las instituciones
sanitarias (Dı´az et al., 2011). Entre otras alternativas, la Robo´ti-
ca ha empezado a destacar recientemente como una herramienta
u´til a la hora de paliar estos inconvenientes. Uno de los campos
de investigacio´n ma´s activos en este sentido, especialmente para
el caso de pacientes de pediatrı´a, es el del disen˜o e implementa-
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cio´n de asistentes robo´ticos con capacidades sociales (socially
assistive robots, SAR) (Mataric, 2006), utilizados por el tera-
peuta como fuentes de motivacio´n y entrenamiento personali-
zadas y que no llegan, sin embargo, a entrar en contacto fı´sico
con el paciente para ayudarles a hacer los movimientos. Para
conseguir esta adherencia al tratamiento, estos robots ofrecen
canales naturales de interaccio´n (gestos, expresiones faciales o
dia´logo), y adaptan la terapia al estado del paciente. Las venta-
jas de estos robots sociales, capaces de participar en la terapia
sin verse afectados por el cansancio, monitorizando, al mismo
tiempo, el progreso del paciente durante la terapia, los hace apa-
recer como soluciones econo´micamente viables a la necesidad
tanto de mantener la adherencia del paciente a un proceso de
rehabilitacio´n extenso y particularizado como de apoyar la la-
bor del terapeuta.
En este a´mbito de aplicacio´n, este artı´culo describe nues-
tra experiencia en el desarrollo y evaluacio´n de un robot social-
mente interactivo adaptado a la conduccio´n y monitorizacio´n de
terapias de rehabilitacio´n motriz. En coordinacio´n con el Gru-
po de Innovacio´n Tecnolo´gica y la Unidad de Gestio´n Clı´nica
de Rehabilitacio´n del Hospital Universitario Virgen del Rocı´o
(Sevilla), se ha trabajado en un caso de uso clı´nico concreto:
pacientes pedia´tricos, de entre cuatro y siete an˜os, afectados de
de´ﬁcit motor en alguno de sus miembros superiores debido a
para´lisis braquial obste´trica (PBO), pero sin afectacio´n de sus
capacidades intelectuales. Esta es una de las patologı´as ma´s pre-
valentes relacionadas con los de´ﬁcits motores y cognitivos. Los
pacientes pedia´tricos, adema´s, son uno de los colectivos ma´s
interesantes de cara a aplicar este tipo de sistemas robo´ticos ya
que muestran un alto grado de intere´s y colaboracio´n en esce-
narios de interaccio´n con robots sociales.
Partiendo de la hipo´tesis de que todo el contexto (tipo de
paciente y sesio´n, tareas a realizar...) inﬂuye en la satisfacto-
ria resolucio´n del problema, se ha disen˜ado un robot cuyo as-
pecto externo se adapta al entorno de trabajo, cuya estructura
hardware permite, a un coste relativamente bajo, soportar las
numerosas sesiones terape´uticas y cuya arquitectura software
proporciona al robot las capacidades perceptivas y cognitivas
necesarias para interactuar con el paciente, adaptarse a un es-
cenario siempre cambiante y proporcionar apoyo al paciente.
Con este ﬁn, esta arquitectura incluye, aparte de las funciona-
lidades robo´ticas ba´sicas (por ejemplo, control de movimiento
o de sensores), componentes y funcionalidades ma´s avanzadas,
que permiten al robot detectar y monitorizar personas usando
informacio´n proveniente de distintas fuentes (visio´n o profun-
didad) e interactuar con ello usando canales de comunicacio´n
natural, como el dia´logo, la expresio´n facial o la adopcio´n de
determinadas posturas con su cuerpo. Con el propo´sito de dotar
al robot de una mayor seguridad en sus respuestas motrices, pe-
ro sin que ello implique un retardo en las mismas, la arquitectu-
ra de control ha evolucionado desde las primeras pruebas hasta
organizarse en torno a una representacio´n interna que incluye
al robot, el paciente y los objetos que los rodeen. Al contar con
una descripcio´n o modelo interno y un motor de simulacio´n, es-
ta novedosa arquitectura, RoboCog, permite al robot predecir el
resultado de las acciones de los actores en escena, y ası´ exhi-
bir un comportamiento pro-activo, que le permite anticiparse a
las necesidades del paciente y al resultado de sus propias accio-
nes. Esta representacio´n interna se realimenta con percepciones
y acciones que deben modelar la escena sin excesivo detalle,
pues el coste de su mantenimiento la harı´a inviable, y con in-
certidumbre, pues lo percibido esta´ sujeto a numerosas fuentes
de error.
1.1. Contribuciones
Desde un punto de vista global, la principal contribucio´n de
este trabajo es la incorporacio´n de tecnologı´a robo´tica actual a
la realidad de las terapias de rehabilitacio´n motriz, formulada
desde un punto de vista muy pra´ctico. Las razones que subya-
cen tras este esfuerzo son varias. Por una parte, dado que la
rehabilitacio´n me´dica es una terapia de conducta, en la que los
ejercicios fı´sicos deben ser aplicados con la frecuencia e inten-
sidad adecuadas, los robots sociales, con una gran capacidad
para percibir a la persona, pueden ser un monitor muy seguro
que permite adema´s el registro preciso de los movimientos del
paciente. En este sentido, los avances experimentados con la in-
corporacio´n de las ca´maras RGBD (Red-Green-Blue y profun-
didad (Depth)) se han combinado con modelos para robustecer
y mejorar la captura de movimiento (Calderita et al., 2013a).
Por otra parte, el robot consigue, en su interaccio´n con el nin˜o,
una cercanı´a que lo convierte ma´s en un compan˜ero o elemento
del juego que en un monitor citepcalderita:2013a.
Desde un punto de vista te´cnico, este trabajo aporta en la
terapia de rehabilitacio´n motriz sin contacto fı´sico el empleo de
un robot que, en su disen˜o ﬁnal, presenta las siguientes contri-
buciones:
Emplear una arquitectura cognitiva novedosa, RoboCog,
que cubre todo lo requerido por la plataforma: planiﬁca-
cio´n de alto nivel, razonamiento y percepcio´n a bajo ni-
vel, y modelado de entornos dina´micos. Los mo´dulos de
esta arquitectura esta´n fuertemente ligados con el resto
de contribuciones citadas en esta lista.
Modelar las terapias de rehabilitacio´n motriz como ta-
reas de planiﬁcacio´n automa´tica. Esto requiere el mode-
lado de todos los aspectos que aparecen en un proceso
de interaccio´n persona-robot desde la perspectiva de la
planiﬁcacio´n automa´tica, ası´ como la formalizacio´n de
las sesiones teniendo en cuenta la incertidumbre del pro-
blema a abordar. La arquitectura a alto nivel tambie´n in-
tegrara´ capacidades de replaniﬁcacio´n y aprendizaje.
Representar internamente tanto su propio cuerpo (robot)
como el resto del entorno externo. Este modelo interno
permite al robot ser pro-activo, esto es, interpretar la in-
formacio´n sensorial para predecir lo relevante del futu-
ro inmediato. El modelo interno tendra´ capacidades de
emulacio´n, de forma que las acciones ejecutadas sera´n
inicialmente procesadas como acciones virtuales, y pro-
ducira´n percepciones virtuales en tiempo real. Para evitar
el desacoplamiento entre el modelo interno y la realidad
(grounding problem), la arquitectura cuenta con compor-
tamientos especı´ﬁcos que permiten actualizar selectiva-
mente este modelo interno, ası´ como dirigir los recursos
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computacionales hacia aquellas partes del entorno donde
se han predicho posibles cambios. El planiﬁcador de al-
to nivel empleara´ esta representacio´n completa como un
ﬁltro para percibir la realidad, de manera que siempre dis-
pondra´ de toda la informacio´n que requiera (actualizada
a la mejor de las tasas que ofrece el robot).
Disponer de un conjunto especializado de comportamien-
tos dirigidos a resolver la interaccio´n persona-robot, tan-
to a nivel verbal (lenguaje natural) como no-verbal (ges-
tos, expresiones o control de la mirada). Este conjunto de
comportamientos sera´n necesarios para que el robot em-
patice con el paciente durante la sesio´n de rehabilitacio´n.
1.2. Estructura del artı´culo
El resto del artı´culo se organiza como sigue: tras analizar
los antecedentes generales de la presente lı´nea de trabajo en el
apartado 2, en el apartado 3 se describe el desarrollo de una
arquitectura cognitiva novedosa, que constituira´ el nu´cleo de
Therapist, nuestra propuesta de robot socialmente interactivo.
Las pruebas de veriﬁcacio´n de los mo´dulos de la arquitectura,
ası´ como los resultados previos obtenidos con la misma se de-
tallan en el apartado 4. Finalmente, las conclusiones y lı´neas
futuras de trabajo se presentan en el apartado 5.
2. Antecedentes
Como se ha comentado, la terapia de neurorehabilitacio´n
exigira´ una atencio´n constante del paciente, y la adherencia
personal de e´ste a un tratamiento intenso que se prolongara´,
adema´s, en el tiempo. Para ser efectiva, el paciente aquejado
de uno de estos problemas deberı´a empezar su terapia lo ma´s
pronto posible, adema´s de seguir un tratamiento personalizado
que este´ adaptado a su dolencia y evolucio´n. Ambas cuestiones
no son siempre fa´ciles de satisfacer, dada la limitada disponibi-
lidad de profesionales y la falta de tiempo para monitorizar la
evolucio´n de cada caso. Con el objetivo de contribuir a la me-
jora en la aplicacio´n de tratamientos de este tipo, la robo´tica de
rehabilitacio´n persigue la introduccio´n de tecnologı´a robo´tica
en este proceso terape´utico. Como en otros campos de aplica-
cio´n, la robo´tica ofrece interesantes ventajas, como pueden ser
la posibilidad de realizar tratamientos personalizados sin can-
sancio o su capacidad para integrar sensores que proporcionen
una estimacio´n cuantitativa de la recuperacio´n. Adema´s, apar-
te de ofrecer asistencia meca´nica o fı´sica, los robots pueden
ofrecer asistencia social e integradora, con el ﬁn de mejorar la
implicacio´n y motivacio´n del paciente. Dado que la repeticio´n
de los ejercicios por parte del paciente es la base de la recupe-
racio´n (Okamura et al., 2010), esta segunda aportacio´n de los
robots como entrenadores personales (socially assistive robots,
SAR) no debe ser despreciada y, de hecho, son numerosos los
autores que la consideran como uno de los retos ma´s ambicio-
sos de la actual robo´tica de rehabilitacio´n (Mataric, 2006; Fong
et al., 2003).
La experimentacio´n clı´nica demuestra que la motivacio´n del
paciente constituye un factor fundamental para encarar satisfac-
toriamente una terapia de neurorehabilitacio´n (Colombo et al.,
2007), que se suele identiﬁcar con la capacidad para enganchar
al paciente con el tratamiento neurorehabilitador. La necesidad
por mantener este nivel de motivacio´n en el paciente, esa impli-
cacio´n o adherencia al tratamiento, hace que sean diversas las
herramientas que conviven para facilitar la rehabilitacio´n, como
puede verse en varios de los proyectos que en la actualidad se
esta´n realizando en el MIT1 para nin˜os con para´lisis cerebral,
o en sistemas comerciales, como el ArmeoSpring Pediatric c©
de Hocoma2, una herramienta robo´tica para rehabilitacio´n en
la que la motivacio´n se consigue a trave´s de videojuegos es-
pecı´ﬁcos (Rego et al., 2010). Existen distintas opciones para
crear actividades amenas que proporcionen al nin˜o los esque-
mas funcionales que le ayudara´n, posteriormente, a adquirir la
capacidad motriz para llevar a cabo tareas de la vida diaria (vi-
deojuegos (serious games), realidad virtual, etc.). Sin embar-
go, existen trabajos que demuestran las ventajas que la interac-
cio´n fı´sica con un robot presenta como forma de enriquecer las
habilidades de interaccio´n del nin˜o e incrementar sus respues-
tas emocionales positivas (Libin and Libin, 2004; Robins et al.,
2010; Calderita et al., 2013b). En la actualidad se han realiza-
do evaluaciones sobre la incorporacio´n de robots en las terapias
con nin˜os, donde no solo se realizan ejercicios fı´sicos, sino tam-
bie´n cognitivos. Dentro del proyecto europeo IROMEC3, se han
evaluado distintos escenarios de juego con nin˜os con autismo,
retraso mental no severo y discapacidad motriz severa (Robins
et al., 2010). En particular con nin˜os con autismo se utilizo´ el
robot animado KASPAR4 (un robot con forma de mun˜eco y
capacidad de realizar expresiones faciales) controlado remota-
mente y un LEGOROBOT, no animado. Como parte del pro-
yecto AURORA5, se ha evaluado tambie´n las capacidades de
integracio´n social que un robot como KASPAR puede tener en
nin˜os con autismo a trave´s de la interaccio´n con el tacto. Pe-
se a que en la actualidad se esta´n dando los primeros pasos en
la evaluacio´n de la integracio´n de robots en terapias con nin˜os,
los primeros casos de estudio muestran sus ventajas. Dado que
son sistemas programables, permiten generar distintos estı´mu-
los para promover la interaccio´n con el nin˜o de distintas formas.
Adema´s, se les pueden incorporar habilidades para modiﬁcar
sus respuestas en funcio´n de co´mo reacciona el nin˜o, y median-
te la repeticio´n de esta respuesta modiﬁcada, pueden crear un ci-
clo de acciones y refuerzo predecible y ordenado (Robins et al.,
2010). Por otro lado, en el a´mbito de la ensen˜anza, sı´ se ha ana-
lizado el grado de aceptacio´n que tendrı´a un robot que actuara
como tutor entre estudiantes de una clase (Shin and Kim, 2007).
En estos estudios se concluye que la aceptacio´n es mayor entre
nin˜os ma´s pequen˜os, que llegaban a preferir a estos robots tuto-
res. Shim y Kim (2007) tambie´n destacaron el importante papel
que los aspectos emocionales tienen en dicha aceptacio´n. Simi-
lares conclusiones fueron obtenidas en estudios realizados en
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mo el Nabaztag6 (Eimler et al., 2010) o el iCat7 (Saerbeck et al.,
2010). La experiencia fue considerada por los nin˜os ma´s como
un juego que un ejercicio de clase.
Dada la natural tendencia de las personas para relacionarse
con toda forma animada a trave´s de patrones sociales, la efec-
tividad de esta interaccio´n persona-robot social dependera´ en
gran medida del grado de aceptabilidad con el que el paciente
adopte al robot como ente animado activo, la cual emanara´, en
gran medida, de la apariencia fı´sica del robot pero tambie´n del
comportamiento de e´ste. Esta tendencia, que se maniﬁesta en
nuestra capacidad para dotar de personalidad o intencio´n inclu-
so a los robots ma´s simples, se utilizarı´an en la robo´tica de reha-
bilitacio´n para crear robots socialmente interactivos, capaces de
monitorizar, motivar y alentar las actividades propias de la tera-
pia, mejorando la calidad ﬁnal de la misma. Esta es la motiva-
cio´n que subyace en proyectos como FLORENCE8 o KSERA9,
recientemente subvencionados por el 7 Programa Marco de la
Unio´n Europea. Tambie´n en el proyecto ACROSS10, un proyec-
to ﬁnanciado por el plan Avanza, en el que se desarrollo´ el robot
Ursus (Mejı´as et al., 2013), un robot semi-auto´nomo equipado
con sensores RGBD para monitorizar los movimientos de los
pacientes y con la capacidad de analizar e´stos y generar un dis-
curso de refuerzo en tiempo real desde texto escrito (Figura 1).
Al igual que el ya citado KASPAR, Ursus permitio´ comprobar
que en ocasiones la existencia de un repertorio reducido de ex-
presiones y emociones, como con las que suele contar un robot,
puede convertirse en un aspecto positivo de cara a la terapia con
nin˜os, siendo su empatı´a mayor que con el contacto directo con
personas.
3. Therapist: un nuevo robot para rehabilitacio´n
Como se concluye en el apartado anterior, la utilidad del
robot asistente vendra´ condicionada por su capacidad para ope-
rar con cierto nivel de autonomı´a. Solo ası´ podra´ convertirse
en un aute´ntico compan˜ero de juegos del nin˜o (Calderita et al.,
2013b), pues lo contrario implica un nivel de supervisio´n cons-
tante y, hasta cierto punto, estresante. En nuestro caso, esta ex-
periencia se constato´ en el trabajo desarrollado con el robot Ur-
sus: aunque los resultados obtenidos fueron plenamente satis-
factorios en cuanto a la mejora en la adherencia al tratamiento
rehabilitador (Mejı´as et al., 2013), esto se consiguio´ incremen-
tando los recursos humanos respecto a la terapia tradicional y,
tambie´n, el nivel de estre´s, asociada a la continua supervisio´n,
a todos los niveles, del comportamiento del robot.
El problema de Ursus se debe, fundamentalmente, a las li-
mitaciones de su arquitectura de control, que esta´ basada en una
ma´quina de estados, y a una capacidad de modelado del entorno
y del paciente muy simpliﬁcada. Estas condiciones dan lugar a
comportamientos que u´nicamente funcionan bien si el contex-






la que fue disen˜ado conduce a un desacoplo inmediato con el
paciente, por ejemplo en el caso tı´pico de un nin˜o dejando de
prestar atencio´n al robot, o al contrario, levanta´ndose de la silla
y acerca´ndose a abrazarlo. La cuestio´n que se plantea, por tanto,
es ¿co´mo tener en cuenta conjuntos de situaciones o contextos
cada vez ma´s amplios sin que la complejidad de la arquitectura
de control sea tan compleja que la haga inviable? Esta cuestio´n
ha sido abordada desde la estrategia de dotar al robot de una
arquitectura cognitiva ma´s a´gil y ﬂexible, capaz de adaptar los
recursos a la evolucio´n de la propia sesio´n de forma dina´mica
(task-oriented). Este apartado presentara´ nuestra propuesta ante
este desafı´o en forma de una nueva arquitectura cognitiva que
denominamos RoboCog y que se esta´ implementada sobre un
nuevo robot asistente para terapias de rehabilitacio´n con nin˜os
llamado Therapist.
Para mejorar el grado de autonomı´a en todos los niveles de
actuacio´n del robot, la arquitectura interna de Ursus debı´a ser
redeﬁnida en sus distintos niveles de abstraccio´n. Ası´, en el ni-
vel ma´s alto, la sesio´n terape´utica era codiﬁcada en Ursus usan-
do una ma´quina de estados, no existiendo forma de replaniﬁcar
o aprender nuevas posibilidades de actuacio´n. Esto obligaba a
Ursus a trabajar bajo una fuerte supervisio´n humana, ya que, en
este escenario, la aparicio´n de situaciones nuevas es continua.
Adema´s, no existe una forma fa´cil de aprender de estas situa-
ciones. Por otro lado, a niveles medios de abstraccio´n, en el que
se deﬁnen comportamientos de percepcio´n o actuacio´n, las ha-
bilidades sociales de Ursus solo contaban con mensajes de voz
o movimientos de brazos, todo ello adema´s resultado de la su-
pervisio´n directa por parte de los te´cnicos. Esto podrı´a provocar
la aparicio´n de cierto nivel de decepcio´n inherente a la perso-
niﬁcacio´n del robot por parte de los pacientes y, tambie´n, de
los propios cuidadores (Feil-Seifer and Mataric, 2011). La nue-
va arquitectura, que pretende solventar estos problemas se aleja
de la estructura cla´sica de tres niveles (Gat et al., 1998), cons-
truye´ndose entorno a un mo´dulo que engloba la representacio´n
simbo´lica y geome´trica del robot mismo y de su entorno, deno-
minado ’Modelo interno’ tal y como se muestra en la Figura 2.
El objetivo es que Therapist pueda llegar a establecer una re-
lacio´n suﬁcientemente estrecha con el paciente, como para que
le permita mantener una sesio´n terape´utica de veinte minutos
dirigida hacia los hitos marcados por el profesional me´dico. El
objetivo es el desarrollo de un aute´ntico robot social asisten-
te (Feil-Seifer and Mataric, 2011).
En la Figura 2 se aprecian que los mo´dulos de la arquitectu-
ra se reparten en tres zonas distintas. La zona superior identiﬁca
componentes de bajo nivel, encargadas de llevar a cabo deter-
minadas acciones (mover la plataforma o mover un brazo, por
ejemplo). En la inferior los componentes son perceptivos. En-
tre e´stos destaca el denominado WinKinectComp (Figura 2),
un componente que extrae del sensor Kinect de Microsoft in-
formacio´n sobre presencia de personas, postura o la malla 3D
de la cara, ası´ como una transcripcio´n desde el ASR (Automatic
Speech Recognition) que e´sta implementa. La zona central re-
coge, por tanto, los principales componentes de la arquitectura.
El estado del sistema se almacena en el ’Modelo interno’, una
representacio´n jera´rquica de la realidad que combina aspectos
geome´tricos y simbo´licos. Esta representacio´n incluye tanto al
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Figura 1: El robot Ursus en una sesio´n de neurorehabilitacio´n en el Hospital Universitario Virgen del Rocı´o de Sevilla. El robot exhibe un comportamiento muy
supervisado tanto a alto nivel, la terapia se organiza como una rı´gida secuencia de estados, en la que cualquier evento no tenido en cuenta obliga al te´cnico a decidir
manualmente el estado en la misma, como a medio o bajo nivel, por ejemplo a la hora de construir las frases de refuerzo o decidir cuando emplearlas, pero tambie´n
para decidir cuando aumentar el ritmo de las repeticiones, o su amplitud. Esto justiﬁca la presencia de dos te´cnicos en la sesio´n (sentados junto a Ursus).
paciente y su entorno como al propio robot, y puede verse como
una representacio´n tridimensional geome´trica de todo el esce-
nario. En esta representacio´n, los elementos se abstraen usando
modelos, codiﬁcados como a´rboles cinema´ticos. Los nodos de
estos a´rboles pueden albergar atributos simbo´licos. Estos atri-
butos se recogen en un grafo AGM (Active Grammar-based
Modeling)11 en la Figura 2. La accio´n en curso en el momen-
to actual la gestiona el ’Ejecutivo’. La identiﬁcacio´n de estado
con accio´n convierte a este componente en clave en la arqui-
tectura, convirtie´ndose tambie´n en la ’llave’ que da acceso al
conocimiento sobre el mundo. Alrededor de estos mo´dulos se
distribuyen las denominadas compoNets, conjuntos de compo-
nentes que llevan a cabo determinadas tareas.
La arquitectura se ha disen˜ado como un sistema distribui-
do en el que los mo´dulos se implementan como componentes
software, emplea´ndose RoboComp (Manso et al., 2010) co-
mo entorno de trabajo. RoboComp es un entorno de trabajo
multi-plataforma, que proporciona un disen˜o orientado a com-
ponentes, herramientas gra´ﬁcas para la monitorizacio´n y des-
pliegue de componentes, lenguaje de descripcio´n adaptado al
trabajo con robots, servicios de comunicacio´n entre componen-
tes que permite trabajar con distintos middlewares y un simu-
lador de robots tridimensional propio. Adema´s, RoboComp es
uno de los pocos entornos de trabajo para robo´tica que tambie´n
proporciona el conjunto de herramientas de edicio´n necesarias
para cubrir el ciclo de vida en el desarrollo de componentes
(Romero-Garce´s et al., 2011). A continuacio´n se ofrecen deta-
lles de los distintos elementos que aparecen en la zona central
de la Figura 2. Las pruebas de veriﬁcacio´n de estos elementos
se proporcionan en el apartado 4.
3.1. Modelo interno para predecir, evaluar y seleccionar
Para conseguir implicar al paciente en una interaccio´n so-
cialmente aceptada, Therapist debe generar respuestas a una
11http://ljmanso.com/agm/
velocidad similar a la de las personas, ası´ como exhibir un com-
portamiento pro-activo (Fong et al., 2003). Esta pro-actividad
obliga que la arquitectura interna de Therapist no solo sea ca-
paz de percibir y actuar, sino que tambie´n debe ser capaz de
evaluar la situacio´n de manera oﬀ-line. La capacidad que per-
mite a las personas tratar internamente con la informacio´n del
entorno es denominada conocimiento y, por tanto, esta capaci-
dad esta´ sujeta a la existencia de una representacio´n interna de
la informacio´n. Aunque los modelos internos y las representa-
ciones del estado del mundo externo fueron tradicionalmente
rechazadas por los paradigmas reactivos (Brooks, 1991), con
el tiempo se ha impuesto la idea de que las arquitecturas de
control en robo´tica deben tener un cara´cter hı´brido, de tal for-
ma que los elementos deliberativos coexisten con los reactivos,
siendo su interaccio´n el aspecto ma´s conﬂictivo del disen˜o. Co-
mo se comento´ anteriormente, el modelo interno en Therapist
se estructura en dos niveles: uno geome´trico, organizado como
un a´rbol cinema´tico, y otro simbo´lico, estructurado como un
grafo.
En el esquema de la Figura 2 se aprecia que el ’Modelo In-
terno’ se ubica dentro del ’Ejecutivo’. Con esto se quiere trans-
mitir que todas las comunicaciones que se lleven a cabo con
este modelo pasan necesariamente por el ’Ejecutivo’, que se
convierte ası´ en la interfaz de dicho modelo. El ’Ejecutivo’ re-
cibe las Acciones del Plan y se encarga de activar los mo´dulos
encargados de llevarlas a cabo. Es, por tanto, el lugar donde se
realiza la transformacio´n de Acciones de alto nivel a Compor-
tamientos de bajo nivel. La transformacio´n no implica una rela-
cio´n 1-a-1, sino que es ma´s a´gil, implicando el trabajo de una o
varias redes de mo´dulos de medio o bajo nivel. Son las mencio-
nadas compoNets de la Figura 2. La razo´n de no permitir que
todas las compoNets puedan acceder directamente al conoci-
miento radica inicialmente en la necesidad de evitar problemas
de sincronizacio´n o falsas lecturas, pero tambie´n en que, de esta
forma, el ’Ejecutivo’ puede ﬁltrar que´ informacio´n se almacena
en el ’Modelo interno’. A nivel geome´trico, por ejemplo, esto
104 L.V. Calderita et al. / Revista Iberoamericana de Automática e Informática industrial 12 (2015) 99–110 
Figura 2: Representacio´n esquema´tica de la nueva arquitectura cognitiva de Therapist. En el esquema se aprecian tres niveles: los niveles inferior y superior agru-
pan, respectivamente, componentes perceptivos o de actuacio´n, ı´ntimamente ligados a sensores o motores. En el nivel intermedio se representan los componentes
principales de la arquitectura, organizados en torno a la representacio´n interna del estado (’Modelo interno’) y a su gestor, el ’Ejecutivo’, que no solo supervisa la
evolucio´n de este estado sino tambie´n la correcta ejecucio´n de la tarea (Accio´n) en curso. La funcionalidad la proporcionan redes de componentes (compoNets), en-
cargados de la correcta ejecucio´n de los Comportamientos asociadas a cada accio´n del plan. Estas compoNets se enlazan a la representacio´n interna de conocimiento
a trave´s del propio ’Ejecutivo’ y a los componentes de percepcio´n y actuacio´n.
permite incluir mecanismos que eviten localizaciones o postu-
ras imposibles en el paciente.
La necesidad de representaciones de algu´n tipo que alma-
cenen el estado del mundo y permitan usar ese estado en la to-
ma ulterior de decisiones, es comu´nmente aceptada. Algo me-
nos habitual es que estas representaciones se usen esencialmen-
te para predecir el futuro. Este futuro puede ser la trayectoria
inmediata que seguira´ una manzana al caer o el curso de una
secuencia de acciones hipote´ticas realizadas por el mismo ro-
bot. Estas predicciones sobre el robot y sobre el estado del en-
torno exterior pueden ser usadas para dirigir de forma activa
los recursos a la informacio´n relevante de forma top-down, per-
mitiendo que la interpretacio´n de este entorno sea eﬁciente y
acertada (Clark, 1999; Holland, 2004). Si no se cuenta con es-
ta capacidad para predecir, las respuestas del robot no podra´n
ser generadas a la velocidad requerida y con la destreza necesa-
ria para que las personas mantengan una adherencia suﬁciente-
mente fuerte, produciendo al ﬁnal la decepcio´n de pacientes y
cuidadores (Feil-Seifer and Mataric, 2011).
Se puede asegurar que la arquitectura propuesta constitu-
ye un buen ejemplo de la situacio´n postulada por Holland (Ho-
lland, 2004): en el corazo´n de la arquitectura no es solo el cuer-
po en el entorno, sino un modelo del cuerpo en un modelo del
entorno. Este esquema permite predecir la evolucio´n del mode-
lo, lo que podra´ ser correlado con la informacio´n percibida del
mundo real para dirigir la atencio´n del robot, incrementando la
eﬁciencia y ﬁltrando percepciones ruidosas, mientras el conte-
nido del modelo mental es tambie´n actualizado por la propia
experiencia.
3.2. El mo´dulo ’Ejecutivo’
El elemento central de la arquitectura, junto al ’Modelo in-
terno’, es el ’Ejecutivo’. Ba´sicamente, este mo´dulo constitu-
ye una interfaz entre el alto y el bajo nivel de la arquitectu-
ra, encarga´ndose de la transformacio´n de las Acciones del plan
en Comportamientos o tareas concretas. El funcionamiento del
’Ejecutivo’ se puede resumir en el siguiente algoritmo:
1. Pide la primera accio´n A del plan al planiﬁcador a nivel
de tarea (en este caso, PELEA (Planning, Execution and
LEarning Architecture) (Alca´zar et al., 2010))
2. Obtiene las compoNets {C} que resuelven A, ası´ como
los para´metros {λ} para cada c ∈ {C} dado A. Activa estas
compoNets y les pide resolver un determinado compor-
tamiento
3. Se subscribe a los datos que los compoNets generen para,
con ellos, actualizar el ’Modelo interno’. Esta actualiza-
cio´n no es inmediata, y el ’Ejecutivo’ comprueba deter-
minadas reglas antes de dar por va´lida una actualizacio´n
4. Pide nuevas acciones a PELEA hasta que esta informa de
que el objetivo sen˜alado ha sido alcanzado
Este algoritmo precisa la especiﬁcacio´n del conjunto de compo-
Nets a activar para cada accio´n del plan, y de los para´metros (o
comportamientos) que condicionan la actuacio´n de estas com-
poNets. Por ejemplo, la compoNet Conversacional incluye, en
nuestro caso, toda la funcionalidad relacionada con la comuni-
cacio´n verbal. Puede ser activada para conversar o, simplemen-
te, para decir una frase. Tambie´n es necesario especiﬁcar cuan-
do el ’Ejecutivo’ debe pedir al planiﬁcador una nueva accio´n,
esto es, cuando una accio´n lanzada ha terminado. Esto no im-
plica que la accio´n haya sido correctamente realizada. PELEA
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chequeara´ posteriormente, a trave´s de los atributos o predicados
simbo´licos del modelo el e´xito o fracaso en la ejecucio´n de la
accio´n y tomara´ las decisiones de alto nivel adecuadas. El es-
quema de funcionamiento del ’Ejecutivo’ se complementa con
la descripcio´n de la integracio´n de PELEA en RoboCog que se
analizara´ en el siguiente apartado.
3.3. Planiﬁcacio´n, monitorizacio´n y aprendizaje de alto nivel
Este mo´dulo es responsable de la aplicacio´n de te´cnicas de
planiﬁcacio´n automa´tica que, junto a algoritmos de aprendizaje
artiﬁcial, permiten el trabajo a alto nivel de Therapist. Partien-
do de la arquitectura interna de PELEA, este mo´dulo se estruc-
tura en un conjunto de componentes cuya ﬁnalidad es monitori-
zar el correcto desarrollo de la sesio´n terape´utica. Este mo´dulo
de planiﬁcacio´n se comunica con el resto de la arquitectura a
trave´s del ’Ejecutivo’ y del ’Modelo interno’. Con el primero
de estos mo´dulos, la comunicacio´n consiste en el envı´o de pe-
ticiones o Acciones (unidades en las que se estructura el Plan)
cuya ﬁnalizacio´n sera´, a su vez, certiﬁcada al mo´dulo de pla-
niﬁcacio´n por el ’Ejecutivo’. Las condiciones de ﬁnalizacio´n
no tienen porque´ coincidir con las de consecucio´n exitosa de la
Accio´n pero, en cualquier caso, el cambio de Accio´n sera´ solici-
tado siempre por el ’Ejecutivo’. Eso si, para determinar el curso
de la accio´n, el planiﬁcador chequea siempre el grafo AGM que
modela el mundo.
La Figura 3 muestra el esquema interno de la compoNet PE-
LEA. La descripcio´n de cada componente se puede enlazar con
la del ﬂujo de control general de funcionamiento, que sera´ el
siguiente:
1. Inicialmente, el componente ’Ejecutivo’ comunica a PE-
LEA las metas a alcanzar (Objetivo H en la Figura 3).
Esta comunicacio´n se realiza a trave´s de la interfaz que
ofrece PELEA. La invocacio´n de este me´todo genera la
siguiente secuencia de pasos:
PELEA lee la informacio´n del estado (Estado L) del
nivel simbo´lico del ’Modelo interno’. Esto es, PE-
LEA no recibe la informacio´n directamente de los
sensores sino de una forma ma´s elaborada.
Opcionalmente PELEA envı´a la informacio´n del es-
tado recibida al mo´dulo ’LowToHigh’ para realizar
alguna transformacio´n si fuera necesario.
PELEA utiliza la informacio´n del estado devuelta
por el mo´dulo ’LowToHigh’ y las metas a alcanzar
para componer el problema. Mediante los mo´dulos
’Toma de decisiones’ y ’Planiﬁcador de alto nivel’
se genera un plan. PELEA devuelve la primera ac-
cio´n de este plan al ’Ejecutivo’.
2. De esta forma se comienza el bucle de ejecucio´n:
El ’Ejecutivo’ ejecuta la accio´n recibida de PELEA.
Una vez ﬁnalizada, solicita una nueva accio´n a PE-
LEA. Esta peticio´n genera la siguiente secuencia de
pasos:
• PELEA lee nuevamente la informacio´n del es-
tado.
Figura 3: Estructura interna de PELEA en RoboCog
• PELEA envı´a esta informacio´n de estado al com-
ponente ’LowToHigh’ que realiza las transfor-
maciones necesarias. Si se comprueba que se
han alcanzado las metas se ﬁnaliza.
• Si no se han alcanzado las metas y se com-
prueba que el estado recibido del componen-
te ’LowToHigh’ es un estado va´lido, es decir,
la accio´n previa ha tenido los efectos deseados
sobre el entorno (por ejemplo, se pidio´ mover
el robot y ahora e´ste esta´ en la posicio´n espera-
da) se devuelve al ’Ejecutivo’ la siguiente ac-
cio´n del plan.
• Si el estado percibido del entorno es un estado
inva´lido (la accio´n previa no ha producido los
efectos deseados sobre el entorno) PELEA re-
planiﬁca. Para ello, utiliza la informacio´n del
estado recibida del mo´dulo ’LowToHigh’ y las
metas a alcanzar para construir un nuevo pro-
blema. Se obtiene el plan correspondiente a es-
te nuevo problema, y se devuelve la primera
accio´n del mismo. Se vuelve al paso 2.
Durante este proceso, el mo´dulo de ’Aprendizaje’ puede ser
empleado para aprender conocimiento adicional que posterior-
mente pueda ser utilizado para guiar o mejorar el proceso de
planiﬁcacio´n (por ejemplo, almacenar planes concluidos con
e´xito).
De esta forma, PELEA gestiona una deﬁnicio´n de alto ni-
vel de la terapia, en la que se describen sus diferentes fases,
ejercicios y metas. A continuacio´n se describe un ejemplo de
caso de uso (ver Figura 4). Inicialmente el robot esta´ esperando
en la entrada de la sala de rehabilitacio´n, preparado para reci-
bir a los pacientes. Cuando el paciente entra en la sala, el robot
le detecta, le identiﬁca y carga los datos de su perﬁl personal.
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Despue´s le da la bienvenida adecuada, preguntando al paciente
co´mo se encuentra y le recuerda algunos hechos relevantes si
procede (como su cumplean˜os). Tras esto, el robot lleva al pa-
ciente al puesto donde debera´ realizar los ejercicios. Una vez
que el paciente esta´ preparado en su puesto, el robot se dirige
al a´rea donde realizara´ la demostracio´n de los ejercicios. Cuan-
do llegue, comunica al paciente que va a mostrarle los vı´deos
con los ejercicios de la sesio´n y se los muestra en la pantalla.
Terminada la reproduccio´n de los vı´deos, el robot le dice al pa-
ciente que se prepare para empezar a ejercitarse. El robot inicia
el videojuego de realidad aumentada, mostrando en la pantalla
la imagen del paciente capturada en tiempo real con elementos
virtuales superpuestos (Calderita et al., 2013b). A continuacio´n
el robot realiza los ejercicios para que el paciente lo imite. El
robot comprueba que el paciente esta´ realizando correctamente
los ejercicios, capturando las variables del proceso terape´utico
y compara´ndolas con las variables esperadas. En caso de que
no lo haga bien, le animara´, le sugerira´ co´mo debe corregirlo y
se continuara´ con el ejercicio.
Cuando el ejercicio se de´ por terminado, el robot felici-
tara´ al paciente y le presentara´ el siguiente ejercicio del grupo.
Una vez que se hayan realizado todos los ejercicios del grupo,
el robot dara´ por terminado el entrenamiento y presentara´ al pa-
ciente los juegos correspondientes a la fase 3 con los que prac-
ticara´ los movimientos que acaba de entrenar durante la fase
anterior. El paciente jugara´ con los juegos hasta que se termine
la sesio´n de entrenamiento programada, obteniendo puntuacio-
nes dependiendo de lo bien que lo haga. Finalmente el robot
almacena todos los datos referentes a los juegos interactivos en
el perﬁl del paciente y se despide de e´l.
3.4. CompoNets
Una de las principales novedades de la arquitectura pro-
puesta es que los comportamientos responsables de resolver las
tareas a medio o bajo nivel se organizan como redes auto´no-
mas, en las que se dispone de un mo´dulo principal, denomi-
nado agente, que sera´ el conectado con el ’Ejecutivo’, usando
para ello una interfaz de publicacio´n/subscripcio´n gene´rica. El
esquema permite distribuir el control, ya que cada compoNet
trabaja sobre sensores y actuadores para resolver una determi-
nada tarea sin necesidad de recurrir al resto de mo´dulos de la
arquitectura. El agente de la compoNet asume el rol de ’Ejecu-
tivo’ en la red, y se encarga de gestionar al resto de componen-
tes.
Los canales de comunicacio´n entre el ’Ejecutivo’ y cada
compoNet sera´n las o´rdenes de activacio´n/desactivacio´n emiti-
das por el primero, en las que se especiﬁca en cierta forma, en
los para´metros empleados (ver apartado 3.2), la tarea a realizar,
y el resultado de la tarea, publicado por el compoNet y al que
debe subscribirse el ’Ejecutivo’. Ambos canales requieren poco
control por parte de las dos partes. Concretamente, las compo-
Nets contempladas en la versio´n actual de RoboCog incluyen
una de deteccio´n y seguimiento de persona, una orientada a la
comunicacio´n verbal, incluida la capacidad de dialogar, una de
movimiento y expresio´n corporal y una de navegacio´n. A con-
tinuacio´n se proporcionan algunos detalles sobre ellas:
Navegacio´n. La compoNet de Navegacio´n consta de un
agente, encargado de la comunicacio´n con el ’Ejecutivo’,
de un componente que implementa un navegador reactivo
local y un componente que, tomando medidas de los sen-
sores sobre el robot, genera un formato de medida tipo
la´ser. El objetivo ﬁnal es usar los dispositivos disponibles
a bordo del robot abaratando su coste total, evitando el
uso de un la´ser convencional para navegar.
Gestos. Encargado del movimiento de los brazos del ro-
bot, la compoNet funciona ejecutando sesiones estable-
cidas de movimientos. El ritmo y la amplitud del mo-
vimiento se pueden controlar desde el ’Ejecutivo’. En su
versio´n actual el robot puede ejecutar algunos movimien-
tos predeﬁnidos asociados a una determina accio´n verbal,
como por ejemplo, saludar o despedirse.
Deteccio´n emociones. Esta compoNet detecta el estado
emocional del paciente usando informacio´n facial. Su fun-
cionamiento se basa en emplear informacio´n proporcio-
nada por el WinKinectComp (Figura 2) sobre la malla 3D
de la cara y la posicio´n de la cabeza. De esta informacio´n
se extraen un conjunto de invariantes que sera´n clasiﬁca-
dos, para obtener la estimacio´n de emocio´n, usando una
red Bayesiana dina´mica de dos niveles.
Generacio´n expresiones. El robot Therapist es capaz de
generar expresiones faciales, con los cuales acompan˜ar la
conversacio´n y aumentar la empatı´a con el paciente (por
ejemplo, mostrando alegrı´a cuando, tras ser felicitado, el
paciente la muestre). El esquema para generar estas ex-
presiones, o para sincronizar la voz con el movimiento de
los labios se basa en trabajos previos (Cid et al., 2012).
Conversacional. La compoNet consta de componentes
encargados de la sı´ntesis de voz y de la gestio´n de la con-
versacio´n. En lo que respecta al reconocimiento de voz,
esta informacio´n sera´ proporcionada por el WinKinect-
Comp (Figura 2). La sı´ntesis de voz se obtiene usando
el sistema Verbio TTS (Text to Speech) 12. Por su parte,
la gestio´n de la conversacio´n se lanzara´ siempre con un
objetivo especı´ﬁco (por ejemplo, saludar al paciente, ani-
marlo o felicitarlo). Para ello, la conversacio´n se modela
como un diagrama de estados simple, donde cada estado
representa el conocimiento que el robot tiene en un deter-
minado punto de la conversacio´n. Los estados, a su vez,
se enlazan mediante transiciones que muestran como el
estado actual puede evolucionar de acuerdo a la entrada
recibida del paciente. Estos estados sera´n tambie´n em-
pleados para deﬁnir que´ frases generar, esto es, que´ decir
al paciente. La Figura 5 muestra un ejemplo de modelo
de conversacio´n (saludo y pedir al paciente que ocupe su
lugar en la sala).
Persona. La compoNet Persona se compone de dos com-
ponentes. El componente PersonPerception toma los da-
12http://www.verbio.com
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Figura 4: Ejemplo de caso de uso (ver texto)
Figura 5: Ejemplo de modelo de conversacio´n
tos del WinKinectComp (Figura 2) e implementa un sen-
sor virtual detector de personas capaz de seguir el movi-
miento del cuerpo y la cara. El agente recibe los datos
de este sensor virtual y gestiona la comunicacio´n con el
’Ejecutivo’. En el esquema general del trabajo en reha-
bilitacio´n, esta compoNet resulta especialmente impor-
tante pues es la encargada de monitorizar co´mo realiza
el paciente los ejercicios. Ası´, estos datos se almacenan
para que el profesional me´dico pueda evaluarlos poste-
riormente y tomar decisiones sobre la siguiente sesio´n.
La gestio´n de esta informacio´n se hace a trave´s de una
herramienta especialmente disen˜ada.
4. Escenario y pruebas de evaluacio´n
4.1. Pruebas de veriﬁcacio´n de mo´dulos del sistema
Los distintos mo´dulos de la arquitectura han sido veriﬁca-
dos individualmente antes de su integracio´n. En este apartado
se recogen las pruebas de veriﬁcacio´n que se consideran ma´s
signiﬁcativas.
PELEA y el aprendizaje a alto nivel
Para veriﬁcar el comportamiento de PELEA aisladamente
se empleo´ el entorno MDPSim (Markov Decision Processes Si-
mulator)13, en el que se eliminan el resto de componentes in-
volucrados en la arquitectura con los que PELEA se comunica,
puesto que dicho entorno es capaz de recibir las acciones de
PELEA y simular su ejecucio´n en el mundo. Para la validacio´n
del proceso de aprendizaje utilizando el entorno MDPSim se
han establecido probabilidades para los diferentes sucesos que
podrı´an ocurrir en el mundo real. De esta forma, no solamente
se pretendı´a aprender una polı´tica de comportamiento a partir
de la experiencia generada por el planiﬁcador y MDPSim, sino
validar que el sistema de planiﬁcacio´n de alto nivel era capaz
de replaniﬁcar de forma adecuada cuando se dan todas estas
situaciones.
Con respecto a lo primero, la Figura 6 muestra el tiempo
medio de respuesta de PELEA con aprendizaje y de PELEA sin
aprendizaje ante situaciones que requieren replaniﬁcacio´n. Se
ha considerado un proceso de planiﬁcacio´n en el que el robot
parte de la posicio´n de inicio y ejecuta todo el caso de uso (Fi-
gura 4). Cuando lo consigue, se da por ﬁnalizado el proceso de
13http://www.tempastic.org/mdpsim/
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Figura 6: Resultados de tiempos de planiﬁcacio´n de alto nivel con o sin apren-
dizaje
planiﬁcacio´n y se comienza uno nuevo. Ası´, la Figura 6 muestra
doce de estos procesos. Durante cada uno de estos procesos de
planiﬁcacio´n, si ocurre una situacio´n en la que el estado perci-
bido no es el estado esperado:
PELEA sin aprendizaje invoca al planiﬁcador para obte-
ner un nuevo plan (replaniﬁca).
PELEA con aprendizaje busca en la base de casos para
recuperar la accio´n correspondiente a esta situacio´n. En
el caso de no encontrar un caso lo suﬁcientemente simi-
lar, invoca al planiﬁcador para que le diga co´mo actuar.
Por otro lado, el tiempo de respuesta se mide desde que PELEA
recibe el estado de MDPSim hasta que e´sta le envı´a la accio´n a
ejecutar para dicho estado.
Deteccio´n de la persona
La deteccio´n correcta de la postura de la persona y sus ex-
tremidades es muy importante, no so´lo en su implicacio´n en la
interaccio´n persona-robot (comunicacio´n no-verbal), sino tam-
bie´n en la parte relativa a la monitorizacio´n de la tarea de reha-
bilitacio´n. Para conseguir datos ﬁables en las posiciones de las
articulaciones se ha desarrollado un me´todo que, usando el mo-
delo cinema´tico de la persona, reﬁna los datos obtenidos por un
sistema HMC (Human Motion Capture) como el ubicado en el
WinKinectComp (Figura 2). La visio´n general de dicho siste-
ma se muestra en la Figura 7. Ba´sicamente, la idea radica en
garantizar la validez de las posiciones obtenidas. Este sistema
esta´ alojado en el nu´cleo del compoNet Persona.
El sistema trabaja en dos pasos. En el primero recoge los
centroides 3D de las diferentes partes del cuerpo usando un al-
goritmo de HMC. En el segundo paso, el sistema utiliza un ﬁltro
basado en el modelo del cuerpo de la persona para estimar las
poses va´lidas a partir de los datos intermedios. Estos datos de
entrada tambie´n se utilizan para adaptar, de forma on-line, el
modelo utilizado a las caracterı´sticas propias del paciente que
esta´ siendo monitorizado. Ambos procedimientos (comproba-
cio´n de postura correcta y adaptacio´n) se ejecutan de hecho
en paralelo, consiguiendo no reducir la velocidad del me´todo
HMC original.
Como ejemplo, los resultados de la tabla 1 muestran como
el me´todo propuesto mejora los resultados proporcionados por
Figura 7: Visio´n general del me´todo usado para deteccio´n de movimiento (Cal-
derita et al., 2013a).
Tabla 1: Errores medios (ME) y desviaciones esta´ndar (SD) de posiciones en
brazo derecho, en centı´metros (Calderita et al., 2013a).
Mano Codo Hombro
ME SD ME SD ME SD
OpenNI HMC 11.3 5.3 6.7 2.7 2.4 1.0
Me´todo propuesto 11.7 5.0 4.9 1.7 2.5 1.0
el algoritmo HMC (en este caso basado en OpenNi14). La dife-
rencia en la magnitud del error radica fundamentalmente en los
valores asociados al codo. Para esta articulacio´n, el algoritmo
HMC no comprueba la longitud de la extremidad ni la cohe-
rencia de la posicio´n obtenida. Ası´, la posicio´n del codo oscila
alrededor de la posicio´n real, incrementa´ndose el error cuando
el brazo es ﬂexionado. Sin embargo, el me´todo propuesto evita
esta situacio´n adaptando su modelo a la anatomı´a de la perso-
na y restringiendo los resultados a posiciones cinema´ticamente
coherentes.
Deteccio´n de emociones
En el marco de la interaccio´n persona-robot la deteccio´n de
emociones juega un papel crucial a la hora de conseguir aumen-
tar la empatı´a del robot con la persona. La compoNet Emotions
cuenta con la capacidad de detectar el estado de a´nimo del pa-
ciente. Obviamente, del vasto conjunto de emociones humanas
es capaz de reconocer un conjunto mı´nimo de emociones ba´si-
cas: neutro, tristeza, miedo, enfado, felicidad. Adema´s, los va-
lores no tienen porque´ ser totalmente ﬁables, por lo que salida
sera´ un vector cuyos valores tienen la forma de dupla (emocio´n,
probabilidad). En concreto, el enfoque propuesto logra una ex-
traccio´n de caracterı´sticas faciales robusta y en tiempo real, me-
diante la aplicacio´n consecutiva de ﬁltros a la imagen RGBD. El
algoritmo base esta´ descrito en (Cid et al., 2013), pero ha sido
reforzado, an˜adiendo la malla facial tridimensional al conjunto
de datos de entrada para procesar las deformaciones de la cara
asociadas a cada expresio´n facial utilizando el sistema FACS
(Facial Action Coding System)(Cid et al., 2014). Observamos
el conjunto de emociones ba´sicas en la Figura 8.
Expresividad
Adema´s de detectar la emocio´n, el robot debera´ ser capaz de
expresarlas. Ası´, la expresividad es uno de los comportamien-
tos empa´ticos por excelencia. La intencio´n de nuestro mensaje
14http://www.openni.org/
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Figura 8: Conjunto de emociones ba´sicas reconocibles.
suele ir acompan˜ada con gestos conversacionales que lo refuer-
zan. Nuestra expresividad facial e incluso el tono de voz pueden
signiﬁcar ma´s que el propio mensaje. En el robot Therapist, es-
ta expresividad se consigue mediante motorizacio´n de la cara
y gestos con los brazos. Por otra parte, esta motorizacio´n de la
cara permite a Therapist sincronizar la voz con el movimien-
to labial. Para ello se ha empleado un algoritmo que estima la
apertura adecuada de la boca, basa´ndose en la entropı´a del ﬂujo
de audio sinte´tico proporcionado por el sistema TTS seleccio-
nado (Cid et al., 2012).
De esta forma, combinando las entradas del detector de emo-
ciones y el conversacional, el robot produce expresiones adap-
tadas al contexto, unas veces imitando la expresio´n reconocida
y produciendo una frase acorde, otras creando un gesto facial
distinto (Cid et al., 2013).
4.2. Pruebas de validacio´n cualitativa con nin˜os
Las pruebas de validacio´n del sistema completo contem-
plan sesiones individuales realizadas en el Hospital Universita-
rio Virgen del Rocı´o. El experimento tenı´a tres objetivos: vali-
dar elementos este´ticos y funcionales de la plataforma robo´tica,
analizar la respuesta de un grupo seleccionado de pacientes a
los ejercicios disen˜ados por los especialistas, ﬂexio´n y exten-
sio´n de hombro, y validar los datos de las sesiones registrados
por el robot que deben servir para ana´lisis posteriores, median-
tes te´cnicas de balance articular, por parte de los facultativos.
La sesio´n experimental conto´ con un grupo de 6 pacientes de
edades comprendidas entre 5 y 9 an˜os con para´lisis braquial
obste´trica leve. Cada sesio´n tuvo una duracio´n de sesenta minu-
tos y fueron grabadas parcialmente en vı´deo, al mismo tiempo,
que el robot registraba los datos relativos a las posiciones de
las articulaciones. Los profesionales me´dicos contaron con una
herramienta de monitorizacio´n especı´ﬁcamente disen˜ada para
analizar los datos registrados de cada ejercicio sobre un avatar
3D que incluye la visualizacio´n de los valores angulares de ca-
da articulacio´n. Junto a las variables clı´nicas, la metodologı´a de
validacio´n de un sistema de rehabilitacio´n motora basado en un
robot social debe tener en cuenta variables relacionadas con la
interaccio´n persona-robot. En una reunio´n posterior conjunta, a
la que asistieron los padres, se analizaron aspectos del robot y
sus movimientos, autonomı´a, calidad de voz y del videojuego
de realidad aumentada, empatı´a y grado de satisfaccio´n de la
interaccio´n persona-robot. Estas me´tricas deben evaluar el ni-
vel de aceptacio´n y la capacidad de captar la atencio´n o, mejor
dicho, de conseguir que el paciente se interese en interactuar
con e´l. Esta cuestio´n se ha analizado mediante cuestionarios
pasados, antes y despue´s de la sesio´n experimental, tanto a pa-
cientes y padres como a los profesionales me´dicos y te´cnicos
que supervisaron dichas sesiones. A modo de resumen, los re-
sultados obtenidos de estos cuestionarios aﬁrman que el aspecto
fı´sico del robot era bastante satisfactorio, que la nueva terapia
de rehabilitacio´n resultaba ma´s divertida y atractiva que la se-
siones tradicionales, y que el trabajo era muy bien valorado por
los profesionales me´dicos, que consideran al robot como una
excelente herramienta para mejorar la adherencia al tratamien-
to de rehabilitacio´n de estos pacientes de pediatrı´a.
Como aspecto a resolver, la duracio´n de las sesiones ha obli-
gado, posteriormente, a modiﬁcar la estructura hardware del ro-
bot. Ası´, en su versio´n anterior, los motores de los brazos se
calentaban en exceso, lo que podrı´a estropearlos si la sesio´n se
prolongaba en exceso. Ahora, el robot cuenta con unos brazos
ma´s potentes, precisos y robustos, suﬁcientes para un uso inten-
sivo en entornos reales de rehabilitacio´n.
5. Conclusiones y trabajo futuro
Los robots sociales asistentes surgen como un nuevo campo
de la robo´tica cuyo ﬁn es el desarrollo de sistemas que asistan a
los pacientes a trave´s de una interaccio´n ma´s social que fı´sica.
Dependiendo del grado de autonomı´a del robot, la ayuda pro-
porcionada al profesional me´dico puede necesitar ma´s o menos
supervisio´n. Los robots teleoperados, que tienen su a´mbito de
trabajo en pacientes que esta´n en su propio domicilio, pueden
resultar muy poco pra´cticos en un entorno hospitalario, donde
el esfuerzo necesario para controlar al robot podrı´a emplearse
en dirigir directamente las sesiones. En esa transicio´n hacı´a un
robot ma´s auto´nomo, este artı´culo ha descrito los trabajos que,
en este a´rea de investigacio´n, ha llevado a cabo nuestro gru-
po. Es un trabajo que se prolonga ya durante an˜os, y que tuvo
un primer hito importante en el desarrollo de Ursus. Las prue-
bas y resultados obtenidos se documentan parcialmente en este
artı´culo, y constituyen en parte la base del disen˜o de RoboCog,
una arquitectura cognitiva novedosa, cuyas caracterı´sticas cum-
plen con los requisitos que demanda el robot social propuesto
como asistente en escenarios de rehabilitacio´n, y que permi-
te dotar al robot Therapist de un grado de autonomı´a que no
tenı´an las versiones previas de Ursus.
Por otra parte, este artı´culo deja abiertas muchas lı´neas de
trabajo que debera´n ser abordadas en los pro´ximos an˜os. Ası´,
sera´ fundamental realizar nuevas pruebas en el Hospital Uni-
versitario Virgen del Rocı´o, pero antes se debera´n deﬁnir las
me´tricas que permitan evaluar correctamente tanto el grado de
e´xito de la nueva terapia de rehabilitacio´n como el grado de
interaccio´n con el paciente a alcanzar por Therapist. Adicio-
nalmente, si la rehabilitacio´n motriz se quiere extender al a´rea
cognitiva y de esta forma extender el uso del asistente robo´tico
para pacientes infantiles con otras patologı´as, como por ejem-
plo la para´lisis cerebral, se debera´n incorporar a la terapia ejer-
cicios cognitivos. En este sentido, en el a´mbito de la interaccio´n
persona-robot ya se han deﬁnido modelos multidimensionales
que asocian los para´metros de la interaccio´n con los efectos de-
rivados de la misma, estableciendo ciertas me´tricas de medida
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(por ejemplo, PRCIS, Person- Robot Complex Interactive Sca-
le) (Libin and Libin, 2004).
English Summary
Socially Interactive Robot for Motor Rehabilitation The-
rapies with Paediatric Patients
Abstract
Motor rehabilitation therapy pursuits the recovery of dama-
ged areas from the repetitive practice of certain motor activi-
ties. The patient’s recovery directly depends on the adherence
to rehabilitation therapy. Conventional methods consisting of
repetitions usually make the patient feel unmotivated and ne-
glect complying with the appropriate treatments. In addition,
the treatment of these motor deﬁcits requires intensive and ex-
tended rehabilitation sessions that demand sustained dedication
and eﬀort by professionals and incur in accretive costs for the
institutions. Within this framework, this paper describes the de-
velopment and evaluation of a new neurorehabilitation therapy,
whose core is a socially interactive robot. This robot is able to
consistently engaged patients in the therapeutic interaction, pro-
viding tireless motivation, encouragement and guidance. The
experience has also been the origin of the design and implemen-
tation of a novel control architecture, RoboCog, which has pro-
vided the robot perceptual and cognitive capabilities that allow
a behavior more socially developed, proactive. Veriﬁcation tests
carried out on the various components of the architecture show
us the proper working of these and its integration with the rest
of the architecture. Furthermore, this therapy has been success-
fully with congenital brachial palsy (PBO), a disease caused by
damage acquired at birth and aﬀects motor mobility of the up-
per limbs, but not their intellectual and communicative abilities.
Keywords:
Rehabilitation therapies, Socially assistant robotics,
Human-Robot Interaction.
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