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THE REPLICA SYMMETRIC SOLUTION
FOR POTTS MODELS ON d-REGULAR GRAPHS
AMIR DEMBO∗, ANDREA MONTANARI†, ALLAN SLY‡, AND NIKE SUN§
Abstract. We provide an explicit formula for the limiting free energy density (log-partition
function divided by the number of vertices) for ferromagnetic Potts models on uniformly
sparse graph sequences converging locally to the d-regular tree for d even, covering all
temperature regimes. This formula coincides with the Bethe free energy functional evaluated
at a suitable fixed point of the belief propagation recursion on the d-regular tree, the so-
called replica symmetric solution. For uniformly random d-regular graphs we further show
that the replica symmetric Bethe formula is an upper bound for the asymptotic free energy
for any model with permissive interactions.
1. Introduction
Let G = (V,E) be a finite undirected graph, and X a finite alphabet of spins. A factor
model on G is a probability measure on the space of (spin) configurations σ ∈ X V of the
form
νψG(σ) ≡
1
ZG(ψ)
∏
(ij)∈E
ψ(σi, σj)
∏
i∈V
ψ¯(σi), (1)
where ψ is a symmetric function X 2 → R≥0, ψ¯ is a positive function X → R>0, and
ZG(ψ) ≡ ZG is the normalizing constant, called the partition function (with its logarithm
called the free energy). The pair ψ ≡ (ψ, ψ¯) is called a specification for the factor model (1).
We assume the specification is permissive, that is, there exists σp ∈ X with minσ ψ(σ, σp) >
0.
A primary example we consider in this paper is the q-state Potts model on G with inverse
temperature β and magnetic field B, given by specification
ψ(σ, σ′) = eβ1{σ=σ
′}, ψ¯(σ) = eB1{σ=1}, X = [q] ≡ {1, . . . , q}. (2)
We write νβ,BG for the corresponding measure on [q]
V . The model is said to be ferromagnetic
if β ≥ 0, and anti-ferromagnetic otherwise.
In this paper we study the asymptotics of the free energy for factor models (1) on graph
sequences Gn = (Vn, En) converging locally to the d-regular tree Td (d ≥ 3) in the sense of
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Benjamini–Schramm [5] (see Defn. 1.1). This class includes in particular any sequence of
d-regular graphs with girth (minimal cycle length) diverging to infinity.
The study of statistical mechanics on regular trees has a long history, initiated by Bethe [6].
While tree graphs do not capture the finite-dimensional structure of actual physical systems,
models on trees are often amenable to exact analysis. Further, it is often argued that
they are a good approximation to models on the lattice Zd for large d or for long interaction
range [30, 1, 9, 29]. According to this expectation, models on trees provide a flexible and well-
defined approach for investigating mean-field theory (i.e. the behavior of statistical mechanics
models in high dimensions).
While this expectation proves to be correct in a number of examples, it has recently
become clear that, in many cases, models on trees fail to capture the “correct” mean-field
behavior. Spin glasses provide an important example of this phenomenon: a fairly natural
class of spin glasses on trees was introduced by Thouless [29] and further characterized by
Chayes et al. [10]. However, the thermodynamic behavior observed there is very different
from the widely accepted mean-field theory of spin glasses, as obtained from analysis of the
Sherrington–Kirkpatrick (sk) model [24, 28]. In particular, the low-temperature phase of
the tree models defined in [29] does not exhibit replica symmetry breaking (in contrast with
sk). A similar discrepancy was observed in the case of Anderson localization by Aizenman–
Warzel [3].
In the case of spin glasses, Me´zard–Parisi [23] argued that this difference arises because
of a particular feature of tree graphs: in the subgraph induced by the first ℓ levels of the
regular tree, the leaves constitute a non-vanishing fraction of the vertices as ℓ → ∞. They
suggested that mean-field theory ought instead to be defined by considering graphs that
are not themselves trees, but “look like regular trees” in the neighborhood of a typical
vertex (which fails for the depth-ℓ subtree of the regular tree) — the canonical example
being the (uniformly) random d-regular graph ensemble. This approach allows to reconcile
discrepancies in several known cases. In particular, spin glasses on random regular graphs
are expected to exhibit replica symmetry breaking with features analogous to the sk model
(see [23] and [22, Ch. 17]).
Let us also mention that the study of statistical mechanics models on locally tree-like
graphs has attracted renewed interest because of the connection with random combinatorial
problems, such as k-sat and graph coloring. Statistical physicists were indeed able to com-
pute threshold locations for these models by analyzing suitable Gibbs measures on locally
tree-like structures [25, 20, 22]. Rigorous verification of these predictions is an outstanding
mathematical challenge.
In this paper we consider the existence and value of the free energy density (asymptotic
free energy per spin)
φ ≡ lim
n→∞
φn ≡ lim
n→∞
1
n
En[logZn], Zn ≡ ZGn(ψ), (3)
for Gn a (possibly random) graph sequence converging locally to the regular tree and En
expectation over the law of Gn. For Ising (specification (2) with q = 2) models in the
ferromagnetic regime, for any graph sequence with uniformly integrable average degree con-
verging locally to a (possibly random) tree, the free energy density (3) exists and depends
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only on the limiting tree [15, 17, 16]. The computation of φ allows to compute various limits
of interest with respect to the νGn , as done for example in [26, 17]. Proving existence of the
free energy density for q ≥ 2 and general specification ψ poses several challenges:1
1. There are examples in which the free energy density (3) depends not only on the limiting
tree but also on the particular graph sequence. For example, in the anti-ferromagnetic Ising
model at sufficiently low temperature (sufficiently negative β), it is not difficult to show that
the free energy per spin on random d-regular graphs is asymptotically lower than on random
bipartite d-regular graphs. As a consequence local weak convergence is not in full generality
a sufficient condition for existence of the limit (3).
2. Statistical physicists have put forth a number of conjectures (corresponding to different
models or regimes) on the free energy density (3) (see e.g. [24, 22]). This analysis generally
imposes a probability distribution on the graphGn which is suitable for calculations, typically
the Erdo˝s-Renyi or configuration models. Ensuing rigorous work has also focused on the same
random graph ensembles (see e.g. [28]) rather than understanding which graph sequences in
general have a limit (3). In this paper we focus instead on individual graph sequences.
Characterizing the limit for ensembles of uniformly random graphs is already beyond
current techniques for many factor models (1). Achieving the same goal for general locally
tree-like graph sequences is all the more difficult, and requires to go beyond what is known
from physics methods. A simple example is provided again by the anti-ferromagnetic Ising
model: existence of the limit can be proved by a combinatorial interpolation [4], but even a
heuristic prediction of the value is unavailable.
In contrast, as mentioned above the free energy density for the ferromagnetic Ising model
on locally tree-like graphs exists and can be computed. Its value is given by the Bethe
prediction Φ, which is expressed in terms of a certain fixed point of a distributional recursion
(given in (6) in the d-regular setting; see [14, 16] for the general case). This result was proved
in the case of Galton–Watson limiting trees in [15] via an interpolation scheme. In [16] a
generalized scheme was developed which gave the result for Ising on general limiting trees.
The method was applied also to show lim infn φn ≥ Φ in the ferromagnetic q-Potts model
with q > 2, but could only pin down φ = Φ in limited regimes of (β,B). The difficulty of
the Potts model with q > 2 may be understood as follows: by a monotonicity argument,
the local weak limit of Potts measures on Gn is sandwiched between the free and maximally
1-biased Gibbs measures on the limiting tree. When q = 2 these measures coincide for
any β ≥ 0, B > 0,2 but when q > 2 the measures disagree in certain regimes of (β,B).
This corresponds to the appearance of “multiple stable fixed points” in the distributional
recursion (6) as soon as q > 2.
In this paper we establish the existence of the free energy density (3), and provide an
explicit expression for its value, on graphs converging to regular trees of even degree and for
all q > 2. Let us mention that the statistical physics folklore prescribes that the distributional
fixed point with the highest Bethe free energy density should be selected. However, in the
physics literature this is justified only via analogy with other models, without providing
1Existence of (3) for general ψ is equivalent to right convergence of Gn in the language of [8].
2Equivalently, there is only one Gibbs measure ν on Td that satisfies the following properties: (i) ν is
invariant under automorphisms of Td; (ii) ν is a Markov chain on Td; and (iii) ν(σo = +1) > 0.
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arguments which apply to locally tree-like graphs. Our result is the first rigorous verification
of this variational principle in a non-trivial example for locally tree-like graphs.
A different variational principle was proved in [18, 2] for mean-field spin glass models,
but in that case the free energy density needs to be minimized. This difference is typically
attributed by physicists to the difference between ferromagnetic and spin glass models; it
remains an outstanding challenge to understand these two variational principles within a
common framework. In the context of models on sparse graphs, Contucci et al. [12] recently
proved that the variational principle of [18, 2] provides a bound on the free energy of anti-
ferromagnetic Potts models, which was proved to be tight at high temperature.
The rest of the paper is organized as follows: in the remainder of this introductory section
we review the definitions of local convergence and the Bethe prediction and formally state
our results, which we divide into two categories: in §2 we study the Bethe prediction on the
uniformly random d-regular graph ensemble. In §3-4 we prove results in the more general
setting of graphs converging locally to the d-regular tree. In each case we first consider
general specifications ψ before specializing the the Potts specification (2).
1.1. Local convergence. If G is any graph and U any subgraph, we write ∂U for the
external boundary of U in G (the set of vertices in G adjacent to but not contained in U).
For any vertex v of G, we let Dv ≡ |∂v| denote its degree, and write Bt(v) for the subgraph
induced by the vertices of G at graph distance at most t from v. Fix d throughout and let
Td ≡ (Td, o) denote the d-regular tree rooted at o, with Ttd ≡ Bt(o) the subtree of depth t.
Definition 1.1. For G = (V,E) finite undirected, let ζt(G) ≡ |V |−1|{v ∈ V : Bt(v) 6∼= Ttd}|
where ∼= denotes graph isomorphism. The sequence of (random) graphs Gn = (Vn = [n], En)
is said to converge locally to the d-regular tree Td if for all t ≥ 0, ζt(Gn) → 0 in probability
as n→∞.
For G = (V,E) let IG denote a vertex chosen uniformly at random from V , and write
In ≡ IGn. From now on let Pn denote the joint law of (Gn, In), and En the expectation
with respect to Pn. An equivalent definition of the local convergence of Gn to Td is that
limn→∞ Pn(Bt(In) ∼= Ttd) = 1 for all t ≥ 0.
Definition 1.2. The sequence Gn is uniformly sparse if the random variables DIn are uni-
formly integrable, that is, if
lim
L→∞
lim sup
n→∞
En[DIn1{DIn ≥ L}] = 0.
We assume throughout that Gn (n ≥ 1) is a uniformly sparse graph sequence converging
locally to the d-regular tree Td. This setting is hereafter denoted Gn →loc Td.
1.2. The Bethe prediction.
1.2.1. Definition in d-regular setting. We now describe the Bethe free energy prediction in
the special setting of d-regular trees; for a more general description see [14, 16]. We write σ
for elements of the finite alphabet X of spins, and σ for vectors with entries in X ; supposing
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first that d is even, for σ ∈ X d let
Ωvx(σ) ≡
∑
σ
ψ¯(σ)
d∏
j=1
ψ(σ, σj), Ω
e(σ) ≡
d/2∏
j=1
ψ(σ2j−1, σ2j)
Let △X k denote the (|X |k− 1)-dimensional simplex of probability measures on X k. If h is
a finite measure on X k (any k) and g is any function on X k, then 〈g〉h denotes the integral
of g with respect to h. For h ∈ △X d let
Ψvx(h) ≡ 〈Ωvx〉h, Ψe(h) ≡ 〈Ωe〉h, Ψ(h) ≡ Ψ
vx(h)
Ψe(h)
. (4)
With a slight abuse of notation we write h ≡ h ≡ (h1, . . . , hd) with hj ∈ △ ≡ △X to indicate
that h is the product measure h(σ) =
∏d
j=1 h
j
σj
. The Bethe free energy functional is then
defined for h ∈ △ by
Φ(h) ≡ Φvx(h)− Φe(h) ≡ log Ψvx(h, . . . , h)− log Ψe(h, . . . , h)
= log
{∑
σ
ψ¯(σ)
(∑
σ′
ψ(σ, σ′)hσ′
)d}
− d
2
log
{∑
σ,σ′
ψ(σ, σ′)hσhσ′
}
;
this definition clearly extends to d odd. The Bethe prediction is that the asymptotic free
energy φ of (3) exists and equals
Φ ≡ sup
h∈△⋆
Φ(h), (5)
where △⋆ denotes the set of fixed points in △ of the belief propagation or Bethe recursion
BP : △→ △, defined by
(BPh)(σ) ≡ 1
zh
ψ¯(σ)
(∑
σ′
ψ(σ, σ′)hσ′
)d−1
, (6)
with zh the normalizing constant. For permissive ψ, any fixed point h ∈ △⋆ must belong to
the interior of △ (i.e. minσ hσ > 0). An interior point h of △ belongs to △⋆ if and only if
ψ¯(σ)
hσ
(∑
σ′
ψ(σ, σ′)hσ′
)d−1
= zh ∀σ ∈ X . (7)
In this case, writing zh ≡ 〈ψ〉h⊗h ≡
∑
σ,σ′ ψ(σ, σ
′)hσhσ′ ,
Φvx(h) = log zh + log zh, Φ
e(h) =
d
2
log zh. (8)
Fixed points h ∈ △⋆ correspond to “Bethe Gibbs measures,” suitable candidates for the
local weak limit of νGn (see e.g. [16, Rmk. 1.12]).
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1.2.2. Bethe variational principle. Let△e denote the (compact) set of symmetric probability
measures h on X 2, with one-point marginals denoted by h¯. Then △⋆ embeds into △e via
the relation
hσσ′ = (h⊗ψ h)σσ′ ≡ ψ(σ, σ
′)hσhσ′
zh
. (9)
Let ξ ≡ logψ and ξ¯ ≡ log ψ¯. We then define
Φ(h) ≡ 〈ξ¯〉h¯ − (d− 1)H(h¯) +
d
2
[〈ξ〉h +H(h)]
= −H(h¯ | ψ¯)− d
2
H(h | h¯⊗ψ h¯). (10)
In the above and hereafter, for p, q finite non-negative measures on X k, H(p) denotes the
Shannon entropy −∑x px log px, and H(q | p) denotes the relative entropy ∑x qx log(qx/px)
between q and p. We take the usual conventions log 0 = −∞, 0 log 0 = 0 and 0 log(0/0) = 0.
The Bethe prediction has the following variational characterization:
Proposition 1.3. Let ψ ≡ (ψ, ψ¯) be a permissive specification.
(a) Any interior stationary point h of Φ corresponds to h ∈ △⋆ by the bijective relation (9).
Any local maximizer h of Φ is an interior point of △e, so
Φ = sup
h∈△e
Φ(h). (11)
(b) An interior stationary point h of Φ is a local maximizer if and only if, for (X, Y ) having
(exchangeable) law h,
ρXY ≡ sup
{
VarE[ϕXY |X ]
VarϕXY
: ϕ 6≡ 0,ϕσσ′ = ϕσ′σ
}
≤ d
2(d− 1) . (12)
Proof. (a) Follows from [16, Thm. 1.16] (using compactness of △e).
(b) Let △±e denote the set of functions δ : X 2 → R satisfying
δσσ′ = δσ′σ,
∑
σ,σ′
δσσ′ = 0, and
∑
σ,σ′
δσσ′
2 = 1.
It was shown in [16, Propn. 3.4] that an interior stationary point h of Φ is a local maximizer
if and only if
4 ∂2ηΦµ(h+ ηδ)
∣∣
η=0
= 2(d− 1)〈(δ¯/h¯)2〉h¯ − d〈(δ/h)2〉h ≤ 0 ∀δ ∈ △±e . (13)
The condition (12) follows by taking ϕ = (h+ δ)/h and rearranging. 
Remark 1.4. The “symmetric correlation coefficient” ρXY measures dependence of the
exchangeable pair (X, Y ).3 By the classical variance decomposition, ρXY ∈ [0, 1] with ρXY =
1 if and only if Y = f(X) for some deterministic function f (which by exchangeability must
be involutive). If X and Y are independent, it is easily seen from Hoeffding’s decomposition
ϕXY ≡ ϕ˜XY + E[ϕXY |X ] + E[ϕXY | Y ] − E[ϕXY ] (with E[ϕ˜XY |X ] = 0) that ρXY = 1/2
3Note ρXY is not the classical correlation coefficient between σ(X), σ(Y ) (see e.g. [13] and references
therein).
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with supremum achieved by ϕσσ′ of form ϕσ+ϕσ′ . We do not know of an argument to show
ρXY ≥ 1/2 for any exchangeable (X, Y ).
1.3. Results for uniformly random d-regular graphs.
1.3.1. Expectation of the partition function. For dn even let Md,n be the space of perfect
matchings of [dn], and for m ∈Md,n let G[m] be the (multi-)graph (i.e. with multi-edges and
self-loops permitted) on vertex set [n] defined by m through the projection [dn]→ [n] taking
i′ ∈ [dn] to its representative modulo n in [n]. The configuration model is the probability
measure Pcmd,n on Gcmd,n ≡ {G[m] : m ∈ Md,n} induced by the uniform measure on matchings
Md,n. The measure Pcmd,n conditioned on the set Gd,n of simple graphs is simply the uniform
measure Pd,n on the d-regular graphs on [n]. We write φ
cm
d,n ≡ n−1Ecmd,n[logZn] where Ecmd,n
denotes expectation under Pcmd,n.
Theorem 1. For any permissive specification ψ ≡ (ψ, ψ¯),
φcm ≡ lim sup
n→∞
φcmd,n ≤ lim
n→∞
1
n
logEcmd,n[Zn] = Φ (14)
If G− is any (multi-)graph on [n] with maximum degree at most d and G is formed by
adjoining a new vertex i to d or fewer vertices in G−, then
ZG
ZG−
=
∑
σi
ψ¯(σi)
∑
σ∂i
∏
j∈∂i
ψ(σi, σj)νG−(σ∂i) ≤ ψd+1max, ψmax ≡ max
σ,σ′
[ψ¯(σ) ∨ ψ(σ, σ′)],
ZG
ZG−
≥ ψ¯(σp)
∑
σ∂i
∏
j∈∂i
ψ(σp, σj)νG−(σ∂i) ≥ ψd+1min , ψmin ≡ min
σ
[ψ¯(σ) ∧ ψ(σ, σp)], (15)
so | logZG − logZG−| is uniformly bounded by a constant depending only on d, q, ψ. Conse-
quently, if Pn is any probability measure on (multi-)graphs Gn = (Vn ≡ [n], En) with max-
imum degree at most d, then the Azuma–Hoeffding bound applied to the vertex-revealing
martingale gives Pn[|n−1 logZn − φn| ≥ ǫ] ≤ e−cǫ2n for some constant c ≡ c(d, q, ψ) > 0. On
the other hand, even if asymptotically φcmd,n < Φ, there is a substantial subclass of graphs
in Gcmd,n with free energy close to Φ: since n−1 logZn is uniformly bounded over such graphs
by a constant C ≡ C(d, q, ψ) < ∞, it follows from (14) that pn = Pcmd,n[n−1 logZn ≥ Φ − ǫ]
satisfies
Φ ≤ lim inf
n→∞
1
n
log
(
pne
Cn + [1− pn]e(Φ−ǫ)n
)
,
thus pn ≥ e−[C−Φ+ǫ/2]n for large n. Since
|Gd,n| ≍ |Gcmd,n| ≍ (nd− 1)!! ∼
√
2(nd/e)nd/2 (16)
(see e.g. [19, Ch. 9]), this means that the set of graphs in Gd,n with free energy at least Φ− ǫ
also grows like e(d/2)n logn(1−o(1)). In fact, we have the following
Corollary 1.5. If φcm < Φ, then there exist x, Cx > 0 with
P
cm
d,n[n
−1 logZn ≥ Φ + x] ≥ e−Cxn, (17)
and a sequence of graphs Gn ∈ Gcmd,n, Gn →loc Td with lim infn→∞ n−1 logZn ≥ Φ+ x.
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Although the proof of the corollary is straightforward, we highlight it here because it
demonstrates that if the uniformly random ensemble has free energy φn strictly below the
replica symmetric solution Φ — as is expected to happen in replica symmetry breaking
regimes — then there is a breaking of homogeneity in the graph space Gcmd,n as well, with a
large subclass of graphs achieving free energy strictly above Φ. An interesting open question
is whether the maximal asymptotic free energy is achieved by random bipartite graphs, as
is known to be the case in two-spin models [27].
1.3.2. The Potts Bethe prediction. Surprisingly, another consequence of Thm. 1 is the fol-
lowing solution to the optimization problems (5) and (10) for the ferromagnetic Potts model.
Let hf denote the limit of successive iterations of BP starting from the uniform probability
measure on [q], and let hm denote the limit of successive iterations of BP starting from the
probability measure on [q] supported on spin 1.
Theorem 2. For the Potts model (2) with β,B ≥ 0, Φ = Φ(hf)∨Φ(hm), and if B > 0 then
this is strictly greater than Φ(h) for any h ∈ △⋆\{hf, hm}.
We supplement Thm. 2 by a classification of stationary points of Φ (equivalently, via (9),
solutions of the Potts Bethe recursion) as well as a study of which stationary points can be
local maximizers. The motivation for considering local maximizers ofΦ— which after all are
irrelevant to the Bethe prediction (11) if they are not global maximizers — is that we expect
these are precisely the fixed points which can be seen in local weak limits of conditioned
factor models on graph sequences Gn →loc Td, in the spirit of [26]. That is, when h is a
local maximizer of Φ, the factor model restricted to configurations of edge empirical measure
close to h should converge locally weakly to the (Bethe) Gibbs measure corresponding to h.
Detailed statements are given in Propns. 2.3 and 2.4. We show in particular that any local
maximizer h ofΦmust correspond (via (9)) to h with |{hσ : σ ∈ X }| ≤ 3. On the other hand
we show that for B > 0 small and β > 0 large there exist solutions h = (Q, p+, p−, . . . , p−)
corresponding (via (9)) to local maximizers of Φ.
1.4. Results for general d-regular graphs. For d even, we establish the Potts Bethe
prediction for general graph sequences Gn →loc Td:
Theorem 3. For the Potts model on Gn →loc Td with d even, φ(β,B) = Φ(β,B) for all
β,B ≥ 0.
This theorem will be deduced from the following result for abstract factor models which
illustrates a more general principle. We restrict hereafter to d-regular graph sequences
Gn →loc Td, since in §3 we will show that, for the purposes of computing the free energy,
general sequences Gn →loc Td can be reduced to the d-regular case using the uniform sparsity
hypothesis.
For fixed G = (V,E) we let EG denote expectation over the uniformly random vertex
IG ∈ V . We define symmetrized versions of Ψe,Ψ by
Ψe,sym(h) ≡ 1
d!
∑
π∈Sd
Ψe(hπ), Ψsym ≡ Ψ
vx
Ψe,sym
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where Sd denotes the symmetric group on d letters and h
π(σ) ≡ h(σπ(1), . . . , σπ(d)). Given a
measure ρ on △d define the mixture of product measures
ρ¯ ∈ △X d , ρ¯(σ) ≡
ˆ
h1σ1 · · ·hdσd dρ(h), (18)
Throughout we write o(t, x) for a uniformly bounded function such that
lim
x↓0
o(t, x) = o(t), lim
t→∞
o(t) = 0.
The function may change from line to line with the understanding that it can be chosen to
depend only on d, q, ψ.
Theorem 4. Suppose ψ is a permissive specification and Gn →loc Td, d even. Suppose that
for all finite d-regular graphs G, all v ∈ G, and all t ∈ Z≥0, there is a measure ρ ≡ ρ(G, v, t)
on △d such that
(i) For I = IG and ν− ≡ νG\I(σ∂I = ·), the measure ρ¯ satisfies EG[‖ν−−ρ¯‖tv] = o(t, ζt(G)).
(ii) For all v, t we have log Ψsym(h) ≤ Φ+ o(t) for all h ∈ supp ρ(G, v, t).
Then lim supn φn ≤ Φ for the factor model on Gn specified by ψ.
In §4 we show that the conditions of the preceding theorem are satisfied in the Potts
model with β,B ≥ 0 and hence lim supn→∞ φn(β,B) ≤ Φ(β,B); Thm. 3 is then proved as
the matching lower bound lim infn→∞ φn(β,B) ≥ Φ(β,B) was shown in [16, Thm. 1.10].
To give some motivation for the conditions of Thm. 4, consider the following randomized
operation R on finite d-regular graphs G = (V,E):
Operation R:
Let (v1, . . . , vd) be an enumeration of the neighbors of a uniformly random
vertex I ≡ IG in G. For each π ∈ Sd let Gπ be the graph formed by adding
to G− ≡ G\I the edges (vπ(2j−1), vπ(2j)) for 1 ≤ j ≤ d/2. Then set RG ≡ Gπ
for π ∈ argminπ′ [logZG − logZGπ′ ].
Thm. 4 is then proved (in §3) by expressing En[logZn] as a telescoping sum over En[logZRjG−
logZRj+1G], and showing that conditions (i) and (ii) above imply that each term in the sum
is bounded above by Φ: indeed, with ν− ≡ νG−(σ∂I = ·) ∈ △X d as before, notice that
ZG
ZG−
= 〈Ωvx(σ)〉ν− = Ψvx(ν−),
ZGπ
ZG−
= 〈Ωe(σ)〉νπ
−
= Ψe(νπ−). (19)
Condition (i) gives that these are well approximated by
Ψvx(ρ¯) =
ˆ
Ψvx(h) dρ(h), Ψe(ρ¯π) =
ˆ
Ψe(hπ) dρ(h) (20)
The Bethe ansatz is that log Ψ(h), for h varying in (a possibly restricted subset of) △d,
is maximized at the replica symmetric solution hj ≡ h, with value logΨ(h, . . . , h) = Φ(h).
Condition (ii) says that this holds for all h ∈ supp ρ in an averaged sense. Of several natural
modifications of R which we considered for the case of d odd, all fail condition (ii).
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2. Uniformly random d-regular graphs
2.1. Expectation of the partition function. For σ a spin configuration on G = (V,E),
the edge empirical measure Len ∈ △e of σ is defined by
Len(σ, σ
′) ≡ 1
2|E|
∑
(ij)∈E
[1{(σi, σj) = (σ, σ′)}+ 1{(σj, σi) = (σ, σ′)}],
and we write Lvxn for its one-point marginal. Let △d,ne denote the set of edge empirical
measures associated to spin configurations on graphs in Gcmd,n (in the notation of §1.3.1).
Lemma 2.1. For h ∈ △d,ne ,
|X |nPcmd,n[Len = h] = exp{n[(d/2)H(h)− (d− 1)H(h¯)] + err}
where |err| ≤ c logn for c a finite constant depending only on d, q.
Proof. Writing X ≡ [q], we compute
|X |nPcmd,n[Len = h] = C(h)M(h) (21)
where
C(h) ≡
(
n
nh¯1, . . . , nh¯q
)∏
σ
(
ndh¯σ
ndhσ1, . . . , ndhσq
)
is the number of ways to assign spin values to the nd half-edges subject to pair empirical
measure h, and
M(h) ≡ [(nd− 1)!!]−1
∏
σ
(ndhσσ − 1)!!
∏
σ 6=σ′
√
(ndhσσ′)!
is the number of perfect matchings m ∈ Md,n on half-edges respecting the spin assignment
divided by the total number |Md,n| of matchings of [nd]. With the convention 00 = 1,
Stirling’s approximation (see e.g. [31])
Γ(z + 1) = eO((z+1)
−1)[
√
2πz]1{z>0}(z/e)z
gives C(h) = exp{n[dH(h)− (d− 1)H(h¯)] +O(logn)}. Similarly, for n even,
(n− 1)!! = 2
n/2
√
π
Γ
(n+ 1
2
)
= eO((n+1)
−1)(n/e)n/2
√
2
so M(h) = exp{−(nd/2)H(h) +O(logn)}, and the lemma follows. 
Proof of Thm. 1. The inequality follows trivially from Jensen’s inequality. To compute
E
cm
d,n[Zn], let σ be drawn from the uniform distribution on X
[n] and independently let
Gn ∼ Pcmd,n. Writing Len for the edge empirical measure of σ regarded as a spin configu-
ration on Gn, the expected partition function for the model specified by ψ on Gn can be
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expressed as
E
cm
d,n[Zn] =
∑
h∈△d,ne
|X |nPcmd,n[Len = h] exp{n〈ξ¯〉h¯ + (nd/2)〈ξ〉h}
=
∑
h∈△d,ne
exp{nΦ(h) +O(logn)}, (22)
where the last line follows from (10) and Lem. 2.1. By Propn. 1.3 (a), Φ attains its global
maximum at an interior point h⋆ ∈ △e, which by (21) lies within distance O(1/n) of
△d,ne . Moreover the cardinality of △d,ne is trivially bounded above by (nd)q2 , so we find
logEcmd,n[Zn] = nΦ(h
⋆) +O(logn), implying the theorem. 
Turning to the proof of Cor. 1.5, we first note that in the uniformly random d-regular graph
ensemble, for any fixed ǫ > 0 and t ≥ 0 we have ζt(G) ≤ ǫ with overwhelming probability as
n→∞:
Lemma 2.2. For any ǫ > 0, t ≥ 0 there exists a constant α ≡ α(d, ǫ, t) such that both
P
cm
d,n[ζt(G) ≥ ǫ], Pd,n[ζt(G) ≥ ǫ] are bounded above by e−αn logn.
Proof. Consider the process of revealing the graph G ∼ Pcmd,n edge by edge. At the k-th step
define Ik to be the indicator that the edge forms a cycle of length ≤ 2t within the graph
revealed so far: if ζt(G) ≥ ǫ then we must have
∑
k Ik ≥ α0n for some α0 ≡ α0(d, ǫ, t) > 0.
For k ≤ n(d − α0)/2, the conditional probability of Ik = 1 is at most α1/n for α1 ≡
α1(d, ǫ, t, α0) > 0. By a classical martingale inequality (see e.g. [21, Thm. 6.1]),
P
cm
d,n[ζt(G) ≥ ǫ] ≤ Pcmd,n
[∑
k
Ik ≥ α0n
]
≤ P
[ ∑
k≤n(d−α0)/2
Ik ≥ α0n
2
]
≤
( α1/n
α0/(d− α0)
)nα0/2( 1
1− α0/(d− α0)
)n(d/2−α0) ≤ e−α2 n logn
for α2 ≡ α2(d, ǫ, t, α0, α1) > 0, which proves the result for Pcmd,n. The result for Pd,n follows
immediately by (16). 
Proof of Cor. 1.5. For y ∈ R let pcmd,n(y) ≡ Pcmd,n[n−1 logZn ≥ Φ + y]. Take δ > 0 such that
lim infn→∞[Φ − φcmd,n] ≥ 2δ > 0, and recall from §1.3.1 that the Azuma–Hoeffding bound
implies pcmd,n(−δ) ≤ e−cδ2n. For any ǫ > 0, it holds for sufficiently large n that
e(Φ−ǫ)n ≤ Ecmd,n[Zn] ≤ e(Φ−δ)n + Ecmd,n[Zn1{Zn ≥ e(Φ−δ)n}]
≤ e(Φ−δ)n + pcmd,n(x)eCn + (pcmd,n(−δ)− pcmd,n(x))e(Φ+x)n, x ≥ −δ.
Taking 0 < ǫ < δ∧(cδ2/2) and 0 < x < (cδ2/2)∧(C−Φ) gives pcmd,n(x) ≥ e−n[C−Φ+2ǫ] ≡ e−Cxn
which proves (17). By Lem. 2.2 we can let ǫ ↓ 0 and t ↑ ∞ slowly enough in n that
lim
n→∞
P
cm
d,n[ζt(G) ≥ ǫ]
pcmd,n(x)
= 0,
implying the existence of Gn ∈ Gcmd,n, Gn →loc Td with lim infn→∞ n−1 logZn ≥ Φ + x. 
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2.2. The Potts Bethe functional. In the remainder of §2 we study global and local max-
ima of the Bethe functional Φ for the ferromagetic Potts specification.
The Potts Bethe recursion for β,B ≥ 0 preserves the subspace △¯ of measures
h ∈ △, h = (h1, . . . , hq) = 1
q
(1 + (q − 1)b, 1− b, . . . , 1− b), (23)
parametrized by 0 ≤ b ≤ 1. The map BP restricted to this subset is simply a univariate re-
cursion b 7→ bp(b): in terms of the log-likelihood ratio r ≡ log(h1/h2), it has the particularly
simple form
b˜p : r 7→ B + (d− 1) log e
β+r + q − 1
er + eβ + q − 2 , (24)
analyzed e.g. in [16, Lem. 4.6]. The maximal and minimal fixed points (in b) are given by
bf ≡ lim
t→∞
bp(t)(0), bm ≡ lim
t→∞
bp(t)(1).
By monotonicity, bf and bm are well-defined with bf ≤ bm, and they are the only fixed points
within this set.
In §2.2.1 we use the result of Thm. 1 to prove Thm. 2 that Φ attains its global maximum
on one of the edge empirical measures corresponding (via (9)) to bf, bm, and moreover that
when B > 0 these are the only possible global maximizers. This gives an essentially explicit
solution to the Bethe variational problem for the ferromagnetic Potts model, and we do not
know of a proof which does not go through the probabilistic results of Thm. 1.
In §2.2.2 we supplement Thm. 2 with a study of the local maximizers of Φ. In view of the
calculation (22), we expect local maximizers of h of Φ to have the following probabilistic
interpretation, which is in the spirit of results of [26]: if Gn →loc Td, the factor model on
Gn conditioned to the subspace of configurations with edge empirical measure L
e
n close to
h should converge locally weakly to the (Bethe) Gibbs measure corresponding to h. With
this motivation in mind we classify the stationary points of Φ and study which ones can be
local maximizers.
2.2.1. Global maximum. We first review the well-known random-cluster (fk) representation
of the Potts model. The Edwards–Sokal (es) measure on a finite graph G = (V,E) is the
probability measure on pairs (σ, η), where σ ∈ X V is a spin configuration as before and
η ∈ {0, 1}E is a bond configuration, given by
̟G(σ, η) ∝
∏
i∈V
eB1{σi=1}
∏
e=(ij)∈E
[(1− p)1−ηe + pηe1{σi = σj}], p = 1− e−β.
The marginal on σ is the Potts model with parameters (β,B), while the marginal on η is
the fk measure
πG(η) ∝
∏
e∈E
pηe(1− p)1−ηe
∏
C∈C (η)
(1 + (q − 1)e−B|C|),
where the second product is taken over the collection C (η) of connected components C of η
(with |C| the number of vertices in C). Conditioned on an fk configuration η with connected
components C1, . . . , Ck (with k ≡ k(n) ≤ n), a realization of σ from ̟G(· | η) is obtained
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by giving the same spin σℓ to all the vertices of each component Cℓ, independently over the
different components, such that
̟G(σℓ = σ | η) = uℓeB|Cℓ|1{σℓ=1}, uℓ ≡ 1
eB|Cℓ| + q − 1 .
Proof of Thm. 2. We assume without loss that B > 0, with the result for B = 0 following by
continuity. Take Gn any graph on [n] and η any bond configuration on Gn, with connected
components C1, . . . , Ck. For σ 6= 1 let Yℓ ≡ Y σℓ ≡ |Cℓ|[1{σℓ = σ} − uℓ]. It is easily verified
that the cumulant generating functions κℓ(t) ≡ logE[etYℓ ] = log(1 + uℓ(et|Cℓ| − 1))− tuℓ|Cℓ|
satisfy supt≤B/2 κ
′′
ℓ (t) = κ
′′
ℓ (B/2) ≤ c for some finite constant c ≡ c(B, q) not depending on
|Cℓ|, and so
̟Gn
( k∑
ℓ=1
Yℓ ≥ ǫn | η
)
≤ e−n[ǫt−ct2/2] ≤ e−nǫ2/(2c) provided ǫ ≤ cB/2.
Thus it holds with̟Gn(· | η)-probability at least 1−e−
√
n that Lvxn (σ) belongs to the subspace
△¯n of measures of △ within distance n−1/8 of the space △¯ defined above. Consequently,
if Zbaln denotes the Potts partition function of Gn restricted to {σ : Lvxn (σ) ∈ △¯n}, then
Zbaln /Zn ≥ 1 − e−
√
n since this ratio is simply the average of ̟Gn(L
vx
n (σ) ∈ △¯n | η) (as a
function of η) with respect to πGn .
Now recall the calculation (22) for the random regular graphs. For h ∈ △e with h¯ /∈ △¯,
for sufficiently large n we have h¯ /∈ △¯n, so the contribution to Ecmd,n[Zn] from configurations
σ with Len(σ) = h is
exp{nΦ(h) +O(logn)} ≤ e−
√
n
E
cm
d,n[Zn] = exp{nΦ−
√
n +O(logn)},
so we see that any global maximizer h for Φ must lie in △¯. Let h ∈ △⋆ correspond to h via
(9): summing (9) over σ′ ∈ [q] gives
zhh¯σ = hσ[(e
β − 1)hσ + 1],
which implies (since the right-hand side is increasing in hσ for hσ > 0) that h is symmetric
among the spins 6= 1 and has a non-negative bias towards spin 1. It is easily checked that
the only such h are hf and hm (see e.g. [16, Lem. 4.6]) which concludes the proof. 
2.2.2. Local maxima. For the q-Potts model with B ≥ 0 and β > 0 we reparametrize m ≡
eB ≥ 1, θ ≡ 1/(eβ − 1) > 0, so that (7) simplifies to
mF(h1) = F(h2) = . . . = F(hq) = zh, F(x) ≡ x−1(x/θ + 1)d−1.
For v ≡ θ/(d − 2), F− ≡ F|(0,v] is monotone decreasing while F+ ≡ F|[v,1] is monotone
increasing, so clearly |{h2, . . . , hq}| ≤ 2. More precisely, we have the following classification:
Proposition 2.3. For the q-Potts model with parameters m ≡ eB ≥ 1 and θ ≡ 1/(eβ − 1) >
0, for any h ∈ △⋆ there exists 1 ≤ ℓ ≤ q and π ∈ Sq such that
hπ(σ) =


Q± ≡ F−1± (zh/m), σ = 1,
p+ ≡ F−1+ (zh), 2 ≤ σ ≤ ℓ,
p− ≡ F−1− (zh), ℓ+ 1 ≤ σ ≤ q,
(25)
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and π(1) = 1 if m > 1.
(a) If v ≥ 1 or mF(v) > F(1) then ℓ = 1 for all h ∈ △⋆.
(b) We say that h ∈ △⋆ is an ℓ±-type solution if (25) holds with hπ(1) = Q±. For ℓ ≥ 2, if
qv < 1 and 1 ≤ m ≤ mℓ(θ) then △⋆ has ℓ±-type elements.
Proof. It is clear from the preceding discussion that every h ∈ △⋆ is of the form described
in (25).4 Fixed points of (24) correspond to 1±- or q±-type solutions.
(a) If v ≥ 1 then F = F+ is injective on (0, 1] so necessarily ℓ = 1. If h ∈ △⋆ has ℓ > 1
then p+ ≤ 1/(ℓ − 1), so for Q± = F−1± [F(p+)/m] to be well-defined we must have mF(v) ≤
F [1/(ℓ− 1)]. In particular, if mF(v) > F(1) then again all solutions must have ℓ = 1.
(b) Assuming v < 1, the function
gℓ,m± (p) ≡ Q±(p) + (ℓ− 1)p+ (q − ℓ)p−(p)
≡ F−1± [F(p)/m] + (ℓ− 1)p+ (q − ℓ)F−1− [F(p)]
is well-defined for p ∈ [p0, 1] where p0 ≡ p0(m) ≡ F−1+ [mF(v)]. Note that gℓ,m± (1) > ℓ−1, and
limm↓1 p0(m) = v which implies limm↓1 g
ℓ,m
± (p0) = qv. If ℓ ≥ 2 and qv < 1 then continuity
of gℓ,m± (p) implies that for m ≥ 1 sufficiently small we will have gℓ,m± (p+) = 1 for some
p+ ∈ [p0, 1], giving an ℓ±-type solution as claimed. 
We next study which of the stationary points classified in Propn. 2.3 correspond to local
maximizers for Φ.
Proposition 2.4. In the setting of Propn. 2.3,
(a) Solutions of type ℓ± with ℓ > 2 are never local maximizers.
(b) For m ≥ 1, θ > 0 both sufficiently small, there exist both 1+-type and 2−-type solutions
which are strict local maximizers with (strictly) negative-definite Hessians.5
Proof. (a) Let h ∈ △e be the stationary point of Φ corresponding to h via (9). We will
apply the correlation criterion (12) with ϕσσ′ ≡ ϕσ + ϕσ′ . Let h correspond to h ∈ △⋆ via
(9), so that
hσ′ |σ ≡ hσσ
′
h¯σ
=
hσ′(θ + 1{σ = σ′})
θ + hσ
.
If we assume 〈ϕ〉h = 0, then
E[ϕY |X = σ] = θ
θ + hσ
〈ϕ〉h + hσ
θ + hσ
ϕσ = γσϕσ
4The terminology degenerates in some cases, in particular when m = 1: in this case Q ∈ {p±} so the
ℓ+-type solutions coincide with the (ℓ + 1)−-type solutions for 1 ≤ ℓ < q, and the only 1−-type or q+-type
solution is the uniform distribution on [q].
5If qv < 1 then there can be no 1−-type solutions.
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for γσ ≡ hσ/(θ + hσ). Thus E[ϕXY |X ] = (1 + γX)ϕX , and (12) becomes
2(EϕX)
2 ≥ E
[
(1 + γX)ϕ
2
X
(d− 1)γX − 1
d− 2
]
= E
[
(1 + γX)ϕ
2
X
hX − v
θ + hX
]
=
1
θ + ‖h‖2
∑
σ
hσ(1 + γσ)(hσ − v)ϕ2σ (26)
(using h¯σ = hσ(θ+hσ)/(θ+ ‖h‖2) for the last identity). If h is an ℓ-type solution with ℓ > 2
then ϕσ = 1{σ = π(2)} − 1{σ = π(3)} (for π as in (25)) clearly violates (26), so h cannot
be a local maximizer of Φ.
(b) Let m = 1 and θ sufficiently small so that a 1+-type (and 2−-type) solution h ≡
(Q+, p−, . . . , p−) ∈ △⋆ exists, given by taking the log-likelihood ratio r ≡ log(Q+/p−) to
be the maximal fixed point of the mapping b˜p of (24). For d ≥ 3 and 0 < ǫ ≤ 1,
b˜p[(d− 1− ǫ)β] ≥ (d− 1)(β − log q) > (d− 1− ǫ)β ∀β > (d− 1) log q
ǫ
,
so crudely we have r ≥ (3/2)β for all β ≥ 2(d− 1) log q. Let h ∈ △e be the stationary point
corresponding to this fixed point: recalling (13), for δ ∈ △±e we calculate
1
zh
〈(δ¯/h¯)2〉h¯ =
δ¯21
Q+(eβQ+ + (q − 1)p−)
+
∑
σ 6=1 δ¯
2
σ
p−(Q+ + (eβ + q − 2)p−)
≤ δ¯
2
1
eβQ2+
+
∑
σ 6=1 δ¯
2
σ
Q+p−
,
1
zh
〈(δ/h)2〉h ≥ δ11
2
Q2+e
β
+
2
∑
σ 6=1 δ1σ
2
Q+p−
+
∑
σ,σ′ 6=1 δσσ′
2
eβp2−
.
Since p− ≤ e−(3/2)βQ+ for sufficiently large β,
lim
β→∞
eβp2−
zh
〈(δ¯/h¯)2〉2h¯ = 0, lim infβ→∞
eβp2−
zh
〈(δ/h)2〉h ≥
∑
σ,σ′ 6=1
δσσ′
2,
so for any fixed ǫ > 0 we have ∂2ηΦµ(h + ηδ)|η=0 < 0 uniformly over all δ ∈ △±e with
(q − 1)2∑σ,σ′ 6=1 δσσ′2 ≥ ǫ2 once β is sufficiently large (depending on ǫ).
Suppose instead (q − 1)2∑σ,σ′ 6=1 δσσ′2 ≤ ǫ2: by Cauchy–Schwarz ∑σ,σ′ 6=1 |δσσ′ | ≤ ǫ, so
lim sup
β→∞
Q+p−
zh
[
2(d− 1)〈(δ¯/h¯)2〉h¯ − d〈(δ/h)2〉h
]
≤ 2(d− 1)
∑
σ 6=1
δ¯2σ − 2d
∑
σ 6=1
δ1σ
2
≤ 2(d− 1)
∑
σ 6=1
[|δ1σ|+ ǫ]2 − 2d
∑
σ 6=1
δ1σ
2 ≤ −2
∑
σ 6=1
δ1σ
2 + 2(d− 1)
[
2ǫ
∑
σ 6=1
|δ1σ|+ (q − 1)ǫ2
]
.
On the other hand, δ ∈ △±e implies
2
∣∣∣∑
σ 6=1
δ1σ
∣∣∣ = |δ11 + ǫ| ≥ |δ11| − ǫ ≥ [1− 2∑
σ 6=1
δ1σ
2 − ǫ
2
(q − 1)2
]1/2
− ǫ
so by choosing ǫ > 0 sufficiently small we can guarantee that for β large enough, ∂2ηΦµ(h+
ηδ)|η=0 < 0 uniformly over all δ ∈ △±e , implying that h is a strict local maximizer of Φ with
strictly negative-definite Hessian.
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This concludes the proof for m = 1, and the conclusion for m > 1 sufficiently small
follows by a perturbative argument: arguing similarly as in the proof of Propn. 2.3 (b), for
1 ≤ m < m0 the equations
g1+(p) ≡ F−1+ [F(p)/m] + (q − 1)p = 1,
g2−(p) ≡ F−1− [F(p)/m] + F−1+ [F(p)] + (q − 2)p = 1
have solutions p1+− (m), p
2−
− (m), corresponding to 1+-type and 2−-type solutions respectively,
which are continuous in m with initial values p1+(1) = p2−(1) = p− corresponding to the
solution considered above at m = 1. For sufficiently small m, it follows by continuity that
the Hessians at the stationary points h1+(m),h2−(m) corresponding to p1+− (m), p
2−
− (m) will
be strictly negative-definite, implying strict local maximizers as claimed. 
Remark 2.5. Related to the study of local maxima is the question of the local stability
of the Bethe recursion. For the Potts specification (2), the linear (differential) mapping
Dh ≡ DBP(h) defined on the space {δ :
∑
σ δσ = 0} by
Dhδ ≡ lim
η→0
BP(h+ ηδ)− BP(h)
η
can be explicitly diagonalized when h ∈ △⋆ and shown to have all eigenvalues positive, with
maximal eigenvalue greater than 1 at ℓ±-type solutions with ℓ > 2 and at 2+-type solutions.
At a 2−-type solution (assuming m > 1, so it is not also a 1+-type solution) the maximal
eigenvalue is less than 1 if and only if
p2+
p+ − v
>
d− 2
d− 1 +
Q2−
v − Q− + (q − 2)
p2−
v − p−
. (27)
However, if h is not the uniform measure on [q] thenDh is not symmetric and so does not have
orthonormal eigenbasis, so having all eigenvalues less than 1 need not imply contractivity of
Dh. It is not clear how to relate (27) to the local stability of the non-linear map BP.
3. Recursive graph decomposition
In this section we prove Thm. 4. Recall from §1.4 the notation o(t, x); we also let c denote
a finite positive constant which is permitted to change from line to line but depends only
on d, q, ψ. The following lemma, whose proof we defer to the end of the section, reduces the
free energy computation on general Gn →loc Td to the case of d-regular graphs.
Lemma 3.1. If Gn →loc Td with d even, then there exists a d-regular (multi-)graph sequence
G′n →loc Td with free energy φ′n such that limn→∞(φn − φ′n) = 0.
We prove Thm. 4 via the following propositions about the operationR on d-regular graphs.
Proposition 3.2. Let G = (V,E) be any finite d-regular graph, and recall EG denotes
expectation over the uniformly random vertex IG. Under the conditions of Thm. 4,
EG[logZG − logZRG] ≤ Φ + o(t, ζt(G)).
REPLICA SYMMETRY FOR POTTS MODELS ON d-REGULAR GRAPHS 17
Proposition 3.3. Suppose Gn →loc Td. Then for all ǫ0 > 0 and all t ≥ 0,
lim
n→∞
En
[
max
0≤j≤(1−ǫ0)n
ζt(R
jGn)
]
= 0.
We first assume the preceding results and derive Thm. 4:
Proof of Thm. 4. Take ǫ0 > 0 fixed, let n0 ≡ ⌊(1 − ǫ0)n⌋, and let ǫ ≡ ǫn be defined by
n0 ≡ (1− ǫn)n. Express the free energy of the factor model on Gn as the telescoping sum
φn =
1
n
n0−1∑
j=0
En[logZRjGn − logZRj+1Gn ] +
1
n
En[logZRn0Gn ].
By definition of R, Rn0Gn is a d-regular graph on ǫn vertices, so n
−1| logZRn0Gn | ≤ cǫ. Next,
Propn. 3.2 gives
max
0≤j<n0
En[logZRjGn − logZRj+1Gn ]− Φ ≤ o
(
t, max
0≤ℓ<n0
En[ζt(R
ℓGn)]
)
(where we may freely move the expectation inside o(t, ·) by uniform boundedness of o). In
the limit n → ∞ the right-hand side above tends to o(t) by Propn. 3.3, so the telescoping
sum yields
lim sup
n→∞
φn ≤ (1− ǫ0)[Φ + o(t)] + cǫ0.
The result follows by taking first t→∞ and then ǫ0 ↓ 0. 
The remainder of this section is devoted to proving Propns. 3.2 and 3.3 and Lem. 3.1.
Recall (15) that ψd+1min ≤ ZG/ZG− ≤ ψd+1max; similarly
ψd/2max ≥
ZGπ
ZG−
≥ ψ(σp, σp)d/2ν−(σ∂I ≡ σp) ≥
ψ
d/2
min
|X |dR |∂I|R |∂(∂I)| ≥
ψ
d/2
min
|X |dRd(d+1) (28)
for R ≡ ψmax/ψmin.
Proof of Propn. 3.2. Fix t ≥ 0, and let ρ ≡ ρ(G, I, t) as in the statement of Thm. 4. It
follows from condition (i) — recalling (19) and (20) and making use of the boundedness of
ψ — that∣∣∣∣ ZGZG− −Ψvx(ρ¯)
∣∣∣∣+
∣∣∣∣ZGπZG− −Ψe(ρ¯π)
∣∣∣∣ ≤ o(t, ζt(G)) with probability ≥ 1− o(t, ζt(G)).
Then, by the choice of permutation in the definition of R and using the bounds (15), (28)
on the ratios ZG/ZG− and ZGπ/ZG−, we find
EG
[
log
ZG
ZRG
]
= EG
[
logmin
π
ZG/ZG−
ZGπ/ZG−
]
≤ EG
[
log
Ψvx(ρ¯)
Ψe,sym(ρ¯)
]
+ o(t, ζt(G))
≤ EG
[
log max
h∈supp ρ
Ψsym(h)
]
+ o(t, ζt(G)).
Condition (ii) of Thm. 4 gives that the first term is ≤ Φ+ o(t) which implies the result. 
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Proof of Propn. 3.3. Let G be a graph on n vertices. For fixed ǫ1 > 0 (to be determined), let
ǫ ≡ ǫn be defined by ǫnn ≡ ⌈ǫ1n⌉, and consider ǫn successive applications ofR. Assume t ≥ 0
is a (large) power of 2, and for v ∈ G let Γv be the indicator of the event that v is one of the
n[1−ζt(G)] vertices with Bt(v) ∼= Ttd, but Bt/2(v) 6∼= Tt/2d inRjG for some j ≤ ǫn. Then E[Γv]
is bounded above by the probability that at least t/2 vertices are deleted along a length-t
geodesic path started from v. For a single path, this probability is P[H ≥ t/2] where H is
a hypergeometric random variable with parameters n, t, ǫn. By a standard hypergeometric
tail bound (see [11]),
P[H ≥ γǫt] ≤
[
(1/γ)γt/n
( 1− t/n
1− γt/n
)1−γt/n]ǫn
≤ (1/γ)γǫte(γ−1)ǫt ≤ exp{−γǫt[log γ − 1]}.
Taking γ = 1/(2ǫ) and summing over dt geodesics gives
E[Γv] ≤ exp
{
− t
2
(
log
1
2ǫ
− 2 log d− 1
)}
,
which can clearly be made ≤ e−t/4 by taking ǫ1 sufficiently small (depending only on d) and
n, t large. Markov’s inequality applied to the Γv (v ∈ G) then gives
P
[
max
0≤j≤ǫn
(n− j)ζt/2(RjG) ≥ nζt(G) + ne−t/8
]
≤ e−t/8.
Iterating for L = ⌈(log ǫ0)/ log(1 − ǫ1)⌉ steps, and writing t(L) ≡ t/2L, gives that with
probability at least 1− Le−t(L)/8,
(n− j)ζt/2L(RjG) ≤ nζt(G) + Lne−t(L)/8 for all 0 ≤ j ≤ (1− ǫ0)n.
Therefore, for G = Gn →loc Td,
En
[
max
0≤j≤(1−ǫ0)n
ζt/2L(R
jGn)
] ≤ nEn[ζt(Gn)] + 2Lne−t(L)/8
ǫ0n
.
In the limit n → ∞ the right-hand side tends to Le−t(L)/8/ǫ0 which decreases to zero as
t→∞, but the left-hand side is non-decreasing in t so it must in fact tend to zero as n→∞
for all t, as stated. 
Proof of Lem. 3.1. Fix n for the moment and suppress it from the notation. Delete edges
in G incident to vertices of degree larger than d until none remain, and denote the resulting
graph G′′ = (V,E ′′). Let U denote the set of vertices incident to any edge in E\E ′′; arguing
as for the bounds (15) and (28) then gives
ψ|E\E
′′|
max ≥
ZG
ZG′′
≥ ψ|E\E′′|min νG′′(σU ≡ σp) ≥
ψ
|E\E′′|
min
|X ||U |R |U |+|∂U | ≥
ψ
|E\E′′|
min
|X ||U |R(d+1)|U |
(where the last inequality uses that G′′ has maximum degree at most d). Then note that
|U |/2 ≤ |E\E ′′| ≤ ∑v∈G[(Dv − d) ∨ 0] ≤ |V |EG[DIG1{DIG > d}], so | logZG − logZG′′| ≤
c|V |EG[DIG1{DIG > d}].
Now let W denote the set of vertices v ∈ V whose degree D′′v in G′′ is less than d, and
add d−D′′v new half-edges leaving from each such v. The number of unmatched half-edges
resulting from this operation has the same parity as
∑
v∈G(Dv − d) = 2|E| − d|V |, so it is
even. Taking a random matching of these half-edges results in a d-regular (multi-)graph G′.
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The total number δE of edge insertion or deletion operations to go from G
′′ to G′ is at most
a constant times |V |EG[(DIG ∨1)1{DIG 6= d}], since if v ∈ W then either v ∈ U or Dv < d in
G. Each such operation changes the log-partition function by at most an additive constant,
since all graphs involved have maximum degree at most d. Therefore
| logZG′′ − logZG′| ≤ c|V |EG[(DIG ∨ 1)1{DIG 6= d}].
Combining with the previous bound on | logZG − logZG′′| gives
|φn − φ′n| ≤ cEn[(DIn ∨ 1)1{DIn 6= d}]
≤ cLPn[DIn 6= d] + cEn[DIn1{DIn ≥ L}].
The lemma follows by taking first n→∞ and then L→∞ in the bound above. 
4. The Potts free energy density
In this section we prove our main result Thm. 3 giving the free energy density of the q-
Potts model on graphs converging locally to the d-regular tree with d even. Let △¯[ǫ] denote
the measures h ∈ △ of form (23) with b ∈ [bf − ǫ, bm + ǫ].
Proposition 4.1. For the Potts model with β,B ≥ 0, log suph∈(△¯[0])d Ψsym(h) = Φ.
Proposition 4.2. For the Potts model with β ≥ 0 and B > 0, for all finite d-regular graphs
G, all v ∈ G, and all t ∈ Z≥0, there is a measure ρ ≡ ρ(G, v, t) on (△¯[o(t)])d such that for
I = IG and ν− ≡ νG\I(σ∂I = ·), the measure ρ¯ of (18) satisfies EG[‖ν− − ρ¯‖tv] ≤ o(t, ζt(G)).
Proof of Thm. 3. The result follows from Thm. 4 since condition (i) is verified by Propn. 4.2
while condition (ii) is verified by Propn. 4.1 (using continuity of Ψsym on △d). 
Proof of Propn. 4.1. Step 1. For h ∈ (△¯[0])d we abuse notation and write Ψ(h) ≡ Ψ(b) with
hj(1) ≡ (1 + (q − 1)bj)/q. Then
C−dΨvx(b) = eB
d∏
j=1
(1 + γbj) + (q − 1)
d∏
j=1
(1− γbj/(q − 1)),
C−d/2Ψe(b) =
d/2∏
j=1
(1 + γb2j−1b2j)
where C ≡ (eβ+q−1)/q, γ ≡ (q−1)(eβ−1)/(eβ+q−1) > 0. Both Ψvx and Ψe,sym are affine
in each bj (keeping (bk)k 6=j fixed), and so Ψsym is maximized with bj ∈ {bf, bm}. Therefore
sup
h∈(△¯[0])d
Ψsym(h) = sup
b∈{bf,bm}d
Ψsym(b).
Step 2. Let gs(b) ≡ logΨ(b, bs, . . . , bs)−(d/2) logC for s ∈ {f,m}; we claim that gs is constant
in b. To see this, note that Ψvx(h) = ZS(h), the partition function of the Potts model on the
star graph S ≡ T1d with boundary conditions σj ∼ hj independently for the vertices j ∈ ∂o.
Similarly, Ψe(h) = ZR(h), the partition function of the Potts model on the graph R of d/2
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disjoint edges (2k − 1, 2k), again with boundary conditions σj ∼ hj independently for all j.
Now if S ′ is S with the edge (o, 1) disconnected, then, using the BP relations for bs,
ZS(b, b
s, . . . , bs)
ZS′(b, bs, . . . , bs)
= 1 + γbbs.
But ZS′ does not depend on b, so with b
s ≡ (bs, . . . , bs) we have
ZS(b, b
s, . . . , bs)
ZS(bs)
=
1 + γbbs
1 + γ(bs)2
. (29)
If R′ denotes R with the edge (1, 2) disconnected then by the same argument (29) holds with
S, S ′ replaced by R,R′, and so
exp{gs(b)− gs(bs)} = ZS(b, b
s, . . . , bs)
ZR(b, bs, . . . , bs)
ZR(b
s)
ZS(bs)
= 1.
Step 3. Let b ∈ {bf, bm}d, and let ℓ denote the number of indices j for which bj = bm. Then
C−dΨvx(b) = eB(1 + γbf)d
(1 + γbm
1 + γbf
)ℓ
+ (q − 1)(1− γbf/(q − 1))d
(1− γbm/(q − 1)
1− γbf/(q − 1)
)ℓ
≡ A0ea0ℓ + A1e−a1ℓ ≡ exp{fvx(ℓ)}, Aj , aj > 0.
By Jensen’s inequality,
log Ψe,sym(b) ≥ 1
d!
∑
π∈Sd
logΨe(bπ) ≡ f e(ℓ) + (d/2) logC.
Note that for ℓ ∈ {0, 1, d− 1, d}, both sides are equal to log Ψe(b). For 0 ≤ ℓ ≤ d,
f e(ℓ) = [2(d− 1)]−1{ℓ(ℓ− 1)Cmm + (d− ℓ)(d− ℓ− 1)Cff + 2ℓ(d− ℓ)Cmf]}
≡ a4ℓ2 + a3ℓ+ a2,
where Css′ ≡ log(1 + γbsbs′) for s, s′ ∈ {f,m}, and 2(d − 1)a4 = Cmm + Cff − 2Cmf which for
bf < bm is strictly positive by the arithmetic-geometric mean inequality. If we now consider
f ≡ fvx − f e as a function of ℓ ∈ R, then
f ′(ℓ) =
A0a0e
a0ℓ −A1a1e−a1ℓ
A0ea0ℓ + A1e−a1ℓ
− 2a4ℓ− a3
tends to ∓∞ as ℓ→ ±∞. Moreover
f ′′′(ℓ) = −A0A1(a0 + a1)
3e(a0−a1)ℓ
(A0ea0ℓ + A1e−a1ℓ)3
(A0e
a0ℓ −A1e−a1ℓ)
which can have at most one real zero. Thus f ′ has at most one inflection point, hence at
most three real zeroes; further, if there are three zeroes then the middle one corresponds to
a local minimum of f . But f(ℓ) = gs(ℓ) for ℓ ∈ {0, 1, d− 1, d}, so Step 2 implies f(0) = f(1)
and f(d − 1) = f(d), and consequently f ′ has zeroes in (0, 1) and (d − 1, d). Therefore f
cannot have a local maximum in [1, d−1], so it is maximized over {0, . . . , d} with ℓ ∈ {0, d},
completing the proof. 
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To decompose the measures ν− as mixtures over (△¯[o(t)])d, we use the random-cluster
(fk) representation reviewed in §2.
Proof of Propn. 4.2. For 0 ≤ s ≤ t <∞ and v ∈ G let As,t(v) ≡ Bt(v)\Bs(v). It holds with
probability at least 1 − o(t, ζt(G)) that for I = IG with ∂I = (v1, . . . , vd), the balls Bt(vi)
defined with respect to G− ≡ G\I are pairwise disjoint and isomorphic to the first t levels
of the (d− 1)-ary tree. On this event, ν− ≡ νG−(σ∂I = ·) has the decomposition
ν−(·) =
∑
η
As,t
̟−(· | ηAs,t)π−(ηAs,t), As,t ≡
d⋃
i=1
As,t(vi)
(where ̟− ≡ ̟G−(σ∂I = ·) and π− ≡ πG−). We claim that with s = log t the measures
̟−(· | ηAs,t) ∈ △X d are approximately in (△¯[o(t)])d. Indeed, write Bt for the disjoint union
of the balls Bt(vi), and decompose
̟−(· | ηAs,t) =
∑
η
Bt
̟−(· | ηBt)π−(ηBt | ηAs,t) (30)
For ‡ ∈ {0, 1} write ̟‡− and π‡− for the es and fk measures respectively on G− conditioned
on ηG−\Bt ≡ ‡ (the measures ̟0−, π0− restrict simply to the es, fk on Bt). The fkg property
of random-cluster measures (see e.g. [7, Thm. III.1(i)]) implies the stochastic domination
relations π0−(ηBt = · | ηAs,t) 4 π−(ηBt = · | ηAs,t) 4 π1−(ηBt = · | ηAs,t). Now note that
π0−(ηBt | ηAs,t)
π1−(ηBt | ηAs,t)
∝ ρ(η
Bt
) ≡
∏
C∈S [1 + (q − 1)e−B|C|]
1 + (q − 1)e−B|C∞|
where S is the set of connected components C of η
Bt
joining Bs(vi) to the boundary of
Bt(vi) for some i, and C∞ is the union of these components with the complement of Bt.
Each C ∈ S has size at least t − s and S has cardinality at most ds, so ρ(η
Bt
) → 1
uniformly in η
Bt
as t→∞.
Similarly, ̟−(· | ηBt) is well approximated by ̟0−(· | ηBt) (within total variation distance
o(t)) uniformly over all η
Bt
, since any σvi for vi not connected to ∂Bt(vi) in η has the same
distribution under the two measures independently of all the other σvj , while the σvj for vj
connected to ∂Bt(vj) equal 1 with probability at least e
Bt/[eBt+(q−1)]. It thus follows from
(30) that ‖̟−(· | ηAs,t)−̟0−(· | ηAs,t)‖tv ≤ o(t) uniformly over all ηAs,t . But under ̟0− the
σvi are exactly independent, and since s ≡ s(t) → ∞ the marginal laws of the σvi resulting
from the Potts–fk coupling belong to △¯[o(t)], proving the result. 
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