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Abstract. In this chapter Perturbed Angular Correlation (PAC) experiments on binary oxides are 
described. These experiments provide local-scale fingerprints about the formation, identification, 
and lattice environment of defect complexes at the PAC probe site. The potential of the PAC 
observations in conjunction with ab initio calculations is shown. Measurements of the electric-field 
gradient at impurity sites using 111Cd and 181Ta probes are reviewed. Special attention is paid to 
oxides with the bixbyite structure. The case of In2O3 is particularly analyzed. Results obtained with 
HfO2, in form of coarse grain or nano particles, are described. The potential results that can be 
obtained from Density Functional Theory ab initio calculations in doped systems are shown 
describing the main results observed in many impurity-host systems.  
Introduction 
During the last two decades, the Time-Differential Perturbed-Angular-Correlation (PAC) technique 
has been extensively applied to the characterization of all kinds of materials. In particular, the work 
done on binary oxides has been very complete.  
In all the cases, the nuclear sensitive state of the probe-atom necessary in this spectroscopy appears 
in the host material following the disintegration or decay of a parent isotope. Hence, the probe-atom 
will be the daughter of either an isobaric or isomeric isotope. In general, the probe-atom will be a 
very dilute impurity in the oxide under study. 
It is necessary to deal with “impurity centers” in almost every PAC determination. In general, it is 
from an impurity center that the probe atomic environment is characterized. Due to this fact, the 
question concerning at what extent the probe-atom is a “good observer” of the structural and 
electronic properties of the material or those of the new impurity-host system becomes relevant. 
On the other hand, impurities are important defects in a wide range of materials since many of their 
macroscopic properties depend on the type and concentration of these defects.  In the specific case 
of the oxides, the technological applications of many of them depend on the modified properties 
introduced by the impurities. In this sense the PAC technique, having its tracers located at the “eye 
of the storm”, can supply unique and valuable information about the impurity center configuration 
and the properties of the doped systems. 
In this chapter a review of the PAC studies performed on binary oxides using 111Cd and 181Ta 
impurities as probe–atoms is given. Results of selected experiments that have given by themselves 
important information are described, as well as cases in which ab initio calculations were necessary 
to explain more complicated scenarios.   In addition, through selected examples a revision of all the 
structural and electronic properties that can be obtained about an impurity-host system from a 
combined experimental-ab initio approach is done:  structural relaxations, charge state of the 
impurity center, character of the impurity level, total and partial density of states per atom and per 
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orbital, symmetry of the valence electronic charge density and that of the impurity level, orbital 
contributions to the electric-field gradient, and its sign and orientation. 
After many years of application there is still the expectation that PAC experiments in oxides will 
uncover interesting physics [1]. Indeed, in oxides, there are fields where the PAC technique has still 
to contribute. These are the cases, e.g., of Dilute Magnetic Semiconductors (DMS) and of trapped 
holes at impurity centers. Both fields are reviewed.  In the case of the 111Cd probe, its apparition in 
the host is accompanied with the production of several holes at the center. The presence of these 
holes and their recombination with electrons give place to fast fluctuations in the hyperfine 
interactions sensed by the probe.  This effect is also reviewed together with some models used for 
its description.   
Metal oxides  
The oxides of metals exhibit a wide range of electrical, optical, magnetic, and chemical 
characteristics. A useful classification of these interesting solids can be made into  “closed shell” 
oxides which may be  considered to be  formed from oxygen ions O2- and  metal ions  with a filled  
electronic shell and oxides  of the transition -, lanthanum- , and actinium-series of metals for which 
the constituent metal ions do not have a complete electronic shell.  
The energy band theory of the solids, which has been rather successful in the explanation of the 
properties of metals and covalent crystals such as silicon and germanium, appears to be applicable 
to metal oxides, although a complete interpretation of the properties of dilute metal oxides by band 
theory has yet to be made. 
The magnitude of the energy gap between the uppermost filled band (oxygen 2p) and the lowest 
empty band of oxides, Eg, depends sharply on the type of metal forming the oxide. Available values 
of the Eg for closed shell metal oxides indicate that Eg decreases sharply  with the decrease of the 
electronegativity difference ∆χ  between the metal and the oxygen. Eg also decreases with the value 
of the principal quantum number n of the valence electrons of the free neutral metal atoms. 
Although the oxides have different crystal structures and hence differ in energy band structure, the 
dependence of Eg on ∆χ  parallels the increase in covalent character of the corresponding metal – 
oxygen bonds with decrease in ∆χ . 
Closed shell metal oxides may thus be subdivided into insulators such as MgO and Al2O3 and 
semiconductors such as ZnO or In2O3. Oxides of metals of the first transition series behave as 
insulators, semiconductors, and in some cases as metals, due to the presence of the incomplete 3d-
shell. 
Impurity centers in oxides. Trapped holes and bound polarons 
Valence band holes in oxide materials tend to be trapped at negatively charged acceptor defects. 
Schirmer [2] reviewed these defects, described as small polarons  bound to an acceptor. 
Examples are provided by transition metal or rare earth ions with lower valences than the replaced 
cations, but also cation vacancies and simple ions, such as Li+, Mg2+, Al3+,etc. In the latter cases, 
the electron ionization energies are high and a hole will thus be captured at the neighboring oxygen 
ions rather than at the defect itself. In crystalline solids there are usually several equivalent oxygen 
sites surrounding a point defect. Cases of tetrahedral symmetry, with four equivalent oxygen sites, 
and with octahedral symmetry, comprising either six or twelve equivalent sites, have been 
investigated. In spite of the equivalence of the oxygen ions in such clusters, in most cases it turns 
out that hole–lattice coupling favors hole localization at a single one among them, forming an 
isolated O– ion. This is caused by lattice distortion, breaking the point group symmetry. It is thus 
useful to label such defects as small polarons, bound to an acceptor. For small polarons the carrier is 
essentially restricted to one site and the distortion mainly involves the bonds to its first neighbors.  
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The lattice distortion stabilizing a polaron is counteracted by tunneling, which is facilitated by the 
equivalence of the sites concerned. The tunneling leads to nearly degenerate Bloch states and lattice 
interaction has to deal with the corresponding lack of degeneracy. For the ground states of strongly 
localized polarons, however, tunneling is only a small but decisive perturbation. 
It turns out that these simple systems, single O– ions next to acceptor defects in oxide systems, have 
a series of intriguing aspects, as regards their electronic and ionic structure as well as their optical 
features, the methods of their investigation and their roles in various applications of oxide materials.  
The holes to be trapped at acceptor defects are created by chemical or optical doping. The latter 
procedure is used predominantly. Usually electrons are excited from the valence to the conduction 
band or to defects having levels in the gap, forming valence band holes. Less frequently also a 
direct optical ionization of O2– ions next to an acceptor to the conduction band takes place. These 
excitation processes can be caused by the absorption of photons or the secondary radiation effects 
following x-ray, electron or neutron irradiation. The electron-capture (EC) decay of radioactive 
impurities (like 111In (EC) 111Cd) produces several holes at the impurity center.  Since the created 
situations represent deviations from the crystal ground states, they are not stable and eventually the 
holes will recombine with the electrons separated from them. Such electrons are often 
accommodated at levels near to the conduction band edge. The lifetime of the hole states, with 
which we are concerned, is determined by the shallower of the two species, trapped electron or 
hole. In wide band-gap materials, such as quartz, the hole lifetimes can still be effectively infinite at 
room temperature as exemplified by holes next to Al3+, caused by the radioactivity at the geological 
deposit of quartz. The O– next to Al3+ can be at least partly responsible for the smoky coloration of 
quartz [2]. A strong chemical doping with acceptor defects can lead to spontaneous compensation 
by holes, without further illumination. In such a case, the Fermi level is stabilized at the acceptor 
level and partially filled acceptor states occur. Sometimes, however, an additional heat treatment in 
an oxygen atmosphere is necessary for removing competing intrinsic positive defects, such as 
oxygen vacancies, in order to achieve this situation. This is known to take place, e.g., for Al2O3 
doped with Mg [3], and the hole-concentration increases strongly with rising oxygen partial 
pressure. 
In crystalline quartz two O–-type defects are known, O– next to Al3+ [4] or to Ge4+ [5], which show 
absorption bands typical for bound hole polarons. Al3+ is charged negatively with respect to the 
replaced Si4+ and can thus stabilize a hole at a neighboring oxygen ion by Coulomb attraction. 
Germanium is amphoteric in quartz, i.e. Ge4+ can trap an electron as well as a hole [5]. In the two 
cases the electronic structures of the O– defects are similar: the ground state 2p lobe is oriented 












Fig. 1: Section of quartz crystal (as 
viewed along the c-axis) around Al+3 
(or Ge+4) defect on a Si+4 site. A 
hole has been captured at one of the 
neighboring O2– ions. Among the 
possible charge paths, one is 
symbolized by the arrow. Recreated 
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Experimental techniques applied to the study of trapping of holes at impurity centers in 
oxides. 
On the experimental side, numerous methods have been used to elucidate the properties of the O- 
systems. For crystals with non-magnetic host lattice cations, basic knowledge on their electronic 
and geometric structure always results from studies of electron paramagnetic resonance (EPR), 
augmented by optically detected magnetic resonance (ODMR) and the study of light-induced 
optical absorption changes.   
O- ions next to acceptor sites have rather unique magnetic fingerprints, allowing one to prove their 
presence as well as to identify the underlying microscopic structure of the related defects by using 
several electron resonance techniques, at least in crystals with non-magnetic cations. An O- ion is 
paramagnetic, since one electron is missing in the oxygen 2p shell. In the non-cubic environments 
of such ions, either present in the unperturbed crystal already or caused by association with defects 
together with the accompanying lattice distortion, the coupling of the S = 1/2 spin to the 2p orbital 
(L = 1) is weak in most cases, leading to rather long spin–lattice relaxation times. Zeeman 
interaction with an external static magnetic field, B, and hyperfine coupling with magnetic nuclei 
within the range of finite hole amplitudes determine the structure of the spectra of such O- systems. 
These centers can be studied and monitored by the powerful magnetic resonance techniques [mainly 
electron paramagnetic resonance EPR [6], but also electron nuclear double resonance (ENDOR) [7] 
and optically detected magnetic resonances ODMR [8-9]. For applications to absorption signals, the 
magnetic circular dichroism (MCD) occurring in a static magnetic field is exploited [9]. 
The PAC technique applied to determine the Electric-Field-Gradient (EFG) tensor at the site of the 
probe-atom 111Cd in closed-shell metal oxides gives evidence of the interaction with holes, 
produced by the EC-decay of 111In, with the Cd acceptor impurity.  Effects associated with these 
holes, have been observed, for example, in In2O3 [10, 11], Al2O3 [12], La2O3 [13], Ga2O3 [14], SnO2 
[15], SnO [16], Lu2O3 [17,18], Cr2O3 [19], etc. Among these examples in which their PAC spectra 
show time-dependent hyperfine interactions, we will find those that can be described by a 
unidirectional electronic relaxation (as in the first six cases) and those described by a fast 
fluctuation between two electronic states (the last two cases) of the impurity. The first class of 
interaction will be described in detail in another section. 
 
Theoretical calculations of physical properties of impurities centers in oxides. 
Impurities introduce structural distortions in the host lattice and can modify the distribution of 
charge in its neighborhood. For these reasons it is more appropriate to call such a defect impurity 
center. One way to measure electronic properties on an atomic scale is to use hyperfine 
experimental techniques. In particular, PAC provides a high-resolution determination of the EFG 
tensor at the site of the probe atom, a quantity particularly sensitive to slight local changes in the 
electronic charge density around the impurity- probe. The measured EFG may give structural and 
electronic information of the system that cannot be obtained by other methods, but the interpretation 
of such measurements is not straightforward. In fact, interpretation of experimental EFG results 
involves understanding of chemical differences between the probe atom and the ion replaced by the 
impurity. The experimental results show that the differences between probes and indigenous atoms 
are manifested many times in subtle ways that are not well described by simple models, as already 
pointed out by Adams et al. [20]. Local and very precise information about the system under study, 
provided by the EFG tensor, can be obtained by comparing experimental results with an accurate 
calculation of the EFG tensor [21]. In the case of doped systems, for an accurate calculation of the 
EFG, the electronic configuration of the host, perturbed by the presence of the impurity, has to be 
determined. This can be done in the framework of the density-functional theory (DFT) [22]. In this 
kind of calculation, electronic and structural effects introduced in the host by the presence of the 
impurity probe (impurity levels, structural distortions, etc.) can be described without the use of 
arbitrary suppositions. For such purposes, DFT calculations using the full-potential augmented 
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plane wave plus local orbitals (FP-APW+lo) method [23, 24] have been performed in different type 
of doped materials (semiconductors [25], oxides [26,27], and intermetallics [28]). A detailed 
description of the methodology employed in these calculations to deal with the complexity of the 
impurity-host system is given in Ref. [27] and an extensive discussion of the results restricted to 
doped oxides can be found in Errico et al. [29] and Darriba et al. [30].  In all calculated cases, the 
amount of structural distortion per atom decreases rapidly from the impurity nearest oxygen 
neighbors to the other shells. 111Cd, e.g.,  on both In-sites of In2O3 causes relaxations of about 5% of 
the nearest oxygen neighbors of the Cd impurity. [31, 32]. Larger relaxations (even anisotropic) 
were found in TiO2 [26,27] and SnO2 [33]. It was concluded that the Cd impurity tries to 
reconstruct the environment of Cd in its own oxide [29,30]. The excellent agreement between the 
ab initio calculations and the PAC experiments with the 181Ta probe stabilize this interpretation 
[30,34-37]. In these cases, contractions or relaxations are observed if the Ta-O distance in TaO2 is 
shorter or larger than the cation-oxygen bond-lengths in the studied oxides.  
 As we already pointed  out, the experimental evidence for cation-site acceptors in wide gap oxides 
demonstrates that holes often lock into individual oxygen ligands instead of being distributed over 
all symmetry-equivalent oxygen sites, e.g., in the case of Al in SiO2 or Li in ZnO [2,38-40]. 
Formally, the hole binding can be described by the change in the oxidation state of individual O 
atoms from the normal O2- into an O- state. A systematically consistent theoretical description of 
such acceptor states remains, however, challenging as common DFT calculations in the local 
density approximation  (LDA) or generalized gradient approximation (GGA)  fail to reveal the 
correct hole localization on just one O atom and the associated lattice relaxation effects. This failure 
has been traced back to a residual self-interaction present within the oxygen p shell in LDA or GGA 
[41-44].  Hartree-Fock theory, on the other hand, is known to overestimate the tendency toward 
hole localization on individual lattice sites [40]. The correct description of the balance between 
competing tendencies toward single-site localization vs. delocalization among equivalent sites bears 
great importance for physical phenomena such as hyperfine interactions [43], d0 ferromagnetism 
[44-47] and p-type doping in wide-gap oxides [48]. Lany et al. applied this method to quantitatively 
predict the acceptor transition energies for the cation-site acceptors in ZnO, In2O3, and SnO2 [49]. In 
all cases studied, they find that these acceptors introduce states at rather deep energies inside the 
band gap and can bind even multiple holes despite the fact that from their position in the periodic 
table they are expected to be single acceptors. 
Dilute Magnetic Semiconductors  
Ferromagnetism (FM) in undoped non-magnetic oxide materials like CeO2, ZnO, In2O3, SnO2, 
Al2O3, etc., remains a controversial issue till date. Doping of ferromagnetic and non- ferromagnetic 
elements like Mn, Co, Fe, Cr, Cu, etc., in such oxides have yielded a significant amount of 
ferromagnetism at room temperature and various exchange mechanisms like superexchange, 
Ruderman-Kittel-Kasuya-Yosida (RKKY) exchange have been proposed for explaining the 
ferromagnetism in doped oxide materials. In the case of undoped oxides, the origin of 
ferromagnetism is also still a matter of active research. This ferromagnetism was first reported in 
2004 for thin films of hafnium dioxide (HfO2) dielectrics grown using pulsed laser deposition on 
saphire or silicon substrates [50]. Since the nominal valence of Hf in HfO2 is 4+, which leaves Hf 
atoms with an empty d-shell, the phenomenon was initially termed d0 ferromagnetism. This 
phenomenon is of paramount interest to properly understand  the origin of DMS using oxide 
materials. The mentioned films had a Curie temperature exceeding 500 K and a magnetic moment 
of about 0.15µB per HfO2 formula unit. The magnetization was anisotropic.  
Ab initio electronic structure calculations using DFT in HfO2 have shown that isolated hafnium 
vacancies lead to ferromagnetism [51]. At the same time similar studies [52] performed in pure 
rutile TiO2 with one oxygen vacancy in a 12-atoms supercell give two possible degenerate 
solutions, one nonmagnetic and the other having a magnetic moment of approximately 1µB per 
vacancy, due to polarization of the Ti atoms. It is worth mentioning that the magnetic phase 
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appeared only when the structural relaxation was taken into account. This unexpected result 
anticipated that a large concentration of oxygen vacancies could play an important role in the 
magnetic behavior of doped rutile TiO2 but also in oxygen deficient TiO2. Lower concentrations of 
oxygen vacancies predicted smaller magnetic moment for the rutile structure and none for the 
anatase structure. It seems that the appearance of a magnetic moment may depend on the vacancy 
concentration in the oxide and on the structure. Subsequently to these studies, ferromagnetism was 
observed in TiO2 and In2O3 thin films [53]. Following the theoretical studies of Ref. [52], 
Weissmann et al. [54] found that the magnetism in reduced TiO2 depends on the vacancy 
concentration and on the strain of the structure, produced either by the substrate or by the growth 
procedure of the films. It is worthy of mention that the differences in the spin densities obtained in 
these studies [52,54] adding magnetic and non-magnetic impurities, such as Co and Cu, and 
changing the crystal structure (rutile and anatase), raised the question if the mechanism for long 
range ferromagnetic order is the same for both types of doping, and also if it is the same for 
undoped films. 
In the case of In2O3 thin films it was further observed that the ferromagnetism depends on the 
substrate and the direction of the magnetic field. In2O3 films on MgO showed isotropic 
ferromagnetism at room temperature whereas In2O3 films on Al2O3 substrates exhibited 
diamagnetic behavior for magnetic field parallel to the film and ferromagnetic behavior for 
perpendicular magnetic field. It is to be noted that the bulk of the oxide materials described above 
were diamagnetic. However, the nanoparticles of these materials have been shown to be 
ferromagnetic in nature [55]. 
So far there has been no unified theory for explaining ferromagnetism in all oxide materials. A 
model based on an electronic structure calculation using the tight-binding method in the 
confinement configuration proposes that the vacancy sites in TiO2, HfO2 and In2O3 films could 
create spin splitting and high spin states, so that the exchange interaction between the electrons 
surrounding the oxygen vacancy with the local field of symmetry could lead to a ferromagnetic 
ground state of the systems [56].The calculations provided the following results: 3.18 µB per 
vacancy for TiO2, 3.05µB per vacancy for HfO2 and 0.16µB per vacancy for In2O3. This model 
suggests that the mechanism for ferromagnetism in ZnO system must be different and cannot 
originate from oxygen vacancies but from other sources. Very recently a model on the d0 
ferromagnetism for a ZnO model system suggested that a generalized hole-induced magnetization 
in oxides, nitrides and diamond is an intrinsic host property when enough homogeneous holes are 
injected into the system [57]. It was further demonstrated that localization of the holes by dopants 
and quantum confinement effect can reduce the critical hole concentration for stabilizing the 
magnetization. The non-monotonic spin coupling in this system is explained by considering band 
broadening as a function of defect–defect separation. Ferromagnetism has also been reported in 
pristine SnO2 [58]. From the above discussion the presently unresolved status of the research on 
ferromagnetism in undoped oxide systems, especially In2O3 and SnO2 systems in the context of this 
chapter, is obvious. It can be safely said that the origin of ferromagnetism in such materials is 
predominantly induced by structural defects. The effect of the oxygen vacancies was investigated in 
the annealing experiment performed by Hong et al. [58], where oxygen annealing of films showed a 
drastic decrease in the ferromagnetic behavior, while their prolonged storage (i.e., oxygen loss from 
the surface) led to the re-emergence of the ferromagnetism. This effect had been reported 
previously by Duhalde et al. [59] in TiO2 thin films growth by PLD on LaAlO3 substrate, doped 
with Cu, in which unexpected significant RT ferromagnetism was observed although Cu is a 
nonmagnetic impurity. Ab initio calculations performed in this case showed that the presence of Cu 
lowers the energy formation of oxygen vacancies, essentials for the appearance of the 
ferromagnetism.  Once again, a thermal annealing in oxygen-rich atmosphere for some minutes 
produced a drastic reduction of the magnetic signal, in agreement with the ab initio predictions [59]. 
Recently, Majundar et al. have reported room temperature ferromagnetism in indium tin-oxide 
commercial electrodes [60]. 
Defect and Diffusion Forum Vol. 311 67
Time dependent hyperfine interactions.  
As was already described in chapter one, in a PAC experiment the perturbation of the angular 
correlation of two consecutive nuclear γ -rays is determined by the hyperfine interaction of the 
intermediate nuclear level with its electric environment (for simplicity we will not considerer cases 
of magnetic interactions here). The Fourier transform of a static PAC spectrum consists, in general, 
of triplets of sharp frequencies (in the case of I=5/2 and η  < 1) related with a certain EFG acting in 
an ensemble of probe nuclei (e.g., at a particular crystallographic site). A static damping of the PAC 
time spectrum occurs if different nuclei sense slightly different static EFGs due to distortions in 
their remote neighborhood. In a dynamic description, the environment of an individual nucleus 
changes during the lifetime of the sensitive level leading to dynamic damping and phase shifts in the 
spectrum. Winkler and Gerdau developed a description of PAC spectra for dynamic hyperfine 
interactions based on stochastic processes [61]: the environment of a probe nucleus may 
instantaneously change between different environmental states. This theory has been applied to 
fluctuating EFG’s originating from the trapping and release of charges [17-19,62]. In these cases the 
charge carriers were in thermal equilibrium with their environment. 
A different situation which is of special interest in this chapter arises in connection with the decay 
of the parent of the PAC probe: the decay could leave the probe ion in a highly charged state far out 
of equilibrium. These electronic “after-effects” (AE) can occur, for example, in the case of K-
electron-capture decay: an electronic hole is produced in the K shell, this hole is filled up with an 
electron of outer shells within a very short time [63], much too fast to have any influence on the 
PAC spectra. But, at the same time, the probe ion loses quite a large number of electrons due to 
Auger processes. Highly charged states of ions in a solid become compensated by electrons from 
their next-neighbor ions within less than about 10-12s. Only ions with one or two extra (positive) 
charges with respect to their appropriate charge state in the solid then may remain stable for times 
long enough to reach the sensitive time scale (given by the half-life of the intermediate level of the 
γ -γ  cascade).  In this ‘‘time-window of the measurement’’ transitions still occur to the final stable 
probe charge state. In this case, the electronic configuration of the nearest oxygen neighbors of the 
probe-atom change and the nucleus feels fluctuating EFGs.  As we already mention, effects of this 
type, have been observed, for example, in In2O3 [10, 11], Y2O3 [64], Sc2O3 [64], Al2O3 [12], La2O3 
[13], SnO2 [15], Ga2O3 [14], and SnO [16] when doped with 111In.  All these oxides are closed shell 
oxides, insulators or semiconductors. On the other hand, oxides of metals of the transition series do 
not present the effect due to the presence of the incomplete d-shell, which servers as an electron 
buffer. We will be back on this topic in the description of the PAC measurements in In2O3. Here we 
review some models developed to deal with the existence of electronic AE following a K-electron 
capture, internal conversion or β-decay. 
To show how the AE appear in the PAC results, in Fig. 2 we reproduce PAC spectra of La2O3:111In 
taken at different temperatures [13]. 
The physical situation was simulated with the program DYNXWW [65] developed by Lupascu. The 
code was conceived to calculate any dynamic perturbation function based on the model of Winkler 
and Gerdau [61], and in a latter refinement developed by Achtziger and Witthuhn [62]. With the 
Lupascu´s code [13,66] numerical solutions can be obtained for a set of initial states Vij of 
arbitrarily chosen asymmetries and orientations in space and dynamic transitions between them. A 
stable final configuration is reached with a relaxation rate λr and characterized by Vij(f). In this case 
of unidirectional relaxation, the calculated spectra (see Fig. 3) show the characteristic behavior of 
Fig. 2: All the phase shifts vanish if fluctuations between the initial states are allowed. Lupascu et 
al. introduced the relative amplitude of Vij(f), as r = fobs / fmax where fmax denotes the maximum 
fraction found in static cases. r depends on the total relaxation rate λr populating Vij(f).  
As we see, the Lupascu´s description reproduces very well the experimental results between room 
and high temperatures: the fluctuations of EFG´s (in the limit of very fast fluctuations) produce a 
fast lost of the R(t) -  anisotropy, without any change in frequency. 
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Unfortunately, the numerical calculation used by Lupascu et al. makes the fitting of the 
experimental data difficult. In this sense it is better to go back to the old proposal of Bäverstam et 
al. [67]. This model has the advantage that leads to an analytical expression for the perturbation 
factor. At that time several calculations of the perturbation factors in time-dependent interactions 
had been published [68-72] but none of them is however directly applicable in the case presently 
discussed.  Let us see the Bäverstam et al. model: 





where ci  and a i  may be complex numbers.  If the following conditions are satisfied: 
 (i) the correlation time τc, which is a typical time for the changes of the nuclear 
 environments, is small enough to let ωτc << 1, where ω is the nuclear precession frequency; 
 (ii) the time of observation t >> τc; 
 (iii) the interaction is so small that the first-order perturbation theory is valid; then the same 
 result will be obtained by all theories: 
 
  G22(t) = exp(−λrt)  
 
λr  is called the relaxation constant. In this case atomic recombination and electronic de-excitation 
time constants are included in λr. These processes have very short correlation times.  Thus 
conditions (i) and (ii) seem to be fulfilled. If the interaction is stronger than what is assumed in (iii) 
G22(t) will be , according to the Dillenburg and Maris theory [69],  the sum of two exponentials.   
The nuclei of the excited atoms are feeling a static field besides the time dependent interaction. 
Since the static interaction is much weaker than the time-dependent one, G22(t) can be expressed, 
for the combined static and time-dependent interactions, as the product: 
 
        ,       [1] 
 
where  represents the perturbation due to the static field.  
The fact that the excited atoms, after a certain time, will reach their electronic ground states had not 
yet been accounted for. To do this, two simplifying assumptions were made:   
(i) That the probability for an atom reaching its ground electronic state after the time t' is: 
 
      , 
 
where N is the number of probes that will contribute to  G22 at time t and λg is the probability per 
unit of time for an atom to reach the electronic ground state. 
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Fig. 2:  R(t) spectra (left) and their Fourier transforms (right) of  111In in La2O3 for 
different measuring temperatures. Reprinted figure with permission from D. Lupascu 
et al., Phys. Rev. B 54, 871 (1996) [13]. Copyright 1996 by the American Physical 
Society.   
 



































When the atoms reach their electronic ground state (at the time t’) the hyperfine interaction will be 
static.  Thus G22(t) may now be seen as an average of the perturbation factors affecting to  the N 
probes.  The perturbation factor, at time t, corresponding to a probe that arrives at the electronic 
ground state at time t’, is: 
 
 
        
G22 (t, t ') =
G22
s (t)exp(−λrt ')   if    t ' < t
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Fig. 3: Simulated spectra for 111In in La2O3 for different recovery rates  after 
emission of the first -ray. The displayed spectra were calculated for a transition rate 
between the initial EFG’s of  = 20 MHz. Reprinted figure with permission from D. 
Lupascu et al., Phys. Rev. B 54, 871 (1996) [13]. Copyright 1996 by the American 
Physical Society.   
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The average, taken on the N atoms, including those atoms that reach their ground state at time t´ 
before t and those that are still excited at time t is:  
 
       
G22 (t) = N




















.  [2] 
 
This model cannot be distinguished from the physically different case where there are two fractions 
of probes,  fd undergoing a fluctuating field characterized by the perturbation factor 
 
                                         [3] 
 
and fs subjected only to the static field. Indeed, Eq. [2] is equivalent to: 
 
                              G22 (t) = fd exp(−λt ) + fs[ ]G22s (t)  .               [4] 
 
Eq. [2] and [4] coincide if: 
     
fd =
λr λ      fs =
λg
λ      λ = λr + λg . 
 
All these models have been used in the past for dealing with AE. Pasquevich et al. [14] have used 
Eq. [4] to analyze PAC results of Ga2O3:111In.  Very recently Sato et al. [73] have used the 
Bäverstam et al. model to discuss the local fields in the vicinity of 111Cd probes in different ZnO 
samples (0.5 at.% inactive In-doped and undoped)  by means of the PAC technique.* Penner and 
Vianden [12] have used Lupascu’s approximation for analyzing their PAC results in Al2O3:111In.   
Summarizing, a close description of the AE and their temperature dependence is still missing.  
Examples of PAC studies performed on binary oxides using 111Cd and 181Ta impurity probes 
A compilation of the PAC studies performed on binary oxides using 111In(EC)111Cd and         
181Hf(β-)181Ta impurities as probe-atoms is given in the appendix. If other way of production of the 
probes are used, this will be explicitly indicated. Results of selected experiments that have given by 
themselves important information are described for two specials cases below.  
Indium Oxide. Indium oxide (In2O3) is a very important material for microelectronic applications 
[74]. It is widely used as a material for transparent electrodes in electronic devices such as liquid 
crystal displays [75], solar cells [76], as a barrier layer in tunnel junctions [77],  as a sensing 
material in gas sensors [78] and in nanowire technology [79]. In2O3 occurs in the bixbyite structure, 
body-centered cubic (bcc, Ia3 , a=10.117 Å). All deposited In2O3 films show this cubic crystal 
structure. A rhombohedral (rh, R3C , a=5.478 Å and c=14.51 Å) structure has been reported [80], 
but only few reports concerning the synthesis of Rh-In2O3 can be found in the literature [81,82].  
 
 
*During the proofs reading of this chapter, E.L. Muñoz et al. reported a combined experimental and ab initio analysis of 
ECAE in Sc2O3:111In using also the Bäverstam et al. model to fit the PAC spectra (Muñoz et al., Hyperfine Interact. , 
DOI: 10.1007/s10751-010-0207-2). 
( )ttGtG s λ−= exp)()( 2222
72 Defects and Diffusion Studied Using PAC Spectroscopy
A variety of electrical properties of In2O3 thin films can be obtained (metallic, semiconducting, or 
insulating behavior). Highly conductive Sn doped In2O3 films are widely used as transparent 
electrodes in optoelectronic devices. Highly resistive In2O3 thin films are widely used as active 
layers of gas sensors [78], especially in ozone sensors. 
Stoichiometric In2O3 is a transparent insulator that can be doped by substituting Sn for In to yield n-
type indium tin oxide (ITO), a well-known transparent conductor. In contrast, Al2O3, which is 
isoelectronic with indium oxide and is another transparent insulator, cannot be effectively doped. A 
major difference between these two materials is that In is a multivalent cation as evidenced by the 
existence of several indium oxides: In2O3, InO and In2O. In a simple integer-valence ionic model, 
the In valence decreases from 3+ to 2+ to 1+ in this sequence. Hence, the multivalent nature of In 
likely enables the In2O3 host electronic structure to accommodate the enormous conduction electron 
concentrations (of order 1020/cm3 or more) typical of useful transparent conductors, and associated 
with the three indium oxides mentioned above [83]. 
Indium in In2O3 has electronic configuration In3+: [Kr]4d105s05p0, hence the ion can  add  electrons 
to the empty 5s and 5p levels. Of course, substantial metal/oxygen hybridization occurs but, in 
general, adding electrons to energetically clustered bands will probably introduce optical transitions 
in the visible portion of the spectrum. Hence, for n-type transparent conductors, the conduction 
band minimum should be well separated energetically from higher lying bands. This condition is 
met in the elements Cd, In, Sn, Zn and Ga, all of which still have filled d-bands after reaction with 
oxygen [83]. 
In the context on hyperfine interactions studies of binary oxides using PAC and 111In(EC)111Cd as 
probe, In2O3 becomes very special  because the starting probe is not an impurity in the compound. 
The hyperfine interactions can be studied without taking into account the binding of structural or 
electronic defects to the probe site, at least before de EC decay of 111In to 111Cd. While the local 
structure of the In site is well-known and the structural relaxations produced by the 111Cd atom has 
been understood completely [30,32], open questions remain concerning the electronic configuration 
of the impurity center after the EC decay.   
In 1956, Lehmann and Miller carried out the first PAC investigation on In2O3 doped with 
111In(EC)111Cd [84]. Measuring at room temperature the angular correlations of the 111Cd γ  
radiation, they found a PAC spectrum dramatically attenuated.  This attenuation was attributed to 
the influence of the K-electron-capture. Latter on, in 1963, at the Uppsala meeting on “Extranuclear 
Perturbation on Angular Correlations”, Frauenfelder coordinated a discussion about “after-effects” 
[85].  He introduced the topic as follows: “ In 111Cd one has a K-capture. After this capture, the 
radioactive atom can be described with a Swiss cheese model. First there is a hole in the innermost 
shell. Then, with a certain probability, about half or so, an X-ray will be emitted so that the hole 
moves out.  The hole diffuses into the shells.  In the following steps, as the energies of the 
electronic transitions decrease, the probability of Auger effects predominate on the probability of X-
ray emissions. This results in the multiplication of the holes.  As a final result the probe can get 
charges up to 20|e| or even more.   It is known that the probe can get the ground state in a time of 
10-13 s, when it is embedded in a metallic surrounding. The first γ -ray in the cascade of 111Cd is 
emitted from a nuclear level, which decays with a mean lifetime of 120 ps, which is very much 
longer than the recovery time mentioned above.  The questions were: what happens in an insulator 
where the electrons may be not available? Are there really after-effects? ” 
In 1964, Salomon [86] found that the attenuation of the PAC spectrum of 111In(EC)111Cd in In2O3 
can be removed by increasing the measuring temperature. Twenty years later, Bibiloni et al. [10] 
showed that the recovering of the PAC spectra with temperature can be related to the increase of the 
electron availability at the probe site. In turn, this increase is related to the semi conductive nature 
of In2O3.  At the same time, the two EFGs that are the signature for probes located at  the two non-
equivalent cation sites (called D and C) of the cubic bixbyite structure of this oxide where identified  
by different PAC groups [10,87]. 
In In2O3 the cations reside at the centre of two oxygen octahedra with quite different geometry and 
cation-oxygen bond-length. Furthermore, the crystallographic abundance is well reproduced by the 
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observed fractions of the two mentioned EFGs [10, 87,88]. The method of introducing the 111In 
probes (during the chemical synthesis, by implantation or diffusion) does not change the general 
result: evidently the radioactive probes find the correct crystallographic sites in their ‘‘own’’ oxide. 
Among the binary oxides, there are many sesquioxides that crystallize in the same bixbyite structure 
having lattice constants in a wide range from 0.94 to 1.09 nm. This group takes its name from the 
mineral (Fe,Mn)2O3, called bixbyite. The cations form a nearly cubic face center lattice in which six 
out of the eight tetrahedral sites are occupied by oxygen atoms. The elementary cell of the oxide 
lattice consists of eight such cubes, containing 32 cations and 48 O2- ions. The structure is 
characterized by two nonequivalent sites for the cations, called “C” and “D” for their point group 
symmetry, both coordinated with six oxygen atoms. Their abundance in the lattice is 3:1. Site D is 
axially symmetric and can be described as surrounded by six oxygen atoms at the corners of a 
distorted cube, leaving free two corners of a body diagonal. In site C the cube is more distorted and 
the six oxygen atoms leave free the two corners on a face diagonal.  The distribution of the nearest 
oxygen neighbors around the cations in each site are represented in Figure 4. The real situation has 
been approximated by a cube that keeps the main symmetry properties of the sites. The simplest 
model used to predict the EFG in a solid is the point charge model (PCM). In this model the atoms 
are replaced by punctual charges usually selected according to the nominal valence (zk) of the ions 
in the lattice. Locating the origin of coordinates at the site of interest, the lattice contribution to the 
EFG tensor Vijlatt at this site can be calculated as the direct sum of the contributions from each 
charge ezk: 














where the sum extends to all the ions in the lattice. In this model the contribution of the deformed 
core electron shells of the probe-atom, located at the site of interest, due to their interaction with the 
rest of the ions is taken into account through the Sternheimer antishielding factor γ
∞
, amplifying 
the lattice contribution: 
 





latt .  
 
In this context, the EFG produced at each cation site in a bixbyite by the nearest neighbor ions can 
be calculated assuming that the oxygen ions have equal charge. This calculation gives the following 
values and ratios of the EFG components at each site:  
 
















Fig. 4: Oversimplified scheme of the 
oxygen distribution around each cationic 
site in the bixbyite structure: (a) site D, (b) 
site C. The arrows denote the EFG 
principal axes in each case.  In the case of 
Site C, the axes Y and Z can be 
interchanged since  = 1   does not allow 
distinguishing between them.  In the real 
structures the oxygen atoms are slightly 
displaced from the corners of the cube. 
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As these oxides show nearly pure ionic binding character the strength of the EFG at the cationic 
lattice site could be expected to be proportional to d-3, where d represents a typical distance to 
neighboring oxygen ions. Therefore, the group of bixbyite oxides gave a unique chance to study the 
influence of the lattice size on the observed EFG. As shown in Fig. 5 the measured quadrupole 
frequencies νQ  on both sites scale nearly linearly with a
-3 (a is the lattice constant) in the whole 
bixbyite crystal-class [89]. In more detail, the following information on the local structure can be 
obtained: For site D, the deviation from the linearity of νQ (D) with a
-3 is small and axial symmetry 
(ηD  ≈ 0) is observed for all oxides. For site C a dramatic increase of νQ (C) and a non-linear 
decrease of ηC  with a-3 is found. The straightforward interpretation is that the octahedron around 
site D, even if they relax, remains with axial symmetry through the bixbyite series, while the 
Fig. 5: (a) The dependence of the hyperfine parameters  for 111In(EC)111Cd probes on 
both sites D and C of the bixbyite structure on a-3, where a is the lattice constant. (b) The 
asymmetry parameter (C) varies slowly with a-3, whereas (D) = 0 remains for all 
bixbyites. Recreated from Ref. [89]. 
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irregular octahedron around site C are increasingly deformed with increasing lattice constant, as 
shown by the ηC  behavior. 
As already mentioned, the first paper on the application of the PAC technique to an oxide found the 
electron-capture AE for 111In(EC)111Cd probes in In2O3 [84]. The 111In isotope decays via EC to the 
7/2+ state of 111Cd and, with a mean life time of 170 ps, the first γ  quanta of the PAC cascade is 
emitted. The EC-decay caused a hole in the K-shell, which is filled and followed by X-ray and/or 
Auger transitions. Within 0.01 ps further Auger processes produce additional holes in higher shells. 
Therefore, the 111Cd-atom is highly ionized after its creation and electrons are needed to stabilize its 
electron shells. It depends strongly on the properties of the matrix (metal, semiconductor, and 
insulator) whether enough electrons are available in time or not. In metals the missing electrons are 
fast supplied quickly and no AE are observed. But in semiconductors or insulators the relaxation 
time of the excited electron shell may be longer than the mean lifetime of the hyperfine-sensitive 
intermediate state in 111Cd (τ  ≈ 121 ns), leading to time-dependent (fluctuating) EFGs (giving rise 
to a dynamic hyperfine interaction) and hence to damped G22(t) PAC perturbation functions.  
Many different experiments have proven that the EC AE is, without doubts, the origin of this 
damping of the R(t) functions. Implantations at ISOLDE/CERN of the T1/2 = 48 min isotope 111mCd 
Fig. 6: Reduced amplitude of the perturbation function of 111In(EC)111Cd- probes implanted in 
In2O3 plotted versus the measuring temperature for both sites C and D. Included are data 
obtained at ISOLDE after implantation of 111mCd into In2O3. Recent data obtained at IPEN 
using  111In-diffused in In2O3 powder samples are shown for comparison [90].  Recreated from 
Refs. [1,11].  
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into different bixbyite oxides showed no AE [1,11] (see Fig.6).  The number of 111In probes that 
senses a dynamic interaction at a certain temperature in In2O3 seems to depend also on the nature of 
the sample, as shown in Fig. 6 by the results of recent experiments performed at IPEN/São Paulo * 
[90]. 
Furthermore, the absence of attenuations at room temperature was observed in the PAC experiments 
with the 181Hf(β-)181Ta probe in this oxide [91] (see Fig. 7). This observation is also valid for the 
rest of the bixbyites studied with the 181Hf probe [29, 35,92-96].  
In the two examples given above (experiments using 111mCd and 181Hf), no EC-decay can distort the 
probe’s electron shell creating additional electronic holes.  It is very interesting to mention here that 
the EFG measured with 111Cd and 111mCd are equal, reflecting the same electron density in the 
neighborhood of the probe-atom. This fact is in excellent agreement with the results obtained in the 
ab initio calculations in Cd-doped In2O3 performed almost 20 years later than the first experiments. 
In effect, the experimental EFG is exactly reproduced if the ionized (Cd-) state of the impurity (one 
trapped electron)  is considered [31]. If one hole is present, the predicted EFG at site C change 
aprox. 50% [97].  
*Instituto de Pesquisas Energéticas y Nucleares (IPEN), São Paulo, Brazil 
Fig. 7: PAC spectra (left) and their Fourier spectra (right) measured at RT on: (a) 
chemically prepared In2O3:181Hf  annealed 1 h at 1303 K, (b) 181Hf-implanted  in 
‘‘crystalline’’ In2O3 thin film annealed 1 h at 1273 K and (c) 181Hf-implanted amorphous 
In2O3 thin film annealed 1 h at 1273 K. Reprinted figure with permission from M. Rentería 
et al., Phys. Rev. B 55, 14200 (1997) [91].  Copyright 1997 by the American Physical 
Society.  
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An alternative approach to test the presence of the AE is to dope the oxides with different amounts 
of donors to increase the availability of electrons at the 111In(EC)111Cd probes. In In2O3 this was 
done with tin [88].  The existence of these AE depends on the oxide purity.  An interesting example 
of this dependence is given by Quille et al. [98].  In  that work,  a equimolar mixture of CdO and 
In2O3 was doped with 111In and  overnight calcinated at 1273 K in normal air atmosphere, the result 
was  In2O3 doped with Cd  (CdO discomposes below 1273 K and Cd has a boiling point of 1138 K).  
PAC results obtained at room temperature (RT) and at 613 K are shown in Fig. 8b. In a second 
process, In2O3 doped with C was made, following a procedure described by Weiher [99], which 
consists in heating, at 1273 K, a mixture of indium metal and carbon, in a loosely covered porcelain 
crucible. In this way crystals of In2O3 grew on the walls and cover of the crucible. Later the crystals 
were doped by with 111In.  PAC results obtained at RT and at 613 K are shown in Fig 8a.  
The presence of AE, at room temperature, is clearly evident in the case of doping with the acceptor 
impurity Cd while, in the case of doping with C, a donor, there is no change of the spectra with 
Fig. 8: PAC spectra and their Fourier transforms, obtained at room temperature and at    
T = 613 K , corresponding to (a) In2O3 doped with C  and (b)  In2O3 doped with Cd . 
Data taken from Ref. [98]. 
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temperature.  The different attenuation observed in the spectra measured at 613 K corresponds to 




































In 1987, Bolse et al. [100] published a 111In(EC)111Cd PAC study on a thin In2O3 film on an Al 
substrate, in which no dynamic interaction was present, in contrast to the results obtained in bulk 
samples. Later, Lohstroh et al. [11] investigated this system in detail to find out, whether electrons 
can be ‘‘injected’’ from the substrate into the film or not. 111In ions were implanted into In2O3 films 
of various thickness (100–1000 nm), which were deposited onto different substrates (Au, Al, Si, 
Al2O3) to vary the availability of the electrons. Detailed analysis showed later the unintended 
presence of small amounts of dopants [1]. Figure 9 gives an overview of the results, again as a plot 
of the temperature dependence of the reduced amplitude. 
The idea that the electronic structure of the probe might contribute strongly to the EFG in binary 
oxides, triggered a new variation of the experiments. The second commonly used PAC probe is 
181Hf, which decays via β- to 181Ta. This second probe, introduced in the same systems studied with 
111Cd,  allows to study the influence of the electronic configuration of the impurity probe atom itself 
on the EFG. From the early nineties, many crystal structures have been implanted with 181Hf probes 
[29,35,37,91-96,101,102], especially the class of bixbyite oxides. Among this group, twelve oxides 
with the same crystalline structure have been compared and the data show that in all these oxides, 
Fig. 9: Reduced amplitude of 
the perturbation function of 
111In probes located at site C 
in In2O3 films with different 
thickness on different types 
of substrates.  The name of 
the data points contains the 
substrate and the film 
thickness in nanometers. 
Recent data obtained at IPEN 
using 111In-diffused in In2O3 
powder samples are shown 
for comparison [90].   
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after implantation and subsequent high temperature annealing the 181Hf probes occupy two sites that 
have been identified as the two non-equivalent cation sites of the bixbyite structure, the same as 
with the 111In(EC)111Cd probe. 
The results obtained for In2O3 show that the ratio νQ (C)/νQ (D) for both 
111Cd and 181Ta probe 
nuclei are coincident, as Fig. 10a displays. This is true in the range of the lattice parameter a 
corresponding from In to Dy sesquioxides. The values systematically depart from the value of 0.5 
obtained using the PCM with the approximation of “undistorted cubes” described above.  At 
present, this is not surprising since the structural relaxations introduced by the 111Cd impurity in the 
real case can modify the symmetry of the cation coordination at site C as a decreases, as we have 
learned from the ab initio calculations, increasing the EFG.     
In the past, it was asked in numerous discussions whether the inserted PAC probes are really “good 
observers” – only observing – or if they actually change their neighborhood, that they are supposed 
to analyze. The approximate coincidence of the ratio shown in Fig. 10a for both 111Cd and 181Ta 
probes, which tries to cancel the contribution of the probes to the EFG letting the dependence on the 
structure of the cation site (if a multiplicative model for the EFG applies), induced to think at a first 
glance that both probes must be seeing the same structure. Unfortunately we can not use the PCM to 
go deeper in the analysis of these ratios since the PCM fails in the description of the experimental 
EFGs, as Fig. 11 clearly shows. Moreover, when all the bixbyites reported in Table II are plotted in 
this systematics  it can be seen in Fig. 10b and 11 that the relative trends for sites C and D are not 
the same for both probes. Perhaps that coincidence, or better that shown in Fig. 12 for any site in 
any bixbyite, may be showing the fact that the probe tries to reconstruct its neighborhood like in its 































Fig. 10: (a) Ratio of the nuclear quadrupole frequencies ωQ of site C to that of site D in 
bixbyites. Reprinted figure with permission from M. Rentería et al., Phys. Rev. B 55, 
14200 (1997) [91]. Copyright 1997 by the American Physical Society. (b) Ratio of the 
EFG of site C to that of site D in bixbyites using the data given in Tables I and  II. The 
upper data point for In2O3(181Ta) in Fig 10b comes from a new determination and QI 
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Fig. 11: a) Experimental nuclear quadrupole frequency  and asymmetry parameter 
 measured at RT for substitutional (a) 181Ta and (b) 111Cd impurities at sites C (black) 
and D (hollow) in bixbyites plotted as a function of the lattice parameter a. The errors 
are smaller than the symbols. Dotted lines are the PCM predictions. The PCM 
predictions for  are normalized to the In2O3 values for both probes. Recreated from 
Ref. [29]. 
 

























Lattice parameter a  (A)
Fig. 12: VZZCd/ VZZTa for both sites C and D and all the bixbyites. The solid  line is just to 
guide the eye. Recreated from Ref. [92]. The lower data points for In come from the new 
determination on In2O3:181Ta [35]. 
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The body of data from the bixbyites gave the answer that the probe senses different EFGs in the 
different oxides, controlled by the local structure of each cation site of each oxide of the series and 
by the electronic configuration of the probe-atom [29,91,95]. Now, from the ab initio calculations it 
turned out that distortions around the 111Cd [18,27,31-34,37,103] and 181Ta [34-37] probe-atoms 
occur, modifying their neighborhood.  
Already with the simple PCM there had been cases where the position of some neighboring atoms 
to the probe had to be modified to achieve a better agreement between the experimental data and the 
calculation. For example, in the case of TiO2 it was argued that the 111Cd ion is larger than the Ti 
ions. A positive distortion of 0.04 Å of all six oxygen neighbors away from the probe reproduced 
the measured EFG [104]. One year before a similar idea had been proposed to match the 
experimental EFG tensor with the PCM prediction for the case of SnO2:111Cd [105]. However, these 
agreements obtained for the EFG were fortuitous since the ab initio calculations have shown that 
the relaxations are strongly anisotropic in Cd-doped TiO2 and SnO2. A much larger distortion was 
also proposed in Cr2O3:111Cd [106]. The observed EFGs were explained in the PCM by shifting the 
position of the In atoms from the substitutional Cr sites 0.29 Å along the [0 0 0 1] axis towards the 
empty octahedral interstitial sites. In this case, ab initio calculations of Darriba et al.  [37] predict 
such a displacement of the Cd atoms but also relaxations of the nearest oxygen ions.  
When already the old PCM calculations gave hints to distortions of the lattice due to the probe 
atoms in certain binary oxides, today the accuracy of the ab initio DFT calculations using the 
APW+lo method clearly depend upon the precise knowledge of these distortions. In this kind of 
calculations, electronic and structural effects, introduced into the semiconducting oxide hosts by the 
presence of the impurity probe (impurity levels, structural atomic relaxations, charge state of the 
impurity, etc.), can be described self consistently without the use of arbitrary suppositions. An 
extensive discussion on the subject can be found in the literature [27,29,30]. In all calculated cases 
in binary oxides, the amount of distortion per atom decreases rapidly from the impurity nearest 
oxygen neighbors to the other shells. 111Cd on both sites of In2O3 caused relaxations of about 5% of 
the nearest oxygen neighbors (ONN) of the Cd impurity [31,32]. In the case of 181Ta it produces 
contractions of the ONN in the order of 7-8% [35]. From the excellent agreement between all the ab 
initio EFG calculations reported at present and the experimental PAC results it was concluded that 
the Cd and Ta impurities in binary oxides try to reconstruct their environment in their own oxides, 
CdO and TaO2 [29,30,37]. Hence, the mentioned relaxations and contractions are explained by the 
smaller (larger) Ta-O (Cd-O) bondlenght  in tantalum oxide (cadmium oxide)) with respect to the 
In-O distance in In2O3.   
Hafnium oxide.  Hafnia (HfO2) is a wide band-gap semiconductor with a large dielectric constant.  
This oxide has a monoclinic structure at room temperature, transform to tetragonal structures at 
moderate temperatures, and to cubic structures at high temperatures. HfO2 presents great 
technological importance because of its high melting point, high chemical stability, and large 
dielectric constant. In various forms and with the addition of small amounts of impurities, it has 
applications ranging from solid oxide fuel cell electrolytes to catalyst substrates and protective 
coatings [107-111]. 
HfO2 is of particular interest because of its applications for electronic devices. HfO2 is a high-k 
dielectric material (ε≈25) and a wide band gap oxide (Eg ≈ 5.7 eV).  Owing to its high thermal 
stability and low leakage current, it is replacing silicon dioxide as a gate material for silicon metal-
oxide-semiconductor-field-effect transistors.  In an ionic picture, the Hf4+ ion has a closed shell 
[Xe] 4f14 configuration and consequently it is nonmagnetic. Thus the observation of a 
ferromagnetic-like and strongly anisotropic behavior, well above room temperature, without 
magnetic 3d element substitution such as Co or Mn (elements more often used in semiconductors) 
is very intriguing [50,112]. Later on several experimental studies on the magnetic properties of 
HfO2 thin films were reported in the literature with very controversial results [113]. Actually if the 
magnetic property is confirmed, it would widen substantially its application in the field of 
spintronics. Furthermore, HfO2 is a simple material and a good model to study the origin of this 
unconventional ferromagnetism.  
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In the context of hyperfine interactions studies of binary oxides using PAC and 181Hf (β-) 181Ta as 
probe, HfO2 becomes very special because the starting probe is not an impurity in the compound. 
The hyperfine interactions can be studied without taking into account the binding of structural or 
electronic defects to the probe site, at least before the β−  decay to 181Ta. This fact, the advantages 
of the γ -γ  cascade of 181Ta for PAC measurements, and the technological importance of hafnium 
oxide, has motivated several PAC investigations in the last years.  In addition, 181Hf (T1/2 = 42d) is 
easily produced by thermal neutron capture: 180Hf (n,γ )181Hf. 
 The quadrupole interaction (QI) of 181Ta in commercial coarse-grained HfO2 has been extensively 
investigated in the past [114-120], and the results for the absolute values of the QI parameters and 
their temperature dependence obtained by different authors agree well between them. More 
recently, investigations of thin films [121, 122] and nanoparticles [123] of HfO2 have been reported.  
The last reference is particularly important for this chapter. Indeed, the formation of probe-defect 
complexes (and insights into the nature of these defects)  in hafnia nanoparticles was studied in 
great detail as a function of the thermal history of the samples by Forker et al. [123] by means of 
PAC experiments using 181Ta as probe.   
Before the results obtained by Forker et al. using hafnia nanoparticles are discussed, it is important 
to describe the results, obtained by the same group, in commercial coarse-grained (cg) HfO2. Figure 
13 shows typical PAC spectra of 181Ta in cg-HfO2 at different temperatures.  Two components are 
required for a description of the room temperature spectra in the as purchased state. The dominant 
component with the well known QI parameters of m-HfO2 [120] has a relative intensity of f1 = 75%. 
The QI parameters of 181Ta in the monoclinic phase   at 300 K are the following: 
I – monoclinic:               f1= 75%    νQ  = 793 MHz    η  = 0.35         δ  = 0.07 
II – QI distribution :       f2 = 25%   νQ  =1300 MHz   η  = 0.3-0.4     δ  = 0.4 
 
Fig. 13: PAC spectra of 181Ta in powder 
samples (in vacuum) of coarse-grained 
HfO2 at different temperatures. The height 
of the striped area is a measure of the 
monoclinic fraction at 1300K. Recreated  
figure with permission from M. Forker et 
al., Phys. Rev. B 77, 54108 (2008) [123]. 
Copyright 2008 by the American Physical 
Society. 
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The temperature dependence agrees with that reported in a previous work [120]. The minority 
component II mainly shows up in the fact that the value of the anisotropy needed to describe the 
spectra at delay times t>5 ns is substantially smaller than the experimentally determined A22. This 
implies that the perturbation factor of this fraction decreases rapidly within the first few 
nanoseconds. At larger delay times, the PAC pattern contains no other oscillatory components than 
those of the monoclinic oxide. The interaction of component II is, therefore, difficult to identify.  
Forker et al. discussed two possibilities: The fast initial decrease might reflect either a static 
distribution of strong QIs or be caused by a fluctuating interaction. The data given above 
correspond to the first possibility. In the case of a slow fluctuation of the QI, the perturbation factor 
can be approximated [61,124] by Eq.1.  
Although Forker et al. made an extensive and intensive study of   n-HfO2, using non-coated and 
alumina coated nanoparticles, produced using different precursors, and complementing the 
experiments with studies of n-ZrO2, we will restrict the present description to the case of bare n-
HfO2  (as powder or pellets).  In all cases, two samples of the oxide were studied, one subjected to 























Fig. 14: PAC spectra of 181Ta in powder 
samples (in vacuum) of HfO2 nanoparticles 
at different temperatures. The height of the 
hatched area is a measure of the monoclinic 
fraction of   n-HfO2 at 1400K.  Curves A 
and B give account of the two possibilities 
for the “defect component”: 
A: a static distribution of strong QIs.                  
B: a fluctuating interaction.                                   
Recreated figure with permission from M. 
Forker et al., Phys. Rev. B 77, 54108 
(2008) [123].  Copyright 2008 by the 
American Physical Society. 
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Figure 14 shows how the PAC pattern of cg-HfO2 oxide is reached at T~ 1400 K. Figures 15 and 16 
show the relative intensity f and the relative linewidth δ  of the monoclinic phase of the n-HfO2 as a 
function of temperature.  Figure 15 illustrates the typical behavior found in a continuous heating 
and cooling program; figure 16 the behavior found in a cycling experiment.  In all the cases, the 
monoclinic fraction at T increases with temperature to reach saturation f~0.95 at T<1200 K.  
The increase of the monoclinic fraction f is accompanied by an irreversible decrease of the QI 
linewidth δ .  Forker et al. shows that the degree of order characterized by the linewidth δ  and the 
grain size d are correlated: The sharper the X-ray diffraction (XRD) lines, the less the damping of 
the oscillation amplitudes of the PAC spectra. The correlation δ ∝1/d has also been observed in the 




























Fig. 15: The monoclinic fraction and the relative line width of the QI of 181Ta in 
nanoparticles of HfO2 and coarse-grained HfO2 as a function of temperature. Data for nano-
oxide powders and pellets are shown. The nanoparticles were continuously heated to 
T < 1550 K and cooled back to 300 K, whereas the coarse-grained oxide was cycled 
between temperature T and 300 K. For cg-HfO2, the plot shows at a given T both the 
monoclinic fraction f (T) measured at this temperature (solid downward triangles) and the 
fraction f(300 K) (open circles) observed at 300 K after cooling from T. Note that                
f (300 K) =  f (T) for all T. The solid lines at T<800 K represent fits (using the two trapping 
model that will be described later) to the monoclinic fraction of the nanoparticles measured 
when cooling from 1450 K.  Recreated figure with permission from M. Forker et al., Phys. 
Rev. B 77, 54108 (2008) [123].  Copyright 2008 by the American Physical Society. 
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The most remarkable aspect of the data in Figs. 15 and 16 is the pronounced decrease of the 
monoclinic fraction f upon cooling. When continuously lowering the temperature from T < 1500 K, 
f remains constant down to T~700 K, and then drops by about 35% within a temperature interval of 
150–200 K. The frequency distribution of the remaining monoclinic component, however, 
maintains the narrow line width δ  reached at T~1500 K. The reduction of the monoclinic intensity f 
observed for the nanoparticles indicates that below T~700 K, a large fraction of the probe nuclei in 
these particles becomes subjected to a different QI. As in the native coarse-grained oxides, this 
second component (in the following termed “defect” component) mainly shows up as a pronounced 
loss of anisotropy in the first few nanoseconds. Again, at larger delay times, the PAC pattern 
contains no other oscillatory components than those of the monoclinic oxide.  
It is important to stress that the appearance of this defect component, which has been found for all 
nanoparticles, bare, coated, and outgassed, in powder samples and pellets and for all precursors, is 
fully reversible: Upon cooling from T> 1200 K, the monoclinic fraction drops to fm ~0.65 at T<500 
K, but by heating to T>800 K, its saturation value fm ~0.95 is promptly restored. 
Fig. 16: The monoclinic fraction and the line-width of the QI of 181Ta in nanoparticles of 
HfO2 as a function of temperature. The powder samples (in vacuum) were cycled between 
T (full squares) and 300 K (open squares), and at the end, continuously cooled from 1400 
K. The solid lines represent fits (two trapping model) to the monoclinic fraction measured 
upon cooling from 1400 K. Recreated figure with permission from M. Forker et al., Phys. 
Rev. B 77, 54108 (2008) [123].  Copyright 2008 by the American Physical Society. 
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       The reversible appearance of a defect component at the expense of the monoclinic fraction 
upon cooling was also observed when the nanoparticles were cycled between an elevated 
temperature T and 300 K. The effect is easily seen in Fig. 16, where from T~700 K onwards, 
f(300 K) is significantly smaller than f(T), while δ (300 K) ≈ δ (T). Cooling from 1300 to 300 K 
results in a pronounced loss of amplitude; the attenuation of the oscillations with time, however, is 
not affected. The difference [f(1400 K) - f(300 K)] was found to be independent of the time (within 
100 h) the sample was kept at 1400 K. Due to the lack of oscillatory structure of the defect 
component, the precision of its QI parameters is as limited as that of component II of the cg-oxides. 
Assuming a static QI distribution,  one obtains QI parameters of the order νQ  ~ 1100–1300 MHz, η  
~ 0.3–0.5, and δ  ~ 0.4–0.6, which are quite similar to those of component II of the coarse grained 
oxides already described. 
The data of cg-HfO2 in Fig. 15, illustrate that the bulk material presents a different behavior: Here, 
the monoclinic fraction maintains its high-temperature value upon cooling. Note: cg-HfO2 was 
cycled between T and 300 K, and the plot in Fig. 15 shows at a given T both the monoclinic fraction 
f(T) measured at this temperature and the fraction f(300 K) observed at 300 K after cooling from T. 
One finds f(300 K) = f(T) at all T. Obviously, the appearance of the defect component in the 181Ta 
PAC spectra is correlated to the particle size. The same particle size effect has been observed in the 
181Ta PAC study of n-ZrO2 particles synthesized by gas phase condensation [126].  In that PAC 
experiment the sample was annealed at increasing temperatures TA and, after each annealing step, 
the 181Ta PAC was measured at room temperature. For grain sizes d~50 nm (determined by XRD), 
the monoclinic fraction f(290 K) remained far below the saturation value: f(290 K) < 0.6. However, 
when d exceeded 100 nm at TA~1400 K, the monoclinic fraction saturated at f(290 K) ~1, i.e., the 
defect component had disappeared. At 1450 K, the grain size of the particles studied in the recent 
investigation of Forker et al. does not exceed d ~30 nm and, in these particles, about one-third of 
the probe nuclei are subject to the defect interaction upon cooling below T~700 K. The comparison 
of the previous [126] and the recent PAC experiments then suggest a critical grain diameter d~100 
nm for the appearance of the defect component. 
Finally, it is worth mentioning that the 181Ta QI parameters νQ  and η  of HfO2 nanoparticles, bare 
or coated, at different temperatures agree, within the experimental accuracy, with those of the 
coarse-grained material. Also, it is noteworthy that upon heating, the disordered component II in the 
PAC spectra of the coarse-grained material vanishes, irreversibly, in the same temperature range as 
the reversible defect component of the nanocrystalline oxides (see Fig. 15), which—together with 
the similarity of their QI parameters – suggests that in both cases one observes the dissolution of the 
same defect. 
In order to obtain more information on the mechanism that leads to the appearance of the defect 
component in the 181Ta PAC spectra of the nanocrystalline oxides at T~700 K, it appeared of 
interest to broaden the investigation of QIs in nanocrystalline oxides to other probe nuclei. Forker et 
al. choose the other popular PAC probe: 111Cd.  Sample preparation, therefore, requires doping of 
the nanoparticles with radioactive 111In. Forker et al. prepared the samples by ion implantation of 
111In at 160 keV into pellets of n-HfO2 compacted with 0.4 GPa. The implantation was carried out 
at the isotope separator of HISKP/Bonna. After implantation, the samples were annealed enclosed in 
fused silica tubes, in a tube furnace at 1200 K for 10–20 h. The PAC spectra observed after this heat 
treatment require as much as four components with different QIs to reproduce the spectra over the 
entire temperature range. The component that dominates at all temperatures (decreasing reversibly 
from f 1 ~0.7 at 300 K to f 1 ~0.6 at 1200 K) is characterized by a broad distribution of strong QIs. 
This fraction corresponds to probes implanted in the interfacial regions between the nanoparticles. 
In addition, three components with sharp frequencies are found. The QI parameters of all the sharp 
components are very close to those observed by Luthin et al. [127] in the coarse-grained oxide. One  
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Fig. 17: PAC spectra and their Fourier transforms for 111Cd in HfO2 measured at 
443-1274 K in air. Reprinted figure with permission from J. Luthin et al., Phys. 
Rev. B 57, 15272 (1998) [127]. Copyright 1998 by the American Physical 
Society. 
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of the components has been identified by Luthin et al. as 111Cd on substitutional sites of monoclinic 
HfO2. The other two remained components have been associated with different charge states of 
oxygen neighbors of the 111Cd probes caused by the trapping of electron holes. The difference 
between the results obtained in the experiments carried out by Forker et al. and Luthin et al. 
suggests that in the nanoparticles only 50% of the implanted probes end up on regular host sites.  
PAC results obtained by Luthin et al. on cg-HfO2 are shown in Figure 17.  The complex structure of 
the spectra is produced by the coexistence of the three sharp QI components mentioned above.   
In this chapter, we will take into account only the relative intensities f of 111Cd at substitutional sites 
of monoclinic n-HfO2 (normalized to f (T)~1 at T>1200 K) at different temperatures that are 
collected in Fig. 18 (full triangles), which for comparison includes the temperature dependence of 
the monoclinic fraction of the probe  181Ta in the same nanoparticles and of both 111Cd  and 181Ta in 
the corresponding  coarse–grained oxide.    
It is an important observation that for the two probes, 181Ta and 111Cd, the temperature dependence 
of the monoclinic fraction f(T) differs substantially. This indicates that probe rather than host 
properties must play the decisive role in the reversible appearance of nanoparticle defect 
components upon cooling from T<1200 K. The main differences are the following: 
The decrease of f(T) for the two probes extends over different temperature ranges. 
In the case of 181Ta, there is clear evidence for a particle size effect. 
In the case of 111Cd, the temperature dependence of the monoclinic fraction is independent of the 
































Fig. 18:The fraction of the probe nuclei 181Ta and 111Cd located at substitutional sites of 
monoclinic hafnia nanoparticles as a function of temperature. The solid and dashed lines 
are fits of Eqs. (5) and (6) to the experimental data. The arrows mark the temperature 
range used in the analysis of the 181Ta data. In the case of 111Cd, the entire temperature 
range T<1200 K was taken into account. For comparison, the fraction of 111Cd at 
substitutional sites of coarse-grained monoclinic HfO2 (taken from Ref. 127) is included. 
Recreated figure with permission from M. Forker et al., Phys. Rev. B 77, 54108 (2008) 
[123].  Copyright 2008 by the American Physical Society. 
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It appears improbable that the appearance of the defect component in the 181Ta PAC spectra reflects 
structural defects of the host oxides. The nanoparticles annealed at TA>1200 K show a high degree 
of order; their PAC spectra are practically identical to those of the coarse-grained oxides. The 
formation of structural defects upon cooling would, therefore, require the diffusion of cations and/or 
oxygen ions. 
Using the diffusion parameters of oxygen in nanocrystalline zirconia [128], Forker et al. estimate 
oxygen jump rates [129] of the order of 10-4 and 10-1 s-1 for the core and the interfacial region, 
respectively, of nanocrystalline ZrO2 at T~600 K, where the defect component starts to appear. The 
cation jump rates are even smaller. Forker et al., therefore, discard – on the time scale of the PAC 
experiment – the possibility of atomic diffusion at T<700 K and, hence, exclude structural defects 
as an explanation for the defect component. 
Diffusionless structural transformation is also unlikely. In such a case, one would expect another 
static QI of possibly different symmetry and strength but narrow line width, and the thermal 
evolution of this component would not extend over a temperature range of the order of 150–200 K. 
Excluding structural defects or transformations, the formation of electronic defects involving the 
probe atom should be considered as possible explanation of the defect component. 
The fact that the monoclinic fractions as seen by 181Ta and 111Cd, respectively, have completely 
different temperature dependencies f (T) and the absence of a particle size effect in the case of 111Cd 
(Fig. 18)  point into this direction. An important difference between these probes concerns their 
charge state in HfO2. After the 111In→111Cd electron-capture decay, 111Cd has valence 2+ and, in a 
lattice of tetravalent Hf ions, is attractive to positive charge carriers. Based on cluster calculations 
of the EFG, Luthin et al. [127] have attributed the observed reversible change of population of the 
components fi, and f to thermal trapping and detrapping of one or two positive electron holes at 
nearest oxygen neighbors of the probes. Cation vacancies are considered, by charge neutrality 
arguments, as the source of these electron holes. 181Ta produced by the β- decay of 181Hf, on the 
other hand, has nominal valence 5+. Relative to tetravalent Hf, 181Ta thus constitutes a positively 
charged impurity and it is conceivable that at low temperatures electrons are trapped by these 
impurity states, forming neutral Ta-electron configurations with a different QI at the nuclear site. 
Casali et al. [130] had reported ab initio calculations of the EFG at Ta nuclei on substitutional Hf 
sites of monoclinic HfO2 for the Ta charge states Ta+ and Ta0. According to these calculations, the 
quadrupole frequency νq  and asymmetry parameter η  for the charge state Ta0 should be about 20% 
larger than for Ta+. The difference of the experimental QI parameters of the monoclinic phase νq
~800 MHz and η~0.34 and the defect component (νq ~1100–1200 MHz, η~0.2–0.4, and              δ  
~ 0.4 – 0.6) in the nanocrystalline oxides is of this order of magnitude (50%). More recently, in a 
detailed ab initio study were the dilution of the Ta impurities was increase and showed to be crucial 
for the EFG predictions [131], gives a 55% difference between the EFG for Tao and Ta+, in 
excellent agreement with the experiments.      
Within the framework of this interpretation, the pronounced line broadening of the defect 
component – attributable to either a static QI distribution or slow QI fluctuations – requires the 
existence of several trapping sites. A static occupation of nonequivalent sites would produce a QI 
distribution; electrons slowly hopping between equivalent sites would lead to QI fluctuations. 
The proposed electron trapping is described in a two state model where mobile electrons are either 
in the conduction band at E=0 or occupy the Ta+ states at E = –Ed. The relative intensity of the 
defect component in thermal equilibrium, i.e., the fraction of probe nuclei decorated with a trapped 
electron, fd, is then given by [Maxwell–Boltzmann distribution with degeneracies cP and      (1 – cP),  
cP = relative probe concentration] 
 
 
fd (T ) = fo
1
1+ 1 / cp −1( )exp −Ed / kBT( )          [5] 
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with  f0=1 for ce>cp, and  f0=ce/cp for ce<cp, where cp and ce are the probe and electron 
concentrations, respectively. The fraction f(T) of probes in the monoclinic phase without a trapped 
electron is then: 
 
 f (T ) = 1− fV fd (T )[ ]           [6] 
 
The parameter fV is a measure of the volume fraction where electrons are available for trapping. Fit  
of this equation to the f (T) data of  Figs. 15 and 16 lead to Ta-electron binding energies of Ed 
~0.90(15) eV for nanocrystalline hafnia and a probe concentration ratio cp (probes per total number 
of metal ions) between 10-6 and 10-8. The relatively large uncertainties of cp and Ed are a 
consequence of the strong correlation of these parameters in the above equations.  Assuming that 
the number of mobile electrons available exceeds the number of probes (ce>cp, i.e., f0=1), Forker et 
al. obtain fV ~0.35–0.4. The value of cp deduced from f(T) in Figs. 15 and 16 is in good agreement 
with the probe concentration estimated from the γ -ray intensity of the PAC source. The total 
number of 181Ta probes of a typical PAC source is of the order of 1012 atoms which, for oxide 
samples of a few milligrams, correspond to a probe concentration cp~10-7. The proposed 
interpretation of the defects as Ta probes with a trapped electron requires a total of 1011–1012 mobile 
electrons. One possible electron source are positively charged oxygen vacancies. To account for the 
experimentally observed size effect ( fV ~0.35–0.4 at grain diameter d ~25–30 nm, and fV ~0 at 
d>100 nm), these would have to be concentrated—in the case of a spherical particle—in a surface 
layer of ~3.5 nm thickness. A conceivable mechanism for such concentration has been mentioned 
by Shukla and Seal [132] in a discussion of the “nanoparticle size effect”: In nanocrystalline 
powders with an important fraction of the atoms residing near the surface, a large number of metal 
oxygen bonds may be weakened, resulting in the desorption of oxygen ions and the creation of 
oxygen vacancies in the surface region. On the other hand, Kang et al. [133] have shown that defect 
complexes consisting of oxygen vacancies and hydrogen (VO-H) behave as shallow donors. Forker 
et al. assumed such complexes probably exist in the surface region of the nanoparticles. Indeed, 
they observed, using nuclear magnetic resonance, that after heating to high temperatures there is a 
hydrogen concentration in the range of 2.5–5.0 wt%.  It may, hence, be assumed that the 
nanoparticles of the encapsulated PAC sources still carry a sizable hydrate layer when they are 
cooled from high temperatures. (VO-H) complexes at the interface of nanoparticles and their hydrate 
layers may, therefore, constitute another possible source of the electrons required by the Ta+ 
trapping model. 
As it was already pointed out, upon heating, the disordered component II in the PAC spectra of the 
coarse-grained material vanishes, irreversibly, in the same temperature range as the reversible 
defect component of the nanocrystalline oxides (see Fig. 15), which suggests that in both cases one 
observes the dissolution of the same defect. Forker et al. explain this behavior assuming that coarse-
grained oxides may contain some disorder in the native state and a certain fraction of neutral Ta-
electron (Ta0) complexes is possibly formed. Upon heating, these complexes become ionized and 
the disordered fraction vanishes. However, with increasing temperature, the oxygen vacancies also 
migrate toward grain-boundary sinks and, as the fraction of Ta probes in the grain-boundary volume 
of coarse-grained particles is very small, the disordered component in the PAC spectra of cg-HfO2 
does not reappear upon cooling. 
The same trapping model involving positive electron holes rather than electrons may be used to 
describe the reversible temperature dependence of the monoclinic fraction of 111Cd2+ in 
nanocrystalline and coarse-grained HfO2 (see Fig.16) [127]. In contrast to 181Ta, in the case of 
111Cd, the monoclinic fraction – both in bulk and nanocrystalline oxides – disappears completely 
upon cooling.   This absence of a size effect means that all probe atoms participate in hole trapping 
and detrapping, and implies a homogeneous distribution of electron holes throughout the samples. 
For HfO2, the data presently available suggest an influence of the particle size on the binding 
energy. For 111Cd in bulk and nanocrystalline HfO2, one obtains Ed=1.5 (2) eV and Ed=0.85(2) eV, 
respectively. 
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Summary  
In this chapter PAC determinations of the hyperfine interactions at impurity sites in binary oxides 
have been presented.  Many of these oxides have important technological applications and often the 
relevant physical properties are determined by the quality and quantity of the impurities or defects 
in the oxides.  
References to very interesting investigations on HfO2, In2O3, La2O3, TiO2 were given. Experiments 
carried out on HfO2 and In2O3, doped with 111In (EC) 111Cd and 181Hf (β− ) 181Ta were extensively 
described.  In these examples, the complementary use of both probes allows to conclude on the role 
of the probe in the observed effects. In the appendix, tables with all the published data, using the 
mentioned probes in binary oxides, are presented.  
Generally, the PAC observations at the impurity centers can be related to the physical properties of 
the host, at least in a qualitative way. State-of-the-art ab initio calculations appear now as a 
powerful complementary tool in this kind of studies, necessary to obtain the physical information 
involved in impurity-host systems with precision and reliability.      
Important space of the chapter has been dedicated to the after-effects following the electron-capture 
decay of 111In. This isotope forms the source of the highly ionized impurity center through the 
electron-capture radioactive decay, and at the same time gives place  to  the nuclear probe 111Cd in 
the PAC measurements. The PAC observation is sensitive to the total availability of electrons at the 
impurity center. The applicability of the PAC technique in this sense was announced 25 years ago 
by Bibiloni et al. [10] and, since then, this possibility has been tested in several cases.  A theoretical 
approach, which accounts for these observations in terms of impurity levels, conductivity, electron 
concentration, and so on, is still missing.  
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Appendix 
Table I:  Hyperfine parameters of PAC measurements in binary oxides using 111In(EC)111Cd as 
probe. When 111mCd was also used, this is explicitly indicated but the 111In value is the only 
reported, as V33 and η values are the same for both probes. The oxides are grouped according to 






[1021 V/m2] η Comments Refs. 
A-La2O3  13.9(1) 0.10(1) 
Value extrapolated to RT, due to the presence 
of ECAE. In the 2nd quoted Ref., this highly 
distributed EFG is measured at RT 
13,134 
A-Nd2O3  13.4(1) 0.09(1)  133 
      
α-Al2O3  10.9(1) 0.00 
Singlecrystals, with 111mCd and 111Cd, ECAE 
only present in the last case, V33 in [001] 
134 
  10.91(5) 0.00 Singlecrystals 12 
α-Cr2O3 73 7.4(1) 0.00  136 
  10.06(5) 0.00 Tm= RT, assigned to Cd
0. In agreement with ab 
initio calculations by Ref. [37]. 19 
  7.52 (5) 0.00 Tm=1370 K. assigned to Cd
-1. In agreement 
with ab initio calculations by Ref. [37]. 19 
α-Fe2O3  8.1(6) 0.00 Tm=RT,   TNeel=959 K. Very reliable.  137 
α-Ga2O3 2(2) 9.07(9) 0.00 Tm=RT.  14 
 31(2) 8.97(5) 0.00 Tm=723 K 14 
α-Rh2O3  6.83(4) 0.00 Tm=RT , extrapolated for δωQ-->0 138 
α-V2O3  6.57(2) 0.00 
Tm=296 K, transforms to m-V2O3 below 
Tt=160 K 
139 
m-V2O3  8.09(3) 0.00 Tm=148 K, antiferromagnetic 139 
      
β-Fe2O3    (C) 77 8.22(5) 0.62(2)  140 
(D) 23 9.12(5) 0.05(2)  140 
β-Mn2O3  (C)  10.36(5) 0.68(1)  140 
(D)  5.76(3) 0.11(2)  140 
C-Sc2O3   
(C)  6.50(5) 0.71(1) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
Presence of ECAE. 111In was implanted. 64 
(D)  8.27(9) 0.00 Additional HFI3 seen, with (fC+f3)/fD≈3  . Presence of ECAE. 111In was implanted. 64 
C-In2O3   (C)  5.8(3) 0.70(1) 
Tm=RT, Trange= 14-1073 K, presence of ECAE, 
time range 200 ns 10 
(D)  7.8(4) 0.12(4) Tm=RT, Trange= 14-1073 K, presence of ECAE, time range 200 ns 10 
(C)  5.9(1) 0.69(5) In2O3 thin film over Al substrate, removal of the ECAE. Time range 400 ns 100 
 (D)  7.7(1) 0.00(5) In2O3 thin film over Al substrate, removal of the ECAE. Time range 400 ns 100 
(C) 77 5.93(2) 0.71(1) Tm=873 K.  Presence of ECAE 88 
 (D) 23 7.73(2) 0.00 Tm=873 K.  Presence of ECAE 88 
C-Lu2O3  
(C)  2.90(2) 1.0 Tm=300 K, agrees with  APW+lo  Cd
0  17,18 
(C)  4.91(2) 0.764(7) Tm=1273 K, agrees with APW+lo Cd1-  17,18 
(D)  7.76(3) 0.04(4) Tm=300 K, agrees with APW+lo  Cd0  17,18 
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Table I (cont.) 
(D)  7.90(3) 0.00(6) Tm=1273 K, agrees with APW+lo Cd1- 17,18 
(C)  2.93 0.78 Tm=973K. Strongly damped below Tm=600 K. 141 
(D)  7.48 0.00 Tm=973 K. Strongly damped below Tm=600 K. 141 
C-Yb2O3  (C)  4.83(5) 0.75(2) 
Additional HFI3 seen, with (fC+f3)/fD≈3. 
Presence of ECAE in a low % of probes. 64 
(D)  7.67(9) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3. 
Presence of ECAE in a low % of probes. 64 
C-Tm2O3 (C)  3.47 0.72 Tm=600 K.  Strongly damped below Tm=600 K. 141 
(D)  7.89 0.0 Tm=600 K.  Strongly damped below Tm=600 K. 141 
C-Tl2O3   (C)  6.49 0.21 Tm=295 K  141 
(D)  6.65 0.0 Tm=295 K  141 
C-Er2O3   (C)  4.25(3) 0.97(3) 
Additional HFI3 seen, with (fC+f3)/fD≈3 . 
ECAE are not present. 142 
(D)  7.36(3) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 142 
C-Y2O3    (C)  4.43(9) 0.77(2) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
Presence of ECAE. 64 
(D)  7.47(9) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
Presence of ECAE. 64 
C-Ho2O3  (C)  4.05(5) 0.83(2) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 143 
(D)  7.47(9) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 143 
C-Dy2O3   (C)  4.08(9) 0.81(5) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 64 
(D)  7.42(9) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 64 
C-Gd2O3  (C)  3.1(1) 0.97(3) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 143 
(D)  7.2(2) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 143 
C-Eu2O3  (C)  3.90(3) 0.90 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 142 
(D)  8.43(3) 0.00 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 142 
(C)  2.154 0.87 Tm=565 K 141 
(D)  7.249 0.00 Tm=565 K 141 
C-Sm2O3 (C)  2.93(9) 0.91(3) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 143 
(D)  7.17(5) 0.07(5) 
Additional HFI3 seen, with (fC+f3)/fD≈3  . 
ECAE are not present. 143 
      
CdO  0.0  
Tm=RT-770 K. Very broad EFG distribution 
around V33=0. ECAE are not present 144 
NiO  0.0  
TC=631 K ; Tm=700 K and  295 K ;  
TN=550 K 145 
NbO2        (1) 47 10.0(1) 0.36  146 
(2) 41 6.5(1) 0.85  146 
SnO2  5.78(5) 0.1(1) 
Fraction increases from 25% at 4 K to  70 % at 
1000 K, due to the presence of ECAE. 15 
  5.83(4) 0.18(2) Tm=293 K    105 
TiO2  5.23(5) 0.18(1) Tm=293 K   104 
  5.34(2) 0.18(1) Tm=290 K  20 
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  5.34(2) 0.18(1) 
Singlecrystal , Tm=290 K ,  
 V33 in [110] (=[-1 1 0]) 26 
Mn3O4(B)  9.32(5) 0.89(1) Octahedral site.  As assigned in  Ref. 147. 140 
  4.32(2) 0.13(6) 
As assigned in Ref. 140. At least difficult to 
decide.  140 
β-Ga2O3(2) 69(1) 5.934(5) 0.13(1) 
Octahedral site, preferential occupation,  
Tm=863 K  14 
MoO3  2.1(3) 0.2  η not well defined, obtained through χ2 test 148 
Co3O4(B)  7.27(4) <0.07 Octahedral site  149 
      
Mn3O4(A)  4.32(2) 0.13(6) Tetrahedral site.   As assigned in  Ref. 147.  140 
  9.32(5) 0.89(1) 
Tetrahedral site. As assigned in Ref. 140. At 
least difficult to decide.  140 
ZnO  1.555(5) 0.00 
Poly and singlecrystalline samples,  V33 in 
[001]  15 
  1.7(3) 0.00 Error in V33 takes into account the Q error 73 
 85 1.584(5) 0.00 ZnO commercially obtained (99.99% purity) 150 
 100 1.569(1) 0.00 ZnO prepared by the sol-gel method 150 
Co3O4         (A)  0.0(2)  Regular tetrahedral site 149 
β-Ga2O3     (1) 20(1) 9.17(5) 0.32(6) Tetrahedral site, Tm=863 K  14 
      
SnO  80 5.7(9) 0.18(1) 
Tm=RT. Assigned (via APW calculations) to 
Cd0 charge state. At higher temperatures V33 is 
better defined. Presence of ECAE.  16 
 20 8(1) 0.44(2) 
Tm=RT. Assigned (via APW calculations) to 
Cd1+ charge state (trapped hole). At higher 
temperatures V33 is better defined. Presence of 
ECAE.  16 
AgO  16.1(2) 0.0(1)  100 
CuO  20.93(4) 0.42(1) Very reliable  151 
      
Ag2O  6.4(4) 0.00(5)  100 
Cu2O  6.18(4) 0.00 
Very reliable,  from 111In implantation in 
polycrystalline Cu2O and from reduced 111In-
implanted CuO.   151 
  4.2(2) 0.7(1) 
HFI seen in oxidized Cu:111In samples, 
assigned in Ref. 150 to Cu sites with defects  in 
Cu2O. 152 
      
B-Sm2O3  10.31(1) 0.979(5) 
Only one site populated among 3 possible 
cation sites. Assigned to site Sm(3) in Ref 154. 153 
B-Eu2O3  10.36(5) 0.975(8) 
Only one site populated among 3 possible 
cation sites. Assigned to site Sm(3) in Ref 154. 153 
B-Gd2O3  10.40(2) 1.00 
Only one site populated among 3 possible 
cation sites. Assigned to site Sm(3) in Ref 154. 153 
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Table II: Hyperfine parameters of PAC measurements in binary oxides using 181Hf(β− )181Ta  as 






[1021 V/m2] η Comments Refs. 
α-Al2O3  11.0(2) 0.17(3) Singlecrystal , V33 in [001] 155 
α-Cr2O3     36 
α-Fe2O3  7.53(2) 0.06(1) Polycrystalline , Tm=954 K, TN=955 K  156 
  7.5(1) 0.04(4) Singlecrystal, Tm= 973 K ,  V33 in [001] 37,157 
      
C-Sc2O3 (C) 78(2) 14.12(7) 1,00 Fractions normalized for 90% of the probes 93 
 (D) 22(2) 17.86(3) 0.16(1) Fractions normalized for 90% of the probes 93 
C-In2O3 (C)  12.4(1) 0.6(1) 
Mean value from 3 samples (films and 
chemical preparation), 4 HFI present . 
Inverted fractions, fC/fD < 1 
91 
 (D)  16.35(2) 0.15(1) 
Mean value from 3 samples (films and 
chemical preparation), 4 HFI present. 
Inverted fractions, fC/fD < 1 
91 
 (C) 77(2) 16.68(3) 0.154(4) New experiment,  supported by ab initio calculations 35 
  (D) 23(1) 18.99(3) 0.02(6) New experiment, supported by ab initio calculations 35 
C-Lu2O3 (C) 80(3) 13.96 0.452(4) Tm=300 K 92 
 (D) 20(1) 23.55 0.06(4) Tm=300 K 92 
C-Yb2O3 (C) 65(5) 13.68(6) 0.47(1)  94 
 (D) 35(5) 23.32(2) 0.01(4)  94 
C-Tm2O3 (C) 66(8) 13.16(9) 0.49(1) 
Doped by ball milling-assisted solid-state 
reaction  96 
 (D) 34(8) 22.5(1) 0.00 Doped  by ball milling-assisted solid-state reaction 96 
C-Er2O3 (C) 69(2) 12.9(6) 0.570(6) Fractions normalized for 90% of the probes 95 
 (D) 31(2) 22.73(9) 0.00 Fractions normalized for 90% of the probes 95 
C-Y2O3 (C) 70(6) 13.06(3) 0.544(3)  94 
 (D) 30(3) 22.86(7) 0.00  94 
C-Ho2O3 (C) 70(4) 12.76(3) 0.612(4) 
Tm=300 K, normalized fractions for 80% of 
probes, 2 more minor fractions at Tm<573 K 
29 
 (D) 30(5) 23.09(8) 0.00 Tm=300 K , normalized fractions for 80% of probes, 2 more minor fractions at Tm<573 K 
29 
C-Dy2O3 (C) 69(5) 11.9(1) 0.649(7)  94 
 (D) 31(5) 21.77(1) 0.0(2)  94 
C-Gd2O3  (C) 74(3) 11.80(3) 0.768(4) Fractions normalized for 70% of probes 95 
 (D) 26(1) 22.08(6) 0.00 Fractions normalized for 70% of probes 95 
C-Eu2O3 (C) 74(8) 11.37(3) 0.798(4) Tm=300 K 29 
 (D) 26(3) 21.6(1) 0.00 Tm=300 K 29 
C-Sm2O3 (C) 63(9) 11.9(2) 0.81(4) 
Tm=300 K, 15% of the monoclinic the B-
Sm2O3 phase 
92 
 (D) 22(8) 21.3(2) 0.00 Tm=300 K, 15% of the monoclinic the B-Sm2O3 phase 
92 
      
SnO   12.98(4) 0.07(2) Polycrystals 101 
      
SnO2  17.02(4) 0.72(1) SnO2 crystalline thin film 101 
  16.96(4) 0.7 
181Hf-doped Sn-O thin film and then 
crystallized 102 
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Table II (cont.) 
 
 
TiO2 100 14.32(7) 0.55(1) Singlecrystal, V33 in [001] 30 
  14.19(6) 0.57(1) Polycrystal, Tm=0 K, extrapolated 20 
β-Ga2O3(2) 30  0.40(1) δ=2(1) %. Invoked for the octahedral site. Singlecrystals, V33 normal to the a-b plane 158 
      
ZnO  3.77(4) 0.04(10) Polycrystalline pellet 159 
β-Ga2O3(1) - - - Not seen… 158 
      
m-ZrO2  14.2(5) 0.335(15) Tm=RT ? 114 
 80 14.05(4) 0.335(5) Tm=300 K 123 
m-HfO2 75 13.90(4) 0.345(5) Tm=300 K 123 
 70 13.72(6) 0.340(3) Tm=300 K 120 
 87 13.8(1) 0.35(1) Tm=RT 160 
 100 13.85(6) 0.378(4) Tm=RT 32 
 100 14.01(9) 0.354(5) Tm=RT, after 1h at 1273 K treatment in air  96 
      
B-Sm2O3   (1) 13(2) 7.65(7) 1.00 
Tm=290 K, from transformation of 181Hf-
implanted C-Sm2O3 bixbyite (this agrees 
with implantation in the B-phase) 
154 
(2) 79(3) 17.03(3) 0.619(3) 
Tm=290 K, from transformation of 181Hf-
implanted C-Sm2O3 bixbyite (this agrees 
with implantation in the B-phase) 
154 
(3) 8(1) 21.2(2) 0.94(2) 
Tm=290 K, from transformation of 181Hf-
implanted C-Sm2O3 bixbyite (this agrees 
with implantation in the B-phase) 
154 
B-Eu2O3     (1) 20(2) 14.3(2) 1.00 
From transformation of 181Hf-doped C-
Eu2O3 bixbyite (this agrees with 
implantation in the B-phase) 
161 
(2) 70(3) 17.55(7) 0.632(5) 
From transformation of 181Hf-doped C-
Eu2O3 bixbyite (this agrees with 
implantation in the B-phase) 
161 
(3) 10(1) 19.0(1) 1.00 
From transformation of 181Hf-doped C-
Eu2O3 bixbyite (this agrees with 
implantation in the B-phase) 
161 
B-Gd2O3    (1) 13(4) 13.4(3) 0.85(4) Implantation in the B-Gd2O3 phase 161 
(2) 78(5) 17.76(3) 0.610(5) Implantation in the B-Gd2O3 phase 161 
(3) 9(2) 18.78(9) 1.00 Implantation in the B-Gd2O3 phase 161 
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