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The purpose of this Masters thesis is to study the use of an alternative formulation of a
submerged vegetation layer in open channel flow, using a porous medium instead. The
turbulent flow is modelled with the use of Reynolds-Averaged Navier-Stokes (RANS) equa-
tions using the open-source toolbox Open Field Open Access Manipulation (OpenFOAM).
The porous medium is defined according to the Darcy-Forchheimer model which requires
the determination of the intrinsic permeability and passability coefficients. These param-
eters are estimated from the average geometric properties of the vegetation elements in
a method validated in previously published studies. This method eliminates the ad hoc
calibration required in the use of global drag coefficients in the RANS equations tradi-
tionally used to take into account the effects of submerged vegetation on open-channel
flow. The use of this methodology has been previously partially validated using com-
mercial numeric simulation codes. However, these tend to be costly solutions and very
limited in their customizability. This study seeks to partially reproduce work done on
the commercial code ANSYS-CFX in an open-source code environment as well as to try
and conduct numeric studies of other open-channel flow experiments with a range of
varied submerged vegetation parameters (ergo, porosity values) so as to not only test the
robustness of the numeric code but of this methodology as well. This work’s methodol-
ogy also took on a more simplified numerical solution approach by use of a less robust
algorithm (with no time derivative) than previously conducted studies. It was then pos-
sible to further understand the types of phenomena present in this type of flow and the
required theoretical considerations which should be taken into account so as to produce
valid computational study results.
Keywords: OpenFOAM, porousSimpleFOAM, SIMPLE, Porous medium, Porosity, Sub-




O propósito desta tese de Mestrado incide no uso de um método alternativo no caso
particular de uma camada de vegetação densa submersa em canal aberto, modelando esta
como um meio poroso. O escoamento e a sua turbulência é modelado com as equações
RANS usando a ferramenta de simulação numérica de código aberto OpenFOAM. O meio
poroso é definido recorrendo ao modelo Darcy-Forchheimer que requer a determinação
de dois parâmetros; o coeficiente de perda de carga devido às forças de viscosidade e o
coeficiente de perda de carga devido às forças de inércia. Estes parâmetros são estimados a
partir da média geométrica dos elementos da vegetação através de métodos validados em
estudos prévios, eliminando a calibração ad hoc necessária para o uso dos métodos mais
tradicionais que fazem uso de um coeficiente global de arrasto nas equações RANS para
ter em conta a perda de carga induzida pela vegetação submersa. A metodologia de uso de
meio poroso para este fim já foi validada em parte em estudos prévios usando códigos de
simulação numérica comerciais. Porem estes tendem a ser dispendiosos e limitados no que
diz respeito à sua modificação para aplicação a casos muito específicos. Este estudo visa
tentar reproduzir em parte o que já foi comprovado com o código comercial ANSYS-CFX
em ambiente código aberto assim como tentar reproduzir numericamente os valores de
outros estudos experimentais com parâmetros de vegetação (logo, também de porosidade)
variados de modo a averiguar o quão robusto é tanto o código numérico assim como a
metodologia. A metodologia deste trabalho também consistiu numa maior simplificação
da simulação numérica, usando um algoritmo menos robusto (sem derivada temporal)
que o algoritmo usado previamente. Foi possível assim aprofundar o conhecimento dos
fenómenos presentes neste tipo de escoamento e os requisitos teóricos fundamentais que
devem ser contemplados na simulação efectiva deste tipo de escoamentos.
Palavras-chave: OpenFOAM, porousSimpleFOAM, SIMPLE, Meio poroso, vegetação sub-
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"Essentially, all models are wrong, but some are useful."
(Box and Draper, 1987)
1.1 Background and Motivation
Floods are one of the costliest natural disasters to which mankind is subject to. The study
of anthropomorphic climate change and its effects make the study of flooding phenomena
with the aid of Computational Fluid Dynamics tools ever more pertinent. "Floods have a
major (defining) impact on floodplains and have significant socio-economic importance.
The relatively flat, generally fertile, land with an adjacent water supply has attracted a
large proportion of the world’s human population to dwell on floodplains at the mercy
of the hazards of major flooding, landslides and mudflows" (Marriott, 1999).
According to Terrier (2010) "flood disasters are responsible for approximately a third
of the financial losses due to natural disasters throughout the world and account for more
than half of the fatalities". He also cites a study on the trends of such disaster occurrences
which demonstrate that these figures have been increasing significantly in recent years,
making the point that this rise is partly to blame on the twentieth century engineering
perspective of alleviating these phenomena by way of hard engineering solutions in the
form of embankments, channel straightening or detention reservoirs. "However, such
methods often failed to fulfil their objectives. Floodplains, which had been developed,
continued to flood in spite of costly flood alleviation schemes", prompting advocacy of a
more open approach to flood control focusing on the Main Channel (MC) - Flood Plain
(FP) ensemble rather than solely the MC.
This new approach stemmed from the recognition and promotion of the vital role of
floodplains in flood alleviation strategies. "For flood engineers, a prerequisite to applying
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this policy is a sound understanding of the hydrodynamic processes that link a floodplain
to its channel" (Terrier, 2010).
Compound channel flow is a complex phenomenon where the interaction between the
MC and FP generates a complicated flow structure. "In practice, the modelling of such
typically three-dimensional flows structures, for example for design purposes, usually
has to be simplified" (Terrier, 2010), not only in terms of its overall geometry but in terms
of other properties which have a critical impact on flow properties.
The presence of vegetation on the floodplain, traditionally regarded by flood engineers
as a problem which hinders flow capacity, riparian vegetation is now recognised as an
integral part of the solution given its proven ecological role, thus the need to accurately
numerically model its effect on the aforementioned flow structures.
The effect of submerged vegetation in both simple and compound-channel flow has
been the topic of investigation for quite some time, with numerous experimental studies
providing valuable data for the development and refinement of numeric algorithms that
are cost effective by being both fastidious and swift on a practical engineering time scale.
Figure 1.1: Cost of computing power equal to an iPad2. Adapted from The Hamilton
Project (2011).
In the past six decades computational power and cost have taken on unprecedented
diverging paths, with the former having grown by a trillion fold (Experts Exchange, 2015)
while the latter has taken the opposite trajectory as exemplified by The Hamilton Project
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(2011) (Figure 1.1). This remarkable diverging trend has made computational power,
previously unattainable but to the wealthiest of governments, now readily available to the
regular end user, and more so to financially limited research institutions and businesses.
Mathematical models which had been contemplated more than a century ago became
useful with computers that could now put them into practice, and the available process-
ing power could be further optimised by deliberate simplifications to applied models.
However, these simplifications need to be validated given their often limited contextual
applicability, so as to ensure that the results they produce are not only mathematically
sound, but truly informative in regards to real world phenomena.
Another development that has aided in the rapid development of CFD solutions has
been the advent of the open-source movement which re-established the academic princi-
ples of source code sharing initially present in software development, which grew out of
favour as computer programs became more complex and were turned into a commodity.
The establishment of the GNU Project (GNU’s Not Unix (GNU) being a recursive acronym),
first announced on September 27, 1983 by Richard Stallman at MIT, planted the seed
for the open-source software movement, which was essentially a splinter group from the
free-software movement established by Stallman (Stallman, 2016). "Free" not as in "free
of charge", but as in freedom to run the software study it, modify it and share it. As
Stallman (2016) himself puts it, "in practice, open source stands for criteria a little looser
than those of free software. As far as we know, all existing released free software source
code would qualify as open source. Nearly all open source software is free software, but
there are exceptions". Given the often commercial applications and customizations of
the OpenFOAM (CFD Direct, 2017) toolbox used and referred to in this thesis work, the
open-source moniker will hence be used. Much like the mathematical models previously
mentioned, so too these tools need validation for them to be applicable to real world
situations.
1.2 Objectives and Methodology
The main objective of this thesis is to evaluate the use of the open-source CFD toolbox
OpenFOAM in the study of vegetated open-channel flow with a porous media analogue
to the rigid submerged vegetation. The use of porous media as an analogue to vegetation
patches is not new, although its use has been typically used to simulate the effect of forest
canopies on atmospheric boundary flow (Lemos, 2006; Peralta et al., 2014). Flows of the
type which are the focus of this study, in which "a macroscopic interface exists between
a porous media and a clear fluid, the configuration so formed is called a hybrid medium"
(Lemos, 2006).
Typically, the effect of submerged vegetation on open-channel flow has been accounted
for by a drag coefficient which has to be calibrated on a case by case basis (Brito et al.,
2016; Chen et al., 2015; Dijkstra and Uittenbogaard, 2010; Hu et al., 2012; Sonnenwald
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et al., 2016; Uittenbogaard, 2003), a method which can be heavily reliant on assumptions
which affect the validity of the results if not backed up by experience in the field.
In this thesis we start out by evaluating the performance of the porousSimpleFOAM
solver from the OpenFOAM toolbox in conjunction with an added turbulence model
by Jeyapaul (2015) and Yogesh (2017) on a rectangular compound channel flow case by
Filonovich (2015), then trying to partially replicate the numerical study by Brito et al.
(2016) which made use of a commercial software solution, both for the good results that
it was able to achieve and as a stress test due to the complexities inherent in trapezoidal
compound open-channel flow, as detailed in Filonovich (2015), and summed up in 2.5.3
as well as Brito et al. (2016).
Finally, further numerical simulations are conducted based on select parts of the ex-
perimental work of Lopez and Garcia (1997) and Nezu and Sanjou (2008) on rectangular
open-channel flow, and comparison not only with that experimental, but also numerical
work.
As mentioned above, the open-source toolbox OpenFOAM will be used, in particular
the porousSimpleFOAM solver which, as the name implies, is a SIMPLE algorithm based
solver for single-phase, steady-state, incompressible fluid turbulent flows with explicit or
implicit porosity treatment.
1.3 Thesis Outline
The present work is divided into five chapters and one appendix. Chapter 1 introduces
the reader to the studied topic, giving a background that motivated this study, stating the
main objectives and a brief description of the methodology used to accomplish them, and
presenting the outline of the thesis.
In Chapter 2 a brief review of fundamental theoretical concepts required to under-
stand the phenomena involved in submerged vegetated flow and how it’s typically mod-
elled. Then there’s an introduction to flow in porous media, how porosity is modelled and
how to apply existing models to submerged vegetation. A brief overview of turbulence
modelling and introduction to the turbulence models used in this work is presented and
an abridged description the main aspects on numerical modelling of rectangular and
trapezoidal compound channel flows is presented. This later section aims to illustrate the
turbulent field in compound channel flows and the different numerical approaches used
previously by other authors in their simulations.
Chapter 3 introduces the OpenFOAM CFD toolbox, structure of the CFD package, and
the algorithms and numerical techniques used in this study. This chapter also presents
the importance of convergence and mesh independence study in CFD simulations.
Chapter 4 first presents the experimental and numerical study used for validation
and the experimental studies used for the numerical simulations of this work.
Chapter 5 summarizes the results of each individual experiment and resumes the




Appendix A should be considered an extension of chapter two, with additional theo-
retical concepts. These are basic concepts about submerged flexible vegetation, additional














The main focus of this thesis is the validation of the OpenFOAM toolbox for the study
of submerged vegetated flows with the use of a porous media analogue. In order to
properly set-up the numerical case studies and then evaluate their results, it is necessary
to comprehend the complexities of submerged vegetated flows, porous and hybrid media
flow, turbulence modelling and vegetated open-channel flows, the latter by focusing first
on cases non vegetated flow of various complexities, and then taking into account the
effect of the introduction of submerged vegetation to these types of flow.
There have been numerous studies focused on the impact of submerged vegetation on
simple and compound channel flows. These studies offer an abundance of experimental
and numerical results (from commercial codes) to which one can compare and adequately
validate untested codes.
However, the use of a porous media analogue for dense submerged vegetation has not
yet become a commonly adopted "tried and tested" approach, although the few studies
that do make use of this technique show it to be a promising technique.
This Chapter is divided into the reviews of the following subjects which are relevant
to the validating of OpenFOAM for the study of these types of flow:
• Section 2.2 presents a definition of submerged vegetated flow, how the vegetation
is typically characterized, modelled and the impact that it has on the fluid flow.
• Section 2.3 describes the parameters and formulation of steady state, single-phase,
incompressible porous media flow, how to integrate the vegetation parameters de-
scribed in the previous section into the classic Darcy-Forchheimer model, and the
particularities of hybrid media flow.
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• Section 2.4 introduces basic concepts in turbulence modelling with basic formula-
tion of the prevalent two-equation models and brief descriptions of more robust
models able to account for the flow structures in open channel flow which were
used to conduct both the studies in the bibliography as well as in this work.
• Finally, Section 2.5 summarizes the flow characteristics of open channel flow, both
simple and vegetated, and their respective numerical simulation research.
2.2 Basic concepts in submerged vegetated flow
The presence of submerged vegetation (i.e., rooted vegetation with a vertical extent less
than the water depth) in floodplains is common in flood situations. In order to adequately
model the effects of submerged vegetation on open compound and/or rectangular chan-
nel flow by means of a porous medium, its necessary to first understand both how to
characterize the vegetation at hand, and how its experimental real flow is affected so as
to assess the validity of its numerical study.
Brito et al. (2016) rely on Nepf (2012b) and Nepf (2012a) description and characteri-
sation of vegetation parameters to characterize the geometric scales used to build up the
porous media analogue (see Section 2.3). What follows is a description of the characteris-
tics of vegetated flow, pertaining to the topic at hand, based on Nepf (2012b) and Nepf
(2012a) (original sources omitted), and complemented by additional sources.
As mentioned in the Nepf (2012b), "the presence of vegetation alters the velocity field
across several scales, ranging from individual branches and blades on a single plant to
the community of plants, called the meadow or canopy".
Although there are many aspect pertaining to submerged canopy flow which are
adapted from terrestrial canopy flow (Nepf, 2012b), "unlike terrestrial canopies, aquatic
canopies can occupy all or a large fraction of the flow depth such that the dynamic impact
of the canopy is felt over the entire flow domain". (Nepf, 2012b)’s review focused on the
fully developed flow structure over and through long canopies, of which this study is
only concerned with the submerged kind.
2.2.1 Geometric scales
The canopy geometry is defined by the scale of its individual elements, namely the in-
dividual stems and blades and the number of these elements per bed area. The frontal
area per canopy volume a (known as the leaf area index in terrestrial canopy literature)





where d is a characteristic diameter or width of the canopy elements, and ∆S the
average spacing between those elements. A dimensionlless measure of the canopy density
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is the frontal area per bed area, λ, known as the roughness density (Nepf, 2012b). For




a dz = ahv [-] (2.2)
A value of λ >≈ 0.23 is considered to be a dense vegetation layer (Nepf, 2012a).
Vegetation density can also be be described by the solid volume fraction, ϕ, occupied
by the canopy elements (see Section 2.3.3.2). If the individual elements approximate an








= ab [-] (2.4)
where d is the blade width and b the blade thickness (Nepf, 2012b).
"Aquatic canopies exhibit a wide range of geometry. marsh grasses are relatively
sparse with d = 0.1 to 1 cm, [ϕ] = 0.001 to 0.1, and a = 0.01 to 0.07 cm−1 (...). Mangroves
are among the densest canopies, with [ϕ] as high as 0.45, mean trunk diameters of 4 to
9 cm, and a up to 0.2 cm−1 (...). Seagrasses have a = 0.01 to 1 cm−1 and [ϕ] = 0.01 to 0.1
(...). Emergent plants tend to have rounded stems for higher stiffness, and submerged
grasses tend to have a blade geometry in which the width (0.3 to 1 cm) is larger than the
thickness (≈ 0.1 cm), in which case d is the blade width" (Nepf, 2012b).
2.2.2 Momentum Scales
According to Nepf (2012b), "within a canopy, flow is forced to move around each branch
or blade so that the velocity field is spatially heterogeneous at the scale of these elements.
A double-averaging method is used to remove the element-scale spatial heterogeneity, in
addition to the more common temporal averaging (...). We let the coordinates x and z
be parallel and normal to the local mean bed slope, with z = 0 at the bed and positive
away from the bed. The velocity vector u = (u,v,w) corresponds to the coordinates (x,y,z),
respectively, The instantaneous velocity and pressure p fields are first decomposed into
a time averaged (overbar) and deviations from the time average (single prime). The
time-averaged quantities are further decomposed into a spatial mean (angle bracket) and
deviations from the spatial mean (double prime). The spatial averaging volume is thin
in the vertical direction, to preserve vertical variation in the canopy density, and large
enough in the horizontal plane to include several stems (> ∆S).
Using the double-averaging method, the streamwise momentum equation becomes":
D〈u〉
Dt
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"Here ρ is the water density, ν the kinematic viscosity, θ is the bed slope, and g is the
gravitational acceleration [(see Figure 2.1)]. Term i is the spatial average of the Reynolds
stress. Term ii, called the dispersive stress, is the momentum flux associated with spatial
correlations in the time-averaged velocity field [which has been shown to be] less than
10% of the Reynolds stress (term i) for [λ > 0.1]. Term iii is the viscous stress associated
with the spatial variation in 〈u〉 [(see Section 2.4 for detailed description of these terms)].
The final term, DV , is the spatially averaged drag associated with the canopy elements,
which is often represented by a quadratic drag law:
Figure 2.1: 2D vegetated canopy open-channel flows and coordinate system. Adapted







where CD is the canopy drag coefficient. Because the drag acts on the fluid within the
canopy, which occupies only (1−φ) of the total volume, the drag is divided by the factor
(1−φ). The canopy drag length scale, Lc, is defined from the quadratic law, i.e., based on





This represents the length scale over which the mean and turbulent flow components
adjust to canopy drag. Because most aquatic canopies have high porosity (φ < 0.1), this
scale is commonly approximated by (CDa)−1.
The drag coefficient, CD , is affected by the canopy density, a; the element Reynolds
number, Red = 〈u〉d/ν [(see Sections 2.3.3.5 and A.3)]; and the morphology of the indi-
vidual canopy elements. (...). The Darcy-Forchheimer equation [(see Section 2.3.4.2)] has
also been used to described drag in wetlands (...) and coral canopies (...). For flexible
vegetation, the posture of the bed is affected by the flow speed, a phenomenon called
reconfiguration. As velocity increases, the blades are pushed over into more streamlined
positions so that the drag force increases more slowly with increasing velocity than pre-
dicted by the quadratic drag law. The impact of a changing plant shape on the drag
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force has been represented by altering the exponent in the drag law, while holding a, the
frontal area, constant at the undisturbed (no flow) value, a0. (...) In practice, it is difficult
to characterize the frontal area a for real plants, which has led to contradictory results in
the dependency of drag on velocity" (Nepf, 2012b).
Equation 2.5 is also know as the VARANS equation (Higuera Caubilla, 2015; Marques,
2015), which determines the average flow in a porous medium (such as a submerged
canopy) without taking account the exact direction of the flow, as illustrated in Figure
2.2.
In Pedras and Lemos (2001), it is shown that for the macroscopic momentum equation
the order of integration (time average and volume average) "is immaterial in regard to the
final expression obtained. Also, the TKE resulting from application of the two averaging
operators, following both orders of integration, are different". This work and it sources
(Gray and Lee, 1977; Slattery, 1967; Whitaker, 1969; Whitaker, 1999) should be consulted
for a more in-depth understanding of the application of the volumetric operator. In
regards to the time-averaging operator, which is used when turbulence effects are of
concern, see section 2.4.
Figure 2.2: Representation of fundamental VARANS principle. Adapted from Higuera
Caubilla (2015).
For an application of the VARANS equations to submerged vegetated patches in Open-
FOAM consult Chen et al. (2015), where models for the drag (or sink) term by Pedras and
Lemos (2001) and Uittenbogaard (2003) are compared.
2.2.3 Submerged Canopies
"The velocity within a submerged canopy has a range of behavior depending on the
relative depth of submergence, defined as the ratio of flow depth, H , to canopy height,
h [(see Figure 2.4b)]. The flow within the canopy is driven by the turbulent stress at
the top of the canopy as well as by the gradients of pressure and gravitational potential
11
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− 1 [-] (2.8)
Three classes of canopy flow can be defined from Equation 2.8: deeply submerged or
unconfined (H/h > 10), shallow submergence (H/h < 5), and emergent (H/h = 1). A great
deal is known about unconfined canopy flow based on work in terrestrial canopies(...).
When unconfined, the flow within a canopy is driven by the turbulent stress at the top
of the canopy, i.e., by the vertical turbulent transport of momentum from the overflow,
with negligible contribution from the pressure gradients. The terrestrial canopy model
can be applied to aquatic canopies that are deeply submerged. However, because of the
limitation of light penetration, most submerged aquatic canopies occur in the range of
shallow submergenceH/h < 5 (...), for which both turbulent stress and potential gradients
are important in driving flow in the canopy. For emergent conditions (H/h = 1), flow is
driven by the potential gradients, (...).
(a) Sparse canopy (λ 0.1) (b) Transitional canopy (λ ≈ 0.1) (c) Dense canopy (λ 0.1)
Figure 2.3: Vertical (z) profile of longitudinal velocity and dominant turbulent scale for
a sparse (a), transitional (b) and dense (c) canopies, where h is the submerged canopy
height and δe is the vortice fixed penetration length into the canopy. Adapted from Nepf
(2012b).
For a submerged canopy, there are two limits of behaviour, depending on the relative
importance of the bed drag and the canopy drag. If the canopy drag is small compared
with the bed drag, then the velocity follows a turbulent boundary profile, with the veg-
etation contributing to the bed roughness (sparse canopy; Figure 2.3a). If the canopy
drag is large compared to the bed drag, the discontinuity in drag that occurs at the top
of the canopy (z = h) generates a region of shear resembling a free shear layer with an
inflection point near the top of the canopy (dense canopy, Figure 2.3b,c)" (Nepf, 2012b).
Nepf (2012b) also states, based on his sources, that the transition between the sparse and
dense regimes occurs at the roughness density CDλ = ah = 0.1, CD being the canopy drag
coefficient, with one study showing it be as high as CDλ = 0.15. "On the basis of measured
velocity profiles in aquatic systems (...), the profile exhibits a boundary layer form with
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no inflection point if CDah < 0.04. A pronounced inflection point appears at the top of
the canopy for CDah > 0.1. Because CD ≈ 1 in most of the studies considered, these limits
are consistent with the scaling and numerical estimates given above" (Nepf, 2012b). He
does stress that his review focuses only on unidirectional flow, and that in flow conditions
dominated by waves the canopy drag may have little impact on induced wave velocity, a
topic which he further elaborates on in his paper.
Focusing on the dense canopy conditions (λ > 0.1) there is a demonstrated similarity
between canopy sheer layers and free shear layers. "In a free shear layer, the velocity
profile contains an inflection point, which triggers a flow instability that in turn leads to
the generation of Kelvin-Helmholtz vortices (...). These structures dominate the transfer
of momentum between the high speed and low-speed streams, and their size sets the
length scale of the shear layer. For dense submerged canopies (λ > 0.1), the momentum
absorption by the canopy is sufficient to produce an inflection point in the velocity profile,
which, as in free shear layers, leads to the generation of Kelvin-Hulmholtz vortices (Figure
2.3b,c). These vortices are called canopy-scale turbulence to distinguish it from the
much larger boundary-layer turbulence, which may form above a deeply submerged or
unconfined canopy, and the much smaller stem-scale turbulence.
Over a deeply submerged (or terrestrial) canopy (H/h > 10), the canopy scale vor-
tices are highly three dimensional owing to their interaction with larger boundary-layer
turbulence, which stretches the canopy-scale vortices, enhancing secondary instabilities
(...). However, with shallow submergence (H/h ≤ 5), which is common in aquatic sys-
tems, larger-scale boundary-layer turbulence is not present, and the canopy-scale vortices
dominate the turbulence field, both within and above the canopy (...). For shallow sub-
mergence, the canopy scale turbulence is also more coherent (less than three dimensional)
than that observed with deeply submerged (or terrestrial) conditions. However, in both
cases, the canopy style vortices dominate the vertical transport at the canopy interface
(...).
In a free shear layer, the vortices grow continually downstream, predominantly through
vortex pairing (...). In canopy shear layers, however, the vortices reach a fixed scale and
a fixed penetration into the canopy (δe in Figure 2.3b,c) at a short distance from the
canopy’s leading edge (...). On the basis of measurments with a flexible model of the sea-
grass Z. marina (a = 5.7 m−1), a fixed shear layer scale is reached at a distance of 10h from
the leading edge of the meadow (...). The fixed vortex and shear-layer scale is reached
when the shear production that feeds energy into the canopy-scale vortices is balanced
by dissipation by canopy drag. This energy balance predicts the following length scale,





where CD is the Canopy drag coefficient. As mentioned previously a factor of CDλ ≥
0.1 is required to produce shear layer vortices, so Equation 2.9 applies only to those
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canopies. "In the range CDλ = [0.1,0.23], the shear layer vortices penetrate to the bed,
δe = h, creating a highly turbulent condition over the entire canopy height (Figure [2.3b]).
At higher values of CDλ, the canopy scale vortices do not penetrate to the bed, δe < h
(Figure 2.3c).
The scaling δe ∼ a−1 has been observed in flows near porous layers over a wide range of
physical scales, from granular beds to terrestrial forests and urban canopies (...). However,
the scale relation must brake down when (CDa)−1 approaches the scale of the canopy
elements , d, because a is defined only as an average over multiple elements. For rigid
cylinders, when (CDa)−1 is less than 2d, the penetration scale transitions to a constant
δe ≈ 2d (...). The depth of submergence, H/h, can also affect the penetration length scale.
For H/h < 2, δe is diminished from Equation [2.9], as interaction with the water surface
diminishes the scale and the strength of the vortices.
The penetration length, δe, segregates the canopy into an upper layer of strong tur-
bulence and rapid renewal and a lower layer of weak turbulence and slow renewal (...).
Flushing of the upper canopy is enhanced by the canopy-scale vortices that penetrate this
region (Figure [2.3c]). In contrast, turbulence in the lower canopy (z < h−δe) is generated
in stem wakes and has a significantly smaller scale, set by the stem diameters and spacing.
Canopies for which δe/h < 1 (Figure [2.3c]) shield the bed from strong turbulence and
turbulent stress. Because turbulence near the bed plays a role in resuspension, these
dense canopies are expected to reduce resuspension and trap sediment. (...). We note
that the transition in near-bed turbulence and resuspension does not occur abruptly at
CDλ = 0.23 but occurs gradually with increasing CDλ above this value, as the canopy
scale vortices are progressively pushed further from the bed. Because of the reduced
near-bed turbulence, dense canopies can promote sediment retention. In sandy regions,
which tend to be nutrient poor, the preferential retention of fines and organic material
(i.e., muddification) enhances the supply of nutrients to the canopy so that dense canopies
provide a positive feedback to canopy health in sandy regions. In contrast, in regions with
muddy substrate, which is more susceptible to anoxia [(lack of oxygen)], sparse meadows
(CDλ ≤ 0.23) may be more successful because the enhanced near-bed turbulence removes
fines, leading to a sandier substrate that is less prone to anoxia" (Nepf, 2012b).
"In compound open-channel flows H/h (see Figure 2.4a) is a function of the relative
depth hr , defined as the relation between FP flow depth hFP and MC flow depth hMC"





2.2.4 Mean Velocity Profile
Based on Nepf (2012b)’s description of vegetated flow so far, "sufficiently far above a
submerged canopy (z > 2h), the velocity profile is logarithmic (...):
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(a) Compound open-channel with Main Channel
and Flood Plain.
(b) Rectangular open-channel flow.
Figure 2.4: Cross-sections of open-channel flow geometries with vegetation. Adapted









with κ = 0.4 (von Kármán constant). The horizontal average (in angled brackets) is
not strictly needed above the canopy but is retained for consistency with the equations
within the canopy. The friction velocity, u∗, is related to the Reynolds stress at the top of
the canopy, u∗2 = 〈u′w′〉h. The parameters zm and z0 are the displacement and roughness
heights, respectively, both of which depend on the canopy roughness density, λ. On
the basis of studies with both model and real vegetation, a simple estimate for friction
velocity is":
u∗ = [gS(H − h)]0.5 [m·s-1] (2.12)




+ sinθ [m] (2.13)
"If the vegetation is flexible, then h is the mean deflected height of the canopy (...).
However, if the depth of submergence is small, compared to the displacement height, the
following estimator is more accurate":
u∗ = [gS(H − zm)]0.5 [m·s-1] (2.14)
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The "penetration length scale, δe [(Figure 2.3)], describes the distance over which
turbulent stress penetrates the canopy from above. Similarly, the displacement height is











"which has been confirmed for λ ≈ [0.2,0.3] (...). For λ > 1, the displacement thickness
tends towards zm ≈ h, indicating that essentially the entire canopy is cut off from the
overflow. In addition, zm goes to zero at λ = 0.1. When zm = 0, the velocity profile has no
inflection point (Figure [2.3a), consistent with the observation that λ > 0.1 is required to
produce an inflection point in measured velocity profiles (Figure [2.3b,c]).
The dependency of the roughness height, z0, on the canopy density, λ, differs signifi-
cantly above and below the threshold of λ = 0.1 (...). In the sparse-canopy range (λ < 0.1),
the roughness height increases with increasing λ. In sparse canopies, the flow penetrates
the full canopy so that z0 is proportional to the drag imparted by the full canopy, CDλ, i.e.,
z0/h ∼ CDλ. In contrast, for dense canopies (λ > 0.1), the roughness height decreases with
increasing λ. The effective heigh of the canopy, as seen by the overflow, is the penetra-
tion scale, δe. The roughness height depends on this effective height, rather than canopy
height, so that z0 ∼ δe ∼ a−1. (...).
The logarithmic profile form is based on equilibrium turbulence such that dissipation
and production are locally in balance (...). Largely because of the vertical transport
provided by the shear layer structures, this condition is not met for some distance above
the canopy, called the roughness sublayer. For very shallow submergence, H/h ≤ 1.5, the
roughness sublayer extends to the surface, and a logarithmic structure is not observed
above the canopy".
Nepf (2012b) goes on to describe the velocity profile within the bed so as to obtain a
reasonably accurate full velocity profile by combining the models for above-canopy and
in-canopy profiles. This is illustrated in Figure 2.5 which contains the measured velocity
(dots) and predicted velocity (solid line) with confidence line (dashed lines) from Ghisal-
berti, 2005. Parameters are: H = 46.7 cm, h = 13.9 cm, S = 2.5× 10−5, a = 0.034 cm−1, and
CD = 0.77 (measured). Above the meadow, the velocity is predicted from the logarithmic
profile (Equation 2.11), with friction velocity as per Equation 2.12, zm as per Equation
2.15, and z0 = (0.04±0.02)a−1. For the equations used to determine the in-canopy velocity
profile please consult the source.
Given that the use of a porous medium as an analogue to a dense submerged canopy
nullifies any study of a valid in-canopy velocity profile (Marques, 2015; Sonnenwald et al.,
2016), the details of how to model it will not be discussed here.
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Figure 2.5: Measured velocity (dots) and predicted velocity (solid line) with confidence
line (dashed lines) from Ghisalberti, 2005. Adapted from Nepf (2012b).
2.3 Basic concepts in porous media flow
A porous medium can be described as a solid (or solid matrix) with interconnected voids
distributed somewhat uniformly throughout the bulk of the body (Jambhekar, 2011;
Polezhaev, 2006), of which its main characteristic is porosity, φ (Equation 2.17).
The use of porous media in CFD goes beyond its initial applicability in describing
actual physical porous structures. It extends to other physical structures, which on a
physical level, act as a porous medium in the way that these structures might dampen
the flow of a given fluid, and even redirect its flow, such as the use of porous media as an
analogue for swirl vanes in a gas turbine engine as in Ford et al. (2013).
It is therefore a topic of great interest in various scientific and technical fields, with
wide applications in the field of engineering (Jambhekar, 2011; Li and Ma, 2011; Nield
and Bejan, 2013) as can be seen in Figure 2.6.







(c) Cooling pores in a gas
turbine blade
Figure 2.6: Applications of porous media. Adapted from Jambhekar, 2011.
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As stated in chapter 1, this thesis has as its main purpose the validation of the use of a
porous medium as a stand-in for a submerged dense vegetative layer, as initially validated
by Brito et al. (2016) and more recently Sonnenwald et al. (2016), using the OpenFOAM
open-source tool. Although limited (Marques, 2015; Sonnenwald et al., 2016), the use of
a porous medium to simulate a vegetative layer provides a more pragmatic and scientific
approach to achieving valid numeric simulations of the effects of submerged vegetation
(Brito et al., 2016; Sonnenwald et al., 2016), effects which have been traditionally taken
into account by introducing an extra sink term into the momentum equations, thus
accounting for the additional flow resistance of the submerged vegetation. This term
is usually "modelled as a drag force on a rigid obstacle (cylinder/vegetation element)
with drag coefficient of an isolated cylinder, accounting for both viscous and form drag
arising from the spatial perturbation of velocity and pressure" (Brito et al., 2016). There
are similar methods which use more complex turbulence models such as RSM, which
are more computationally expensive to run (Cebeci, 2004; Filonovich, 2015; Pope, 2000;
Versteeg and Malalasekera, 2007), or which just make use of a bulk drag coefficient.
However, these approaches have their own limitations. The method which makes use of a
cylinder’s drag coefficient, though able to reproduce the flow velocity profiles, disregards
eddy-eddy and eddy-cylinder interactions, as well as being unable to properly address the
vegetation spatial heterogeneity and requiring a numerical mesh fine enough to account
for individual vegetation elements (Brito et al., 2016).
In his Master’s thesis, Jambhekar (2011) thoroughly describes the fundamentals of
Darcy and non-Darcy (Forchheimer) flow models. What follows is a literature review
composed of mainly this source complemented by additional sources. However, some
details will be abridged or omitted due to the particular nature of the type of porous
media flow which is the scope of this thesis, namely isothermal single-phase steady-state
flow in porous media.
2.3.1 Scales - The continuum approach
How one treats the problem of flow through a porous medium is largely dependent on the
scale considered. It is only convenient to apply a conventional fluid mechanics approach
to the flow phenomenon in the fluid filled spaces if one is looking at a micro-scale or
pore-scale, analysing the flow in a particular section of the porous medium. In cases such
as those being studied in this thesis, i.e. the macro-scale, such an approach is not feasible
due to the complicated flow paths and the need to describe the complex spatial resolution
of the porous structure, requiring an excessively refined mesh in order to accurately
describe the flow (Jambhekar, 2011).
"The finite scale and engineer would look at is the molecular scale. The continuum me-
chanics based approach is used for transition from the molecular-scale to the micro-scale.
The consideration of a continuum corresponds to replacing the molecular properties
by averaged properties over a large number of molecules. (...), the consideration of a
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continuum at the macro-scale is a fundamental concept of fluid mechanics" (Jambhekar,
2011).
In Brito et al. (2016), Lemos (2006), and Pedras and Lemos (2001), the continuum
approach is adopted by means of a volume averaged approach so as to describe the flow
properties on a macro-scale. Figure 2.7 illustrates the different scales involved in the
averaging process.
Figure 2.7: Micro-scale to macro-scale transition. Adapted from Jambhekar (2011).
The domain is first analysed at the micro-scale (see Section 2.3.3) and its properties
are averaged over a Representative Elementary Volume (REV) "in order to obtain a macro-
scale description of the system with effective parameters such as porosity φ (...) and
intrinsic permeability K" (see Section 2.3.4). "The macro scale is also referred to as the
REV-scale. It can be seen from Figure" 2.7 "that at the REV scale, detailed spatial reso-
lution of solid matrix and fluid phase is lost, and effective volume averaged parameters
(effective parameters) are available" (Jambhekar, 2011).
The volume averaged quantities need to be independent from the REV-size, so the
latter must be properly selected. This is illustrated in Figure 2.8, where it’s shown that
the selected REV should be smaller than the flow domain and larger than a single pore in
the porous medium. This is to avoid both oscillations due to existence of inhomogenieties
at the micro-scale, and fluctuations caused by macroscopic heterogeneities of the medium
(Jambhekar, 2011).
2.3.2 Local equilibrium in porous media
"The local thermodynamic equilibrium in porous media mainly consists of thermal, chem-
ical and mechanical equilibria as follows:
Thermal equilibrium: A system is said to be in local equilibrium, if at any given point
of the system all the phases exist at the same temperature T :
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Figure 2.8: Definition of the REV. Adapted from Jambhekar (2011).
T = TS = TF [K] (2.16)
Here, TS and TF are the temperatures of the solid matrix and fluid phase respectively.
Chemical equilibrium: A system is said to be in chemical equilibrium, if the potential
for exchange of chemical components across different phases or within a phase is zero. In
other words, there is no exchange of components within a phase or between phases.
Mechanical equilibrium: When multiple fluid phases are present in the system, me-
chanical equilibrium refers to the existence of equal pressure on either side of the phase
boundary (e.g., a lake surface). However, in the context of the porous media flow, one
must account for the pressure jump at the fluid phase boundaries due to capillarity i.e.,
the capillary pressure" (Jambhekar, 2011).
2.3.3 Effective parameters
In order to accurately describe the porous medium and translate the measurements of
the REV properties into parameters usable by the numerical simulator, its necessary to
accurately define the parameters relevant to the type of flow being studied.
2.3.3.1 Porosity (φ)
As first mentioned in the beginning of this Section, porous media consist of a solid (or
solid matrix) with interconnected voids distributed somewhat uniformly throughout the
bulk of the body. It is defined as the ratio of the volume of pores in an REV to to the
volume of the REV (Jambhekar, 2011):
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φ =
V olume of pores in REV
V olume of REV
[-] (2.17)
As indicated in Equation 2.17, porosity is a dimensionless parameter, and in the
current study the solid matrix composed of vegetation elements is assumed to be a rigid
structure (Brito et al., 2016; Lopez and Garcia, 1997; Nezu and Sanjou, 2008).
2.3.3.2 Solid volume fraction (ϕ)
The density of a porous medium can also be described by the solid volume fraction,





where dv is the average diameter of cylinders analogous to the synthetic grass elements





2.3.3.3 Porous media comprised of non-spherical particles
"A great number of empirical or semi-empirical models have been developed to predict
flow characteriscs in porous media" (Li and Ma, 2011). As described in Section 2.3.4.2,
these models are based on Darcy’s earliest work which made use of sand columns as a
porous medium. The medium then has particles which are approximately spherical, or
can be assumed to be as such. For porous media packed with non-spherical elements,
which is usually the case in reality (Li and Ma, 2011), an equivalence between spherical
and non-spherical particles (e.g., cylinders, hollowspheres, hollow cylinders, or rings),
has to be established so as to make use of established models (see Section 2.3.4.2). "Some
research works in this aspect showed that much higher pressure drops have been obtained
than anticipated from the calculations based on spheres (...). The increase in tortuosity
was considered as the reason why non-spherical partical beds generate higher pressure
drop". Li and Ma (2011) go on to specify that other parameters such as the dynamic
specific surface, i.e., the wetted surface and the form drag were proposed to modify
the model while others correlated the Ergun constants (see Section 2.3.4.2) to the shape
factors of particular cylinders and rings. "However, all these aditional parameters and
approaches are rather vague in physical meaning and hard (if not impossible) to quantify
experimentally" (Li and Ma, 2011).
What follows are descriptions of some basic parameters required to take this differ-
ence in pressure drop into account while making use of established equations (see Section
2.3.4.2).
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Sphericity (ψ) "The constantψ is the shape factor of the particles (also called sphericity),
which is defined as the ratio of the surface area of equivalent-volume sphere to that of the
actual particle:
ψ =
surface of sphere of equal volume to the particle












where Vp is volume of the particle, Ap the surface area of the particle, and Asp the
surface area of the equivalent volume sphere" (Li and Ma, 2011).
Equivalent Diameters of Non-Spherical Particles For a packed bed with spherical par-
ticles, the shape factor ψ is taken as unity and the diameter dvs as the actual diameter of
the particles. For a bed packed with non spherical particles, the diameter dvs is obtained








which is also referred to as the volume-surface mean diameter. When we take this
term and multiply it by the shape factor ψ defined in Equation 2.20 for non-spherical










= dsd [m] (2.22)
where SV is the specific surface area and dsd the Sauter mean diameter which is de-
fined as the diameter of a sphere that has the same ratio of volume to surface area as the
particle of interest (Li and Ma, 2011).
In studies prior to Li and Ma (2011) only the Sauter mean diameter was employed
in the prediction of the pressure gradient, while the non-sphericity of particles was not
explicitly considered, since the Sauter mean diameter emphasizes the importance of
specific surface area in particle characterisation, eliminating the shape factor ψ in the
expression of ψdvs, as show in Equation 2.22. In their study, Li and Ma (2011) found
that the Sauter mean diameter was not sufficient to predict the pressure drop of fluid
flow in the packed beds with the non-spherical particles. They then proposed another
mean particle diameter, which is called the equivalent particle diameter, being equal to
the product of the shape factor and Sauter mean diameter:
deq = ψdsd [m] (2.23)
By choosing the equivalent particle diameter and applying it to the modified Ergun
equation (see Sections 2.3.3.3 and 2.3.4.2, respectively), Li and Ma (2011) were able to
establish a correlation between the numerical results and the corresponding experimental
data. "The definition of the equivalent particle diameter has an emphasis on the shape
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factor in the friction laws and explicitly reflects a physical mechanism for the contribution
of an increased tortuosity to the frictional drag because of the complexity in shapes,
especially at turbulent regime" (Li and Ma, 2011).
2.3.3.4 Intrinsic permeability (K)
The ability of a porous medium to allow a fluid to pass through it is referred as its intrinsic
permeability (K), a macro-scale property, and is part of the definition of the hydraulic
conductivity tensor (Kf ). The latter is also a macro-scale property which accounts for the
influence of viscosity and adhesion at the soil grain surfaces (Jambhekar, 2011). For a





where K is the intrinsic permeability tensor, ρ and µ are fluid properties, namely,
density and viscosity, respectively, and g is the gravitational acceleration (Jambhekar,
2011). "The intrinsic permeability tensor is a second order tensor with nine components







Intrinsic permeability (K) is only dependent on the porous structure and can be [the]
same or different in different directions, depending on whether the porous matrix is
isotopic or anisotropic" (Jambhekar, 2011). If it’s given a scalar value, then it is to be
assumed that the porous medium is isotropic in nature, and its intrinsic permeability and
Forchheimer tensor values are the same in every direction (Jambhekar, 2011).
2.3.3.5 Reynolds number (Re)
The Reynolds number in porous media is defined by:
Re =
Inertia f orce





where ρ, us and µ are fluid density, seepage velocity and viscosity, respectively. (Jamb-
hekar, 2011) considers L to be the characteristics length, obtained from the specific inter-
facial area (Sv), defined as the area of contact between the solid and fluid phase per unit
volume.
The Reynolds number in porous media flow is adequately named the pore (or porous)
Reynolds number Rep, based on which (according to Pedras and Lemos (2001)) "the lit-
erature recognizes distinct flow regimes, namely: (a) Darcy or creeping flow regime
(Rep < 1); (b) Forchheimer flow regime (1 ∼ 10 < Rep < 150); (c) post-Forchheimer flow
regime (unsteady laminar flow, 150 < Rep < 300); (d) fully turbulent flow (Rep > 300). The
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mathematical description of the last regime has given rise to interesting discussions in
the literature and remains a controversial issue.
For Rep < 150, classical mathematical treatment of flow in porous media (...) invokes
the notion of a REV for which balance equations governing momentum, energy and mass
transfer are written. Models based on this macroscopic (volume-averaged) point of view
lose details on the flow pattern inside the REV and, together with ad-hoc information,
give results on global flow characteristics.
For high Reynolds numbers (Rep > 300), however, turbulence models presented in
the literature follow two different approaches. In the first one (...), governing equations
for the mean and turbulent fields are obtained by time averaging the volume-averaged
equations. In the second method (...), a volume-average operator is applied to the local
time-averaged equation. Or say, in the first case, volume-average is taken first and the
time averaging is applied. In the latter method, the order of averaging is reversed. In
the literature, these two different approaches lead to different governing equations and,
ultimately, to contradicting overall conclusions" (Pedras and Lemos, 2001).
A more comprehensive review of Re in regards to porous medium flow is presented
in Appendix A.
2.3.4 Governing equations
By opting for the continuum approach one needs the definition of the laws for conserva-
tion of mass, momentum and energy for the study at hand.
2.3.4.1 Mass conservation
The mass conservation equation (or continuity equation) ensures that the net change of
mass within a continuum is zero (Jambhekar, 2011; Pope, 2000; Vafai, 2005; Versteeg




+∇ · (ρu) = 0, (2.27)
where ρ is the fluid density, t is time, u is the fluid velocity vector. "The first term on
the left hand side is the rate of change in time of the density (mass per unit volume). The
second term describes the net flow of mass out of the element across its boundaries and
is called the convective term" (Versteeg and Malalasekera, 2007).
Equation 2.27 "indicates that the rate of change of mass per unit control volume, fluxes
across the faces of the control volume and the potential sources and sinks must balance"
(Jambhekar, 2011). As in Jambhekar’s work, porosity is included in Equation 2.27, as the




+∇ · (ρφu) = 0, (2.28)
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Using the relation between the Darcy/Forchheimer velocity vector uD and the seepage









+∇ · (ρuD ) = 0, (2.30)
The velocity vector uD is referred to both as the Darcy velocity vector and the Forch-
heimer velocity vector in Sections 2.3.4.2 and 2.3.4.2. It is also mentioned in literature as
the superficial velocity (Lemos, 2006; Marques, 2015).
Furthermore, (Marques, 2015) describes the Darcy velocity vector as the average flow
velocity in the porous media, not representative of the exact velocity of the fluid coursing
through the voids, and defined as a simple algebraic manipulation of Equation 2.29:
uD = us ×φ [m·s-1] (2.31)
As Smart (2013) describes it, "Darcy velocity [uD] is a fictitious velocity since it as-
sumes that flow occurs across the entire cross section of the [porous media]. Flow actually
takes place only through interconnected pore channels (voids), at the seepage velocity
[us]".
Taking into the account the nature of the flow studied in this thesis, i.e., that of an
incompressible fluid, a rigid porous medium and no source or sink, Equation 2.30 is
reduced to:
∇ · (uD ) = 0 (2.32)
2.3.4.2 Momentum Balance
In this section the momentum balance equations for the macro-scale analysis of fluid
flow through proous medium are described. The Darcy law (see Section 2.3.4.2) and
the Forchheimer law (see Section 2.3.4.2) are the basis for describing both slow creeping
flows and high velocity flows, respectively. "Both the Darcy law and the Forchheimer law
are obtained experimentally in order to describe the flow through a porous medium and
have become the macro-scale equation of choice in literature. (...), these equations for
momentum description allow the decoupling of the continuity and momentum balance"
(Jambhekar, 2011).
Darcy Law Henry P.G. Darcy developed what is now known as Darcy’s Law in 1856
whilst studying the city of Dijon’s water supply system (Moura, 2014). This was the
first mathematical expression of fluid flow through porous media, and has thus become
the foundations for fluid flow in porous media studies (Lai et al., 2009). Darcy used
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sand packs for his steady-state unidirectional flow experiments to show that the potential
gradient (∂p/∂L) could be related to the fluid viscosity (µ) and Darcy velocity uD (see








In his original publication it was expressed in terms of hydraulic head:
uD = −Kf · ∇h [m·s-1] (2.34)
"where Kf is the hydraulic conductivity tensor as explained in Section 2.3.3.4 and ∇h is




+ z [m] (2.35)
where pρg is the pressure head and z is the elevation head" (Jambhekar, 2011). Taking





· (∇p+ ρg∇z) (2.36)
where ∇p is the applied (or potential) pressure gradient, previously referred to as ∂p∂x ,
and as mentioned previously, µ andK are the dynamic viscosity and intrinsic permeability
tensor of the porous medium, respectively. Often times the intrinsic permeability tensor





According to Lai et al. (2009), Darcy mentioned in the publication of his work how he
had difficulties conducting measurements at higher flow rates due to the demand placed
by others on the flow system of the hospital where he was conducting his experiments
(Support, 2013). This limited his experimental analysis, and mathematical model, for
slow (creeping) flows (see Section 2.3.3.5).
Forchheimer Law It was only in 1901 that Austrian engineer Philipp Forchheimer ob-
served deviations from the linearity from Darcy’s Law at high flow rates which Darcy had
not been able to observe in his original studies (Lai et al., 2009). Namely, he observed that
as the flow velocity increases, the inertial effects start dominating the flow (Jambhekar,
2011). Taking his observations into account, Forchheimer expanded Darcy’s linear form









where β [m−1] is the Non-Darcy coefficient (or Forchheimer coefficient).
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uD + βρ|uD |uD (2.39)
According to (Jambhekar, 2011), "theoretical evaluation of the Forchheimer coefficient
β is cumbersome. Thus, for most practical applications, this parameter is obtained from
the best fit to the experimental data".
This is now commonly referred as the Forchheimer equation, and flows for which it
is applicable to are called non-Darcy flows. Later on Forchheimer would end up adding
an additional cubic term, as per Equation 2.40, as Equation 2.38 still didn’t adequately
describe his observational data, thus needing the extra cubic term to account for the devi-
ations between his observations and analytical model. This limitation of Forchheimer’s
model has been noted by other authors, and as led to the development of new models for










where γ [Kg] is the experimentally determined additional mass, determined by Van
Gent in 1995 as being 0.34 (Marques, 2015).
Figure 2.9 shows how the effects of these discrepancies an have a considerable impact
on the assessment of a given porous medium, not only by way of an example where the
experimental data deviates from the Forchheimer plot but by also showing that the Darcy
coefficient β varies with increased flow rate.
Figure 2.9: Typical Forcheimer plot where β is the slope of the line which intercepts
varying value ranges of K . Adapted from Lai et al. (2009).
Ergun equation As mentioned in the Section 2.3.4.2, the non-Darcy coefficient (or
Forchheimer coefficient) is difficult to be determined theoretically. Based on his earlier
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work with Orgning, the Turkish chemical engineer Sabir Ergun proposed and expression





"where CE is called the Ergun constant and it accounts for the inertial (kinetic effects).
K is the intrinsic permeability" (see Section 2.3.3.4) (Jambhekar, 2011).
In Li and Ma, 2011, the β is referred to in its inverse form, the passability coefficient
ηp, referred to in Jambhekar (2011) as intrinsic passability, defined as the ratio of the









From Equation 2.41 and Equation 2.39, we get the Ergun equation which is also











"The Ergun coefficient CE is strongly dependent on the flow regime. For slow flows,
CE is very small. Thus, the second term on the right hand side of" Equation 2.43 "is
very small and can be neglected. This reduces the Forchheimer equation to the Darcy
equation.
As the flow velocity increases, inertial effects also increase and the flow adapts to the
Forchheimer flow regime. These inertial effects are accounted for by the Ergun coefficient
CE and the kinetic energy of the fluid ρu|u|. However, (...), a constant Ergun coefficient
CE is valid as long as the fluid flow is laminar. Thus, in the high velocity flow regime,
the Ergun coefficient CE needs to be adapted to reflect the experimental inertial effects"
(Jambhekar, 2011).
Although Jambhekar (2011) states that the modified Ergun equation only applies to
multi-phase flow, Li and Ma (2011) and Brito et al. (2016) make no such distinction and
apply the interpretation put forth in Ergun (1952) for the intrinsic permeability K and












where φ stands for porosity and dp is the averaged diameter of particles in the porous
medium. CA and CB are the Ergun constants (Li and Ma, 2011), which take on the values
of 150 and 1.75, respectively (Ergun, 1952; Jambhekar, 2011; Li and Ma, 2011). When
applied to Equation 2.38, we obtain:
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For porous media with non-spherical particles, one must consider Li and Ma (2011)
study and take into account the equivalent diameters of the non-spherical particles (see
Section 2.3.3.3). The constants CA and CB in Equations 2.44 and 2.45 for viscous and
inertial terms, respectively, may vary based on the data of experiments performed on dif-
ferent porous media comprised of packed beds, with differing values by different authors
(Handley and Heggs, 1968; Leva, 1959; Li and Ma, 2011; Macdonald et al., 1979; Roshani,
1993). Figures 2.10 and 2.11 illustrate the discrepancy between using Equation 2.48 as
per Li and Ma (2011) and Equation 2.47 with differing values of CA and CB as per tables
2.1 and 2.2.
Figure 2.10: Comparisons of experimental data with various models of Equation 2.47
and Equation 2.48 for Li and Ma, 2011 for a test bed packed by 6 mm spheres with 1 mm
centric holes and porosity value of φ = 0.39 (Bed-2 in cited study). Adapted from Li and
Ma (2011).
Table 2.1: Parameters of various porous models in eq. 2.47 for Bed-2. Adapted from Li
and Ma (2011)
Model Parameter CA Parameter CB dsd(mm)
Li and Ma, 2011 - eq. 2.48 150 1.75 5
Leva, 1959 200 1.75 5
Handley and Heggs, 1968 368 1.24 5
Macdonald et al., 1979 180 1.8 5
Roshani, 1993 130 2.1 5
"The reason for the variation of the constants is mainly due to the diversity in particles’
morphology (shapes) and size distribution, as well as the packing structure of a bed"
(Li and Ma, 2011). According to the authors of this study, efforts have been made to
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Figure 2.11: Comparisons of experimental data with various models of Equation 2.47 and
Equation 2.48 for Li and Ma, 2011 for a test bed packed by particles with 3 mm diameter
and 6 mm in length, and porosity value of φ = 0.37 (Bed-5 in cited study). Adapted from
Li and Ma (2011).
Table 2.2: Parameters of various porous models in eq. 2.47 for Bed-5. Adapted from Li
and Ma (2011)
Model Parameter CA Parameter CB dsd(mm) STDEV (kP a)
Li and Ma, 2011 - eq. 2.48 150 1.75 3.6 -
Leva, 1959 200 1.75 3.6 0.21
Handley and Heggs, 1968 368 1.24 3.6 0.47
Macdonald et al., 1979 180 1.8 3.6 0.37
Roshani, 1993 130 2.1 3.6 0.31
generalize constants CA and CB given the inconvenience of having different constants for
varying porous media. "It is well known that the Ergun equation with the constants of
respective 150 and 1.75 fits the experimental data of spherical packed beds extremely
well"(Li and Ma, 2011). In order to still use the Ergun equation for prediction of the
frictional pressure drop in porous media consisting of non-spherical particles Li and Ma
(2011) set out to determine what effective particle diameter should be employed in the
calculation. They first considered the use of the Sauter mean diameter dsd (see Equation












However, it was found insufficient in predicting the pressure drop of fluid flow in
packed beds with non-spherical particles, proposing instead the equivalent particle di-
ameter deq (see Equation 2.23), which applied to Equation 2.47 results in the following
equation:
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This means that the two crucial parameters to be obtained, the linear and non-linear
coefficients for the modified Ergun equation α and β, can be quickly estimated taking
into account the equivalent particle diameter deq (see Equation 2.23 and REV porosity φ
















2.3.5 Flow in hybrid media
As per Lemos (2006), when a macroscopic interface exists between a porous media and
a clear fluid, the configuration so formed is called a hybrid-medium. There are numer-
ous engineering applications for this sort of medium to be considered in a numerical
study, for both laminar and turbulent flow. In this sub-section a brief summary of Lemos
(2006) will be given with a focus on the equations and conditions which govern laminar
flow and a few considerations for turbulent flow. However, a comprehensive reading
and consultation of that work and its sources should be conducted for proper numeri-
cal implementation of the methods therein in any numerical tool, for both laminar and
turbulent flow conditions.
The focus will here will be on flow in composite channels, i.e., a two-dimensional
channel having a layer of porous material inside as illustrated in Figure 2.12. "The chan-
nels are partially filled with a layer of porous material. A constant-property fluids flows
longitudinally from left to right permeating through both the clear region and the porous
structure. Also, in Figure [2.12], B is the distance in between the channel walls and s the
clearance for the non-obstructed flow passage.
2.3.5.1 Macroscopic model for laminar flow
Governing equations "A macroscopic form of the governing equations is obtained by
taking the volumetric average of the entire equation set. In this development, the porous
medium is considered rigid, undeformable, and saturated by an incompressible fluid.
The microscopic continuity equation for the fluid phase is given by":
∇ · (u) = 0 (2.51)
"Applying the volume average operator to Equation 2.51, one has (see Pedras and
Lemos (2001))":
31
CHAPTER 2. THEORETICAL FRAMEWORK
(a) Model without Forchheimer term.
(b) Model with Forchheimer term.
Figure 2.12: Model for channel flow with porous material. Adapted from Lemos (2006).
∇ · (uD ) = 0 (2.52)
"where the local velocity vector u is of null value at the local interfacial area Ai
m and
the Dupuit-Forschheimer relationship [(Brock, 1991; Ritzi and Bobeck, 2008)]" has been
used:
uD = φ〈u〉i [m·s-1] (2.53)
where 〈u〉i is the intrinsic (fluid) average of u (Equation 2.52) represents the macro-
scopic continuity equation for an incompressible fluid in a rigid porous medium.
The reason as to why, in a porous medium, one should volume average the Navier–Stokes
equations, is that it "allows considering the porous zones as continuous media, charac-
terized by their macroscopic properties only, thus eliminating the need for a detailed
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description of their complex internal geometry. Hence, this technique can be thought
of as a spatial filter to obtain an average flow behaviour inside porous zones, as already
sketched in" Figure 2.2 (Higuera Caubilla, 2015).
The microscopic Navier-Stokes equation for an incompressible fluid with constant













(φ〈u〉i) +∇ · (φ〈uu〉i)
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as in Equation 2.5, the term R (analogous to the term DV ) represents the total drag
per unit volume acting on the fluid by the action of the porous structure. Here, a slightly
different (but commonly used) Darcy-Forchheimer extended model, similar to the Ergun










where the constant CF is the non-linear Forchheimer coefficient (albeit a formulation
different from the β coefficient). Then, making use of the Dupuit-Forchheimer relation
in Equation 2.53, and the Darcy-Forchheimer formulation in Equation 2.57 to Equation



















Interface condition "The equation proposed in in Ochoa-Tapia and Whitaker (1995a)
and Ochoa-Tapia and Whitaker (1995b) for describing the stress jump at the interface



















where uDx is the Darcy velocity component parallel to the interface aligned with di-
rection x and normal to the direction y, µe = µ/φ is the effective viscosity for the porous
region according to Ochoa-Tapia and Whitaker (1995a) and Ochoa-Tapia and Whitaker
(1995b), µ is the fluid dynamic viscosity, K is the intrinsic permeability and Cβ an ad-
justable coefficient which accounts for the stress jump at the interface (Lemos, 2006).
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Considerations on turbulent flow This sub-section is by no means supposed to be a
comprehensive review of flow in hybrid media and as such only the basic equations for
laminar flow were introduced. The interface and jump conditions for turbulent flow
are somewhat more elaborate and as such will not be discussed here given that this
formulation of porous media is not implemented in OpenFOAM.
As mentioned previously, careful reading of chapter 9 of Lemos (2006) and further
consultation of its sources is advised given that it includes a comprehensive review of
literature on the subject spanning the last three decades.
Lemos (2006) also points out that there are two distinct lines of investigation on
turbulent flow over permeable media. One "is based on the assumption that within the
porous layer the flow remains laminar, which, in turn, precludes application of such
methodology to flows through highly permeable media as atmospheric boundary layer
over forests or crop fields". However, other studies "also emphasize that depending on
the permeable structure shape, turbulence may exist inside the porous bed and, as such,
a turbulence model must be employed".
2.4 Basic concepts in turbulence modelling
This section will present a brief overview on the valid governing equations for steady
state Newtonian fluids and isothermal flows under a constant gravitational field. It will
also focus on several turbulence models used for the closure of the Reynolds Averaged
Navier-Stokes (RANS) equations with a focus on the models used in this work which are
either available in the OpenFOAM package by default or which were able to be adapted
for the current work.
2.4.1 Introduction to turbulence modelling
This sub-section will be based on the work by Pope (2000). The fundamentals of turbulent
modelling are well established and can be consulted in a large number of easily obtainable
sources.
It will also take from the summary and notation by Filonovich (2015), as well as a
few additional sources regarding turbulence models not contemplated in her work. As
such, the following equations in this subsection will also use the same Cartesian notation
where i = 1 is for x-direction (along the flow) and stream-wise velocity component u, i = 2
is for y-direction (across the flow) and transversal velocity component v, and i = 3 is for z
(orthogonal to the fluid bed) and vertical velocity component w.
2.4.1.1 Governing equations and Reynolds averaging
The basic system of governing equations for incompressible fluid flow is based on the
conservation laws of physics, namely the conservation of mass (continuity equation, see
Equation 2.32) and the conservation of momentum (Newton’s second law).
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As per Pope (2000), the mass-conservation or continuity equation for an incompress-
ible fluid can be written in the long form:













The equation for the conservation of momentum states that the rate of change of
momentum equals the sum of the forces on a fluid element. For a constant property such
as density or viscosity, Newtonian fluid and isothermal flow under a constant gravitational



















where p is the instantaneous pressure field, ρ is the fluid density, ν is the fluid kine-
matic viscosity and fi are body forces. Equations [2.62] are known as Navier-Stokes
equations for constant property Newtonian fluids.
Equations 2.62 are theoretically enough to fully describe both the laminar and turbu-
lent fields using Direct Numerical Simulation (DNS). "However, the numerical solution is
extremely difficult, since the significantly different length and times scales in a turbulent
field need to be resolved, and thus the stable solution requires such a fine mesh resolution
that the computational effort grows rapidly with increasing [Re]. Thus, practically in most
turbulent flows the flow-field variables are decomposed into the mean and fluctuating
parts" (Filonovich, 2015), in a process known as the Reynolds decomposition, which can
be expressed as:





for the velocity and the following Equation for pressure:
p = P + p′ (2.65)
where u and ui are (respectively) the instantaneous velocity vector and velocity vector
component (u, v and w for i = 1, i = 2 and i = 3, respectively), u′ and u′i the fluctuating
part (vector and component) for which u′i = 0, and U and Ui is the mean velocity vector
and component. "Note that this mean value should be obtained from classic statistics
knowing the probability density function of the random variable (velocity field). However,
a very common approach, also adopted here, is to consider that the flow is statistically
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stationary (i.e. all statistics are invariant under a shift in time). This allows estimating
the statistical mean by performing a time-average(over a time interval). For statistically
stationary flows, the time-averaged value tends to the statistical mean value as the used
time interval tends to infinity (e.g. Pope (2000))" (Filonovich, 2015).
Substituting the decomposition 2.64 for velocity and pressure into the continuity and
momentum equations ([Equations 2.60 and 2.62]), and then by time averaging all the
terms in the equations and taking into account that p′ = 0, u′i = 0 and Ui = Ui , and
taking into consideration that ∇· (ui) = ∇· (Ui), the RANS equations for constant-property



























"The last term in Equation 2.67 is new compared to equation 2.62. An extra term in
Equation 2.67, −u′iu
′
j , is the fluctuating contribution to the nonlinear convective accelera-
tion term in the momentum equation 2.62, also called the apparent stress arising from the
fluctuating velocity field (Pope, 2000). This apparent stress tensor is −u′iu
′
j which statis-
tically represents the correlation matrix between fluctuating components of the velocity
field, is also denominated the Reynolds stress tensor" (Filonovich, 2015).
2.4.2 Problems and limitations in turbulence modelling.
"Turbulence can either be resolved or modelled. Resolving implies proper solution of the
governing equations (at all scales) with no modelling or empirical assumptions. Mod-
elling implies a solution that uses some degree of approximation and empiricism.
There are three levels of resolving turbulence: fully resolved, partially resolved, and
unresolved. DNS is one technique that attempts to fully resolve turbulent flow by solv-
ing the Navier-Stokes equations at all length and times scales. In DNS, turbulence or
empirical models are not required. The ample variation in length and time scales is an
important characteristic of turbulent flows which is in part responsible for the difficulty
encountered in the numerical and theoretical analysis of turbulent flows. The largest [L]
in the flow account for most of the transport of momentum and energy. The size of these
eddies is constrained by the physical boundaries of the flow. Thus, for compound channel
flow the largest eddies can have the size of the channel width.
Kinetic energy from the largest eddies is transferred to the smaller eddies during the
cascading process until it is dissipated into heat (Pope, 2000). As we approach [ever]
smaller length scales, the viscous effects become more important. Thus, the size of the
smallest eddies, [η], at which this energy is dissipated depends on the [ε and ν] and is
defined as":
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"This length scale is called the Kolmogorov length scale and it characterizes the small-
est dissipative eddies. Therefore, it corresponds to the smallest length scale needed to







"The ratio of the largest to smallest length scales and times scales in the flow is propor-
tional to the [Re] raised to the 34 and
1
2 power, respectively. For example, in a flow with
a [Re] of 105, the ratio L/η is proportional to 10
15
4 . Thus , to resolve the entire range of
length scales in 3D turbulence flow, we would need a computational domain that consists
of at least 1010 grid points. The amount of information resulting from such simulation
would exceed the capacity of any existing computer. This becomes even clearer when the
unsteady, transient nature of turbulence is considered. Thus, the problem with DNS is
that it consumes enormous computational resources since the grid resolution must be on
the order of the Kolmogorov scales as indicated in previous paragraphs. Currently, DNS
is a research tool and is only feasible for simple flows at lower [Re] (...).
Large Eddy Simulation (LES) attempts to partially resolve turbulence. The funda-
mental idea is that the small scales of turbulence (close to the Kolmogorov scales) can
be modelled by a subgrid model, while the larger scales are resolved by the governing
equations. Grid resolution is on the order of the turbulent scale that wants to be solved,
thus in LES the computational demands are considerably smaller than in DNS. The LES
has become more and more popular and shows good results when compared to experi-
mental data (...). Nevertheless, its application to real setups is still impractical, due to the
exceptionally high computational effort required.
The most practical and still the most popular method of dealing with turbulence is
that based on RANS equations. Only mean flow quantities are resolved. In the RANS
method, all scales of turbulence are modelled; grid resolution is in the order of the mean
flow scale - not a turbulent scale. This offers huge computational savings when compared
to both DNS and LES. The complexity of RANS models ranges from purely algebraic or
zero-equation models to a more complex [RSM]. Reynolds stresses appearing in RANS
have to be related to the mean motion itself before the equations can be solved, since the
number of unknowns and number of equations must be equal.
From Equations 2.66 and 2.67 we have 10 unknowns (p, U1, U2, U3, and six Reynolds
stresses −u′iu
′
j ) and only four equations, which configures an unclosed mathematical prob-
lem. The absence of these additional equations is often referred to the turbulence closure
problem. To close these equations, i.e. have the same number of equations and unknowns,
extra equations are introduced through the different turbulence models" (Filonovich,
2015).
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2.4.3 Eddy viscosity models
This section will briefly address the eddy viscosity (or turbulence-viscosity) models. These
models can be divided into linear and non-linear model, the former being subdivided
into three categories: zero- (or algebraic), one- and two-equation models; the latter is
sub-divided into two categories: Explicit non-linear constitutive relation and v2-f models
(CFD-Online, 2017).
2.4.3.1 Linear eddy viscosity models
Linear models "use the Boussinesq eddy viscosity concept (Boussinesq, 1877). In analogy
to viscous stresses in laminar flow, the turbulent stresses are assumed to be proportional
















where νt is the eddy viscosity, δij is the Kronecker delta ( δij = 1 for i = j; and δij = 0







As Filonovich (2015) shows in her work, "the primary goal of many turbulence models
is to find some estimation for the eddy viscosity to model the Reynolds stresses. These
may range from the relatively simple algebraic models, to the more complex models such
as the k − ε model, where two additional transport equations are solved in addition to
the mean flow equations". Here, both linear and non-linear eddy viscosity models will be
presented, namely the standard linear k−ε (an extensive presentation of which as applied
to vegetated open channel flow can be found in Lopez and Garcia (1997)) two-equation
model and the non-linear k − ε Shih model (Shih et al., 1994). A more comprehensive
presentation of two-equation models can be consulted in Pope (2000) and Versteeg and
Malalasekera (2007), and details of other turbulence models can be consulted in exist-
ing literature such as Cebeci (2004), Pope (2000), Rodi (1980), and Wilcox (2006). "The
two-equation models are the simplest complete models, since these models provide in-
dependent transport equations for both variables, the turbulence kinetic energy and the
turbulence length scale, or some equivalent parameter.
[Kolmogorov (1942) and Prandtl (2004)] suggested determining the distribution of
k by solving a model transport equation for this quantity, which can be obtained by
introducing the Reynolds decomposition in the Navier-Stokes equations, multiplying by
the velocity and taking time-average of the resulting equation (e.g. Pope, 2000). The
resulting transport equation for k can be written as":
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∂xj]︸     ︷︷     ︸
ε
(2.72)
"Equation 2.72 is the exact k-equation and is of no use in the turbulence model since
new unknown correlation appear in the dissipation terms. To obtain a closed set of
equations, model assumptions must be introduced for these terms. Thus, [the] turbu-
lent transport term is often modelled with a gradient-diffusion concept (Equation 2.73).
The reader should keep in mind that gradient diffusion hypothesis is applicable to high
Reynolds number flows and is not valid in certain regions, such as the viscous sublayer
near walls.




 = νtσk ∂k∂xi (2.73)
where σk does not have a universal value and for which empirical values in the range
of [0.3,1.3] have been used, although it generally uses 1 as its value. The selected value
of σk has a significant effect on the prediction of the results, for reasons which it’s been
recommended to determine it taking into the consideration the dominant flow structures
in any given case. Taking into account the assumptions in Equations 2.70 and 2.73,









































According to Filonovich (2015), "the choice of second variable in two-equation models








with l being a turbulence length-scale, which is a physical quantity describing the
size of the large energy-containing eddies in a turbulent flow, and is used to determine
the relationship between the Taylor and Kolmogorov scales (Pope, 2000)). The Taylor
micro-scale is an intermediate length scale at which fluid viscosity significantly affects
the dynamics of turbulent eddies in the flow and is traditionally applied to turbulent
flow which can be characterized by a Kolmogorov spectrum of velocity fluctuations. A
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It is of note however that there are other suggested formulations for both ε and k. As
per the CFD-Online turbulence properties calculator (CFD-Online, 2016), a suggested





where β∗ is a model constant, most often set to the empirical constant Cµ = 0.09,
although some codes use a different definition without the model constant (CFD-Online,
2016; Filonovich, 2015). From CFD-Online (2016), the turbulence length scale l can be







however, for certain CFD codes such as Fluent, Phoenics and CFD-ACE, l is calculated










"The k−εmodel is the best known two-equation turbulence model and is incorporated
in most commercial CFD codes. The most used formulation of the k − ε , referred as the
’standard’ k − ε model, is of Jones and Launder (1972). Those authors proposed the





































It should be referred that equation 2.80 is not the exact transport equation for ε, but
rather an entirely empirical equation that can account better for the fact that ε is deter-
mined by the large-scale motions (energy cascade) instead of motions in the dissipative
range (cf. Pope, 2000). The k − ε model involves the five empirical constants Cµ, Cε1, Cε2,
σk and σε. Their standard values for open-channel flows are presented in table 2.3. The
choice of these constants is based on the compatibility of the model to the logarithmic
velocity distribution near the wall in channel flows with Von Kármán constant κ (...).
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In open-channel flows, vertical fluctuations,w′, are damped by the free-surface, which
results in νt approaching to zero near the free-surface (...). This surface damping can be
accounted for in the k − ε model by decreasing Cµ near the free-surface by means of
damping functions, or surface-proximity function.
Table 2.3: Values of the constants in the k − ε model for open channel flows. Adapted
from Filonovich (2015)
Cµ Cε1 Cε2 σk σε
0.09 1.44 1.92 1.2 1.2
“Another popular two-equation model is the k −ω model (being the turbulence fre-
quency [ω defined as per Equation 2.77]), which will be presented here in the form given
by WILCOX (1988). The k −ω model solves the k-transport equation (2.74) and a trans-
port equation forω, instead of the ε-equation (2.75). The k-transport equation, re-written

































P − βωkω (2.83)





"The k −ω involces five empirical constants β′, [βω], [αω], σk and σω. Their standard
values are presented in Table [2.4]".
Table 2.4: Values of the constants in the k −ω model for open channel flows. Adapted
from Filonovich (2015)
β′ βω αω σk σω
0.09 0.075 59 2 2
"Another two-equation model was proposed by Menter (1994), which combines the
best behaviour of the k − ε and k −ω models (k −ω performs better near the wall region
and k − ε performs better in the fully turbulent region). This model is implemented into
ANSYS-CFX (CFX) and it is known as the [Menter’s BaSeLine k −ω turbulence model
(BSL)]" (Filonovich, 2015). Filonovich (2015) presents this model in detail in the main
thesis as well as in two research papers contained therein. Although this model isn’t
originally implemented in OpenFOAM, a third party implementation of a hybrid model
which makes use of BSL is presented in chapter 3 and its results in chapter 4.
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Filonovich (2015) also describes another popular two-equation model, also presented
by Menter (1993), the SST k−ω model, which "accounts for the transport of the turbulent
stresses, according to modifications introduced to the original k −ω model by Menter".
In her summary and presentation of linear eddy viscosity turbulence models, Filonovich
(2015) comes to the conclusion that "two-equation models have proven that they perform
reasonably well for a wide range of flows of engineering interest, with some limitations
that may be accounted with the use of special bounding or damping functions. Their
major advantage is the simplicity, and the low computational cost compared to more
complex models, such RSM or LES.
Generally, neither two-equation model, k − ε of k − ω model, is capable of giving
quantitatively good results for more complicated flows. As pointed out by Wilcox (2006),
these models can fail drastically for flows with sudden changes in means train rate, curved
surfaces, secondary motions, rotation, or if the flow is highly 3D. Regretfully, most flows
of interest include some or all of these features. While two-equation models may be able
to give qualitative results for such flows, generally a further level of complexity is needed
in the model to obtain close agreement with experiments" as shown in Research Paper III
in Filonovich (2015).
2.4.3.2 Non-linear eddy viscosity models
"Linear eddy viscosity models such as the well-known standard k − ε model are based on
the isotropic linear stress–strain relation proposed by Boussinesq (1877), which assumes
that the unknown turbulent fluxes, u′iu
′












"The Boussinesq linear stress–strain relation does not make differences among the
normal stresses and thus it fails in predicting anisotropic turbulence in actual flow cases.
Non-linear models try to eliminate this deficiency by considering non-linear relationships
between Reynolds stresses and strain rates.
(...)
Non-linear eddy viscosity models are in an intermediate class between the linear eddy
viscosity models and full Reynolds stress transport models (RSM). Non-linear models
describe the Reynolds stress explicitly in an algebraic expression in terms of the strain
rate and the vorticity tensors. All non-linear models have the same basic stress–strain
formulation in the general form of Ehrhard and Moussiopoulos (2000)" (Bazdidi-Tehrani
et al., 2015).
These models are considered a potential alternative to RSM models (mentioned in
the next sub-section) due to their relatively less taxing computational requirements. as
they retain elements of the linear eddy-viscosity framework, "based on the constitutive
relations linking the Reynolds-stresses to non-linear expansions of strain and vorticity
42
2.4. BASIC CONCEPTS IN TURBULENCE MODELLING
components. These may be cast in a form of additive terms, each pre-multiplied by an
apparent viscosity - hence the term ’non-linear eddy-viscosity models’" (Lien et al., 1996).
There are quadratic and cubic non-linear models implemented in OpenFOAM, based
on the work of Lien et al. (1996) and Shih et al. (1994), the LienCubicKE and Nonlinear-
KEShih, respectively.
The NonlinearKEShih implementation into the test cases were able to produced resid-
ual stabilization, which was not obtained for the LienCubicKE model. Further refinement
of the test cases must be made in order to properly implement this latter model into the
present work.
NonlinearKEShih model This model is based on the dynamic equation of the mean-
square velocity fluctuation for Large Reynolds number turbulence, the advantage of
which is that the physical meanings of the terms in this equation are clearer than those
in the dissipation rate equation, and in his work Shih et al. (1994) showed considerable
improvement over the standard k − ε model. Model applications for which this model is
considered valid for are:
1. Rotating homogeneous shear flows.
2. Free shear flows.
3. Channel flow and boundary layers with and without pressure gradients.
4. Backward-facing step flows.
LienCubicKE model This model cites as references in its source code Etemad et al.
(2006) and Lien et al. (1996). The latter is the original proposal for both quadratic and
cubic versions of the model while the former provides a comparative study between high-
and low-Re non-linear eddy-viscosity models.
The LienCubicKE models are a low-Re derived from high Re models (Lien et al., 1996).
"These are denoted ’lowRe’ because by using damping functions, their validity is not only
restricted to the region remote from the wall, but also down to the solid wall. This
includes the viscous sub-layer (low-Reynolds number region). No wall function is needed
for these models. However, the computational grid should resolve the boundary layer so
that the wall adjacent cell centres have y+ values about unity" (Etemad et al., 2006).
2.4.4 Reynolds Stress Models
"The most complex classical turbulence model is the Reynolds stress equation model
(RSM), also called the second-order or second-moment closure model [(Second Moment
Closure (SMC))]. Several major drawbacks of the k−ε model emerge when it is attempted
to predict flows with complex strain fields or significant body forces. Under such con-
ditions the individual Reynolds stresses are poorly represented by formula 2.70 even if
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the turbulent kinetic energy is computed to reasonable accuracy. The exact Reynolds
stress transport equation on the other hand can account for the directional effects of the
Reynolds stress field. The modelling strategy originates from work reported in Launder
et al. (1975).
(...)
RSMs are clearly quite complex, but it is generally accepted that they are the ’simplest’
type of model with the potential to describe all the mean flow properties and Reynolds
stresses without case-by-case adjustment. The RSM is by no means as well validated as
the k − ε model, and because of the high cost of computations it is not so widely used in
industrial flow calculations. Moreover, the model can suffer from convergence problems
due to numerical issues associated with the coupling of the mean velocity and turbulent
stress fields through source terms. The extension and improvement of these models is an
area of very active research" (Versteeg and Malalasekera, 2007).
As per Bauer (2017b), one should consider using RSM models for the following types
of flows:
• Free shear flows with strong anisotropy, like a strong swirl component. This in-
cludes flows in rotating fluids.
• Flows with sudden changes in the mean strain rate.
• Flows where the strain fields are complex, and reproduce the anisotropic nature of
turbulence itself.
• Flows with strong streamline curvature.
• Secondary flow.
• Buoyant flow.
"Reynolds stress models have shown superior predictive performance compared to
eddy-viscosity models in these cases. This is the major justification for Reynolds stress
models, which are based on transport equations for the individual components of the
Reynolds stress tensor and the dissipation rate. These models are characterized by a
higher degree of universality. The penalty for this flexibility is a high degree of complexity
in the resulting mathematical system. The increased number of transport equations
leads to reduced numerical robustness, requires increased computational effort and often
prevents their usage in complex flows.
Theoretically, Reynolds stress models are more suited to complex flows, however,
practice shows that they are often not superior to two-equation models. An example of
this is for wall-bounded shear layers, where despite their (theoretically) higher degree of
universality, Reynolds stress models often prove inferior to two-equation models" (Bauer,
2017b).
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A comprehensive summary of the RSM models used by Filonovich (2015) can be
consulted in that work so as to better contextualize her analysis as per Section 2.5. Here,
only the two RSM models which were used in this study will be briefly mentioned.
2.4.4.1 LRR model
The LRR (Launder et al., 1975), which often refers to the Isotropization of production
model of the LRR (LRR-IP) version of this turbulence model (the other being the Quasi-
isotropic LRR (LRR-QI) (Bauer, 2017b; Filonovich, 2015)) is often included in numerical
codes for historic reasons and because they are standard models (Bauer, 2017b).
However, its limitations and deficiencies have been pointed out as far back as Speziale
(1987), who mentions that at that time linear two-equation models were still preferred
over second-order closure models such as LRR since "the computational effort is more
than doubled since transport equations must be solved for each individual component of
the Reynolds stress tensor (...). Furthermore, in order to obtain these transport equations
for the Reynolds stresses, closure models for the higher-order turbulence correlations
must be provided which have uncertain physical foundations".
Speziale and Xu (1996) reiterate that "during the past decade, it has become apparent
that second order closure models - as they have commonly been formulated since Launder
et al. (1975) - perform poorly in the prediction of even basic turbulent flows that are
far from equilibrium. Rapidly distorted homogeneous turbulence constitutes a notable
example of where it has been shown that the existing hierarchy or second-order closures
break down, yielding extremely poor predictions at times (...). This poor performance
can occur for dimensionless shear rates that are as little as a factor of five larger than the
corresponding equilibrium value. Such a factor occurs in practical turbulent flows".
As mentioned previously, the application of the LRR turbulence model implemented
in OpenFOAM did not yield any valid results, even though residuals converged into
stable values. The intricacies of wall bounded flows and other shortcomings of the solver
which was used (see Chapter 5) likely contributed to the results obtained in numerical
simulation.
2.4.4.2 BSL-EARSM model
As per Bauer (2017a), EARSM models "represent an extension of the standard two-equation
models. They are derived from the Reynolds stress transport equations and give a nonlin-
ear relation between the Reynolds stresses and the mean strain-rate and vorticity tensors.
Due to the higher order terms, many flow phenomena are included in the model without
the need to solve transport equations. The EARSM enables an extension of the current
(k − ε and BSL) turbulence models to capture the following flow effects:
• Secondary flows
• Flows with streamline curvature and system rotation."
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There are several EARSM models, with the one implemented in CFX being the Wallin
& Johansson Explicit Algebraic Reynolds Stress Model (WJ-EARSM) which is based on
a recalibrated LRR, "from which a fully explicit and self-consistent algebraic relation
is derived. The approach replaces the eddy-viscosity assumption by a more general
constitutive relation for the Reynolds stress anisotropy in terms of the strain- and rotation
rate tensors" (Franke et al., 2005). This model was the basis for combining EARSM with
the ω equation based BSL model, "to avoid free-stream sensitivities and ambiguities in
comparison with the SST model" (Menter et al., 2012).
It is this formulation which is applied both to CFX (Bauer, 2017a) and to OpenFOAM
(Jeyapaul, 2015; Yogesh, 2017), albeit each with their particular differences. According
to Jeyapaul (2015), the "model is similar to the implementation in CFX, except for few
differences noted below. The model solves for a Poisson equation in the first iteration
to evaluate the wall distance. A low-Reynolds number boundary condition is used for
omega. (...)
The equivalent model in ANSYS CFX-14 is the ’BSL EARSM’ model. However, there
are two differences.
• P1 and P2 have the coefficient of IIs to be different from [Menter et al. (2012)]. For P1
the coeff. is 0.466875, while reference uses 0.45. For P2 the coeff. is 0.93375, while
the reference uses 0.9. This has a minor influence.
• The turbulence timescale does not use the Durbin limiter ([see validation study and
Durbin (2009)]). This influences the near-wall predictions."
A small verification study for the model is made available at the source, with further
description of how it was adapted for use in OpenFOAM.
2.5 Numerical modelling of open-channel flow
This section presents an overview of some of the most important aspects regarding nu-
merical modelling of open-channel flow, particularly the types of open-channel flow (rect-
angular open-channel and trapezoidal compound open-channel) and turbulence models
(RANS and RSM) addressed in this thesis. It’s based primarily on Filonovich (2015) liter-
ature review. Further details on other types of open-channels are included in Filonovich
(2015) and sources therein. The review given has already been summarized to begin with,
and is further condensed in this work to the bare minimum required to make sense of the
research presented in this thesis.
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2.5.1 Historical developments and basic concepts
"In the past open-channel flows have been modelled using One Dimensional (1D) Saint-
Venant equations (Saint-Venant, 1871). It is a simplification from two-dimensional shal-
low water equations, which are also known as the two-dimensional Saint-Venant equa-
tions. These 1D models contain [a] high level of empiricism which has been investi-
gated experimentally, (...). Based on these experimental results a number of 1D methods
were developed, such as [the] CoHerence Method (COHM) of Ackers (1993a) and Ackers
(1993b), the Weighted Divided Channel Method (WDCM) of Lambert and Myers (1998)
and the Shiono and Knight Method (SKM) of Shiono and Knight (1991). With advances
in computer power, the interest has risen in applying more complex Three Dimensional
(3D) models. However, (...), most of the models applied to open-channel flow are either
1D or Two Dimensional (2D) with few applications of 3D models due to the inherent
difficulties found in applying CFD in natural river channels" (Filonovich, 2015).
As with Filonovich (2015), this research also partly focuses on compound open-channel
flow. "Most rivers have compound cross-section consisting of the main channel and one
or more floodplains on the lateral side, as shown in Figure 2.13.
For most of the time water flows only in the main channel. However, during floods the
flow can overtop the river banks, inundating the floodplains and originating a compound
section configuration. Compound channel flow is characterized by complicated 3D flow
structures. These structures are called secondary flows and have been classified into two
categories by [Prantdl (Prandtl, 2004)]. He distinguished the secondary flows of the first
kind, which are derived from the mean flow skewing and by the centrifugal forces in
curved or meandering channels, and the secondary flows of the second kind, which are
generated by the non-homogeneity and anisotropy of turbulence" (Filonovich, 2015).
Filonovich (2015) characterizes turbulent flow as homogeneous when the fluctuating
velocity field is statistically homogeneous "(i.e. all statistics are invariants under a shift
in position or, in other words, under translations)", and isotropic when the fluctuating
velocity field is statistically invariant to both, translations (homogeneous), rotations and
reflections (i.e. all statistics are invariants) which implies zero mean velocity gradients"
as per Pope (2000) for both cases. "There are several approaches for studying secondary
flows (...). One of the approaches, which is widely used by researchers, is based on time-
averaged vorticity equation. This equation stems from [the] Navier-Stokes (momentum)
equation (Equation 2.67) and can be derived by eliminating the pressure term through
cross-differentiation [by focusing] on Prandtl’s second kind secondary flows, based on
equation for streamwise vorticity Ω1 (Equation 2.87), which, for steady and uniform








































"Secondary currents of the second kind are generated as a result of differences between
the first and the second Right Hand Side (RHS) terms of equation [2.86]. The magnitude
of the secondary flows of the second type is about 2-3% of the maximum stream-wise
velocity (...), however, they have a major impact on the mean flow and turbulence struc-
tures. In order to understand the behaviour of these secondary flow structures, it is
helpful to investigate simpler cases, such as the inbank flow in straight rectangular and
trapezoidal open-channels". Filonovich (2015) thus focuses on summarizing the main
aspect of straight simple and compound channel flows, keeping in mind that natural river
channels are usually neither rectangular, nor prismatic. This review will be briefer still,
focusing solely on Filonovich (2015) conclusions regarding rectangular open-channels
and trapezoidal compound channels as these are the most relevant to the numerical anal-
ysis of the present work.
Figure 2.13: Schematic representation of natural river. Adapted from Filonovich (2015).
2.5.2 Inbank flows in straight channels
"In order to understand the more complex 3D turbulent structures of compound channel
flow, a basic understanding of inbank flows is essential. The aspect ratio, B/H , defined as
the ratio between the width of the channelB and the depth of the flowH , and the geometry
have an impact on the flow structures in open-channel flows. The main characteristics of
flow in straight inbank channels are briefly reviewed in this subchapter".
2.5.2.1 Rectangular open-channels
"The secondary currents in closed air ducts have been measured by several researchers
(...) using Hot Wire Anemometry (HWA), [Hot Film Anemometry (HFA)] and (...) Laser
Doppler Anemometry (LDA). These results contributed to the future development of
Algebraic Stress Model (ASM) and Reynolds Stress Model" (see Section 2.4).
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Accurate measurements of secondary currents in rectangular open-channel flow have
been carried out, measuring streamwise (u) and vertical (w) velocities using LDA and
calculated transverse velocity (v) from the equation of continuity for fully developed flow,
as Figure 2.14.
(a) Closed channel (b) Subcritical open Channel
Figure 2.14: Measured secondary-current velocity vectors at a section in: (a) closed duct;
(b) open-channel. Adapted from Nezu (2005).
While secondary flow in a closed duct is symmetric, with two contra-rotating cells
with regard to the corner bisector (Figure 2.14a), in open-channel flow two main sec-
ondary cells are observed. "Near the free surface (z/h ≥ 0.6), a large scale secondary-
current cell called "free-surface vortex" is generated which transports momentum and
energy from the side wall towards the channel centre (Figure [2.14b]). At the channel
bottom a smaller secondary cell called "bottom vortex" is formed which rotates in the
opposite direction to the free-surface vortex" (Filonovich, 2015).
The cause for the velocity dip at the channel centre is the free-surface vortex due to
the transport of momentum from the free surface to the mid-depth of the channel. Also,
the pattern of the secondary flows depends on the aspect ratio, which leads to classifying
the rectangular channels as narrow (B/H < 5) or wide (B/H > 5).
Further investigations on the secondary currents of rectangular channels using HFA
to study the effects of geometry and wall roughness on the pattern of secondary currents.
These studies revealed that the stream-wise velocity, turbulence intensities, Reynold
stresses and boundary shear stress are all affected by secondary currents, and that the
maximum value of the secondary flows was nearly equal to 0.015Umax. Figure 2.15
shows the distribution of stream-wise velocity and secondary currents in rectangular
open-channels.
Simulations of rectangular open-channels using ASM (Figure 2.16), backed by the
experimental data in Figure 2.14, showed a strong free-surface vortex, "which transports
high momentum from the water surface downwards, and a weak bottom vortex, which
transports low momentum from near the walls, towards the channel centre. As the aspect
ratio increases, the free-surface vortex becomes stronger and suppresses the lower bottom
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Figure 2.15: Isovels of stream-wise velocity and secondary currents in rectangular open-
channel for aspect ratio 2. Adapted from Tominaga et al. (1989)
.
Figure 2.16: Calculated secondary current streamlines in open-channels under various
aspect ratios. Adapted from Naot and Rodi (1982)
.
vortex. For aspect ratios below 2 the bottom vortex becomes dominant. When the aspect
ratio is below 1, then the free-surface vortex splits into smaller and weaker vortices"
(Filonovich, 2015).
Although many researchers have used ASM for the simulation of open-channel flows,
the k − ε model has been the preferred choice, even though this model is unable to repro-
duce secondary flows.
Use of RSM model showed it to be able to predict the number and pattern of secondary
flows, namely free-surface vortices and bottom vortices. A behaviour which was captured
experimentally, and successfully numerically simulated using RSM, was how "with the
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increase of the aspect ratio the free-surface vortex elongates until it separates into two
contra-rotating vortices" (Filonovich, 2015).
Further studies conducted with the RSM turbulence model which showed some over-
prediction of the position of maximum velocities for an aspect ratio of B/H = 2, with less
satisfactory agreement between experimental and numerical studies for higher aspect
ratios.
Further use of RSM models was given prevalence due to normal-stress anisotropy
(as opposed to the isotropy of RANS models) being the driving force for the secondary
currents (see Equation 2.86). Figure 2.17 illustrates the predicted (RSM) and measured
secondary flow in rectangular open-channel by Cokljat and Younis (1995) and Figure
2.18 presents the predicted and measured contours of the stream-wise velocity field from
Cokljat and Younis (1995) study of the effect of secondary flows on the primary velocity
field.
(a) B/H = 2 (b) B/H = 3.94
(c) B/H = 8
Figure 2.17: Predicted (RSM) and measured secondary flow in rectangular open-channel
of differing aspect ratios (B/H). Adapted from Cokljat and Younis (1995).
In their study, Cokljat and Younis (1995) point out the shaded line in Figure 2.19,
which is a zone where v′v′ and w′w′ are equal, having noticed that in closed ducts this
line would lie along the corner bisector. "But the presence of the free surface in the model
adds an asymmetry to the flow. The position of this shaded line predicted by the model
matched the measured one, however some [over-prediction] was observed near the free
surface" Filonovich (2015).
Further studies using RSM revealed the existence of inner secondary currents at the
junction of the free surface and side wall. Albeit of small magnitude, about 1% of the
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(a) B/H = 2 (b) B/H = 3.94
(c) B/H = 8
Figure 2.18: Contours of primary velocity for flow in rectangular open-channel of differ-
ing aspect ratios (B/H). Adapted from Cokljat and Younis (1995).
Figure 2.19: Predicted (RSM) and measured turbulence anysotropy for open rectangular
channel with aspect ratio B/H = 2. Adapted from Cokljat and Younis (1995).
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mean stream wise velocity, this small sized vortex still affects the mean flow and turbu-
lence structures. The study by Kang (2006) focused on developing an RSM model capable
of reproducing detailed mean flow and turbulence structure, including inner vortices,
was able to reproduce an inner vortex not seen in other studies as shown in Figure 2.20,
which depicts comparisons between Cokljat (1993), Kang (2006), Nezu et al. (1985), and
Shi et al. (1999).
(a) RSM by Kang (2006). (b) Experiment by Nezu et al.
(1985).
(c) RSM by Cokljat (1993). (d) LES by Shi et al. (1999).
Figure 2.20: Secondary current vectors in open-channel flow. Comparison between RSM
(a and c) and LES (d) numerical studies and experimental study (2.20b). Adapted from
Filonovich (2015).
2.5.2.2 Trapezoidal open-channels
Filonovich (2015) cites the work of Knight et al. (2005), Knight et al. (2007), and Tom-
inaga et al. (1989) in describing trapezoidal open-channel flow (see Figure 2.21). The
main conclusions that she draws from their work are that as the slide slope angle reduces,
the free-surface vortex gets weaker and the bottom vortex expands, that there was no
observable velocity dip phenomenon previously observed in rectangular channels, and
that the maximum value of secondary currents was of the same magnitude as that in the
rectangular channel.
53
CHAPTER 2. THEORETICAL FRAMEWORK
Figure 2.21: Secondary current vectors in smooth trapezoidal channels. Adapted from
Tominaga et al. (1989).
Also, "the number of secondary cells in a simple trapezoidal channel depends on the
aspect ratio 2b/H (for definition of b and H see Figure 2.24). For aspect ratios less than
2.2, three secondary current cells were observed; two of them were located at the side
slope and one over the bottom of the channel. For 2b/H ≥ 4, the number of the secondary
cells was found to be four, with two cells situated over the side slope and two over the
flat bottom. The schematic representation of the pattern of the secondary current cells is
presented in Figure 2.22.
(a) 2bC /H ≤ 2.2. (b) 2bC /H ≥ 4
Figure 2.22: Secondary flow cells pattern in smooth trapezoidal channels with different
aspect ratio 2bC/H . Adapted from Knight et al. (2007).
Knight et al. (2005) applied a state-of-the-art CFD workbench software to explore the
physics within open-channel flows. In their research work they applied three different
turbulent models, namely the k−ε, Reynolds Stress model by Speziale, Sarkar and Gatski
(SSG) by Speziale et al. (1991) and Reynolds Stress ω or Second Moment Closure - Omega
Reynolds Stress Model (SMC-ω) (implemented in ANSYS-CFX) models to trapezoidal
channel. The three models were compared with LES by Wright et al. (2004). The results
reveal that k−ε did not show any recirculation, while some bulging of the velocity isovels
was observed in the Speziale-Sarkar-Gatski pressure strain rate correlation turbulence
model (SSG), and the bulging in the SMC-ω was found to be more prominent at the
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middle of the side slope; the three secondary cells were present for the Reynolds stress
models. However, there was no evidence of the velocity dip phenomenon.
To overcome this issue, a modified free surface boundary condition was applied in
their study, (...), which yields a higher value for turbulent eddy dissipation and reduces
turbulent kinetic energy near the free surface. The use of modified free surface boundary
condition, affected the location of the secondary flows and the position of the bulging in
SMC-ω was slightly shifted up than before [sic]. [SSG results verified] that the maximum
velocity was beneath the water surface. The results from three models using the modified
boundary condition are presented in Figure 2.23. The LES results showed a similar
bulging of the isovels on the side slope of the trapezoidal channel as in the SMC-ω model.
LES results also revealed and additional bulging near the bottom of the channel, and the
magnitude of the v and w velocity components was greater than the results obtained by
other models in [that] research"(Filonovich, 2015).
(a) k − ε.
(b) SSG
(c) SMC-ω
Figure 2.23: Velocity contours and secondary velocity vectors in smooth trapezoidal
channels for different turbulence models. Adapted from Knight et al. (2005).
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2.5.3 Flows in straight compound-channels
In this sub-section a heavily abridged description of Filonovich (2015) summary of com-
pound open-channel flow is presented, focusing on symmetrical trapezoidal compound
channels with a heavily summarized look into her analysis of rectangular compound
channel flow.
"The complexity of turbulent structures in compound channel flow is higher than in
a single rectangular or trapezoidal open-channel. The straight compound channels are
classified into symmetric or asymmetric, and according to the shape of the cross section[,]
into rectangular or trapezoidal.
(a) Symmetric rectangular. (b) Asymmetric rect-
angular.
(c) Symmetric trapezoidal (d) Asymmetric trape-
zoidal.
Figure 2.24: Schematic representation of different types of compound channel configura-
tion. Adapted from Filonovich (2015).
A schematic representation of compound channels and the geometric variables are
presented in Figure 2.24, namely, the total channel width, B; the top main channel width,
Bmc; the floodplain width, Bf p; the half of the main channel bottom width in symmetric
channels and the main channel bottom width in asymmetric channels, bC ; and the side
slope of the main channel 1 : s = vertical : horizontal. FurthermoreH and hf p correspond
to the main channel and the floodplain water depths, and hb denotes the main channel
bankfull height.
Figure 2.25 represents the typical hydraulic parameters and turbulent structures in
symmetric prismatic compound channel (after Shiono and Knight (1991)). A strong
lateral shear layer is present due to the difference between the faster flow in the deeper
main channel and the slower flow in the shallower floodplain. This shear layer produces
horizontal vortices with vertical axes at the edge between the main channel and the
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Figure 2.25: Hydraulic parameters associated with overbank flow in a trapezoidal com-
pound channel. Adapted from Shiono and Knight (1991).
floodplain, which transport the high momentum fluid from the main channel towards
the floodplain. (...). There are also streamwise vortices (Prandtl’s second kind secondary
flows [the mechanism of which is explained by Yang et al. (2012)]) with horizontal axes
present in the main channel, which also contribute to the momentum exchange between
the main channel and the floodplain.
Relative depth, hr = hf p/H , plays an important role in compound channel flows. De-
pending on the relative depth value, one form of the vortices may dominate another.
Thus, for hr < 0.3, the horizontal vortices are dominant, which can be extended to the
entire width of the floodplain, even in natural rivers (...). For higher relative depths, that
is, hr > 0.4, the streamwise vortices tend to dominate the flow, thus making horizontal
vortices smaller, as present in Figure 2.25" (Filonovich, 2015).
2.5.3.1 Rectangular compound-channels
"Much research has focused on rectangular compound channels. This type of channel
has been studied by many researchers to understand the interaction mechanisms at the
interface region between the main channel and the floodplain.
Myers (1978) measured the shear stress distributions across the entire cross-section
of the compound channel using a Preston tube. He considered the entire cross-section
in equilibrium and identified the acting forces. Taking into account a momentum bal-
ance separately in the main channel and in the floodplain, Myers (1978) identified an
additional shear stress acting in the vertical interface between the main channel and the
floodplain due to momentum transfer from the main channel to the floodplain and called
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it apparent shear stress, τa. He also found that the apparent shear stress is higher at the
lowest depth and suggested that the apparent shear stress may represent the intensity of
the vorticity in the mixing region.
The apparent shear stress, τa, may be obtained by the integration over the width
of a subsection, the floodplain (Bf p) of the main channel (Bmc), of the depth averaged
momentum equation in the streamwise direction (which steams from the continuity
equation [(Equation2.60)] by integrating over the flow depth). In the vertical interface








|Bmc + ρUdVd |Bmc [N·m
-2] (2.88)
The first RHS term of equation [2.88] represent the contribution of the shear layer to
the overall stress in each subsection, and the second term represents the secondary flow
contribution (...)" (Filonovich, 2015).
Based on several studies performed since then which made use of modern experimen-
tal techniques, Filonovich (2015) points these studies’ conclusions.
In four cases, three with relative depths of hr = 0.25,0.5,0.75 with smooth boundaries,
and one relative depth of hr = 0.5 with rough floodplain it was determined that for hr =
{0.25,0.5} "a pair of longitudinal vortices was recognised near the interface region, namely
a main channel and a floodplain vortex, as well as a free surface vortex observed near
the side wall of the main channel. For hr = 0.75, the floodplain vortex appeared stronger
and reached the free surface. They found that the magnitude of the secondary flows
reaches approximately 4% of the maximum streamwise velocity. This magnitude is higher
than the magnitude of secondary currents observed in the inbank case, which reaches
typically 2− 3%, (...). Turbulent intensities, Reynolds stresses and bed shear stress were
also obtained. [TKE and anisotropy of turbulence were calculated with the results of
turbulence intensities]. The TKE results revealed that the total magnitude of turbulence
increases in the vicinity of the interface between the main channel and the floodplain.
The anisotropy of turbulence determines the structure of secondary currents driven by
turbulence showing a complicated behaviour near the junction. [It was also determined
that roughened floodplains did not affect the structure of secondary currents].
(...)
Nezu et al. (1999)[,] using LDA and Particle Image Velocimetry (PIV) measurements[,]
studied further the pattern and the strength of the coherent horizontal vortices for various
relative depths between 0.16 and 0.67. They found that for relative depths higher than
0.375, a pair of horizontal vortices is observed near the junction. For lower hr , a unique
horizontal vortex develops at the interface region between the main channel and the
floodplain" (see Figure 2.26) (Filonovich, 2015).
The first numerical study by Keller and Rodi (1988) which made use of the k−ε model
incorporated a two-dimensional depth-averaged form of this turbulence model in a nu-
merical study to predict flow characteristics in compound channels (both symmetric and
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(a) Shallow depth flow. (b) Deep depth flow.
Figure 2.26: Schematic representation of flow field in varying rectangular compound
channel relative depth. Adapted from Nezu et al. (1999).
asymmetric) and compared to experimental studies found that the agreement between
both numerical and experimental studies was generally quite good. However, there was
some deviation in the interaction region from the experimental data which was attributed
to the under-prediction of transverse mixing in regions with an abrupt change in depth
which could not be correctly accounted for in the model that was used.
In this study "the non-linear k − ε model, first proposed by Speziale (1987), [was]
employed to predict secondary currents in compound channel flows by Lin and Shiono
(1995), Pezzinga (1994), and Sofialidis and Prinos (1998). The latter used a low-Reynolds
non-linear k − ε model. Although these models successfully predicted both streamwise
velocity and the secondary currents, especially the two vortices generated at the inter-
face between the main channel and the floodplain, they could not accurately simulate
the velocity-dip phenomenon. The non-linear k − ε model did not predict correctly the
strength of the secondary currents. The measured and predicted isovels of the streamwise
velocity are presented in Figure [2.27]" (Filonovich, 2015).
Further studies are described by Filonovich (2015) which take into make use of the
k−ε, ASM, RSM and LES turbulence models to study not only flow in compound channels
but also solute transport in a compound channel. These varying studies reinforced the
findings of the impact of secondary flows in accurately predicting flow velocities and
Reynold stresses. The k − ε model proved to be the least reliable due to its inability to
account for secondary flows. The ASM model, although able to reproduce secondary
flows, was not as accurate as RSM. LES studies also revealed not to be as reliable as RSM
whilst also being more computationally expensive to run.
"Cokljat and Younis (1995) applied their RSM to symmetric and asymmetric com-
pound channels. The experimental data from Tominaga and Ezaki (1988) and Tominaga
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(a) Data by Tominaga et al. (1989). (b) Model by Pezzinga (1994).
(c) Data by Tominaga and Nezu (1991). (d) Model by Sofialidis and Prinos (1998).
Adapted from Pezzinga (1994) and Sofialidis
and Prinos (1998).
Figure 2.27: Experimental and computed stream-wise velocity contours. Adapted from
Filonovich (2015).
Figure 2.28: Secondary current vector plots and primary velocity contour plots in asym-
metric compound channels for hr = 0.5. Adapted from Cokljat and Younis (1995).
et al. (1989) were used for the model validation. It was found that RSM captured the
secondary curents and even smaller vortices. The position, where free surface and main
channel vortices [meet], was predicted almost exactly by the model. The effect that the sec-
ondary currents have on the primary flow was well predicted, where a significant bulging
of the isovels at the junction between the main channel and the floodplain was present
(see Figure 2.28). The velocity-dip phenomenon was captured by the RSM. Cokljat and
Younis (1995) suggested that the latter was not reproduced in the work of Naot et al.
(1993) due to the [under-prediction] of the levels of turbulence anisotropy by that model.
They also compared the predicted an measured boundary shear stress distribution for
the symmetric compound channel. The correspondence was fairly satisfactory, especially
for the floodplain, where the RSM reproduced the waviness of the experimental data.
The variation of the total discharge with different relative depths was well predicted"
(Filonovich, 2015).
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Other RSM studies further showed that "the secondary currents at the junction be-
tween the main channel and floodplain become weakened as the relative depth decreases.
This aspect is reflected in the angle of inclination of the [up-flow] at the junction, which
increases with decreasing relative depth (Kang and Choi, 2006). For shallow, flow hr , the
vertical structure in the main channel becomes similar to that observed in the rectangu-
lar channel ([see Figure 2.20]). The main channel vortex increases its intensity and the
floodplain vortex decreases with the decrease of the relative depth. Kang and Choi (2006)
also compared the wall shear stress distribution and concluded that the RSM overesti-
mates bottom shear stress in the main channel. However, in the floodplain, the simulated
bottom shear stress was in a good agreement with the experimental data" (Filonovich,
2015).
Using results from previous studies which had used the Shiono and Knight Method,
and with the implementation of an LES turbulence model to study the effects of the
floodplain depth on the flow in an asymmetric compound channel of two relative depths ,
hr = {0.25,0.5}, Kara et al. (2012) obtained good results and "demonstrated the anisotropy
in [a] compound channel at the interface between the main channel and the floodplain
leads to the formation of a vortex pair. The apparent shear stress (see Eq. [2.88]) was
greater for the shallow floodplain case. The generation term (first RHS term in Eq. [2.86])
was found to be more significant at the interface for the shallow case, where the peak
values extend to the free surface. The authors suggest that the extent and magnitude of
the secondary current generation term influences the angle of inclination of secondary
currents" (Filonovich, 2015).
Another LES study by Xie et al. (2013) revealed that stronger turbulent flow occurs
in the near-wall region and a significant lateral transport of momentum is present.
2.5.3.2 Trapezoidal compound-channels
Based on the experimental data obtained by several studies at the Science and Engineer-
ing Research Council (SERC) Flood Channel Facility (FCF), several experimental and
numerical studies have been conducted over the past three decades. One of the first of
these studies "was the work presented by Knight and Shiono (1990). This study includes
highly accurate measurements of the primary velocity, the turbulent intensities, TKE and
the Reynolds stresses. One of the main conclusions of their study was the significance
of the secondary currents contribution to the lateral transfer of momentum despite their
small values. Longitudinal vortices have been found by those authors to be important
for relative depths as low a 0.25. The vertical distributions for the shear stress τzu was
found to be highly non-linear in the interface zone, indicating strong secondary [current]
development. With an increase of the relative depth, the spreading of the shear layer into
the floodplain decreases" (Filonovich, 2015). In her literature review Filonovich (2015)
concludes that "besides DNS, much more complex models, such as LES, are necessary for
simulating the fully 3D multi-scale phenomena in open-channel flows. However, despite
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Figure 2.29: Boundary shear stress in symmetric compound channel with trapezoidal
cross-section. Adapted from Knight et al. (2005).
the fact that LES produces accurate results, it increases computational cost further beyond
typical engineering time and resource framework, which often leads to rejection of this
method. Thus, a compromise is needed between capturing the complexity of anisotropic
3D secondary flows with accuracy" whilst keeping computational costs low.
In highlighting the flow complexity of compound open-channels she cites the work
of Knight et al. (2005) who used state-of-the-art commercial CFD workbench software
having tested k−ε, SSG and SMC-ω models and comparing the results with experimental
data by Yuen (1989). Both models, SSG and SMC-ω, predict the presence of four sec-
ondary cells where the strongest is located about the junction between the main-channel
and the floodplain. In the case of bed boundary shear stress distribution, the SMC-ω
prediction were in the closest match to the experimental data ([see Figure 2.29]). The
authors have noticed that the predicted mass flow rate was higher than the experimental
value. This is due to the fact that whilst the experiments were considered with relatively
smooth walls, there was still some roughness to account for. This was reflected in CFD
simulation though applying a small roughness (0.5 mm) in the cases of k − ε and SSG
model. The introduction of roughness did not have any impact on the velocity contours or
the boundary shear stress profiles. The k−ε model failed in predicting secondary currents
and overestimated the boundary shear stress. The main conclusions from this research
work has been that there are limitations as to what can be achieved with a turbulence
model in the case of steady uniform flow. (Filonovich, 2015).
2.5.4 Vegetated compound channel flow
When analysing the overall flow characteristics of vegetated compound channels Terrier
(2010) remarks that the "drag exerted by fluid on vegetation has a significant impact on the
flow characteristics of a compound channel. The mean flow of vegetated areas is reduced
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when compared to non vegetated areas while the flow depth can also increase (e.g. Darby
(1999)". However, the rest of his characterisation of compound channel vegetated flow
is focused on the effects of emergent vegetation, for which the porous media approach is
not valid.
Brito et al. (2016) succinctly summarizes the effects of submerged vegetation on open-
channel flows: "The vegetation affects significantly the flow hydrodynamics, changing its
mean velocity, depth and shear stresses (...). In such vegetated flows, both the geometry of
the vegetation elements (shape, size, flexibility and vegetation density) and flow patterns
affects significantly the flow hydrodynamic resistance (...). The vegetation increases the
flow resistance and depth, consequently, decreases the mean flow velocity (...). Due
to flow resistance increase, a reduction in shear stresses and in turbulence intensities
is also observed near the channel bottom (...). The conversion of mean kinetic energy
to turbulent kinetic energy within vegetation elements wakes augments the turbulence
intensity, and because wake turbulence is generated at the vegetation elements scale,
the dominant turbulent length scale is shifted downward, relative to the non-vegetated
open-channel. The combination of reduced velocities and eddy-scale should reduce the
macroscale diffusion in the vegetated relative to non-vegetated regions. This reduction
has been observed for aquatic grasses (...). A large scale coherent vortex is generated near












In this chapter a brief introduction to the tools and mathematical models used in simulat-
ing the various cases will be presented. It is by no means supposed to be a comprehensive
guide in the fundamentals of these tools and methods, but merely a brief introduction
and reference to customizing them to process the case studies in this work. Special atten-
tion should be taken in regards to references to files and folders, solvers and utilities, and
source code presented in numbered Listings.
3.1 Introduction to OpenFOAM
According to its user guide (CFD Direct, 2014), OpenFOAM "is first and foremost a C++
library, used primarily to create executables, known as applications. The applications
fall into two categories: solvers, that are each designed to solve a specific problem in
continuum mechanics; and utilities, that are designed to perform tasks that involve
data manipulation. The OpenFOAM distribution contains numerous solvers and utilities
covering a wide range of problems, (...).
One of the strengths of OpenFOAM is that new solvers and utilities can be created
by its users with some pre-requisite knowledge of the underlying method, physics and
programming techniques involved. OpenFOAM is supplied with pre- and post-processing
environments. The interface to the pre- and post-processing are themselves OpenFOAM
utilities, thereby ensuring consistent data handling across all environments. The overall
structure of OpenFOAM is shown in Figure 3.1".
Like most other CFD software solutions, it is Finite Volume Method (FVM) based,
which "is a numerical technique that transforms the partial differential equations repre-
senting conservation laws over differential volumes into discrete algebraic equations over
finite volumes (or elements or cells). In a similar fashion to the Finite Difference (FD) or
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Finite Element Method (FEM), the first step in the solution process is the discretisation of
the geometric domain, which, in the FVM, is discretized into non-overlapping elements
or finite volumes. The partial differential equations are then discretised/transformed
into algebraic equations by integrating them over each discrete element. The system of
algebraic equations is then solved to compute the values of the dependent variable for
each of the elements.
In the finite volume method, some of the terms in the conservation equation are
turned into face fluxes and evaluated at the finite volume faces. Because the flux enter-
ing a given volume is identical to that leaving the adjacent volume, the FVM is strictly
conservative. This inherent conservation property of the FVM makes it the preferred
method in CFD. Another important attribute of the FVM is that it can be formulated
in the physical space on unstructured polygonal meshes. Finally in the FVM it is quite
easy to implement a variety of boundary conditions in a non-invasive manner, since the
unknown variables are evaluated at the centroids of the volume elements, not at their
boundary faces" (Moukalled et al., 2016).
Figure 3.1: Overview of OpenFOAM structure. Adapted from (CFD Direct, 2014).
In Higuera Caubilla (2017), a brief description of the major branches of OpenFOAM
is presented and illustrated (Figure 3.2).
The simulation work done in this thesis was all done using the main OpenFOAM
branch maintained by the "The OpenFOAM Foundation".
One of the biggest advantages of using one of these distributions is in keeping costs
down, as there are no licenses to be purchased and so the software can be installed and
run on varying computer platforms that may be available to the user.
Case studies are put together in case folder which typically have a basic structure
as per Figure 3.3. All files in black text are required files to set-up a working case for
the porousSimpleFoam solver. The 0 folder is the first time step where all variables are
initialized. The red coloured text files are not all required, but have to be set up according
to the chosen turbulence model, which is specified in the constant/RASproperties file. In
the transportProperties file the fluid properties are set, in the case of this particular solver
only by specifying its kinematic viscosity, ν.
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Figure 3.2: Simplified overview of OpenFOAM distribution hierarchy. Adapted from
Higuera Caubilla (2017). Used with permission.
The system folder contains the following files, as described in CFD Direct (2014):
controlDict The control dictionary file is where the simulation parameters, such as run
time and time step, are configured. "The OpenFOAM solvers begin all runs by
setting up a database. The database controls I/O and, since output of data is usually
requested at intervals of time during the run, time is an inextricable part of the
database. The controlDict dictionary sets input parameters essential for the creation
of the database".
fvSchemes Here we set the numerical schemes for terms, such as derivatives in equations,
that are calculated during a simulation. "The terms that must typically be assigned
a numerical scheme in fvSchemes range from derivatives, e.g. gradient ∇, to inter-
polations of values from one set of points to another. The aim in OpenFOAM is to
offer an unrestricted choice to the user, starting with the choice of discretisation
practice which is generally standard Gaussian finite volume integration. Gaussian
integration is based on summing values on cell faces, which must be interpolated
from cell centres. The user has a wide range of options for interpolation scheme,
with certain schemes being specifically designed for particular derivative terms,
especially the advection divergence ∇· terms".
fvSolutions The equation solvers, tolerances and algorithms are controlled from the fv-
Solution dictionary. It’s in this file that the solvers, algorithms and under-relaxation
factors are set. "In general the fvSolution dictionary may contain any parameters
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to control the solvers, algorithms, or in fact anything. If any parameter or sub-
dictionary is missing when an solver is run, it will terminate, printing a detailed
error message. The user can then add missing parameters accordingly".
decomposeParDict This is an optional file not necessary to run the solver, but necessary
if we wish to distribute the case for running in parallel across multiple processors or
processor cores. "The method of parallel computing used by OpenFOAM is known
as domain decomposition, in which the geometry and associated fields are broken
into pieces and allocated to separate processors for solution. The process of parallel
computation involves: decomposition of mesh and fields; running the application in
parallel; and, post-processing the decomposed [or recomposed] case. The parallel
running uses the public domain openMPI implementation of the standard mes-
sage passing interface Message Passing Interface (MPI) [(Forum, 1994)] by default,
although other libraries can be used.
(...)
The mesh and fields are decomposed using the decomposePar utility. The underly-
ing aim is to break up the domain with minimal effort but in such a way to guarantee
an economic solution". The finished case can then be recomposed back together with
the use of the recomposePar utility.
In Chapter 4, the section on experimental and numerical characterisation includes the
customised case parameters which were were added to the modified angledDcutExplicit
tutorial case.
3.2 Complementary tools for pre- and post-processing
As mentioned in the previous subsection, OpenFOAM is distributed with a set of pre-
and post-processing tools which are customized to work with the accompanying version
of the program. Some of these tools and utilities can be somewhat daunting for first time
users given that they are run by command line instructions, their behaviour determined
by a simple dictionary file where parameters are set.
Mesh generation can be accomplished with the use of established mesh software so-
lutions and subsequently converted into OpenFOAM format with the use of the corre-
sponding utility. Open source programs with a Graphical User Interface (GUI) such as
Gmsh (Geuzaine and Remacle, 2009), or the more comprehensive SALOMÉ (Ribes and
Caremoli, 2007) can be used for both pre-processing of a case mesh and post-processing,
as well as visualisation of results. The included ParaFOAM utility, which is a customized
version of the open-source ParaView program (Hansen and Johnson, 2005), can also be
used for visualisation and data post processing. One isn’t bound to open-source solutions
alone, with established commercial software such as Tecplot 360 or EnSight also provid-
ing utilities for post-processing and visualization of results, and many other commercial
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Figure 3.3: porousSimpleFoam case structure.
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Computer Aided Design (CAD) solutions capable of generating STereoLithography file
format (STL) files being capable of generating models for mesh creation. To import ex-
ternally created meshes there are other utilities included with OpenFOAM in order to
import meshes generated in popular commercial and open-source CFD solutions.
Given that the geometries in this work were relatively simple and straightforward,
the meshing tool of choice was the blockMesh utility supplied with OpenFOAM. "The
blockMesh utility creates parametric meshes with grading and curved edges. The mesh is
generated from a dictionary file name blockMeshDict located in the constant/polyMesh
directory of a case. blockMesh reads this dictionary, generates the mesh and writes out
the mesh data to points an faces, cells and boundary files in the same directory [(shown
in blue text in Figure 3.3)].
The principle behind blockMesh is to decompose the main geometry into a set of 1
or more three dimensional, hexahedral blocks. Edges of the blocks can be straight lines,
arcs or splines. The mesh is ostensibly specified as a number of cells in each direction of
the block, sufficient information for blockMesh to generate the mesh data" (CFD Direct,
2014).
Other relevant tools include the pre-processing tool topoSet that operates on cellSet-
s/faceSets/pointSets through a dictionary to, amongst other things, define a porous zone
in a mesh after it has already been compiled. There are also post-processing tools such
as yPlusRAS, which calculates and reports y+ for all wall patches, for the specified times
when using Reynolds-Averaged Simulation (RAS) turbulence models, and the postChan-
nel utility, which post-processes data from channel flow calculations.
3.3 The porousSimpleFoam solver
The porousSimpleFoam solver is the simpleFoam single-phase, steady-state solver for
turbulent flow of incompressible fluids with implicit or explicit porosity treatment. In the
tutorial Hafsteinsson (2009), although originally describing the rhoPorousSimpleFoam
based on rhoSimpleFoam (the compressible fluid version of the simpleFoam solver), the
implicit porosity solver is described as meant to be "more robust and is needed if the
resistances are large, heavily anisotropic or not aligned with the global coordinates". The
implicit porosity treatment can be activated by simply adding the line "nUCorrectors 2;"
to the SIMPLE field in the system/fvSolutions file.
It is based on the simpleFOAM solver, with merely having the porosity zones and
Multiple Reference Frame (MRF) functionality included by default in its default configu-
ration, thus not having to add it to an fvOptions file. It also makes it possible to choose
between an explicit and implicit porosity treatment. The SIMPLE loop illustrated in Fig-
ure 3.4 is applied in the $FOAM_APP/solvers/incompressible/simpleFoam/simpleFoam.C file
(and porousSimpleFoam.C file on the porousSimpleFoam sub-folder) as per Listing 3.1.
For a detailed explanation of the collocated SIMPLE algorithm in OpenFOAM, consult
Jasak (1996), Moukalled et al. (2016), and OpenFOAMWiki (2014).
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Figure 3.4: A flow chart of the SIMPLE algorithm. Adapted from Moukalled et al. (2016).
The condition for the main loop is defined by the simple.loop() object and function
(see Nilsson (2016a) and Nilsson (2016b) for the basics of C++ and its use in OpenFOAM).
It then includes in the loop the UEqn.h and pEqn.h header files which contain the velocity
and pressure equations, respectively.
In the porousSimpleFOAM solver, these files already contain if, else conditions
to specify the equations for either implicit or explicit porosity treatment, as shown in
Listings 3.3 and 3.4.
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Listing 3.1: Code for setting up the collocated SIMPLE loop as per Figure 3.4 in the
simpleFoam.C file.




5 Info<< "Time=" << runTime.timeName() << nl << endl;
6










17 Info<< "ExecutionTime=" << runTime.elapsedCpuTime() << "s"
18 << "ClockTime=" << runTime.elapsedClockTime() << "s"
19 << nl << endl;
20 }
21
22 Info<< "End\n" << endl;
3.4 Porous media flow in OpenFOAM
Despite the complexity of the OpenFOAM tool-box and its applicability to many CFD
studies on par with many commercial software solutions, its application of porosity mod-
els still lacks some of the more intricate considerations, namely those mentioned in sub-
section 2.3.5, having only a somewhat more classical implementation of porous media.
This implementation will be described in this sub-section.
3.4.1 Governing equations
The classic formulations of porosity and their corresponding equations are addressed in
Sub-section 2.3.4. In OpenFOAM, porous media is modelled "by attenuating the time

































3.4. POROUS MEDIA FLOW IN OPENFOAM
where D ij and Fij are represented as the scalars D and F, which when comparing
Equation 3.3 to Equation 2.38, can be defined as:









As indicated in line 17 of Listing 3.2, "leading 0.5 is from 1/2*rho", and does not affect
the value of F.
3.4.2 The class
The porous media models source files in OpenFOAM-2.x.x are located in the directory
$FOAM_SRC/finiteVolume/cfdTools/general/porosityModel/ directory, with the DarcyForch-





Figure 3.5: DarcyForchheimer source code folder structure.
The implementation of the porosity equations is found in the DarcyForchheimerTem-
plates.C file and theD and F constants values are read in DarcyForchheimer.C as per Listing
3.2.
3.4.3 The solver
The porousSimpleFOAM solver source code is located inside the simpleFOAM solver
directory in: $FOAM_APP/solvers/incompressible/simpleFoam/. The directory tree is as in
Figure 3.6.
As explained in Hafsteinsson, 2009, and updated for OpenFOAM-2.x.x, in UEqn.H
(Listing 3.3) the momentum equation is constructed (lines 3 to 8) and the source term, Si ,
is added by calling the member function pZones.addResistance(UEqn()).
3.4.4 The case
To make use of porous zones in porousSimpleFOAM, we must first define which zones
in our mesh are to receive the porosity treatment. This can be done before meshing, by
specifying an internal volume with a different name (usually this zone is simply called
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10 D_[zoneI][0] = tensor::zero;
11 D_[zoneI][0].xx() = dXYZ_.value().x();
12 D_[zoneI][0].yy() = dXYZ_.value().y();
13 D_[zoneI][0].zz() = dXYZ_.value().z();
14
15 D_[zoneI][0] = coordSys_.R().transformTensor(D_[zoneI][0]);
16
17 // leading 0.5 is from 1/2*rho
18 F_[zoneI][0] = tensor::zero;
19 F_[zoneI][0].xx() = 0.5*fXYZ_.value().x();
20 F_[zoneI][0].yy() = 0.5*fXYZ_.value().y();
21 F_[zoneI][0].zz() = 0.5*fXYZ_.value().z();
22











Figure 3.6: porousSimpleFOAM source code folder structure.
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15 // Include the porous media resistance and solve the momentum equation
16 // either implicit in the tensorial resistance or transport using by



















36 trAU = 1.0/UEqn().A();
37 trAU().rename("rAU");
38 }
porosity #, where # is a number if there is to be more than one porous zone) from the
unobstructed flow volumes, or after meshing by use of the topoSet utility.
The porosity properties are then defined in the the file constant/porosityProperties
(Figure 3.3 and Listing 3.5, which is particular to this solver. Other solvers that accept
porous zones will usually have the porosity properties set in the system/fvOptions file.
In Listing 3.5, we can see the porosityProperties file for OpenFOAM 2.3.1 and is taken
from the angledDuctExplicit tutorial case. This exact case can also be used for versions
2.4.0, and with a slight modification (one needs to simply comment lines 14 to 17, and 21
in Listing 3.5) to this porosityProperties file, the exact same case will run in version 2.2.2.
Here we set the D and F coefficients calculated as per Sub-Section 2.3 and Equations
3.4 and 3.5 set in a porosity zone called "porosity1", but which can be refer to any cell
zone define in the constant/polyMesh/blockMeshDict file.
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Listing 3.4: pEqn.H file structure with explicit porosity treatment relaxation factors.
1 volVectorField HbyA("HbyA", U);
2 if (pressureImplicitPorosity)
3 {








12 surfaceScalarField phiHbyA("phiHbyA", fvc::interpolate(HbyA) & mesh.Sf());
13
14 mrfZones.relativeFlux(phiHbyA);










































3.5. IMPLEMENTATION OF NEW MODELS IN OPENFOAM









9 d d [0 -2 0 0 0 0 0] (5e7 -1000 -1000);









19 e1 (0.70710678 0.70710678 0);





"Inside the cell zone a local coordinate system can be defined. The global coordinate
system of the geometry is set by default. The coordinate system is defined with the
coordinateSystem class. Which has several constructors . The vector e1 is created as
a linear combination of the global x- and y-axis so it is aligned with the angled duct
and the vector e2 is set orthogonal to e1. The vector e3 is then created in a right handed
order by the coordinateSystem class orthogonally to both e1 and e2. More examples of
how to create a local coordinate system can be found in the description at the header of
coordinateSystem.H, located in $FOAM_SRC/meshTools/coordinateSystems".
In DarcyForchheimerCoeffs the viscous and inertial resistance are defined, i.e., the
source term from Equation 3.2. "The two dimensioned vectors, d and f are added to
the diagonal of the tensors D ij and Fij respectively. The coordinates of these vectors
correspond to the local coordinate system. Default values of d and f is zero. At least
one component of the vectors need to be greater than zero. The code will automatically
multiply negative values with the largest component of the vector and switch the sign
to a positive value. This is done with the method adjustNegativeResistance which is
implemented in" DarcyForchheimer.C (Hafsteinsson, 2009).
3.5 Implementation of new models in OpenFOAM
In this work several RAS turbulence models were used in order to validate the porous-
SimpleFOAM, however, many of the models used successfully by Filonovich (2015) and
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Brito et al. (2016) are not included in the standard distributions of OpenFOAM. Although
it was beyond the scope of this thesis to program and implement new turbulence models,
such as Brito et al. (2016) use of the EARSM turbulence model to properly model sec-
ondary flows and their influence on stream-wise velocity distribution. However, we were
able to make use of a BSL-EARSM model, implemented for OpenFOAM-1.7.x by Jeyapaul
(2015) and subsequently adapted for versions 2.3.1 (also compatible with 2.2.2 and 2.4.0)
and 4.1 by Yogesh (2017).
Likewise, new porosity models can be implemented and customised as exemplified
in Gooya (2014) and Hafsteinsson (2009). A number of these models are described in











In this chapter an outline of the cases used for validation of the porousSimpleFOAM
solver will be presented, with and without submerged vegetation, alongside each case’s
respective results and analysis. These are previously published works which encompass
both experimental and numerical studies using both drag coefficient and porous media
models to account for the effect of the submerged vegetation (when present).
Cases without submerged vegetation are run with D and F values (Equations 3.4 and
3.4, respectively) set to null. These are the experimental and numerical studies presented
in research papers II and III in Filonovich (2015), published elsewhere as Filonovich et al.
(2010) and Filonovich et al. (2014), respectively. The purpose of performing these studies
with porousSimpleFOAM is in testing the implementation of the SIMPLE algorithm
and the selected turbulence models (k − ε, NonlinearKEShih and BSL-EARSM) so as to
compare them with previously validated studies.
Analysis and comparison of select rectangular flume studies by Lopez and Garcia
(1997) and Nezu and Sanjou (2008) were performed to test the porous media model in
a simple channel geometry. Brito et al. (2016) is then used to test porous media and
turbulence models on a symmetric compound open-channel.
All simulations were based on the angledDuctExplicit tutorial case with modified trans-
portProperties for water flow (ν = 1× 10−6 m2·s-1), specific case mesh, turbulence model
and porosity settings. Typically, unless specified, values in other files were left as is from
the tutorial case.
Cases were run for 5000 steps with a unitary ∆t. Results were considered if conver-
gence for measured quantities stabilised below 10−4 within that number of steps, as per
indication of LEAP CFD Team (2012).
In OpenFOAM, any kind of SIMPLE based solver doesn’t have time derivation which
is normally a natural limiter for the solution. This means, that for a special time interval
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∆t, the solution will never go beyond this specified time step. Based on the fact that
we do not have the time derivation within that algorithm, we are only interested in the
steady-state behaviour. By simply setting the time step ∆t to 1, the total simulation "time"
is essentially the number of iterations performed within the SIMPLE loop. Changing the
time step to other values will not influence the solution. At best, it will only allow us to
reach a pre-set pseudo end time faster or not, as we are effectively setting a limit on the
number of iterations to be performed by the algorithm (Holzmann, 2016).
Given that simpleFOAM (and by extension porousSimpleFOAM as well) is a single-
phase solver, all numerical simulations made use of the same assumption as Filonovich
et al. (2014), in that instead of a free surface the interface is treated as a flat plate with
a slip condition instead. This has been proven a valid approach, also considering that
current algebraic models fail to account for the formation of secondary currents due to
the air-water interaction (Filonovich, 2015).
The turbulence models considered for most simulations were the classic k − ε turbu-
lence model with open channel flow coefficients as per Table 2.3 (for direct comparison
with cases where previous numerical studies had used this turbulence model), the Non-
linearKEShih based on Shih et al. (1994) and implemented natively in OpenFOAM, and
the BSL-EARSM by Menter et al. (2012), programmed for OpenFOAM 1.7.x by Jeyapaul
(2015) and adapted to later versions by Yogesh (2017), and the SST for one particular
case. Other turbulence models were tested (LRR, LienCubicKE) but with no valid results,
which doesn’t necessarily invalidate those models. Boundary conditions, initial condi-
tions and mesh element distribution have to be taken into account for each turbulence
model, and further considerations may have to be taken in order for these models to work
properly with these case studies.
Typically values for ω based turbulent models were set at set ω = 2222.2 s-1 (unless
otherwise stated) which had been determined with the use of CFD-Online (2016) using
the default k and ε values in the angledDuctExplicit tutorial case, assuming the relation-
ship in Equation 2.77.
Given that not all simulations converged into stable residuals, only those which pre-
sented significant numerical results will be subject to analysis and further discussed.
All of the figures generated for this work’s numerical studies were done so as to be as
visually identical as possible to the analysis presented on the experimental and numerical
works on which they are based. The added figures which illustrate secondary flow were
generated using the post-processing tool Tecplot 360, which calculates the cross flow
velocity (vcf ) for stream velocity purely in the x direction (Tecplot, Inc., 2014):
vcf =
√
v2 +w2 [m · s−1] (4.1)
This cross flow is mentioned in this work as secondary flow.




In this section the experimental and numerical parameters from the studies on non-
vegetated channels are presented.
The purpose of the use for these numerical studies was to determine the validity of
the porousSimpleFoam solver and the considered turbulence models in open channel
flow before applying the porous-media condition.
4.1.1 Asymmetric rectangular compound channel
Figure 4.1: Adapted schematic description of floodplain open-channel flow from Tomi-
naga and Nezu (1991).
The work presented in Filonovich et al. (2014) is based on the experimental study by
Tominaga and Nezu (1991) of an asymmetrical rectangular compound channel (Figure
4.1), in particular experiment S-2. "The experiments were conducted in a tilting flume
with 12.5 m length and 0.4×0.4 m cross-section. The bed wall was composed of a painted
iron plate and the sidewalls were composed of glass. A fully developed and uniform flow
was established at the test section 7.5 m downstream from the entrance of the channel"
(Tominaga and Nezu, 1991). Here, hMC e the depth of the MC, hFP and hf p the depth and
height of the FP.
In their numerical study Filonovich et al. (2014) assumed that the flow is statistically
homogenous in the stream-wise direction and driven by a constant pressure gradient ∆p,
thus made use of periodic boundary conditions for the inlet and outlet patches. The length
of the domain in the stream-wise direction is 12hMC and is discretised with uniformly
spaced mesh in the stream-wise direction. In span-wise and in the vertical directions the
mesh is refined close to the walls, free surface and transition zone between the MC and
the FP. The grid considered for the BSL-EARSM simulation is of 200×200×80 (40) hexa-
hedral elements in the x, y and z directions, respectively, with the number in parenthesis
indicating the number of elements in the FP in the z direction.
In this work, the computational domain was set up as that of Filonovich et al. (2014)
(see Figure) but with a constant inlet flow of mean bulk flow velocity UA = 0.349 [m · s−1]
as per Table 1 in Tominaga and Nezu (1991), and inletoutlet type patch for the outlet
patch.
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The simulations were run with the BSL-EARSM turbulence model so as to directly
compare the implementation of Menter et al. (2012) by Jeyapaul (2015) with the validated
implementation of that turbulence model in CFX. The SST was also used for direct
comparison with results in the target study. The NonlinearKEShih model was used to
test its ability to accurately predict the intricacies of compound open channel flow in
comparison with other validated models.
Experimental results for Tominaga and Nezu (1991) case S-2, are comprehensive in
the original paper. Figures 4.2 and 4.3 show the original experimental measurements for
stream-wise velocity distribution and and secondary current vectors, respectively.
Figure 4.2: Isovels of primary mean stream-wise velocity U for experimental case S-2.
Adapted from Tominaga and Nezu (1991).
Figure 4.3: Secondary current vectors for experimental case S-2. Adapted from Tominaga
and Nezu (1991).
Conclusions in Filonovich et al. (2014) point out that all used turbulence models in
that work (BSL-EARSM, BSL-RSM and SSG-RSM) are able to reproduce the complex flow
pattern of primary velocity field, secondary currents, Reynolds stresses, anisotropy of
turbulence and production term of secondary currents, obtaining overall a good agree-
ment between numerical results and the experimental data of Tominaga and Nezu (1991).
Figure 4.4 illustrates the results from that work in regards to stream-wise velocity distri-
bution and secondary current vectors (for further analysis please consult the source).
"For the particular flow studied (high flow depth) the flow is clearly dominated by wall
turbulence and the anisotropy generated at the boundary corners. This helps to explain
better performance of BSL’s models against SSG-RSM. Although the latter constitutes a
more realistic conceptual model, since it resolves the exact Reynolds transport equations
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using a quadratic pressure strain term, the simpler BSL’s models give better results due
to a better wall treatment.
It was also concluded that the simpler model (BSL-EARSM) gave better results than
the most complex ones (BSL-RSM and SSG-RSM), indicating that neglecting advection
and diffusion terms in the exact transport equation for the Reynolds stress anisotropy
promotes the generation of stronger secondary flow cells.
In this particular case (wall dominated anisotropic turbulence) it seems clear that a
use of a simpler model can reproduce accurate results, as long as a proper wall treatment





Figure 4.4: Isovels of mean streamwise velocity U normalized by Umax. Adapted from
Filonovich et al. (2014).
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(a) NonlinearKEShih.
(b) BSL-EARSM.
Figure 4.5: Isovels of primary mean stream-wise velocity U normalized by Umax for
numerical study of Tominaga and Nezu (1991) in OpenFOAM.
In this work, the use of the NonlinearKEShih and BSL-EARSM turbulence models
was able to partly replicate the results of Filonovich et al. (2014) as seen in Figures 4.5,
4.6, 4.7 and 4.8. As can be seen in those Figures, the NonlinearKEShih, although able to
account for secondary flow currents it is wildly inaccurate in their shape and placement,
thus influencing the stream-wise velocity profiles along the channel cross section.
One particular feature of the stream-wise velocity profile captured by the BSL-EARSM
model in this work is the "significant bulging upwards of the isovels at the interface due
to the secondary currents generated by turbulence anisotropy" (Filonovich et al., 2014) as
can be seen in Figure 4.5b, which is absent in the NonlinearKEShih model (Figure 4.5a).
The presence of secondary flow cells and their illustration in Figures 4.6 and 4.7
(the latter perhaps illustrating a clearer picture of their placement and magnitude) also
demonstrates how the BSL-EARSM model used is in closer agreement with the experi-
mental results of Tominaga and Nezu, 1991 and the numerical results of Filonovich et al.
(2014).
Although the application of the BSL-EARSM model by Jeyapaul (2015) and Yogesh
(2017) is also based on the work of Menter et al. (2012) as the one used by Filonovich
et al. (2014), as mentioned previously (Chapter 2, Sub-section 2.4.3.2) the application
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differs minutely (slightly different coefficients and wall treatment), and hasn’t yet been
extensively validated for compound open-channel flow.
Also, as mentioned in the previous section, the numerical study conditions vary
slightly, as this work didn’t make use of a periodic condition for the inlet and outlet
patches, instead imposing a constant flow rate based on the mean bulk velocity provided
in the original experimental data in Tominaga and Nezu (1991), which only provides a
mean bulk velocity for the entire cross-section instead of UMC and UFP as in Brito et al.
(2016) which would have presented a more realistic cross section stream-wise velocity
profile at the inlet.
These small, albeit significant differences, are likely explanations for the discrepancies
shown between both the numerical studies of Filonovich et al. (2014) and those of this
work. However, they are sufficiently close to illustrate the present model’s application is
sufficiently able to numerically replicate the intended flow properties.
(a) NonlinearKEShih.
(b) BSL-EARSM.
Figure 4.6: Vector plot for numerical study of Tominaga and Nezu (1991) in OpenFOAM.
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(a) NonlinearKEShih.
(b) BSL-EARSM.
Figure 4.7: Secondary flow velocity plot (normalized for maximum stream-wise velocity





Figure 4.8: TKE (k) plot for numerical study of Tominaga and Nezu (1991) in OpenFOAM.
4.1.2 Asymmetric trapezoidal compound channel
Figure 4.9: Cross-section from the asymmetric trapezoidal compound channel. Adapted
from Filonovich et al. (2010).
The non-vegetated trapezoidal compound channel flow study is the one in Filonovich et al.
(2010), where experimental studies were carried out in the Hydraulics Laboratory of the
University of Beira Interior a in prismatic channel with a bed slope of θ = 0.001, 10 [m]
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length and with asymmetric trapezoidal compound section with dimension as per Figure
4.9. The uniform regime was established with a discharge of 24.7 [l ·s−1], which was input
as a constant volumetric flow rate of 0.0274 [m3 · s−1] in the porousSimpleFOAM U file,
inlet patch.
The original numerical study also made use of a free surface air-water interface, which
was not possible in this study and thus simplified with a wall with slip condition in place
of the free surface for reasons mentioned above.
Figure 4.10: Mesh elements cross section distribution for porousSimpleFOAM for exper-
imental study by Filonovich et al. (2010).
The original numerical study had a domain exactly coincident with the experimental
flume, discretised using approximately 1,200,000 regular hexahedral elements aligned
with the main directions. For turbulence modelling purposes, the z+ of the element
closest to the bottom walls were kept around 20 for the floodplain and 50 for the main
channel, using therefore, wall functions for all the turbulent models" tested (Filonovich
et al., 2010). In this study a distribution of hexahedral elements was similar to that in the
study for Brito et al. (2016) (Figures 4.10 and 4.27 for this work and Brito et al. (2016),
respectively), with 10,000,000 elements.
Filonovich et al. (2010) made use three different turbulent models, all based on the
basic RANS equations:
• k − ε
• SST
• EARSM
In this work direct comparisons were made with the first two models but instead
of the third the NonlinearKEShih and BSL-EARSM models were used. For the former,
two studies were conducted with and without law of the wall applied to the epsilon file
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wall patches (from OpenFOAM version 2.4.0 this turbulence model will only accept a
zeroGradient type for wall patches), and for the latter model ωvalues had to be set an
order of magnitude higher than the base value defined above.
The reason for these different parameter values for the BSL-EARSM turbulence model
is due to the imbalance caused by the uniform flow discharge at the inlet. For e.g., in Brito
et al. (2016), data is provided for for flow discharge for the MC and FP, which results in
different inlet velocities for each. However, in Filonovich et al. (2010) only a bulk flow
discharge Q is provided, thus imposing the same stream-wise inlet velocity U across the
entire cross-section. Because in reality the MC would have a higher inlet velocity, and the
FP a lower one, when using the BSL-EARSM turbulence model one has to compensate for
this imbalance and the resulting turbulence by setting initial conditions by increasing
the turbulent dissipation rate ω in order to take into account an even smaller turbulence
length scale l.
Much like the results in the previous Sub-section the numerical studies from this
work based on Filonovich et al. (2010) show once again that although it can predict sec-
ondary currents, the NonlinearKEShih model makes wildly inaccurate predictions as to
their placement, magnitude and subsequent impact on stream-wise velocity currents even
when compared to the linear SST model (Figure 4.14), with the BSL-EARSM demonstrat-
ing the results closest to the original study’s experimental and numerical results (Figure
4.13. However, slight discrepancies persist between the Filonovich et al. (2010) numerical
study and that of this work. Much like the numerical study conducted in the previous
Sub-section for Filonovich et al. (2014), the inlet span-wise velocity profile is uniform
due to there only being a bulk flow rate provided in the experimental description.
Also, this work makes use of the adapted BSL-EARSM model while the original nu-
merical study made use of the EARSM model. Even so by comparing the secondary
current vector plots of both works (Figures 4.15 and 4.16) and the secondary flow plot
for this work (Figure 4.17) it shows sufficiently agreeable results in terms of secondary
flow placement and topology, although it slightly overestimates its maximum velocity
which also impacts the stream-wise flow velocity profiles as shown in Figures 4.11 and
4.12. This over-estimation might be due to the use of a wall patch with no-slip condition,
as it can be seen from Figure 4.11 that the free-surface air-water interaction does provide
drag and subsequently slows down the flow at the free-surface.
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Figure 4.11: Measured vertical profiles of time-averaged velocity in the floodplain, in the
upper and lower interfaces. Adapted from Filonovich et al. (2010).
Figure 4.12: Measured vertical profiles of time-averaged as per Figure 4.11 for Open-
FOAM numerical study with BSL-EARSM turbulence model.
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Figure 4.13: Isovel lines obtained numerically in cross-section x = 7 m with turbulence
model: a) k − ε; b) SST; and c) EARSM. Adapted from Filonovich et al. (2010).
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Figure 4.14: Isovel lines obtained numerically in cross-section x = 7 m for numerical
study of Filonovich et al. (2010) in OpenFOAM.
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Figure 4.15: Secondary flow vectors obtained numerically in cross-section x = 7 m with
EARSM turbulence model. Adapted from Filonovich et al. (2010).
Figure 4.16: Secondary flow vectors obtained numerically for Filonovich et al. (2010) in
cross-section x = 7 m with OpenFOAM and BSL-EARSM turbulence model.
Figure 4.17: Secondary flow obtained numerically for Filonovich et al. (2010) in cross-
section x = 7 m with OpenFOAM and BSL-EARSM turbulence model.
The TKE plots of both numerical studies (Figures 4.18 and 4.19) reinforce the obser-
vations presented so far.
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(a) k − ε.
(b) SST.
(c) EARSM.
Figure 4.18: TKE results [m2/s2], obtained numerically in cross-section x = 7mwith three






Figure 4.19: TKE results [m2/s2], obtained numerically for Filonovich et al. (2010) in
cross-section x = 7 m with three different turbulence models in OpenFOAM.
4.2 Vegetated channels
In this section the porous media condition is applied in the numerical study of channels
with submerged vegetation.
All numerical studies for vegetated cases were of symmetric channels and as such their
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corresponding 3D computational domain was defined from the longitudinal symmetry
plain of the channel, allowing the use of symmetry boundary condition in the middle of
the MC. This was done so as to reduce the computational domain to half channel width
and, consequently, reduce the computational time and computational resources required.
As per Brito et al. (2016), this boundary condition ensures that the fluxes through the
symmetry plain are zero, i.e., the velocity in the normal direction to that plain is zero and
the gradients in that direction are negligible.
4.2.1 Symmetric rectangular simple channel
(a) LDA measurements (b) PIV measurements
Figure 4.20: Experimental setup. Adapted from Nezu and Sanjou (2008).




Numerical studies were based on Exp. 1 and 9 from Lopez and Garcia (1997) (see also
Fischer-Antze et al. (2001)) and experiments A-10, B-10 and C-10 from Nezu and Sanjou
(2008) (Figure 4.20). The computational meshes for both experimental flumes used in
OpenFOAM (Figure 4.22) consisted of hexahedral elements.
The computational domains for Lopez and Garcia (1997) was originally set with a
cross section distribution of 25 elements in the y direction, 60 for the z direction (with
20 elements for the porous zone and 40 for the free-flow) and 1950 uniform element
distribution in the x direction.
For Nezu and Sanjou (2008) the domain had 50 elements for the y direction, 100
elements for the z directions (20 for porous zone, 80 for the free flow) and 1000 uniformly
spaced elements in the stream-wise x direction.
For all experiments space-averaged data of velocity components and shear stresses
were collected for comparison with the simulation results. The experiments correspond
to rigid vegetation, shallow submerged (1 < H/hv < 5) and the density varies between
transitional (0.1 < λ < 0.23) and dense (λ > 0.23) (see Nepf (2012a) and Nepf (2012b) for
a revision on the vegetation characteristics).
The estimation of the porous media parameters followed the procedure defined in
Li and Ma (2011) and used by Brito et al. (2016). Tables 4.2 and 4.4 are built from a
spreadsheet given in personal correspondence (Leal, 2015), with the computations of the
parameters mentioned previously.
The experimental parameters for Lopez and Garcia (1997) and Nezu and Sanjou (2008)
are indicated in Tables 4.1 and 4.3, respectively. Their respective numerical simulations
were run with the standard k − ε, the NonlinearShihKE BSL-EARSM turbulence models.
(a) Lopez and Garcia (1997). (b) Nezu and Sanjou (2008)
Figure 4.22: OpenFOAM mesh cross-section for Nezu2008.; Lopez and Garcia (1997)
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Table 4.1: Lopez and Garcia (1997) experimental parameters
L B H A U Q Q/2
[m] [m] [m] [m2] [m·s-1] [m3·s-1] [m3·s-1]
Exp. 1 19.5 0.91 0.61 0.5551 0.322464421 0.179 0.0895
Exp. 9 19.5 0.91 0.61 0.5551 0.104485678 0.058 0.029
Table 4.2: Lopez and Garcia (1997) rectangular flume vegetation and porosity parameters
Exp.1 Exp.9
dv [m] 0.0064 0.0064
hv [m] 0.12 0.12
∆S [m] 0.076626103 0.051006137
a [m-1] 1.09 2.46
ϕ [-] 0.005478938 0.012365309
φ [-] 0.994521062 0.987634691
λ [-] 0.1308 0.2952
Vp [m3] 3.86039E-06 3.86039E-06
Ap [m2] 0.002412743 0.002412743
ψ [-] 0.493242415 0.493242415
dvs [m] 0.004735127 0.004735127
K [m2] 4.898028263E-03 9.4178359688E-04
β [m-1] 2.058547051 4.74375612
D [m-2] 204.1637872 1061.815053
F [m-1] 2.058547051 4.74375612
H [m] 0.335 0.214
H/hv [-] 2.79 1.78
Table 4.3: Nezu and Sanjou (2008) experimental parameters for A-10, B-10 and C-10
experiments
L B H A U Q Q/2
[m] [m] [m] [m2] [m·s-1] [m3·s-1] [m3·s-1]
10 0.4 0.15 0.06 0.12 0.0072 0.0036
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Table 4.4: Nezu and Sanjou (2008) rectangular flume vegetation and porosity parameters
A-10 B-10 C-10
dv (not cylinders) [m] 0.008 0.008 0.008
hv [m] 0.05 0.05 0.05
∆S [m] 0.016095569 0.022689216 0.034401046
a [m-1] 30.88 15.54 6.76
ϕ [-] 0.194024762 0.0976407 0.042474333
φ [-] 0.805975238 0.9023593 0.957525667
λ [-] 1.544 0.777 0.338
Vp [m3] 2.51327E-06 2.51327E-06 2.51327E-06
Ap [m2] 0.001256637 0.001256637 0.001256637
ψ [-] 0.711378661 0.711378661 0.711378661
dvs [m] 0.008536544 0.008536544 0.008536544
K [m2] 6.7565295E-06 3.7441189E-05 2.3641283E-04
β [m-1] 75.97103306 27.24258756 9.918163425
D [m-2] 148004.978 26708.55357 4229.888846
F [m-1] 75.97103306 27.242587558 9.918163425
H [m] 0.15 0.15 0.15
H/hv [-] 3.00 3.00 3.00
By starting with the simplest open-channel flow geometry it is intuitively expected
that it would yield the stablest results due to the far less complex nature of the flow (as
demonstrated in Chapter 2, Section 2.5). However, as we shall see from the results of
numerical studies in OpenFOAM based on the work of Lopez and Garcia (1997) and Nezu
and Sanjou (2008), this turned out not to be the case.
As can be seen for the case of Exp. 1 by Lopez and Garcia (1997) and the case of A-10
by Nezu and Sanjou (2008) (Figures 4.23 and 4.24, respectively), it is impossible to obtain
any sort of residual stabilization under the given experimental conditions. All other cases
yielded similar results which, for the sake of brevity, are not illustrated here.
Even with the use of the simplest linear turbulence model such as k-ε in both pre-
viously mentioned cases (Figures 4.23a and 4.24a, respectively), at best we can obtain
residuals for values under 10−4, but as we can see from Figure 4.24a these still won’t
stabilize to within a 4% margin within the given time-step limit.
Once secondary currents are taken into account with the use of both non-linear and
algebraic turbulence models, results either oscillate wildly at high residual values in the
case of the NonlinearKEShih turbulence model (Figures 4.23b and 4.24b), or in the case
of the BSL-EARSM turbulence model either stabilizes at values greater than 10−4 with
atypically high oscillations (Figure 4.24c) or simply "blew-up", i.e., gave a floating point
exception (dividing by zero) (Holzmann, 2016).
Numerous other numerical trials of these cases with variations in mesh geometry and
linear and non-linear Darcy-Forchheimer coefficient parameters (due to parameter input
errors) yielded similar results.
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(a) k − ε.
(b) NonlinearKEShih.
(c) BSL-EARSM.
Figure 4.23: Residuals of numerical study using three different turbulence models in
OpenFOAM for case Exp. 1 of Lopez and Garcia (1997).
100
4.2. VEGETATED CHANNELS
(a) k − ε.
(b) NonlinearKEShih.
(c) BSL-EARSM.
Figure 4.24: Residuals of numerical study using three different turbulence models in
OpenFOAM for case A-10 of Nezu and Sanjou (2008).
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4.2.2 Symmetric trapezoidal compound channel
Figure 4.25: Experimental compound open-channel: (a) Photograph from upstream
(zoom of artificial grass); (b) Illustration of cross-section. Adapted from Brito et al. (2016).
"The experiments were carried out in a compound open-channel located at the Na-
tional Laboratory for Civil Engineering, in Lisbon. The channel is 10 m long, 2 m wide,
and has longitudinal slope of 1.1×10−3 m/m (Fig. 4.25a). The cross-section is symmetrical,
composed of two lateral FP, 0.7 m wide each, and one trapezoidal MC, 0.4 m wide, and
hb = 0,1 m high. The transition between the MC and FP is made by banks with 45◦ slope
and half cross-section is B = 1 m wide (Fig. 4.25b). A Cartesian coordinate system is used
in which x, y and z refer to the longitudinal, lateral and vertical directions, respectively
(see Fig. 4.25a), and u, v and w are the components of instantaneous velocity. The system
origin is defined as: x = 0 at the inlet cross-section; y = 0 at middle of the MC; and z = 0
at the MC bottom (see Fig. 4.25b). The MC is made of polished concrete with Nikuradse’s
absolut roughness kS = 0.15 mm." (Brito et al., 2016). Two experiments were conducted
with two different relative height (hr) values, hr = 0.15 and hr = 0.30. However, given
that only the latter’s mesh was fully described in the published work, and porousSim-
pleFOAM results with the same number and distribution of elements did not allow for a
convergence of residuals under the same simulation parameters, it was decided to focus
merely on trying to reproduce the results obtained under hr = 0.30. Submerged vegeta-
tion parameters are as described in Table 4.5 and a summary of experimental conditions
for hr = 0.30 in Table 4.6.
Table 4.5: Submerged vegetation and porosity parameters for Brito et al. (2016) hr = 0.30
experimental study
hv dv ∆ S a ϕ φ λ K β
[mm] [mm] [mm] [mm-1] [-] [-] [-] [m2] [m-1]
5.5 1.1 3.9 0.07 0.06 0.94 0.40 2.46× 10−6 100
Brito et al. (2016) made use of the commercial software package ANSYS-CFX which
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Table 4.6: Summary of experimental conditions for Brito et al. (2016) hr = 0.30
hMC hFP hFP /hv QFP QMC UFP UMC UA
[mm] [mm] [-] [l·s-1] [l·s-1] [m·s-1] [m·s-1] [m·s-1]
143 43 7.8 16.6 42.3 0.28 0.56 0.43
models the free flow with the RANS equations and the porous media flow with the
VARANS equations. Turbulence was modelled using the EARSM model included in
the ANSYS-CFX package and the free surface was modelled using the Volume of Fluid
(VoF) method described in Nichols (1981).
"In the upstream section a velocity inlet condition is imposed, assuming a uniform
distribution in MC and FP computed from the experimental QMC and QFP , respectively,
for each hr = 0.15 and 0.30 (Table 4.6).
At the downstream cross-section of the computational domain a pressure outlet con-
dition is applied, being the pressure determined by and hydrostatic distribution calcu-
lated from the measured water depth. This boundary condition is useful to simulate
free-surface flows, especially when the free-surface level is know at a given downstream
cross-section. This allows the domain size reduction and, consequently, the diminution
of the number of mesh elements and the computational time. For boundaries with solid
walls a no slip wall condition is used, implying normal and tangential velocities equal to
zero. To solve the velocity numerically the law-of-the-wall is used.
(...)
[This is done] in order to limit the computation domain in the vertical direction, an
opening boundary condition was applied in the top of the air region C = 0, allowing
the fluid to cross the boundary surface in either direction maintaining a zero pressure
(Versteeg and Malalasekera, 2007).
A scheme of the computational domain and boundary conditions used in this study
is presented in the Fig. 4.26. In the computational domain the mesh was optimized by
reducing the number of elements where small gradients of velocity, pressure and volume
fraction are expected, and vice-versa. Therefore, the mesh is refined in the vertical di-
rection near the free-surface due to high gradients of C and also near the bottom and
the porous media top, due to high gradients of velocity. In the interface region between
MC and FP the mesh is refined both in vertical and horizontal due to high gradients of
velocity associated with the mixing-layer and secondary currents. Near the lateral walls
the mesh is refined in the horizontal direction due to high gradients of velocity. Outside
those refined regions the mesh is progressively coarser. All these criteria allow the con-
vergence of residuals and ensure a good precision of the numerical solution (Versteeg and
Malalasekera, 2007). In Fig. 4.27 a cross-sectional view of the mesh is presented. The
discretization in the longitudinal direction x is coarser and uniform with 1000 elements
(el.), representing the entire length of the channel (i.e. 10 m). It should be noted that the
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size of elements in this direction is approximately ten times greater than the measured
average diameter of vegetation and it was chosen after a mesh convergence analysis (not
presented here)" (Brito et al., 2016).
In this work, given that there is a wall with slip condition as a replacement for the
free surface, mesh refinement in the vertical z direction was taken as a single progression,
more refined at the bottom of the channel.
The numerical study in Brito et al. (2016) was conducted with the use of the EARSM
turbulence model in order to accurately simulate the formation and effects of secondary
flows on the streamwise velocity. In this work we will only consider the BSL-EARSM and
NonlinearKEShih for reasons already stated.
Figure 4.26: Scheme of the computational domain and boundary conditions for numerical
study in Brito et al. (2016).
For the numerical simulation in Brito et al. (2016) it was necessary to choose the time
step. This parameter is important because due to that solver having a time derivation.
"The use of inappropriate values can cause loss of information and the non-convergence
of the residual components of velocity, volume fraction, turbulence kinetic energy, turbu-
lence dissipation and/or conservation of mass. Thus a time step ∆t = 0.01 s was chosen
(...)" (Brito et al., 2016).
For Brito et al. (2016) the "simulations were stopped when the convergence criteria
were met. During the run three velocity components and pressure were monitored us-
ing monitor points throughout the computational domain. When the monitored values
reached the asymptotic range and kept constant for at least 5000 time-steps, and if the
root mean square normalized values of the equation residuals were below the residual
target value, set to 10−6, then the run is terminated. The simulation is assumed to be
converged if two previous criteria met and if global unbalances are less than 0.01 % (...).
The general procedure to establish the mesh was starting with a very fine mesh in all
domain and then increase the size of the mesh elements keeping the errors of the moni-
toring points bellow 1 %. Afterwards, the mesh elements are increased in regions were
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the gradients are smooth".
Figure 4.27: Cross-sectional view of the computational mesh for hr = 0.30 in Brito et al.
(2016).
As mentioned previously, the only numerical study that was able to be successfully
conducted in this work was that for the case of hr = 0.30, with the hr = 0.15 case failing
after numerous attempts with both finer and coarser meshes and varying turbulence
model parameters, which always resulted in the simulation "blowing-up" in the first few
time-steps.
Bulk flow rates for both MC and FP were provided in the experimental characterisa-
tion by Brito et al. (2016), as such (and as expected taking Section 4.1 into account) the
BSL-EARSM turbulence model yielded the closest results to Brito et al. (2016) numerical
study which, like Filonovich et al. (2010), made use of the EARSM turbulence model,
and the NonlinearKEShih once again making wildly different predictions in terms of
secondary current topology and placement as well as their influence on the stream-wise
velocity distribution (Figures 4.29a and 4.33a, respectively).
However, the stream-wise isovels of Brito et al. (2016) in Figures 4.28 compared to
the BSL-EARSM case of this work in Figure 4.33b show a closer agreement albeit with
the same velocity over-prediction as detected in Section 4.1, and also a different velocity
distribution across the FP.
The vertical time averaged stream-wise velocity profiles of Brito et al. (2016) and this
work (Figures 4.30 and 4.31, respectively) illustrate both the noticeable over-prediction
and stream-wise velocity distribution at two span-wise locations in the FP at x = 7.5 m.
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(a) Experimental.
(b) Numerical.




Figure 4.29: Normalised stream-wise isovel plot for numerical study of Brito et al. (2016)
hr = 0.30 in OpenFOAM.
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Figure 4.30: Vertical time averaged stream-wise velocity profile: (a) y/B = 0.40; (b) y/B =
0.60. Adapted from Brito et al. (2016).
(a) y/B = 0.4. (b) y/B = 0.6.
Figure 4.31: Vertical time averaged stream-wise velocity profile for numerical study of
Brito et al. (2016) hr = 0.30 in OpenFOAM.
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Figure 4.32: Secondary currents for hr = 0.30: (a) experimental; (b) numerical. Adapted
from Brito et al. (2016).
(a) NonlinearKEShih.
(b) BSL-EARSM.
Figure 4.33: Normalized secondary flow plot for numerical study of Brito et al. (2016)










Conclusions and Future Studies
5.1 Conclusions
In the present study several numerical simulations of non-vegetated and vegetated (with
analogous porous-media), simple and compound channel flows with both eddy-viscosity
and algebraic turbulence models were performed using the open-source CFD toolbox
OpenFOAM. The results of these simulations were presented in Chapter 4.
Regarding the objectives established in Chapter 1, Section 1.2, and the methodology
laid out in the introduction of Chapter 4, the following conclusions can be listed:
• The porousSimpleFoam solver is adequate for the simulation of compound open-
channel channel flow provided an adequate turbulence model is used.
• The use of non-linear eddy viscosity models in OpenFOAM is not straightforward
in its application. The quadratic model NonlinearKEShih by Shih et al. (1994)
fails to adequately model Prandtl’s second type of secondary currents which in turn
severely affects stream-wise velocity profiles across the entire channel cross-section.
The cubic turbulence model LienCubicKE proved difficult to implement, with fur-
ther considerations as to boundary conditions and near-wall mesh refinement likely
necessary for a more thorough analysis of its applicability.
• The implementation by Jeyapaul (2015) and Yogesh (2017) of the BSL-EARSM turbu-
lence model by Menter et al. (2012) produces significantly agreeable results. How-
ever, a more comprehensive comparative study should be conducted to account for
the differences in implementation of the original model proposed by Menter et al.
(2012), especially in regards to open-channel flow.
• The implementation of the Darcy-Forchheimer porosity model to OpenFOAM is
demonstrated to be severely lacking in robustness for the types of flow in this work.
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Even though it is able to account for anisotropy in the porous media if need be, the
following characteristics of its implementation invalidate the OpenFOAM toolbox
for the use of the technique implemented in this work (hybrid media flow):
– The RANS equations used by the solver merely apply a drag term in the porous
zones of the mesh (Equations 3.1 and 3.3), a term which is based on the classic
Darcy-Forchheimer equation (Equation 2.38) but lacking in that it doesn’t take
into account the Darcy velocity uD (Equation 2.31).
– The solver doesn’t apply a volumetric average to the RANS equations in the
porous zones so as to discount the geometric inconsistencies of the REV, for
which it should use the Dupuit-Forschheimer relationship for the Darcy veloc-
ity uD (Equation 2.53).
– There is no native type of submerged patch in OpenFOAM to which interface
conditions can be set to account for the discontinuity in shear stresses present
at the interface between the porous media and free-flow as described in Chap-
ter 2, Sub-section 2.3.5.
• The cumulative effect of the conclusions listed above explain why the numerical
simulations based on the experiments of Lopez and Garcia (1997) and Nezu and
Sanjou (2008) failed to achieve convergence of the monitored residuals, despite the
geometric simplicity of the channel cross-section. The fact that a porous zone was
present across the entire channel cross-section exacerbated the problems listed as
the flow was unable to develop properly and fully, as it was continuously having to
deal with the shear-stress discontinuity across the entire flow length and span. This
conclusion is reinforced by the fact that monitored residual quantities are higher, or
even highly unstable once non-linear eddy viscosity or algebraic turbulence models
(i.e., models that account for secondary flow) are implemented.
• In agreement with the previous point are the cases by Brito et al. (2016), where
only the case with the higher relative depth hr = 0.30 was able to produce a valid
numerical simulation, in this work, for these cases. For the case of hr = 0.15 where
there is a greater disparity in depth-averaged velocity (normalized for cross section
bulk velocity) between the MC and FP (Brito et al., 2016), the shear-stress disconti-
nuities prevented the solver from converging into a stable and agreeable solution.
However, for the hr = 0.30 case the higher hFP along with the unobstructed MC
allowed for a development of secondary flow cells (Figure 4.33b) of a magnitude
and placement that the shear-stress discontinuities did not preclude the solver from
converging to a stable solution. Even so, the stream-wise velocity profiles across
the FP are inadequate (Figures 4.30 and 4.31). Given that the comparative studies
for the cases of Filonovich et al. (2010) and Filonovich et al. (2014) showed some
discrepancies between the numerical studies of those works with that of this one,
one cannot at this time attribute all of the faults of the numerical study of this case
110
5.2. FUTURE STUDIES
to the lack of sophistication of the present porous model in OpenFOAM. However,
given the reasons listed so far, it is the likely major culprit.
In summary the present porous media model implemented in the OpenFOAM tool-
box (up to version 2.40) is insufficient for the implementation of the simplification of
the porous media model to a submerged rigid vegetation patch in open-channel flow,
as it doesn’t include the necessary modelling considerations for hybrid media flow as
succinctly described by Lemos (2006).
5.2 Future Studies
The advantage of the OpenFOAM toolbox is in its versatility and customizability for
researchers who need to test the implementation of new models, and its community based
development. As such the implementation of a more robust porosity model should be
undertaken given that the methodology tested in this work has been validated in previous
studies with the use of commercial software solutions (Brito et al., 2016; Sonnenwald et
al., 2016).
A VARANS based approach to porous media should be implemented. This has been
demonstrated in works by Chen et al. (2015) and Higuera Caubilla (2015).
The model description for hybrid media by Lemos (2006) should be applied both
for laminar flow (as presented in Sub-section 2.3.5) and turbulent flow (which is more
complex than the laminar flow presented here), taking into account the need to implement
an interface boundary condition to account for the shear stress discontinuity, especially
with the use of a robust RSM model such as BSL-EARSM. This can be done without having
to alter the OpenFOAM source code directly by using the SWiss Army Knife for FOAM
(SWAK4FOAM) toolbox for OpenFOAM, in particular the groovyBC boundary condition
that allows arbitrary expressions in the field-file.
Further work can also focus on the use of alternate differentiation schemes set in the
fvSchemes dictionary file, as well as different under-relaxation factor values for fields
and equations set in the fvSolutions dictionary file. These studies should be conducted
so as to verify if the current porosity modelling in OpenFOAM is in fact completely
unsuitable for this type of flow, or if it’s possible to attenuate the porous media interface
discontinuities mentioned in Sub-section 2.3.5.
In regards to the validity of the porous media as analogue to submerged vegetation
method, further validation of the method taking into consideration the experimental
cases by Lopez and Garcia (1997) and Nezu and Sanjou (2008) considered in this work
should be conducted by following the procedures of Brito et al. (2016) and Sonnenwald
et al. (2016), and their respective numerical tools.
Further studies of this technique should also contemplate its applicability to sub-
merged flexible canopies (Appendix A.1), taking into consideration the modelling of
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Further considerations on the literature
review
This appendix is a development of Chapter 2 with further theoretical considerations
on submerged vegetated flow, supplementary models and formulations of porous flow
equations and a more comprehensive Re characterisation in porous media flow.
A.1 Flexible Canopies and Monami
Although the scope of this thesis is on the effect of rigid dense submerged vegetation in
compound channel flow, it’s still important to take into account what causes and effects
flexible vegetation patches have on channel flow it is a commonly observed phenomenon
(Nepf, 2012b). According to Nepf (2012b), "under some conditions, the canopy-scale
vortices produce sufficient instantaneous drag to overcome buoyancy and rigidity of in-
dividual blades. The passage of the travelling vortices then causes a local depression
in the canopy, which travels along the canopy interface, in sync with the canopy vor-
tices (Figure A.1a). This progressive waving of canopy blades is called a monami (...).
It has been observed to occur extensively in the field (...). The frequency matches the
frequency of vortex passage, which is given by instability theory (...). However, if the
instantaneous drag associated with the canopy-scale vortices is not sufficient to depress
individual blades, the monami does not occur, even though the canopy scale vortices are
present". Nepf (2012b) goes into detailed explanation of the causes and effects of both
types of flexible canopy phenomena on both the velocity profiles (A.1a) and turbulent
stress profiles (Figure A.1b) of flow under both conditions as well as how the flexibility
of the canopy and the presence of monami affect the turbulent exchange between the
canopy and the overflow.
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a For dense submerged canopies (λ > 0.1),
the drag discontinuity at the top of the
canopy generates a region of shear resem-
bling a free shear layer, which in turn
generates canopy-scale vortices by Kelvin-
Helmholtz instability. The passage of these
canopy-scale vortices over the canopy may
generate a progressive waving of the canopy
that is called a monami (green canopy). If the
shear layer vortices are too weak, the canopy
will bend but not wave (orange canopy).
b With the weaker current, no monami occurs (orange
dots). With a stronger current, a monami is produced
(green dots). The vertical excurssion of the canopy inter-
face associated with the monami i shown with the dashed
double-arrow. Under the stronger current (green dots),
the individual blades are deflected further, reducing the
mean canopy height (h), relative to the conditions with
the weaker current (orange dots).
Figure A.1: Velocity profiles on submerged flexible canopy flow with and without monami
(a) and profiles of normalized turbulent stress in and above flexible canopy for two flow
conditions, based on the data by Ghisalberti and Nepf, 2006. Adapted from Nepf (2012b).
A.2 Supplementary porous media models
In this section a few extra models based on the Darcy-Forchheimer porous medium flow
are presented. Power law models (Parnas and Cohen, 1987) are not contemplated as
there is already an included model in OpenFOAM as mentioned and exemplified in
citetHafsteinsson2009, and as it is typically used to model flow of Non-Newtonian fluids
in porous media. A comparison of both models quadratic and power law models has been
conducted by Cheng et al. (2008).
A.2.1 Darcy-Brinkman Equation
"The Brinkman equation [Brinkman (1949)] describes the fluid flow in porous media
where velocities are high with no-negligible momentum transport by shear stress. In the
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Darcy model, it is effectively assumed that all stress within the flow is negligible com-
pare[d] to the stress carried by the interface of the solid porous media. This assumption
cannot be regarded to be physically realistic for high permeability porous media where at
least part of the viscous stress is limited within the fluid domain. The Brinkman equation,
which accounts for the transition from Darcy flow to viscous free flow, is ideal to be used
for high permeability porous regimes" (Joodi et al., 2010).
"The Darcy-Brinkman equation is a governing equation for flow through a porous
medium with an extra Laplacian (viscous) term (Brinkman term) added to the classical
Darcy equation. The equation has been used widely to analyze high-porosity media. The
dynamic viscosity, µe, associated with the Brinkman term is referred to as the effective
viscosity. Studies in the past yielded varying results for the magnitude of the viscosity
ratio [see Equation A.1] between slightly less than unity to as high as <∼ 10 for high





where µ is the fluid viscosity, and µe is the effective viscosity, which "theoretically takes
into account the stress within the fluid as it flows through a porous medium. However
experimental of µe is not trivial (...). Therefore, (...), µe is [sometimes] set to be equal to
the fluid viscosity µ" (Joodi et al., 2010).
"The validity of the Darcy-Brinkman equation has also been a subject of investigation,
particularly in relation to the boundary conditions at the solid (as well as fluid) interface.
(...) The analysis which solves the Navier Stokes equations rather than the Darcy equation,
yields a relation between the permeability of the regular array structure and the porosity
(volume fraction occupied by the flow), confirming that the Darcy equation is valid for
flow through regular structures over the whole spectrum of the porosity" (Liu et al., 2007).








"The dependent variable in Darcy’s law is the pressure alone, whereas pressure and
direction velocities are the dependent variables in the Brinkman equation" (Joodi et al.,
2010).
As described in Barree and Conway (2004), Bear and Corapcioglu (1984), Brinkman
(1949), Buchart and Christensen (1911), Lai et al. (2009), Li and Ma (2011), Liu et al.
(2007), Madsen and White (1976), Marques (2015), Mellink (2012), Moura (2014), “Nu-
merical modeling of turbulent flow through isotropic porous media” (2014), Passalacqua
(2008), Phanikumar and Mahajan (2002), Polezhaev (2006), Souza and Souto (2014), Ting
et al. (2004), Vafai (2005), and Williams et al. (1992) there are various ways to express
Darcy and non-Darcy flow mathematically. In addition to the original formulations of
Darcy and Forchheimer’s original work, there have also been new models proposed which
seek to address the shortcomings of the Forchheimer law, in regards to the variation of
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coefficients depending on fluid velocity. A brief description of these formulations and
extra models will be mentioned in this section as a reference for future studies. Further
details can be obtained by consulting the source materials.
A.2.2 Hydraulic gradient (I)
In his thesis, Marques (2015) makes use of an alternative formulation of the Darcy Law









which when inserted in Equation 2.31 produces a dimensional coefficient, a [s/m].
This coefficient accounts for the pressure drop due to friction and the porous media
characteristics, such as its porosity and its internal geometry. This coefficient must be
calibrated on a case by case basis since it’s dependent on the properties of the porous
media and the fluid viscosity (Marques, 2015). It is defined in his thesis as follows:
I = aI ×uD (A.4)
where aI [s m−1] is the linear resistance coefficient.
This then means that the Forchheimer law is now expressed as follows:
I = aIuD + bIuD |uD | (A.5)
where bI [s2 m−2] is the non-linear resistance coefficient.
The linear term, aI (eq A.4) accounts for the laminar flow and the quadratic term, bI
(eq. A.5), accounts for the inertial turbulent part of the flow. Both terms must be empiri-
cally calibrated (Marques, 2015). According to observations by Buchart and Christensen,
1911, there are problems with the applicability of the Forchheimer law in the transitional
regime, and so it was proposed that both the aI and bI coefficients take on different values
depending on the flow regime. Figure A.3 illustrates how the transition from the laminar
to the fully turbulent regime occurs in a continuous manner in porous media, and not
abruptly such as in duct flow (Marques, 2015).
Marques (2015) elaborates further on the use of this formulation, namely the different
formulations of how to obtain both coefficients and the "extended" version of these equa-
tions for application to non-stationary (multi-phase) flow. As the methodology which is
the scope of this thesis is not valid for multi-phase flow (Sonnenwald et al., 2016), the
equations for that type of porous media flow are not mentioned. However, this alterna-
tive formulation of the Darcy law and Forchheimer law were presented since Marques
(2015) made use of IHFOAM, a newly developed three-dimensional numerical two-phase
flow solver specially designed to simulate coastal, offshore and hydraulic engineering pro-
cesses, which is based on OpenFOAM’s interFoam solver (Cantanbria, 2014). IHFOAM
defines porous media as applied in Andersen and Burcharth (1995), and any application
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of a porous media as a stand in for a submerged dense patch of vegetation with that
particular solver would need to take this formulation of porous media flow into account.
A.2.3 Barree-Conway equation
Although the Forchheimer equation has been used in its various forms to compensate
for Darcy’s law’s shortcomings, it too has its own limited range of applicability as recent
experimental data has shown by Barree and Conway, 2004. "At high potential gradients
the flow rate cannot be predicted from Darcy or Forchheimer equations. These data also
show that β is not a single valued function of permeability, as has been expected, but is
as much a function of Reynolds Number as the apparent Darcy permeability. This leads
to different values of β for the same proppant, depending on the range of flow rates used
for the measurement" (Barree and Conway, 2004). In their paper, Barree and Conway
(2004) proposed an alternative to the modified Ergun equation (see Section 2.3.4.2). In
this section a brief description regarding isothermal stationary porous media flow is
presented, as summed up by Jambhekar (2011) and with some references to the original
source material.
"Barree and Conway (2004) performed an experimental analysis of the non-Darcy
flows through porous media. They represented the Forchheimer equation in a form







where uD is the Forchheimer velocity vector and Kapp is called apparent permeability

























As shown in Figure A.2, "the experimental data of Barre and Conway (thick blue line)
did not follow the linear apparent permeability Kapp (thin blue and red lines) given by
Equation A.6 for a constant Forchheimer coefficient β (slope). Thus, Barree and Conway
(2004) argued that the Forchheimer coefficient β and thus, the apparent permeability
Kapp must vary with the flow rate. Barree and Conway also stated that a general model
for a non-Darcy flow can be obtained by giving up on the expectation for a constant
Forchheimer coefficient β. (...)
From Equation [A.6], Barree and Conway suggested that the apparent permeability
Kapp can also be given as follows:
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where the Reynolds Number Re (see Equation [2.26]) is evaluated based on the char-
acteristic length β K [m]. There exists no direct relationship for the interpretation of
the Forchheimer coeeficient β and it has to be determined from the experimental data"
(Jambhekar, 2011).
Jambhekar (2011) goes on to comment on the applicability of this model for multi-
phase flow, even though his own case study does not make use of it. His discussion will
not be included here.
Although OpenFOAM doesn’t make use of this model, the open-source nature of its
code means that in can be applied to a numerical solver if a user so wishes, just as the
authors of the IHFOAM solver applied the Andersen and Burcharth (1995) approach
in defining porous media, or more to the point, how Gooya (2014) applied the Darcy-
Brinkman equation to define porous media. The reason for using such a model would be
to validate it given that it aims to be a general purpose model, and Barree and Conway
(2004) initial findings show a possible general correlation for characteristic length τ (see
Section 2.3.3.5) with permeability K for all porous media. Although that relation had not
yet been confirmed at the time of publication, and was presented in the article pending
future study and evaluation, continued use of this formulation in works published since
then seem to suggest that it might hold true. It would seem then fortuitous to also verify
its validity for the topic of this thesis, i.e., dense submerged vegetation as porous media.
A.3 Reynolds number (Re) in porous media flow
In his work, Marques (2015) cites Dybbs and Edwards (1994) who define the porous
medium Reynolds number Rep as dependent on grain size, porosity and fluid velocity in
the pores, as follows:
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where dp is the pore diameter and us, the fluid velocity in the pores (seepage velocity).
Marques (2015) describes the flow in porous media (see Figure A.3 as first described
and illustrated by Dybbs and Edwards (1994), later summarized by Andersen and Bur-
charth (1995) and quoted here from this later source, with additional remarks and adapted
figures by Marques (2015):
Figure A.3: Porous media flow regions. Adapted from Marques (2015).
1. The Darcy flow regime
"The Darcy or creeping flow regime where the flow is dominated by viscous forces
and the exact nature of the velocity distribution is determined by local geometry.
This type of flow occurs at Re < 1. At Re ' 1, boundary layers begin to develop near
the solid boundaries of the pores" (Andersen and Burcharth, 1995).
2. The Forchheimer flow regime
"The inertial flow regime. This initiates at Re between 1 and 10 where the boundary
layers become more pronounced and an ’inertial core’ appears. The developing
of these ’core’ flows outside the boundary layers is the reason for the non-linear
relationship between pressure drop and flow rate. As the Re increases, the ’core’
flows enlarge in size and their influence becomes more and more significant on
the overall flow picture. This steady non-linear laminar flow regime persists to a
Re ∼ 150" (Andersen and Burcharth, 1995). "The energy loss (...) is due to friction
in the flow through the narrow tortuous paths of the porous medium" (Bear, 1988).
In this regime, the flow remains laminar (see Figure A.4), however the relation
between the pressure gradient and fluid velocity is non-linear (Marques, 2015).
3. The transitional regime
133
APPENDIX A. FURTHER CONSIDERATIONS ON THE LITERATURE REVIEW
Figure A.4: Porous media flow with Rep = 86. Adapted from Marques (2015).
"An unsteady laminar flow regime in the Reynolds number range of 150 to 300. At
Re ∼ 150, the first evidence of unsteady flow is observed in the form of laminar
wake oscillations in the pores" (see Figure A.5). "These oscillations take the form
of travelling waves characterised by distinct periods, amplitudes and growth rates.
In this flow regime, these oscillations exhibit preferred frequencies that seem to
correspond to specific growth rates. Vortices form at Re ∼ 250 and persist to Re ∼
300" (Andersen and Burcharth, 1995).
Figure A.5: Porous media flow with Rep = 225. Adapted from Marques (2015).
4. The fully turbulent (rough turbulent) flow regime
" A highly unsteady and chaotic flow regime for Re > 300, qualitatively resembling
turbulent flow" (Andersen and Burcharth, 1995), (see Figure A.6).
Figure A.6: Porous media flow with Rep = 305. Adapted from Marques (2015).
Table A.1 sums up the porous media flow regimes and the valid equations for each
regime, following the formulation described in Section (2.3.4.2). It’s important to mention
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that the constant a′I in the fully turbulent flow regime is only used as a mathematical
adjustment and holds no physical meaning (Marques, 2015).
Table A.1: Porous Media regime flow classification. Adapted from Marques (2015)
Flow Regime Reynolds (Rep) Equation (Figure 2.8)
Darcy Rep < [1,10] I = a′′I uD
Forchheimer [1,10] < Rep < 150 I = aIuD + bIuD2
Transitional 150 < Rep < 300




Furthermore, Barree and Conway, 2004 state that "to adequately model non-linear
flow behaviour the value of Re can be expressed in terms of ρ u/µ to some transition






The advantages of this approach is that the valued of τ is a constant for any system,
and is not dependent on the experimental conditions under which it is determined, which
is the case with β" (see Sections 2.3.4.2 and A.2.3).
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