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Abstract
In this dissertation, we propose a set of computationally efficient methods based on approx-
imating/representing nonlinear processes by linear ones, so-called linearization. Firstly, a lin-
earization method is introduced for estimating the multiple frequencies in sinusoidal processes.
It utilizes a regularized autoregressive (AR) approximation, which can be regarded as a “large
p - small n” approach in a time series context. An appealing property of regularized AR is that
it avoids a model selection step and allows for an efficient updating of the frequency estimates
whenever new observations are obtained. The theoretical analysis shows that the regularized AR
frequency estimates are consistent and asymptotically normally distributed. Secondly, a sieve
bootstrap scheme is proposed using the linear representation of generalized autoregressive con-
ditional heteroscedastic (GARCH) models to construct prediction intervals (PIs) for the returns
and volatilities. Our method is simple, fast and distribution-free, while providing sharp and well-
calibrated PIs. A similar linear bootstrap scheme can also be used for diagnostic testing. Thirdly,
we introduce a robust lagrange multiplier (LM) test, which utilizes either the bootstrap or per-
mutation procedure to obtain critical values, for detecting GARCH effects. We justify that both
bootstrap and permutation LM tests are consistent. Intensive numerical studies indicate that the
proposed resampling algorithms significantly improve the size and power of the LM test in both
skewed and heavy-tailed processes. Moreover, fourthly, we introduce a nonparametric trend test
in the presence of GARCH effects (NT-GARCH) based on heteroscedastic ANOVA. Our empiri-
cal evidence show that NT-GARCH can effectively detect non-monotonic trends under GARCH,
especially in the presence of irregular seasonal components. We suggest to apply the bootstrap
procedure for both selecting the window length and finding critical values. The newly proposed
methods are illustrated by applications to astronomical data, to foreign currency exchange rates
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as well as to water and air pollution data. Finally, the dissertation is concluded by an outlook
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Real life time series often exhibit nonlinear patterns. In order to capture such nature of ob-
served processes, a large number of models and procedures have been proposed in the literature,
e.g., autoregressive conditional heteroscedastic (ARCH)/general ARCH (GARCH) models (En-
gle, 1982; Bollerslev, 1986), autoregressive fractionally integrated moving average (ARFIMA)
model (Granger and Joyeux, 1980; Hosking, 1981) and artificial neural networks (Gately, 1996).
However, parameter estimation in the nonlinear scheme can be complicated, typically sensitive
to initial values, and therefore not feasible in real-time modeling and forecasting. In practice,
one of the widely applied solutions is to approximate/represent a nonlinear process by a linear
model, which is referred to as linearization, due to its simplicity.
In fact, linearization is widely applied in many disciplines of mathematical science. In non-
linear control theory, a fundamental tool for analyzing a nonlinear system is to transform it into a
simple linear one by, for example, a Lie bracket (Khalil, 2002); in machine learning, kernel meth-
ods are often used to project observations onto a high or even infinite dimensional space where
linear procedures can be applied (Hofmann, et al., 2008; Schölkopf et al., 1998); in numerical
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analysis, nonlinear integral and ordinary/partial differential equations are usually solved by an
orthonormal basis (Darania et al., 2006), e.g., Legendre polynomials; in microeconomics, deci-
sion rules are approximated under the state-space approach to linearization (Moffatt, 2008) and
consequently a unique solution can be obtained. Similarly, in statistics and particularly in time
series analysis, the true model of the observed time series is typically unknown or has a compli-
cated structure. A common approach is to approximate the true model by an autoregressive (AR)
or a moving average (MA) equation. The applications of AR approximation have a long history
that can be traced back to the early papers Akaike (1969, 1974) and Parzen (1974) following the
pioneering work of Yule (1921). The AR model has a simple linear structure and its parameter
estimation techniques as well as the corresponding properties are well-investigated (see Brock-
well and Davis, 2006; Box, et al., 2008, for an overview). One of the most popular methods in
frequency estimation is to approximate the generalized spectral density of the periodic process
by an AR model (Berk, 1974; Trft and Kumaresan, 1982; Mackisack and Poskitt, 1989, 1990; Li
et al., 1994; Quinn and Hannan, 2001; Chen and Gel, 2010). Ray (1993) proposed to fit a “long”
AR model to the long memory ARFIMA process for prediction purposes (Ray and Crato, 1996;
Poskitt, 2006). This approach avoids the tedious nonlinear optimization procedure for estimating
ARFIMA parameters. Also, Politis (2007) demonstrated that the AR approximation is useful in
nonlinear financial applications for modeling and forecasting stock market returns. While AR is
popular for dealing with data, the MA approximation is a helpful tool in analyzing the structural
properties of the underlying process (Bühlmann, 1995). The asymptotics of the nonparametric
resampling technique, sieve bootstrap, is investigated based on the MA representation (Kreiss,
1988; Bühlmann, 1997). Another example is that of establishing the mixing properties of var-
ious time series via the MA form (Withers, 1981; Doukhan, 1994). In practice, both AR and
MA approximations are served as benchmarks for comparison with more complicated nonlinear
2
models.
In our study, what we mean by linearization is either to approximate a nonlinear time series
by a linear model or to analyze a nonlinear process in a linear framework. A stationary process









i < ∞ and {ϵt} are independently identically distributed (i.i.d.) with Eϵt = 0
and Eϵ2t < ∞. A weaker form of equation (1.1) amounts to relaxing the i.i.d. assumption on
{ϵt} to the assumption of a martingale difference (Hannan, 1973). Note that these assumptions
are typically not satisfied for linear representations of nonlinear processes (Francq and Zakoı̈an,
1998 and 2000).
The charm of linear processes lies in their simplicity. In fact, the totality of their dependence
structure is perfectly captured by a single entity, namely the sequence of the coefficients {ϕi},
while the estimation procedure of {ϕi} is simple and well-studied. Moreover, the prediction
function of linear processes typically achieves optimality, compared to that of a nonlinear setting
where finding the best prediction is usually far from trivial (Sugihara and May, 1990; Fan and
Yao, 2003). By linearizing the underlying process, we can take advantage of both parametric
and nonparametric properties of a linear model and hence simplify as well as hasten the analysis
procedure.
In this dissertation, we discuss how linearization helps us to analyze nonlinear processes in
the following three applications:
1. Estimating multiple frequencies by AR approximation with regularized least squares (LS).
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The problem of tracking multiple unknown frequencies is widely encountered in a vari-
ety of disciplines, such as astronomy, signal processing and electrical engineering. The
unknown frequencies can be obtained by approximating generalized spectral density of
a periodic process by an AR model. The advantage is that an AR model has a simple
structure and its parameters can be estimated iteratively, which is crucial for online (real-
time) applications. Typically, the order of the AR approximation is chosen by information
criteria, such as Akaike Information Criterion (AIC) (Akaike, 1974), Bayesian Informa-
tion Criterion (BIC) (Schwarz, 1978) or corrected AIC (AICc) (Hurvich and Tsai, 1989).
However, with an increase of sample size, the model order may change, which leads to
re-estimation of all model parameters. We propose a new iterative procedure for frequency
detection based on regularizing the empirical information matrix (Chen and Gel, 2010 and
2011). The suggested method avoids the repeated model selection as well as parameter
estimation steps, hence optimizes computational costs. Our regularization technique of
adding a penalty term to the diagonal of the empirical information matrix is closely related
to high dimensional multivariate problems, so-called “large p-small n”. While extending
the approach of Mackisack and Poskitt (1989, 1990) and Chen and Gel (2010) of tracking
a single frequency under the increasing order of an AR approximation, we derive asymp-
totic properties of the proposed regularized AR (RAR) estimates of multiple frequencies
and evaluate performance by numerical examples and a case study on sunspot detection.
2. Constructing prediction intervals (PI) for returns and volatilities in ARCH/GARCH pro-
cesses by sieve bootstrap (Chen et al., 2011).
The estimation and forecasting of an ARCH/GARCH process is a nonlinear procedure
4
and hence computationally cumbersome. However, it is well-known that the squared
ARCH/GARCH processes can be expressed in a linear AR/ARMA form. Our idea is
to employ the linear representation of an ARCH/GARCH equation and then to adapt a
sieve bootstrap procedure (Kreiss, 1988; Bühlmann, 1997) to construct the PIs for returns
and volatilities. Our method is novel, simple, efficient and distribution-free. The intensive
simulation studies indicate that the new re-sampling method provides sharp and well cali-
brated PIs for both returns and volatilities while reducing computational costs by up to 100
times, compared to other available re-sampling techniques for ARCH/GARCH models.
The proposed approach is theoretically justifiable, i.e., the bootstrap PIs are conditionally
consistent, given the observed process, and robust to the departure from normality. We
illustrate our procedure by an application to Yen/U.S dollar daily exchange rate data.
3. Applications of linearization of ARCH/GARCH processes for diagnostic testing of
(a) ARCH/GARCH effect,
Detecting ARCH/GARCH effect is a crucial first step in ARCH/GARCH modeling. In the
applied literature, the principal tool for detecting ARCH effect is the Lagrange multiplier
(LM) test (Breusch and Pagan, 1979; Engle, 1982), which utilizes the linear representation
of the squared ARCH/GARCH processes. The parametric LM test based on the asymp-
totic χ2 distribution performs poorly when the underlying process is not normal (Gregory,
1989; Demos and Sentana, 1998). We propose to employ the linear bootstrap and the per-
mutation techniques to find the critical value of the LM test. Our approach is consistent,
robust to the deviation from normality and hence reliable under various heavy-tailed and
skewed distributions.
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(b) trend in the presence of ARCH/GARCH effect.
Also, testing for trend in the presence of ARCH/GARCH effect is of substantial practical
importance in environmental, financial, medical and social science applications. We intro-
duce a nonparametric trend test based on heteroscedastic Analysis of Variance (ANOVA)
with a large number of factor levels (Wang and Van Keilegom, 2007, Wang and Akritas,
2006), the so-called NT-GARCH. The newly proposed test can effectively detect non-
monotonic trends under ARCH/GARCH effect, especially when irregular seasonality ap-
pears. For small or moderate samples, we suggest to use a bootstrap procedure to obtain the
critical values. Our theoretical findings show that the NT-GARCH test statistic is asymp-
totically normally distributed under the null hypothesis and the bootstrap NT-GARCH test
is consistent.
The main contributions of this thesis are to utilize linearization in conjunction with bootstrap
techniques to solve the estimation, forecasting and diagnostic testing problems in a nonlinear
framework. In particular,
1. we utilize the AR(k) approximation with the regularized least squares (RLS) for detection
of multiple frequencies for the case of both k and n→ ∞, hence, extending the previously
obtained results of Mackisack and Poskitt (1989, 1990), Gel and Barabanov (2007) and
Chen and Gel (2010). Due to regularization, the repeated model order selection is avoided
and the AR parameters are estimated iteratively. Hence, our approach is fast and useful for
on-line modeling. We justify the consistency and asymptotic normality of the regularized
frequency estimates and illustrate the new tracking procedure by simulation studies and
examples on sunspots (Chen and Gel, 2011).
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2. we construct PIs for returns and volatilities in ARCH and GARCH processes using the
sieve bootstrap (Chen et al., 2011). Adapting the sieve bootstrap procedure in an ARCH
and GARCH framework is novel, which substantially decreases computational costs while
providing competitively sharp and well calibrated PIs. The proposed method is purely
data-driven and sets minimal restrictions on an ARCH/GARCH innovation processes.
3. we introduce the bootstrap and the permutation versions of LM test to detect ARCH/GARCH
effect (Chen and Gel, 2011) and nonparametric trend test under ARCH/GARCH inno-
vations (Chen et al., 2011). The proposed tests provide more accurate size and better
power compared to the tests depending on the asymptotic distributions. We justify that
the bootstrap-based tests are asymptotically consistent. One of the attractive properties of
our trend test is that it can effectively detect non-monotonic trends under unidentifiable
seasonality with ARCH/GARCH effect. We plan to extend the same bootstrap strategy to
online tracking for change-point and regime switching detection.
In the next chapter, we discuss the AR approximation in multiple frequency detection us-
ing regularized LS. In Chapter 3, we introduce computationally efficient sieve bootstrap pre-
diction intervals for returns and volatilities in ARCH/GARCH processes. We present the boot-
strap/permutation LM test in Chapter 4 and the nonparametric trend test in Chapter 5. Finally,





The problem of tracking unknown frequencies is widely encountered in a variety of applications,
ranging from speech recognition in electrical engineering to the study of sunspots in astronomy.
Although the topic has been explored for many years (see, for example, Prony, 1795; Pisarenko,
1973; Hannan and Huang, 1993), it continues to attract considerable attention in the statistics and
engineering literature (Chen et al., 2000; Quinn and Hannan, 2001; Song and Li, 2006; Duan et
al., 2010; Elasmi-Ksibi et al., 2010; Liu et al., 2011). Among various existing methods, the
autoregressive (AR) frequency estimation is one of the most popular approaches due to its com-
putational ease and theoretical convenience (Truft and Kumaresan, 1982; Mackisack and Poskitt,
1989, 1990). However, it is well known that the AR-based frequency estimates are asymptoti-
cally biased when the order k of an approximating AR model is fixed (Stoica et al., 1987). A
simple remedy is to allow the AR order k to increase with sample size n at an appropriate rate.
This, however, may lead to deficiency in estimating the covariance matrix. In addition, it implies
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that a new AR order needs to be selected upon the arrival of new observations, and consequently
all the AR parameters need to be re-estimated.
In order to avoid these shortcomings, Chen and Gel (2010) introduce an alternative approach,
so-called regularized AR (RAR) approximation, to detect hidden frequencies. The idea of RAR
is to regularize the sample covariance matrix by a nuclear ridge operator, which allows to fit
a much “longer” AR model than the one suggested by Akaike Information Criterion (AIC) or
Bayesian Information Criterion (BIC), and hence reduces the approximation bias. Then, the AR
parameters are estimated recursively using the regularized least squares (RLS) method (Gel and
Fomin, 2001, and Gel and Barabanov, 2007). Note that our technique of regularizing the sample
information matrix can be regarded as a “large k – small n” approach in a time series context. In
fact, the order of the RAR approximation can be very close to n, so the regularization technique
is particularly crucial in this case to avoid deficiency in model identification. With the help of
the ridge regularizer, RAR allows to estimate the AR parameters with different level of accuracy,
while the number of estimated parameters grows with the sample size. Therefore, the repeated
model selection and parameter estimation are avoided as the sample size increases, which makes
the RAR procedure especially attractive for online (real-time) modeling.
In practice, as noted in Stoica et al. (1987), we typically encounter spurious frequency es-
timates for high-order AR approximation. Therefore, we further propose a Robust Trimming
Algorithm (RTA) for the RAR frequency estimates. Our numerical studies show that RTA can
effectively eliminate spurious roots and outliers, which noticeably increases the accuracy of
frequency estimates. Compared to the simulation results of the AR approximation procedure
suggested by Mackisack and Poskitt (1989), the RAR frequency estimates with trimming have
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smaller mean squared error (MSE)1, especially when a periodic signal is substantially embedded
in noise, i.e. signal to noise ratio (SNR) is low.
In this chapter we generalize the results of Chen and Gel (2010) to a case of tracking multiple
frequencies. In particular, we show that the RAR estimates of multiple frequencies are strongly
consistent and asymptotically normally distributed. We also illustrate performance of RAR by
numerical experiments and a case study on the sunspot data.
2.1 A brief overview of regularization
In statistics, there is typically a trade-off between the bias and the variance of models fit to
complex data sets. In order to reduce the bias, it is advantageous to choose a very large number
of parameters; however, if the number of parameters is too large relative to the size of the data
set, the empirical estimates of the model parameters exhibit high variance and one often faces
the problem of overfitting. A fundamental approach to solve this dilemma is regularization. One
of the earliest references is Tychonoff (1943), who used regularization in the context of solving
integral equations in a numerically stable manner. In the statistics literature, numerous works
have been dedicated to regularization, e.g., for model and variable selection, regression, and
covariance estimation.
1Suppose that ω̂ is an estimate of the true frequency ω, the MSE of ω̂ is defined as





























Regularization is particularly important in the context of nonparametric regression. In par-
ticular, when the number of predictor variables in the regression model is larger than the sample
size, solutions to the LS equations are not unique. Hoerl and Kennard (1970) propose ridge re-
gression to guarantee the uniqueness of the solutions by adding a penalty term to the residual
sum of squares. Currently, the counterpart of ridge regression, “lasso” regression is being exten-
sively investigated (Tibshirani, 1996; Meinshausen, 2005; Bunea et al., 2005, 2006; Tibshirani
and Taylor, 2010). The “lasso” minimizes the residual sum of squares subject to the sum of
the absolute value of the coefficients being less than a constant. Indeed, penalization is not the
only form of regularization being used in statistics. For example, in kernel density estimation
(Rosenblatt, 1956; Parzen, 1962) the bandwidth of the kernels induces the regularization effects.
Other than in nonparametric regression, regularization is also widely used for the estimation
of covariance matrices. Ledoit and Wolf (2003) consider the Steinian shrinkage towards an iden-
tity; Wu and Pourahmadi (2003) suggest the Cholesky decomposition of the covariance matrix to
bound its inverse from below; Bickel and Levina (2008a, b) introduce regularizing the covariance
matrix by thresholding; Bickel and Gel (2011) propose a banding regularization of covariance
matrices to estimate parameters and forecast time series. For the proposed RAR method, we
add a ridge operator of a nuclear type to regularize the empirical information matrix, which is
explained in detail in the following section.
2.2 Regularized AR frequency estimation
Consider a mixed-spectrum process {Yt}t∈Z
Yt = Xt + ϵt and Xt =
q∑
j=1
ρj cos(ωjt+ ϕj), (2.3)
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where ρj and ωj are constants with ρj > 0 and 0 < ω1 < . . . < ωq < π; ϕj are independently
identically distributed (i.i.d.) random variables uniformly distributed on [0, 2π); {ϵt} are i.i.d.
random variables with E(ϵt) = 0 and E(ϵ2t ) = σ
2 < ∞. Assume that q ≥ 1 is known, and
{ϵt} is independent of {ϕj} and hence of {Xt}. Given observations {Y1, . . . , Yn}, our goal is to
estimate the frequencies
ω = (ω1, . . . , ωq)
′. (2.4)
First, let us review the RAR approach for estimating ω. Consider an AR(k) model
a(B)Yt = νk,t (2.5)
where B is a backward shift operator (BYt = Yt−1) and a(z) = 1 + a1z + . . . + akzk is a
polynomial of degree k. The AR model (2.5) can be written in a state-space form:
Yt = Φ
′
k,t−1τ k + νk,t, (2.6)
where Φk,t−1 = (Yt−1, Yt−2, . . . , Yt−k)′ and τ k = −(a1, a2, . . . , ak)′. The RAR frequency esti-
mation procedure consists of the following three steps:
• Step 1: Approximate {Y1, . . . , Yn} by a “long” AR(k) process, where k increases with
sample size n. Note that k may substantially exceed the AR order suggested by AIC and
BIC, i.e. k ≫ log n.
• Step 2: Estimate the vector of unknown AR parameters τ k by the iterative RLS method










k,n − γεk,nΦk,n+1(1 +Φ′k,n+1γεk,nΦk,n+1)−1Φ′k,n+1γεk,n
(2.7)
with initial conditions τ̂ k,0 = 0 and γεk,0 = (εΛk,n)
−1. The matrix γεk,n is inverse to the
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and Λk,n = diag{eµj}kj=1, µj > 0, is a ridge regularizer of a nuclear form. Note that
n−1R̂
ε
k,n is a sample estimate of the covariance matrix Rk = {ri−j}k−1i,j=0, where ri−j =
E(YtYt+i−j) is defined as the theoretical autocovariance function (ACVF). For simplicity,
the regularizing parameters ε is chosen to be 1 and (µ1, . . . , µk)′ are chosen by cross-
validation (see discussion in section 2.4).
• Step 3: Let {β̂je±iω̂k,j}qj=1 denote the 2q roots of â(z) which are closest to the unit circle,
then the angular positions of these roots
ω̂k = (ω̂k,1, . . . , ω̂k,q)
′ (2.9)
are the estimates of hidden frequencies.
Note that the model order k can be selected a priori to be equal to (or even to exceed) a
potential upper bound of all practically fittable AR models, given the current sample size n.
Since we use a nuclear form of ridge regularization Λk,n, the AR parameters are obtained with
different precision, while the number of accurately identified parameters smoothly grows with
the sample size. Hence, RAR can be viewed as a smoothed version of model selection.
2.3 Asymptotic properties of RAR estimates
In this section, we extend the results of Mackisack and Poskitt (1989 and 1990) and prove the
strong consistency and the asymptotic normality of the RAR frequency estimates ω̂k. First,
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our goal is to show that the RAR frequency estimates ω̂k converge almost surely (a.s.) to the
vector of unknown frequencies ω. Here we consider a special form of the regularizing parameter
µ(n) = o(log n). The proof of this result is based on the strict consistency of the RLS estimates
of AR parameters. Note that by Theorem 1 of Stoica et al. (1987), we have



















Theorem 2.3.1 Let Yt be generated by (2.3). Let qk = (q1, . . . , qk)′ ∈ Rk denote a k × 1 vector
satisfying ∥qk∥ = O(k1/2). Assume that µ(n) = o(log n). If n → ∞ and k → ∞ such that
k2/n→ 0, then
(1)
∣∣q′k(τ̂ k,n − τ k)∣∣→ 0 a.s.
(2) supθ∈(0,π)
∣∣|â(eiθ)|2 − |a(eiθ)|2∣∣ = o(1) a.s.
(The proof of Theorem 2.3.1 is given in the Appendix.)
Based on the consistency of the RAR parameter estimates τ̂ k in Theorem 2.3.1, we derive
the following almost sure convergence result of ω̂k.
Theorem 2.3.2 Under the assumptions of Theorem 2.3.1, ω̂k → ω a.s., as n → ∞, k → ∞
such that k2/n→ 0.
(The proof of Theorem 2.3.2 is given in the Appendix.)
Second, we prove the asymptotic normality of the RAR frequency estimates ω̂k, starting from
deriving the asymptotic distribution of τ̂ k.
Theorem 2.3.3 Under the conditions of Theorem 2.3.1 and E(ϵ4t ) = κσ4 < ∞, if k → ∞
and n → ∞ such that k2/n → 0, then
√
n(τ̂ k,n − τ k) converges to a Gaussian process with
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covariance function Στ (i, j) = limk→∞Θk(i, j), where Θk(i, j) is the entry (i, j) of the k × k







a1 a2 . . . ak 0
a2 a3 . . . 0 0
...
... . . .
...
...
ak−1 ak . . . 0 0




0 1 . . . 0 0
0 a1 . . . 0 0
...
... . . .
...
...
0 ak−2 . . . 1 0
0 ak−1 . . . a1 1

, (2.11)








s cos (ωsi) cos (ωsj), i, j ̸= 0,




s, i, j = 0.
(2.12)
(See the Appendix for the proof of Theorem 2.3.3.)
Using the result of Theorem 2.3.3, we derive the asymptotic normality of ω̂k. Let a∗(z) be a
polynomial of degree k, i.e. a∗(z) = 1 + a∗1z + . . .+ a
∗
kz
k and τ ∗k = −(a∗1, . . . , a∗k) such that
τ ∗k = R
+
k rk, (2.13)
where R+k denotes the Moore-Penrose pseudoinverse of Rk. The results of Stoica et al. (1989)
imply that
a∗(z) = B∗(z)A(z), (2.14)
where A(z) =
∏q














Note thatA(z) has q pairs of roots located on the unit circle at e±iωs , s = 1, . . . , q. The remaining
roots of a∗(z), which are the roots of B∗(z), are located outside the unit circle. For the large
value of k, the roots of B∗(z) may be located very close to the unit circle, which eventually
causes spurious frequency estimates. (We discuss trimming algorithm of such spurious roots in
the next section.) The following theorem states the result on asymptotic normality of ω̂k.
Theorem 2.3.4 Under the conditions of Theorem 2.3.1, if k2 > cn1−δ, for 0 < δ < 2/3,
such that k2/n → 0, then
√
n(ω̂k − ω) converges to a Gaussian process with covariance
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1, . . . , g
′
q)
′, for s = 1, . . . , q,
θs = (cosωs, 2 cos 2ωs, . . . , k cos kωs)τ
∗
k, ψs = (sinωs, 2 sin 2ωs, . . . , k sin kωs)τ
∗
k,
hs = (cosωs, cos 2ωs, . . . , cos kωs)
′, gs = (sinωs, sin 2ωs, . . . , sin kωs)
′.
(2.17)
(The proof of Theorem 2.3.4 is given in the Appendix.)
Hence, we conclude that the RAR estimates ω̂k of multiple frequencies are strongly consis-
tent and asymptotically normally distributed. In addition, the advantage of RAR in practice is
that it avoids the model order selection step and allows to fit a “longer” AR model compared to
the one chosen by AIC/BIC, which leads to less bias estimates.
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Remark 1. Based on the results of Li et al. (1994), Lau et al. (2002) and the classical results
of Bartlett (see Bartlett, 1955; Brockwell and Davis, 1991, Theorem 7.2.1 and Proposition 7.3.1),
the asymptotic results of Theorems 2.3.1–2.3.4 can be extended to a more general condition when





where {ξt} are i.i.d random variables with E(ξt) = 0, E(ξ2t ) = σ2ξ and {ψt} is an absolutely
summable deterministic sequence with
∑
|ψj| < ∞. In this case, {ϵt} is referred to as “colored
noise”.
Remark 2. Note that here we consider a “soft” version of regularizer µ(n) = o(log n),
which requires the same condition on k as the unregularized case (Mackisack and Poskitt, 1989
and 1990) to obtain the asymptotic results, i.e., k2/n→ 0. Recalling the discussion of Lau et al.
(2002) on the behavior of an AR(k) spectral estimator when both k and n → ∞, an interesting
question is: Can we increase the rate of AR approximation k while properly balancing the bias-
variance issue with a “stronger” regularizer? I.e., is there theoretical evidence to justify the
properties of RAR estimates under k2−η/n → 0, for 0 < η < 2? For example, potential
regularizers can be the nuclear exponential or polynomial operators with increasing diagonal
values, i.e. Λk,n = diag{eµj}kj=1 (Gel and Barabanov, 2007) or Λk,n = diag{jp}kj=1 (Barabanov
and Gel, 2005). After numerous unsuccessful attempts to derive the asymptotic properties of the
RAR approximation of a higher order k, we decide to leave it as a conjecture:
Conjecture 1 Let Yt be generated by (2.3) and let Λk,n = diag{eµj}kj=1. As k → ∞, n → ∞
such that k/n→ 0, then for any δ ∈ (0, 1), the following hold in probability:
(1) Vn+1 = n−δ(τ̂ k,n+1 − τ k)′R̂
ε




k,n − C > 0,
which implies that n(1−δ)/2
∣∣(τ̂ k,n+1 − τ k)∣∣→ 0 in probability.
Note that, in the rest of this thesis, a matrix M > 0 means that M is positive definite. See
Appendix for the proof of condition (2). However, we could not derive condition (1) and hence
leave it as an open problem. This conjecture is empirically supported by a number of simulations
discussed in the Section 2.5.
2.4 Robust trimming algorithm (RTA)
For sufficiently large n, the roots of â(z) are close to those of a∗(z), or equivalently, B∗(z)A(z).
As noted in Stoica et al.(1987), the roots of B∗(z) tend to the unit circle when the approximation
order k increases. Therefore, the roots of B∗(z) can move faster towards the unit circle than






























Figure 2.1: Roots of the autoregressive approximating polynomial â(z) for different approxi-
mation orders k = 20, 30, 40, 60. Solid lines are the true angular positions.
Let us consider a sample {Y1, . . . , Y500} simulated from following process (Mackisack and
Poskitt, 1990),
Yt = 20 cos(1.24t+ 0.01) + ϵt, ϵt ∼ N(0, 1). (2.19)
Figure 2.1 visualizes the effect of an increasing number of spurious roots of the RAR approx-
imating polynomials of degrees 20, 30, 40 and 60, respectively. In order to reduce this effect
and increase the accuracy of the frequency estimates, we propose the following robust trimming
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algorithm (RTA).
The RTA procedure is implemented via training and execution stages. At the training stage,
we select the “optimal” regularizing parameter µ from a range of potential regularizers, using
cross-validation on a subset of n0 observations in such a way that the first 2n0/3 observed points
are employed for model training and the next n0/3 observations are used for verification. In
addition, we construct the 100(1 − α)% empirical confidence interval (ECI) of frequency esti-
mates corresponding to various tested regularizers. Heuristically, in view of Theorem 2.3.4, this
empirical distribution of frequency estimates is asymptotically normal, because fitting regular-
izers with different magnitude can be viewed as fitting AR models of different order2. At the
execution stage, we apply the RAR procedure with the “optimal” regularizer to the entire sam-
ple and estimate an unknown frequency. However, only estimates ω̂k falling into the pre-chosen
100(1− α)% ECI are taken into account while the rest are disregarded.
The choice of a training set and proportion of data to be employed for cross-validation is
typically empirical and data-driven. Currently various rules of thumb are employed in statistical
literature on regularization and cross-validation techniques, e.g. n0/3, n0/4, log n0 etc, where n0
is the length of a training set, and in many cases the choice of an “optimal” regularizer is rela-
tively insensitive to the proportion of data, selected for cross-validation (see Bickel and Levina,
2008 and references therein). We perform a small simulation study to investigate sensitivity of
2Note that to construct the “enforced” 100(1−α)% CI for frequency estimates, here we utilize sample frequency
estimates, yielded by RAR with various regularizers at the cross-validation step; these intervals are wider than
CIs, constructed using an asymptotic variance, and are more adaptive if the order of approximation is expected
to be changed as they do not explicitly depend on one pre-selected approximation order k. However, if the order
of autoregressive approximation is not expected to be updated, then the CIs based an asymptotic variance from
Theorem 2.3.4 is a more appropriate choice.
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the obtained mean squares error and standard errors to a proportion of data, utilized for cross-
validation, and our findings indicate that n0/3 and n0/4 provide a very similar performance (see
Table 2.1). In contrast, for frequency estimation log n0 is found to be a very restrictive choice
which frequently is numerically unstable with a poor overall performance, and hence, is omitted.
Sample sizes n0/3 n0/4
bias (s.e) bias (s.e)
500 -0.000121 (0.00037) -0.000129 (0.00031)
1024 -0.000055 (0.00012) -0.000054 (0.00010)
1900 -0.000025 (0.00005) -0.000026 (0.00005)
Table 2.1: Observed bias (standard error) of ω̂k using various proportions of data allocated for
cross-validation.
The selection of the trimming portion α is also empirically based, with a statistical folklore to
trim 10% of data points from each tail. Some systematic guides on trimming criteria can be found
in the literature on robust statistics (see Andersen, 2008 and references therein), for example,
Léger and Romano (1990) propose to determine the amount of trimming by minimizing variance
of estimates. In our studies we investigate various trimming amounts, i.e. α = 5%, α = 10%,
α = 25% etc, and find that a relatively minor trimming of 5% from both tails is typically an
appropriate choice in the considered examples. Our simulation analysis indicates that RTA can
effectively eliminate the spurious roots caused by the high model order, and therefore improve
the accuracy of the estimate.
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2.5 Numerical examples
In this section, we demonstrate the performance of the RAR frequency estimation with the robust
trimming algorithm by simulation studies, using a “stronger” regularizer Λk,n = diag{eµj}kj=1
and µ being selected by a cross-validation procedure. We consider two-sinusoid processes with
different combinations of amplitudes and frequencies, as shown in Table 2.2 (Stoica et al., 1989)
and {ϵt} are i.i.d N(0,1).














































Table 2.2: Amplitudes and frequencies of simulation studies.
First, we investigate the variances of ω̂k,1 and ω̂k,2, denoted as V ar(ω̂k,1) and V ar(ω̂k,2),
under different signal-to-noise ratio (SNR) in Cases 1-3. Note that SNR compares the level of a
desired signal to the level of a background noise, which is defined as




Here, we take ρ = 10
√
2 and j = 9.5, 9, 8.5, 8, . . . , 1, 0.5. In all considered cases, V ar(ω̂k,1) and
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V ar(ω̂k,2) are compared to the Cramer-Rao Lower Bound (CRLB) (Stoica et al., 1989b) where
CRBL1 = 24σ2/(ρ21T
3) and CRBL2 = 24σ2/(ρ22T
3). (2.21)
Since {ϵt} are assumed to be i.i.d N(0,1) in the simulated samples, σ2 is 1.
Suppose that we consider a sample size n equal to 2000. Based on the first 700 observa-
tions, the cross-validation procedure (Chen and Gel, 2010; Bickel and Gel, 2011) selects an
“optimal” regularizing parameter µ = 0.11 and AR order k = 80. Figure 2.5 shows V ar(ω̂80,1)
and V ar(ω̂80,2) respectively compared to CRLB while SNR increases from 0.45 to 26.02. Both
V ar(ω̂80,1) and V ar(ω̂80,2) monotonically decrease as SNR increases and approach CRLB. Also,
notice that the differences between the frequencies ω1 and ω2 in Case 1, 2 and 3 are correspond-
ingly 0.2π, 0.1π and 0.03π. As the distance between frequencies decreases, the rate of conver-
gence of V ar(ω̂80,1) and V ar(ω̂80,2) to CRLB also decreases.
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Figure 2.2: The variances of the frequency estimates ω̂80,1 and ω̂80,2 for varying SNR.
Second, we study dynamics of V ar(ω̂k,1) and V ar(ω̂k,2) with respect to increasing sample
size, given SNR of 20dB. Due to the RAR properties, the model order k and regularizing pa-
rameter µ remain the same whenever sample size changes, i.e. the previously chosen AR(80)
with µ of 0.11 are employed in all cases while T increases from 1000 to 5000. As shown in Fig-
ure 2.3-2.5, both V ar(ω̂80,1) and V ar(ω̂80,2) strictly decrease as sample size increases. Similar
to Figure 2.5, the variances are close to CRLB when the frequencies are well-separated (Case 1,
4 and 7), while the difference becomes larger as the frequencies are closer. Note that the mag-
nitude of variance negatively relates to the amplitude of the sinusoid and hence V ar(ω̂80,1) and
V ar(ω̂80,2) in Figure 2.3 are considerably smaller than those in Figure 2.4 and 2.5.
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Figure 2.3: The variances of the frequency estimates ω̂80,1 and ω̂80,2 for varying sample sizes






































































Figure 2.4: The variances of the frequency estimates ω̂80,1 and ω̂80,2 for varying sample sizes











































































Figure 2.5: The variances of the frequency estimates ω̂80,1 and ω̂80,2 for varying sample sizes
when amplitudes ρ1 =
√
20 and ρ2 =
√
2.
Since RAR can be viewed as an extension of the results of Mackisack and Poskitt (1989)
(from here on referred to as MP), we compare the mean square error (MSE) of RAR to that of
MP under varying SNR. Suppose that an observed sample consists of 2000 data points. MP ap-
proximates the underlying process by an AR(40) model selected by AIC. Denote a mean squared
error (MSE) of the RTA and MP frequency estimates by MSERTA and MSEMP respectively. Fig-
ure 2.7 illustrates the comparison of MSERTA and MSEMP while SNR increases from 0.45 dB
to 26.02 dB. From Figure 2.7, we find that MSERTA is noticeably smaller than MSEMP when
ω1 and ω2 are well-separated (Case 1) regardless of SNR; as well as when ω1 and ω2 are very
close (Case 2) but SNR is low (SNR < 8.43dB). As SNR increases, both MSERTA and MSEMP
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decay exponentially and tend to converge after a certain threshold. Hence, fitting a longer AR
model with robust trimming can effectively reduce MSE, especially in noisy conditions which is
frequently the case for many applications. From a computational point of view, RTA uses 13.2s
CPU time to select the “optimal” regularizer and to construct the 95% CI based on a training set
of 700 observations. The MP procedure spends 9.6s CPU time to select an AR order k using
AIC for 2000 observations. Although the CPU time for model selection of the MP procedure
is somewhat less, the new regularized procedure avoids further model selection and subsequent
parameter re-estimation when the sample size increases. 3















































Figure 2.6: Comparison of MSE yielded by MP and RTA for various SNR.
3The computations are conducted by a Lenovo Laptop T410 with i7CPU M620 2.67GHz processor.
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2.6 Case Study
One of the classical examples of a periodic process is the sunspot observations. The earliest
surviving record of sunspot dates from the 364 B.C., according a star catalogue by Chinese
astronomer Gan De (Hockey, 1999). In order to demonstrate the proposed RAR method, we take
a sample of annual sunspot observations from 1700 to 1988 (see Figure 2.7) and then apply the
RAR procedure to estimate the hidden frequency. Using cross-validation, we select an AR(25)
model with regularizing parameter µ = 0.1. As a result, the RAR frequency estimate is 0.5721.


















Figure 2.7: Yearly Sunspot data from 1700 to 1988.
We also apply the MP procedure to the sunspot observations for comparison purpose. The
AIC selects an AR(9) model and consequently, the MP frequency estimate is 0.3634. In fact, it
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is well-known that the sunspot populations rise and fall on an irregular cycle of 11 years, i.e., the
hidden frequency is equal to 0.5712. Clearly, the estimation error by RAR is about 0.43% of that
by MP.
2.7 Discussion
This chapter generalizes the results of Chen and Gel (2010) on regularized autoregressive (RAR)
frequency estimation to a case of multiple unknown periodicities. We show that the RAR es-
timates of multiple frequencies are strongly consistent and asymptotically normally distributed.
Since the idea of RAR is to approximate generalized spectral density of an periodic process by
the continuous spectral density of a “long” autoregressive model whose order is substantially
higher than the one suggested by AIC or BIC, we encounter a “large k-small n” problem in
a time series context. We approach this problem by a nuclear-type ridge regularization of the
sample autocovariance matrix and choose an “optimal” regularizer with cross-validation (Chen
and Gel, 2010; Bickel and Gel, 2011). Our simulation results indicate that as sample size and/or
signal-to-noise ratio increases, the RAR frequency estimates approach the Cramer-Rao Lower
Bound, and convergence rate is faster if frequencies are farther apart. Since RAR enables us to
avoid frequent re-estimation of approximating model order and parameters, the new procedure is
relatively computationally inexpensive and hence feasible for online tracking of unknown multi-
ple frequencies.
The proposed method can be extended to the case of a mixed spectrum process with colored
noise, which is a more realistic assumption for a number of applications, e.g. astronomy and
speech recognition. Another interesting future extension consists of using banding and thresh-
olding as regularization techniques as well as exploring bootstrap-based selection of an “optimal”
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regularizer.
Appendix of Chapter 2
Let us denote covariance vectors by rk = (r1, . . . , rk)′, rk,0 = (r0, r1, . . . , rk)′. Also, denote
sample ACVF by r̂j = 1n
∑n−j
t=1 YtYt+j , j = 0, 1, . . . , k, for k = 0, 1, ..., n − 1, which forms
sample covariance vectors r̂k = (r̂1, . . . , r̂k)′ and r̂k,0 = (r̂0, r̂1, . . . , r̂k)′.




k,n denote the k × (k + 1) matrices formed
respectively from the (k + 1)× (k + 1) matrices Rk, R̂k,n, R̂
ε
k,n and Λk,n by deleting their first
rows. Following the proof of Theorem 3 in Mackisack and Poskitt (1990), we express (τ̂ k,n−τ k)
as





























(1 : τ ′k)
′. (2.22)



















′ → 0 and consequently,




(1 : τ ′k)
′, (2.24)
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which can be re-written as














(1 : τ ′k). (2.25)
Equation 2.23 implies that R̂
ε
k,n → Rk a.s. again by Theorem 4.1 of Houdré and Kedem (1995).









→ Ik, a.s. (2.26)







(1 : τ ′k) → 0, a.s. (2.27)
Since ∥R−1k ∥ ≤ C3, C3 ∈ R+, we obtain
∥q′kR−1k ∥ = O(∥qk∥) = O(k
1/2). (2.28)







(1 : τ ′k), (2.29)




k = (Q1, . . . , Qk).
First, let us consider an element of (Γ̂k,n − Γk
)
, i.e, r̂j − rj , j = 0, . . . , k. Denote rxj =






























ρsρm cos(ωst+ ϕs) cos
(















































































ωm(t+ j) + ϕm
)
(2.31)




ωs(2t+ j) + 2ϕs






)∣∣∣∣ ≤ 1/2∣∣ sin ((ωs + ωm)/2)∣∣+ 1/2∣∣ sin ((ωs − ωm)/2)∣∣ (2.33)
for any ϕs, ϕm, j and s ̸= m. Since ωs ∈ (0, π) for all s and ωs ̸= ωm for all s ̸= m,
both 1/| sinωs| and 1/
∣∣ sin ((ωs ± ωm)/2)∣∣ can be bounded above by a constant. Therefore,
equation (2.31) becomes
r̂xj − rxj = O(1/n) +O(j/n) +O(1/n) +O(j/t) = O(j/n), (2.34)
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and hence, we obtain for j = 0, . . . , k:















































































































2ρs cos(ωst+ ϕs) cos(ωsj) + ϵt−j
)
ϵt − δj,0σ2. (2.37)
Since ρs, s = 1, . . . , q, are constants and {ϵt} is assumed to be white noise with finite fourth
moment, the four terms on the right-hand side of (2.36) are all O(j/n) a.s. Therefore, for j =
0, . . . , k,
r̂j − rj = Sj,n +O(j/n). (2.38)
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(1 : τ ′k)
′, (2.39)




, j = 1, . . . , k
and l = 1, . . . , k + 1, and
∣∣Mk,n∣∣ ≤ ∣∣Q′kSn(1 : τ ′k)′∣∣+ ∣∣Q′kEn(1 : τ ′k)′∣∣. (2.40)
As n→ ∞ and k → ∞ such that k2/n→ 0, by the Cauchy-Schwartz inequality, we have
∣∣Q′kEn(1 : τ ′k)′∣∣ ≤ (O(k)O(k3/n2))1/2 = O(k2/n) = o(1). (2.41)
Also, note that
∣∣Q′kSn(1 : τ ′k)′∣∣ ≤ ∣∣∣∣ k∑
j=1
QjSj,n













2ρs cos(ωsm+ ϕs) cos(ωsj) + ϵmϵm−j − δj,0σ2. (2.44)
The rest of the proof is same as that of Theorem 3 of Mackisack and Poskitt (1990) and hence
omit here. 
Proof of Theorem 2.3.2 Let ωk = (ωk,1, . . . , ωk,q)′ be the unknown frequencies based on the
k-th order RAR approximation. Note that
ω̂k,j − ωj = (ω̂k,j − ωk,j) + (ωk,j − ωj), (2.45)
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for j = 1, . . . , q. Using the result of Theorem 2.3.1 and applying similar arguments as the proofs
of Theorem 1 in MacKisack and Poskitt (1989) to a multi-frequency case, we can show that when




(∣∣ω̂k,j − ωk,j∣∣ ≥ ε) = 0. (2.46)
As shown by Stoica et al. (1987), (ωk,j − ωj) = O(1/k3) and the result follows. 







, j = 0, 1, . . . , k,
for k = 0, 1, ..., n−1, which forms the regularized sample covariance vector r̂εk,0 = (r̂ε0, r̂ε1, . . . , r̂εk)′.
In fact, the utilization of regularizer only changes the diagonal entries of R̂k,n, which is r̂0.
Asymptotically, R̂
ε
k,n is equivalent to R̂k,n and r̂
ε
k,0 is equivalent to r̂k,0 by the following argu-













Y 2t = r̂0 a.s., (2.47)
and therefore,
r̂εk,0 → r̂k,0 a.s., as n→ ∞. (2.48)
Lemma A.1 Suppose that E(ϵt) = κσ4 < ∞. If n → ∞ and k → ∞ such that k2/n →
0, then
√
n(r̂εk,0 − rk,0) converge to a Gaussian process with covariance function Σr(i, j) =
limk→∞ Ξk(i, j), where Ξk(i, j) is the entry (i, j) of the k × k matrix Σk.
Proof of Lemma A.1 By (2.47) and (2.48), r̂εk,0 is equivalent to r̂k,0 as n → ∞. Note that the
assumption applied here on {ϵt}, which assumes {ϵt} ∼ i.i.d (0, σ2) and E(ϵ4t ) = κσ4 < ∞,




n(r̂εk,0−rk,0) is asymptotically normally distributed with mean zero and covariance
matrix Σk, where Σk = {σεij}ki,j=0 and
σεij = lim
n→∞
E{n(r̂εi − ri)(r̂εj − rj)}. (2.49)
For any j = 0, . . . , k, the estimation error of regularized sample ACVF estimate is given by










































Notice that as n→ ∞, k → ∞ such that k2/n→ 0, nA1iA1j → 0 for i, j = 0, . . . , k, Therefore,




























2ρ2s cos (ωsi) cos (ωsj).
When i = j = 0,




and the result follows.
Proof of Theorem 2.3.3 Since
√
n(r̂εk,0−rk,0) converges in distribution as stated by Lemma A.1,
it follows the result of Serfling (1980) that r̂εk,0 = rk,0 +O(1/
√
n). Define the following quanti-
ties:
• g(r̂εk,0) = (R̂
ε
k,n)
−1r̂k = τ̂ k,n and g(rk,0) = (Rk)−1rk = τ k,
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• ∆k,i= (k × k)-matrix with ±ith off-diagonal elements equal to 1, and 0 otherwise,
• ϑk,i= (k × 1)-vector with ±ith element equal to 1, and 0 otherwise.
Note in particular that ∆k,0 is the identity matrix and ∆k,k is a zero matrix. In the view of matrix















= ϑk,i, i = 0, 1, . . . , k. (2.52)






















= −(Rk)−1∆k,i(Rk)−1rk + (Rk)−1ϑk,i
= −(Rk)−1(∆k,iτ k − ϑk,i).
(2.53)
Applying the Taylor expansion,
√




















−1(∆k,iτ k − ϑk,i)
√
n(r̂εi − ri) + o(1)
= −(Rk)−1[τ k, (∆k,1τ k − ϑk,1), . . . , (∆k,kτ k − ϑk,k)]
√
n(r̂εi − ri) + o(1).
(2.54)
Let ai = 0 for i < 0 and i > k. Note that
∆k,iτ k − ϑk,i = (a1+i, a2+i, . . . , ak+i)′ − (a1−i, a2−i, . . . , ak−i)′. (2.55)
Therefore, [τ k, (∆k,1τ k−ϑk,1), . . . , (∆k,kτ k−ϑk,k)] = M k and the result follows by Lemma A.1. 
Proof of Theorem 2.3.4 Let {β̂se±iω̂k,s}qs=1 denote the 2q roots of â(z) which are closest to the
unit circle. Applying the same arguments as in Stoica et al. (1989) and taking into account the
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results on asymptotic consistency and normality of τ̂ k,n and Theorem 2, we obtain that ω̂k,s is
close to ωs, s = 1, . . . , q, and β̂s is close to βs = 1 for sufficiently large n. Hence, the following
Taylor expansion holds under regularity conditions:











(ω̂k,s − ωs) +O(1/n),
(2.56)

































= (cosωs, 2 cos 2ωs, . . . , k cos kωs)τ̂ k,n.
(2.58)
By Theorem 2.3.3, as k → ∞ and T → ∞ such that k2/n → 0,
√
n(τ̂ k,n − τ k) converges in
distribution and thus it follows the result of Serfling (1980) that (τ̂ k,n − τ k) = O(1/
√
n). Also,
by Theorem 1 of Stoica et al. (1987), (τ k − τ ∗k) = O(1/k2). Hence, we obtain
τ̂ k,n − τ ∗k = (τ̂ k,n − τ k) + (τ k − τ ∗k) = O(1/k2) +O(1/
√
n). (2.59)
Since k2/n→ 0, the dominant term in (2.56) is not affected if we replace τ̂ k,n by τ ∗k, which is
0 = Re{â(eiωs)}+ θs(β̂s − βs)− ψs(ω̂k,s − ωs) +O(1/n),
0 = Im{â(eiωs)}+ ψs(β̂s − βs) + θs(ω̂k,s − ωs) +O(1/n).
(2.60)
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Since a∗(eiωs) = 0,
Re{â(eiωs)} = Re{â(eiωs)− a∗(eiωs)} = h′s(τ̂ k,n − τ ∗k),
Im{â(eiωs)} = Im{â(eiωs)− a∗(eiωs)} = g′s(τ̂ k,n − τ ∗k).
(2.61)
Substituting (2.61) into (2.60), we obtain







(τ̂ k,n − τ ∗k) +O(1/n). (2.62)
Equivalently,














(τ k − τ ∗k) +O(1/n). (2.63)
By the result of Stoica et al. (1987) Theorem 1,
(τ k − τ ∗k) = O(1/k2), θs/k = −1/2 +O(1/k), and ψs/k = O(1/k). (2.64)







(τ k − τ ∗k) = O(1/k3). (2.65)
Therefore,







(τ̂ k,n − τ k) +O(1/k3) +O(1/n), (2.66)
or equivalently,
√
n(ω̂k − ω) =
√





If k2 > cn1−δ, for 0 < δ < 2/3, then √n/k3 → 0, and O(√n/k3) → 0. Also, as n → ∞,
O(1/
√
n) → 0, so we have
√
n(ω̂k − ω) =
√
nFG(τ̂ k,n − τ k). (2.68)
By Theorem 2.3.3, the result follows if k3/2 > cn1−δ, for 0 < δ < 2/3 such that k2/n→ 0. 
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In the rest of the discussion, we justify condition (2) in Conjecture 1.












The main idea of proving Theorem A.1 is to divide n−1R̂
ε















Λk = Q1,n +Q2,n +Q3,n (2.69)
such that each block is dominated either by a non-zero observation data set or by the coefficients
of the regularizer Λk,n. Assume thatN = N(n) is a deterministic function of n such thatN < n.






where A is a k × k matrix and B is a k × 1 vector of the forms
A =

−a1 −a2 . . . −ak−1 −ak
1 0 . . . 0 0
0 1 . . . 0 0
...
... . . .
...
...

















|bi|, ϖ = max{mi : |bi| = b̄}. (2.71)
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jBB′A∗j; the constants ε1, ε2 > 0 are chosen such that ε1 + ε2 = ε; A∗
denote the complex conjugate transpose of A, i.e., A∗ = Ā′.
The next lemma investigates the limiting behavior of n−1
∑n
t=1 Ytνk,t+h and n
−1∑n
t=1 νk,tνk,t+h.
The results are useful for identifying the lower bounds of Q2,n and Q3,n. First of all, let us intro-
duce the following notations: for 0 ≤ h ≤ n− 1,
















t=1 νk,tνk,t+h − λk,h
)2
< κ2,
where κ1 and κ2 are positive constants.
Proof of Lemma A.2 Since νk,t = Yt +
∑k



























































= nE(r̃h − rh)2 + n
k∑
j=1














(r̃h − rh)(r̃h−j − rh−j)
)
= T1,h + T2,h + T3,h + T4,h. (2.74)














































ρ2l cos(iωs) cos(jωs′) cos
(






































where κ1 = ϑ1 + ϑ3 + ϑ4.
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(r̃h − rh) +
k∑
j=1













as k → ∞, which completes the proof. 
The following two lemmas identify the lower bounds of Q2,n and Q3,n in probability.












Proof of Lemma A.3 Note that {Yt, t ∈ Z} is weakly stationary, soEΦk,t−Nνk,t−j = EΦk,jνk,N ,
which can be expressed as
EΦk,jνk,N =
(
γk,N−j, γk,N−j+1, . . . , γk,N−j+k−1
)′
. (2.77)


























First, we investigate the asymptotic behavior of H1,n. Let q(n) be a positive function of
sample size n, which will be specified later in this proof. Clearly, the diagonal operator qIk +
ε2n
−1Λk is positive definite. Denote its square root as Sq = diag{si}ki=1 where si = (q +
ε2n
−1eµi)1/2. In order to show H1,n + qIk ≥ 0, it is sufficient to verify ∥S−1q (H1,n + qIk)S−1q −




































Since Sq ≤ q1/2Ik, the upper bound of p2 is obtained by












where C and C1 are positive constants.


















Yiνk,i+m, t ≥ 1, m ≥ 1. (2.80)
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Let operators P−N , P
+
N split an arbitrary sequence l = (l0, . . . , lk−1) ∈ Rk into two parts:
P−N l = (l0, . . . , lN−1) and P
+
N = (lN , lN+1, . . . , lk−1).
Note that by definition P+NA
N = (Ik−N ,0(k−N)×N), which implies






























tE(t−1ηt,m − γk,m)2. (2.82)
By Lemma A.2 and choosing αm = α0m−2, the inequality (2.82) becomes
P










where C2 and C ′2 are positive constants. Now let us substitute the upper bound of |ηt,m −Eηt,m|
obtained by the inequality (2.83) into (2.81),



























for C2 and C3 positive constants, since eµN ≥ n. Next, we estimate P−N zj using a similar
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approach.





















































p1p2 ≤ 1 is sufficient for ∥S−1q (H1,n + qIk)S−1q − Ik∥ ≤ 1 and hence for









for C ′ = C1C3 and C ′′ = C1C5, which holds under two conditions:







and C ′′N2ϖ−1 ≥ C ′q. (2.88)







where C6 = (
√






























γk,N−j, . . . , γk,N−j+k−1
)′
B′A∗j. (2.91)
Since γk,h = 0 for h = 1, . . . , k, when j = 0,
AN
(




0, . . . , 0︸ ︷︷ ︸
k−N+1 zeros












ψN−1,1(τ k) ψN−1,2(τ k) . . . ψN−1,k−N (τ k) . . . ψN−1,k(τ k)
−a1 −a2 . . . −ak−N . . . −ak
1 0 . . . 0 . . . 0






































m=1 ψN−1,k−N+1+m(τ k)γk,k+m 0 . . . 0
−
∑N−1
m=1 ak−N+1+mγk,k+m 0 . . . 0





0 0 . . . 0

,
where ψil(τ k) at (i, j)th entry of AN is a polynomial of τ k = −(a1, . . . , ak) of degree N +1− i
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and hence by result (2.10), ψil(τ k) ≤ ς1/k, 1 ≤ i, l ≤ k, for some constant ς1. Similarly,




where ϱ1 and ϱ2 are positive constants. Since the number of non-zero terms in E(Φk,t−Nνk,t−j)






∥∥∥ANE(Φk,t−Nνk,t−j)B′A∗j∥∥∥ ≤ 2(N − 1)∥∥∥ANE(Φk,t−Nνk,t)B′∥∥∥
≤ ϱ3N5/2/k <∞, (2.94)
for some positive constant ϱ3.














which completes the proof. 
Lemma A.4
















AjBB′A∗jPN ≥ dPN ,
wherePm is a standard projector, Pmc = (c0, c1, . . . , cm−1, 0, . . . , 0) for c = (c0, c1, . . . , ck).




















= G1,n +G2,n. (2.96)












































which completes the proof of part (1).
Next, let us investigate the asymptotic behavior of G2,n, which does not contain random





cos(|l − j|ωb) + δl,jσ2 of Li et al. (1994) and the
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complex exponential representation of cosine function, we obtain

































































cos(|l − j|ωb) + σ2δl,j +O(1/k), (2.100)





































AjBB′A∗j ≥ 0. (2.102)
Notice that for j = 1, . . . , N − 1,
AjB =
(




where ψi(τ k) is a polynomial of τ k = −(a1, . . . , ak) of degree j − i + 1. By the struc-
ture of AjB, it is clear that
{
B,AB,A2B, . . . ,AN−1B
}








AjBB′A∗jPN ≥ dPN ,
which completes the proof of part (2).




α−1+φ}. By Lemma A.3

































and the result of Theorem A.1 follows. 
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Chapter 3
Sieve Bootstrap Prediction Intervals for
Returns and Volatilities in GARCH
Measuring volatility plays an important role in assessing risk and uncertainty in financial mar-
kets. One of the core techniques for modeling volatility dynamics in empirical finance is the
autoregressive conditional heteroscedastic (ARCH) model, introduced by Engle (1982). The
pioneering idea of the ARCH approach is to view volatility as a linear function of previous
squared returns. By adding a ‘moving average’ (MA) part, Bollerslev (1986) proposes in-
corporating available information on previous volatilities, which resulted in the Generalized
ARCH (GARCH) model. There now exists a variety of modifications of the ARCH/GARCH
approach: exponential GARCH (Nelson, 1991), nonlinear GARCH (Engle and Ng, 1993), in-
tegrated GARCH (Engle and Bollerslev, 1986), fractionally integrated GARCH (Baillie et al.
1996), long memory GARCH (Conrad and Karanasos, 2006), etc, and new extensions continue
to appear frequently (see Bera and Higgins, 1993; Shephard, 1996; Tsay, 2002; Taylor, 2005;
Bollerslev, 2008, and references therein for an overview). Although the sequence of volatili-
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ties is typically unobservable, predicting volatility by ARCH/GARCH models is straightforward
due to their functional structure. However, the existing literature mainly focuses on point fore-
casts of volatility (see Baillie and Bollerslev, 1992; Andersen and Bollerslev, 1998; Andersen
et al., 2001; Engle and Patton, 2001; Poon, 2005, and references therein), and relatively little
attention has been paid to constructing prediction intervals. Compared to point forecasts, pre-
diction intervals provide extra assessment of the uncertainty associated with the corresponding
point forecast, which can better guide risk management decisions. However, construction of pre-
diction intervals requires knowledge of the distribution of the observed data, which is typically
unknown in practice. Hence, data are usually assumed to follow some hypothetical distribution,
and the resulting prediction interval can be adversely affected by departures from that assump-
tion (Thombs and Schucany, 1990). An alternative is to employ distribution-free re-sampling
techniques, e.g., the bootstrap. One of the most popular and efficient bootstrap procedures in a
time series context is based on assessing the predictive error distribution by re-sampling resid-
uals from the fitted model (Bühlmann, 2002; Politis, 2003; Härdle et al., 2003). In particular,
Miguel and Olave (1999) propose constructing bootstrap-based prediction intervals of returns
and volatilities by directly adding re-sampled residuals from an ARCH model to the respective
point forecasts. Reeves (2005) suggests including an additional step of re-estimating the ARCH
parameters for each bootstrapped realization of returns, which incorporates the uncertainty in
sample parameter estimates. Pascual et al. (2006) combine and further extend these procedures
by developing prediction intervals for both returns and volatilities from GARCH models, and the
obtained prediction intervals are found to be well-calibrated, i.e., the number of observed data
falling within a prediction interval coincides with the declared coverage. However, the discussed
procedures are based on maximum likelihood (ML) estimation of ARCH/GARCH parameters
and, hence, are computationally expensive.
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In this chapter, we propose a novel, simple and efficient sieve-based bootstrap procedure to
construct prediction intervals of returns and volatilities in ARCH/GARCH processes. The sieve
bootstrap is a residual-based re-sampling technique widely applied in linear time series model-
ing due to its efficiency, low computational costs and non-restrictive assumptions (Kreiss, 1988;
Bühlmann, 1997; Politis, 2003; Härdle et al., 2003; Pascual et al., 2004). The idea of the sieve
bootstrap is to approximate an observed process by a linear model, typically autoregressive (AR),
and to generate “new” realizations from the same model but with the re-sampled innovations.
Notice that ARCH/GARCH equations can also be represented as AR/ARMA processes from the
Box-Jenkins family of models. In particular, the squared return from an ARCH/GARCH model
is a linear process that follows an AR/ARMA equation (Tsay, 2002; Box et al., 2008). Hence, we
can also adopt a sieve bootstrap procedure for the ARCH/GARCH case, i.e. develop prediction
intervals for squared returns and then apply probability transformations to construct the required
prediction intervals for returns and volatility. Since the proposed approach involves only estima-
tion of AR/ARMA models by least squares (LS), it significantly reduces the computational costs
while providing sharp and well-calibrated prediction intervals for both returns and volatilities.
3.1 ARCH and GARCH models as AR and ARMA models
We start our discussion from a general class of GARCH(p, q) models and then consider ARCH(1)
and GARCH (1, 1) processes as examples.
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3.1.1 Models and assumptions
Suppose {Yt}t∈Z follows a GARCH(p, q) process, p, q ≥ 1,
Yt = σtϵt (3.1)











where {ϵt}t∈Z is a sequence of independent, identically distributed (i.i.d.) random variables with
E(ϵt) = 0 and E(ϵ2t ) = 1; {ϵt}t∈Z is a stochastic process assumed to be independent of {σt}t∈Z;
α0, αi and βj are unknown parameters satisfying α0 ≥ 0, αi ≥ 0 and βj ≥ 0, for i = 1, . . . , p
and j = 1, . . . , q. Let m = max(p, q). Throughout this paper, we assume that {Yt}t∈Z is weakly
stationary, i.e.,
∑m
i=1(αi+βi) < 1 is satisfied, where αi = 0 for i > p and βi = 0 for i > q (Tsay,
2002). Further, we assume that the strict stationarity conditions of {Yt}t∈Z given in Bougerol and
Picard (1992a,b) hold 1. Note that in financial contexts, {Yt}t∈Z and {σt}t∈Z are referred to as
return and volatility processes respectively. If q = 0, {Yt}t∈Z is an ARCH(p) process. Let us
1Bougerol and Picard (1992a, 1992b) provide the necessary and sufficient conditions for the existence of a strictly
stationary solution of (3.1) and (3.2). Let τn = (β1 + α1ϵ2n, β2, . . . , βq−1)
′ ∈ Rq−1, ξn = (ϵ2n, 0, . . . , 0)′ ∈ Rq−1,
α = (α2, . . . , αp−1)
′ ∈ Rp−2. Let
An =

τn βq α αp
Iq−1 0 0 0
ξn 0 0 0
0 0 Ip−2 0
 ,
where Ik is a k × k-identity matrix for k ∈ Z+. The top Lyapunov exponent γL associated with the sequence
{An,−∞ < n < ∞} is γL = inf0≤n<∞ 1n+1E log ∥A0A1 . . . An∥, assuming that E(log ∥A0∥) < ∞. (Here
∥M∥ = sup{∥Mx∥d/∥x∥d : x ∈ Rd,x ̸= 0} and ∥  ∥d is the Euclidean norm in Rd.) Bougerol and Picard (1992a,
1992b) show that if E(log ∥A0∥) < ∞ holds, then (3.1) and (3.2) have a unique stationary solution if and only if
γL < 0.
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now represent a GARCH (p, q) process in an autoregressive moving average (ARMA) form. If
we denote vt = Y 2t − σ2t , then









where {vt}t∈Z is white noise, but not i.i.d.in general. Under the strict stationary assumption of
{Yt}t∈Z, {vt}t∈Z is identically distributed. Note that if q = 0, formula (3.3) reduces to an AR(m)
model. For example, let us consider the linear forms of two special cases of a GARCH(p, q)
process. Suppose {Yt}t∈Z follows an ARCH (1):
Yt = σtϵt (3.4)
σ2t = α0 + α1Y
2
t−1. (3.5)
Then, in view of (3.3), equations (3.4) and (3.5) can be expressed in the AR(1) form
Y 2t = α0 + α1Y
2
t−1 + vt. (3.6)
Note that {Yt}t∈Z is both weakly and strictly stationary if α21 ≤ 1/3 (Box et al., 2008; Tsay,
2002). Now suppose {Yt}t∈Z is a GARCH (1, 1) process given by
Yt = σtϵt (3.7)





Then (3.7) and (3.8) can be rewritten as the ARMA(1, 1) form
Y 2t = α0 + (α1 + β1)Y
2
t−1 + vt − β1vt−1, (3.9)
assuming that α1 + β1 < 1 to ensure the weak stationarity of {Yt}t∈Z (Box et al., 2008; Tsay,
2002). Nelson (1990) showed that {Yt}t∈Z is also strictly stationary if E[log(β1 + α1ϵt)] < 1.
The linear representation of the GARCH(p, q) process allows us to utilize the sieve bootstrap
algorithm to construct prediction intervals for returns and volatilities.
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3.1.2 Sieve bootstrap procedure of GARCH (p, q) process
The sieve bootstrap is proposed for estimating the distribution of a statistical quantity within a
class of linear processes (Kreiss, 1988; Bühlmann, 1997). Given a sample of size n, the idea of
the sieve bootstrap is to fit a sequence of AR models of order p(n), where p(n) → ∞ as n →
∞, and then to construct a “new” bootstrap realization generated from the re-sampled residuals
(Grenander, 1981). The asymptotic properties of the sieve bootstrap are studied by Bühlmann
(1997), Bickel and Bühlmann (1999), Härdle et al., (2003), Politis, (2003) and Lahiri, (2003).
Recently, the sieve bootstrap has been gaining popularity for constructing prediction intervals for
linear processes. In particular, Thombs and Schucany (TS) (1990) and Cao et al. (1997) consider
the performance of sieve bootstrap prediction intervals for finite AR(p) models, while Alonso
et al. (2002, 2003) extend the sieve bootstrap algorithm to the AR(∞) model with absolutely
summable coefficients and Pascual et al. (2004) apply the sieve bootstrap procedure to integrated
ARMA (ARIMA) processes. Here we adopt the sieve bootstrap idea for developing prediction
intervals of returns and volatility in GARCH(p, q) processes. Let h = 1, . . . , s, s ≥ 1, be a
lead time. Denote by {Yt}nt=1 a sample from the process {Yt}t∈Z, where p and q are assumed to
be known.2 Then, we proceed with the following algorithm to construct prediction intervals for
YT+h and σ2T+h:
• Step 1. Estimate the ARMA coefficients α̂0, ̂(α1 + β1), . . . , ̂(αm + βm), β̂1, . . . , β̂q from
the representation (3.3) using the Least Square (LS) method. Then, calculate α̂i = ̂(αi + βi)−
β̂i, for i = 1, . . . , p.
2Note that in practice, the order of the GARCH process is unknown. We can select the model order by the
Akaike information criterion (AIC) (Akaike, 1974), the Bayesian information criterion (BIC) (Schwarz, 1978) or
the corrected AIC (AICc) (Hurvich and Tsai, 1989).
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• Step 2. Estimate the residuals {v̂t}nt=m+1 by
v̂t = Y
2
t − α̂0 −
m∑
i=1
̂(αi + βi)Y 2t−i +
q∑
j=1
β̂j v̂t−j, t = m+ 1, . . . , n. (3.10)
Set v̂t = 0, for t = 1, . . . ,m.










, t = m+ 1, . . . , n. (3.11)







• Step 4. Sample with replacement from F̂v,n(y) to obtain the bootstrap error process
{v∗t }nt=1.
• Step 5. Construct a bootstrap sample of squared returns {Y 2∗t }nt=1 by
Y 2∗t = α̂0 +
m∑
i=1






where Y 2∗k = α̂0/{1−
∑m
i=1
̂(αi + βi)} and v∗k = 0 for k ≤ 0. In practice we generate Y 2∗t
of length n + 150 and then discard the first 150 generated values in order to minimize the
effect of the initial values. The effect of initial values is negligible asymptotically (Kreiss
and Franke, 1992).
• Step 6. Given {Y 2∗t }nt=1 from Step 5, estimate the coefficients α̂∗0, ̂(α1 + β1)
∗
, . . . , ̂(αm + βm)
∗
,
β̂∗1 , . . . , β̂
∗





− β̂∗i , for i = 1, . . . p. The bootstrap













t−j, t = m+ 1, . . . , n (3.14)
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with σ2∗t = α̂0/{1−
∑m
i=1(α̂i + β̂i)}, t = 1, . . . ,m.
• Step 7. Sample with replacement from F̂v,n(y) to obtain the bootstrap prediction error
process {v∗n+h}sh=1, s > 1.
• Step 8. Let Y ∗n+h = Yn+h, for h 6 0. The h-step-ahead forecast of the squared return is
given by





























for h = 1, . . . , s.
• Step 9. Repeat Steps 4–8 B times.
Remark 1. Note that under the strict stationarity assumption, σ2t can be uniquely represented
in terms of past observations as






where the ci’s depend on the GARCH parameters αj and βj , j = 1, . . . ,m (Berkes et al., 2003).
Thus, σ2t is deterministic conditional on the past observations. As addressed in Pascaul et al.
(2006), if the model parameters are known, the one-step ahead volatility is perfectly predictable
given {Yt}nt=1. The only uncertainty associated with the one-step ahead prediction comes from
parameter estimation whose variability goes to 0 as n→ ∞.
Now, we can use the bootstrap distributions of Y 2∗n+h and σ
2∗
n+h produced by Steps 4–9, i.e.






h = 1, . . . , s. Hence, the 100(1− α)% prediction interval of Y 2n+h is given by
[0, H∗n+h(1− α)], h = 1, . . . , s, (3.18)
where H∗n+h(1−α) is the (1−α) quantile of F̂Y 2∗n+h . The corresponding 100(1−α)% prediction




where Q∗n+h(α/2) = −
√
H∗n+h(1− α) and Q∗n+h(1 − α/2) =
√
H∗n+h(1− α), assuming the
underlying process is symmetrically distributed. Similarly, the 100(1−α)% bootstrap prediction
interval of σ2n+h (PI
∗
σ2) is given by
[0, K∗n+h(1− α)], (3.20)
where K∗n+h(1− α) is the (1− α) quantile of F̂σ2∗n+h .
Remark 2. Note that to save computing time, similar to the conditional bootstrap approaches
of Cao et al. (1997) and Migual and Olave (1999), we can omit the re-estimation Steps 4–6 in our
algorithm. We call the simplified procedure conditional sieve bootstrap (CSB). However, CSB
does not take into account the variance due to parameter estimation. Consequently, the prediction
interval of the one-step ahead forecast of volatility is not computable.
3.2 Numerical Results
Here we investigate the performance of our method by simulations from various ARCH(p) and
GARCH(p, q) models, with N(0, 1) and t5 error distributions. For every combination of model
and error distribution, we compare our new unconditional sieve bootstrap (USB) and conditional
sieve bootstrap (CSB) with the method proposed by Pascual et al. (2006) (PRR) based on the
following algorithm:
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• Step 1. Simulate the series and generate R = 1000 future values Yn+h and σ2n+h, for












• Step 2. Compute B = 1000 bootstrap forecasts {Y ∗,bn+h}Bb=1 and {σ
2∗,b
n+h}Bb=1 and then con-




























for h = 1, . . . , s. Note that the coverage is defined as the proportion of future values lying
within the prediction interval.
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• Step 4. Repeat Steps 1–3 MC = 1000 times. Compute the average and the standard error

































































L̄∗n+h,σ2 and CPU time, based on the following three models
3:
3We also investigated the algorithm of Migual and Olave (1999). Their results are found to be equivalent to
CSB in terms of coverage and sharpness. However, the required CPU time is substantially higher than that of CSB.
Hence, we omit the method of Migual and Olave from further comparison.
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• Model 1: ARCH(1)
Yt = σtϵt, (3.35)
σ2t = 0.1 + 0.4Y
2
t−1, (3.36)
• Model 2: ARCH(2)
Yt = σtϵt, (3.37)





• Model 3: GARCH(1,1)
Yt = σtϵt, (3.39)





where ϵt follows either N(0, 1) or t5. In our study, we set the significance level α to 0.05, which
corresponds to a 95% prediction interval (PI).
As shown in Tables 3.1–3.5, USB and CSB provide coverage close to the nominal signif-
icance level for PI∗y , especially for small and moderate sample sizes, while for larger n all
three methods perform similarly. In short term volatility forecasts, USB outperforms PRR for
all ARCH models (see Tables 3.1–3.4) and both methods yield equivalent results for GARCH
models (see Table 3.5). For longer term volatility forecasts, PRR has a slight edge over USB
and CSB for small sample sizes. The performance of all three methods tends to be equivalent
for larger samples. On comparing USB and CSB, typically USB is somewhat more precise than
CSB across all samples, models and distributions. Note that the empirical lengths of prediction
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intervals of returns and volatilities shown in Tables 3.1–3.5 are obtained using equations (3.21)
and (3.22).
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Lead Sample Average coverage Average length Average coverage Average length
time size Method for return(s.e) for return(s.e) for volatility(s.e) for volatility(s.e)
1 Empirical 95% 1.54 95% –
300 PRR 94.53 (0.02) 1.53 (0.49) 92.50 (0.26) 0.20 (0.24)
USB 94.75 (0.04) 1.56 (0.21) 92.00 (0.27) 0.33 (0.11)
CSB 94.51 (0.05) 1.57 (0.22) – –
1000 PRR 94.83 (0.01) 1.53 (0.43) 93.80 (0.24) 0.18(0.16)
USB 94.97 (0.04) 1.56 (0.15) 94.20 (0.23) 0.35(0.07)
CSB 94.89 (0.05) 1.57 (0.23) – –
3000 PRR 94.92 (0.01) 1.54 (0.41) 92.70 (0.26) 0.18 (0.12)
USB 95.14 (0.04) 1.55 (0.14) 95.00 (0.22) 0.35 (0.05)
CSB 95.03 (0.04) 1.54 (0.12) – –
10 Empirical 95% 1.61 95% 0.34
300 PRR 94.61 (0.02) 1.60 (0.14) 93.43 (0.05) 0.36 (0.11)
USB 94.84 (0.02) 1.62 (0.16) 91.24 (0.06) 0.33 (0.11)
CSB 94.78 (0.02) 1.61 (0.16) 91.33 (0.06) 0.33 (0.11)
1000 PRR 94.75 (0.01) 1.60 (0.09) 94.43 (0.02) 0.36 (0.06)
USB 95.09 (0.01) 1.63 (0.10) 93.55 (0.03) 0.35 (0.07)
CSB 95.07 (0.01) 1.62 (0.11) 93.60 (0.03) 0.35 (0.08)
3000 PRR 94.84 (0.01) 1.60 (0.07) 94.79 (0.02) 0.36 (0.04)
USB 95.14 (0.01) 1.62 (0.08) 94.32 (0.02) 0.35 (0.05)
CSB 95.19 (0.01) 1.62 (0.08) 94.30 (0.02) 0.35 (0.05)
20 Empirical 95% 1.62 95% 0.36
300 PRR 94.54 (0.02) 1.59 (0.14) 93.36 (0.05) 0.36 (0.11)
USB 94.81 (0.02) 1.62 (0.16) 91.27 (0.06) 0.33 (0.11)
CSB 94.86 (0.02) 1.62 (0.17) 91.29 (0.06) 0.33 (0.11)
1000 PRR 94.82 (0.01) 1.60 (0.09) 94.46 (0.02) 0.36 (0.06)
USB 95.14 (0.01) 1.63 (0.10) 93.62 (0.03) 0.35 (0.07)
CSB 95.12 (0.01) 1.63 (0.11) 93.56 (0.03) 0.35 (0.08)
3000 PRR 94.92 (0.01) 1.60 (0.07) 94.79 (0.02) 0.36 (0.04)
USB 95.12 (0.01) 1.62 (0.08) 94.30 (0.02) 0.35 (0.05)
CSB 95.11 (0.01) 1.62 (0.07) 94.35 (0.02) 0.35 (0.05)
Table 3.1: Prediction intervals for returns and volatilities of an ARCH(1) process following
Model 1 with N(0, 1) innovations.
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Lead Sample Average coverage Average length Average coverage Average length
time size Method for return(s.e) for return(s.e) for volatility(s.e) for volatility(s.e)
1 Empirical 95% 1.55 95% –
300 PRR 94.56 (0.02) 1.53 (0.54) 85.80 (0.35) 0.22 (0.31)
USB 94.75 (0.04) 1.55 (0.22) 90.60 (0.29) 0.33 (0.23)
CSB 94.81 (0.04) 1.55 (0.28) – –
1000 PRR 94.77 (0.01) 1.53 (0.65) 89.10 (0.31) 0.21 (0.65)
USB 95.00 (0.04) 1.55 (0.19) 93.20 (0.25) 0.33 (0.20)
CSB 94.90 (0.04) 1.54 (0.17) – –
3000 PRR 94.92 (0.01) 1.54 (0.55) 91.70 (0.28) 0.19 (0.29)
USB 95.08 (0.03) 1.54 (0.27) 95.00 (0.22) 0.33 (0.09)
CSB 95.06 (0.03) 1.54 (0.15) – –
10 Empirical 95% 1.62 95% 0.35
300 PRR 94.59 (0.02) 1.59 (0.21) 92.24 (0.07) 0.37 (0.20)
USB 95.11 (0.02) 1.66 (0.30) 90.34 (0.08) 0.34 (0.28)
CSB 95.03 (0.02) 1.65 (0.28) 89.20 (0.10) 0.32 (0.20)
1000 PRR 94.83 (0.01) 1.60 (0.14) 94.16 (0.03) 0.36 (0.12)
USB 95.35 (0.01) 1.65 (0.17) 92.58 (0.04) 0.33 (0.20)
CSB 95.31 (0.01) 1.65 (0.17) 92.26 (0.04) 0.32 (0.12)
3000 PRR 94.96 (0.01) 1.60 (0.10) 94.75 (0.02) 0.36 (0.07)
USB 95.41 (0.01) 1.65 (0.12) 93.23 (0.03) 0.33 (0.09)
CSB 95.44 (0.01) 1.65 (0.12) 93.34 (0.03) 0.33 (0.09)
20 Empirical 95% 1.64 95% 0.37
300 PRR 94.56 (0.02) 1.59 (0.21) 92.16 (0.07) 0.37 (0.20)
USB 95.10 (0.02) 1.66 (0.32) 90.23 (0.08) 0.34 (0.32)
CSB 95.04 (0.02) 1.65 (0.29) 89.11 (0.10) 0.32 (0.22)
1000 PRR 94.82 (0.01) 1.60 (0.14) 94.13 (0.03) 0.36 (0.12)
USB 95.34 (0.01) 1.65 (0.18) 92.52 (0.04) 0.33 (0.20)
CSB 95.26 (0.01) 1.65 (0.17) 92.16 (0.04) 0.32 (0.11)
3000 PRR 94.93 (0.01) 1.60 (0.10) 94.65 (0.02) 0.36 (0.07)
USB 95.42 (0.01) 1.65 (0.12) 93.27 (0.03) 0.33 (0.09)
CSB 95.43 (0.01) 1.66 (0.12) 93.34 (0.03) 0.33 (0.09)
Table 3.2: Prediction intervals for returns and volatilities of an ARCH(1) process following
Model 1 with t5 innovations.
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Lead Sample Average coverage Average length Average coverage Average length
time size Method for return(s.e) for return(s.e) for volatility(s.e) for volatility(s.e)
1 Empirical 95% 1.52 95% –
300 PRR 94.39 (0.02) 1.50 (0.30) 90.30 (0.30) 0.19 (0.10)
USB 94.59 (0.04) 1.52 (0.16) 91.80 (0.27) 0.28 (0.09)
CSB 94.65 (0.04) 1.51 (0.15) – –
1000 PRR 94.80 (0.01) 1.52 (0.31) 95.10 (0.22) 0.18 (0.10)
USB 94.91 (0.03) 1.52 (0.12) 93.60 (0.24) 0.28 (0.05)
CSB 94.94 (0.03) 1.52 (0.11) – –
3000 PRR 94.85 (0.01) 1.51 (0.32) 93.20 (0.25) 0.17 (0.13)
USB 94.88 (0.03) 1.52 (0.11) 94.10 (0.24) 0.28 (0.03)
CSB 94.89 (0.03) 1.52 (0.10) – –
10 Empirical 95% 1.54 95% 0.25
300 PRR 94.56 (0.02) 1.54 (0.13) 93.55 (0.06) 0.29 (0.08)
USB 94.70 (0.02) 1.54 (0.14) 91.92 (0.07) 0.28 (0.09)
CSB 94.71 (0.02) 1.54 (0.14) 91.15 (0.08) 0.27 (0.09)
1000 PRR 94.77 (0.01) 1.54 (0.08) 94.30 (0.03) 0.28 (0.04)
USB 94.86 (0.01) 1.55 (0.08) 93.97 (0.04) 0.28 (0.05)
CSB 94.87 (0.01) 1.54 (0.08) 93.83 (0.04) 0.28 (0.05)
3000 PRR 94.84 (0.01) 1.54 (0.07) 94.68 (0.02) 0.27 (0.03)
USB 94.88 (0.01) 1.54 (0.06) 94.61 (0.02) 0.28 (0.03)
CSB 94.85 (0.01) 1.54 (0.06) 94.51 (0.02) 0.28 (0.03)
20 Empirical 95% 1.55 95% 0.28
300 PRR 94.59 (0.02) 1.54 (0.12) 93.59 (0.06) 0.29 (0.08)
USB 94.65 (0.02) 1.54 (0.14) 91.88 (0.07) 0.28 (0.09)
CSB 94.70 (0.02) 1.54 (0.14) 91.11 (0.08) 0.27 (0.09)
1000 PRR 94.79 (0.01) 1.54 (0.08) 94.28 (0.03) 0.28 (0.04)
USB 94.91 (0.01) 1.55 (0.08) 93.94 (0.04) 0.28 (0.05)
CSB 94.85 (0.01) 1.54 (0.08) 93.88 (0.04) 0.28 (0.05)
3000 PRR 94.89 (0.01) 1.55 (0.07) 94.66 (0.02) 0.27 (0.03)
USB 94.90 (0.01) 1.55 (0.06) 94.66 (0.02) 0.28 (0.03)
CSB 94.87 (0.01) 1.54 (0.06) 94.49 (0.02) 0.28 (0.03)
Table 3.3: Prediction intervals for returns and volatilities of an ARCH(2) process following
Model 2 with N(0, 1) innovations.
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Lead Sample Average coverage Average length Average coverage Average length
time size Method for return(s.e) for return(s.e) for volatility(s.e) for volatility(s.e)
1 Empirical 95% 1.52 95% –
300 PRR 94.56 (0.02) 1.53 (0.55) 87.20 (0.33) 0.23 (0.45)
USB 94.86 (0.03) 1.55 (0.25) 90.90 (0.29) 0.30 (0.22)
CSB 94.73 (0.03) 1.53 (0.26) – –
1000 PRR 94.76 (0.01) 1.54 (0.39) 91.20 (0.28) 0.20 (0.25)
USB 94.89 (0.03) 1.52 (0.15) 92.30 (0.27) 0.28 (0.10)
CSB 94.77 (0.03) 1.52 (0.15) – –
3000 PRR 94.90 (0.01) 1.52 (0.36) 93.20 (0.25) 0.18 (0.14)
USB 95.03 (0.03) 1.54 (0.37) 94.50 (0.23) 0.29 (0.07)
CSB 95.14 (0.03) 1.52 (0.12) – –
10 Empirical 95% 1.58 95% 0.28
300 PRR 94.72 (0.02) 1.58 (0.25) 92.40 (0.08) 0.35 (0.52)
USB 95.13 (0.02) 1.61 (0.25) 91.03 (0.08) 0.30 (0.19)
CSB 94.91 (0.02) 1.59 (0.34) 88.91 (0.11) 0.30 (0.68)
1000 PRR 94.84 (0.01) 1.56 (0.15) 94.22 (0.04) 0.32 (0.61)
USB 95.18 (0.01) 1.59 (0.15) 92.54 (0.05) 0.28 (0.10)
CSB 95.18 (0.01) 1.59 (0.15) 92.52 (0.05) 0.28 (0.10)
3000 PRR 94.92 (0.01) 1.56 (0.09) 94.84 (0.02) 0.30 (0.05)
USB 95.28 (0.01) 1.59 (0.12) 93.93 (0.03) 0.29 (0.10)
CSB 95.32 (0.01) 1.59 (0.11) 93.78 (0.03) 0.29 (0.07)
20 Empirical 95% 1.56 95% 0.30
300 PRR 94.70 (0.02) 1.57 (0.25) 92.33 (0.08) 0.35 (0.59)
USB 95.06 (0.02) 1.61 (0.26) 90.96 (0.08) 0.30 (0.20)
CSB 94.93 (0.02) 1.60 (0.52) 88.91 (0.11) 0.34 (2.05)
1000 PRR 94.86 (0.01) 1.56 (0.16) 94.18 (0.04) 0.32 (0.50)
USB 95.22 (0.01) 1.59 (0.15) 92.56 (0.05) 0.28 (0.10)
CSB 95.22 (0.01) 1.60 (0.16) 92.48 (0.05) 0.28 (0.10)
3000 PRR 94.97 (0.01) 1.56 (0.10) 94.84 (0.02) 0.30 (0.05)
USB 95.33 (0.01) 1.60 (0.11) 93.95 (0.03) 0.29 (0.08)
CSB 95.26 (0.01) 1.59 (0.11) 93.78 (0.03) 0.29 (0.08)
Table 3.4: Prediction intervals for returns and volatilities of an ARCH(2) process following
Model 2 with t5 innovations.
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Lead Sample Average coverage Average length Average coverage Average length
time size Method for return(s.e) for return(s.e) for volatility(s.e) for volatility(s.e)
1 Empirical 95% 3.81 95% –
500 PRR 94.61 (0.02) 3.79 (0.89) 91.50 (0.28) 1.21 (1.37)
USB 94.76 (0.04) 3.88 (0.45) 91.00 (0.29) 1.38 (0.51)
CSB 94.69 (0.04) 3.86 (0.46) – –
1000 PRR 94.74 (0.01) 3.82 (0.90) 93.40 (0.25) 1.14 (0.66)
USB 94.88 (0.03) 3.85 (0.38) 93.40 (0.25) 1.30 (0.44)
CSB 94.84 (0.04) 3.85 (0.36) – –
3000 PRR 94.87 (0.01) 3.81 (0.86) 94.70 (0.22) 1.07 (0.61)
USB 94.99 (0.03) 3.86 (0.31) 94.60 (0.23) 1.30 (0.48)
CSB 94.75 (0.04) 3.88 (0.33) – –
10 Empirical 95% 3.86 95% 1.66
500 PRR 94.49 (0.02) 3.88 (0.88) 92.01 (0.08) 1.91 (7.31)
USB 94.67 (0.03) 3.92 (0.43) 90.12 (0.11) 1.66 (0.64)
CSB 94.52 (0.03) 3.89 (0.44) 88.29 (0.13) 1.59 (0.60)
1000 PRR 94.74 (0.02) 3.90 (0.63) 93.36 (0.05) 1.70 (0.81)
USB 94.78 (0.02) 3.89 (0.35) 92.09 (0.08) 1.65 (0.50)
CSB 94.69 (0.03) 3.89 (0.35) 91.84 (0.09) 1.64 (0.55)
3000 PRR 94.86 (0.01) 3.89 (0.61) 94.39 (0.03) 1.67 (0.73)
USB 94.84 (0.02) 3.89 (0.26) 94.12 (0.05) 1.69 (0.44)
CSB 94.68 (0.03) 3.92 (0.28) 93.99 (0.05) 1.71 (0.47)
20 Empirical 95% 3.92 95% 1.80
500 PRR 94.32 (0.02) 3.92 (1.50) 91.14 (0.08) 2.44 (20.58)
USB 94.55 (0.02) 3.92 (0.43) 89.29 (0.10) 1.72 (0.67)
CSB 94.36 (0.02) 3.90 (0.45) 87.53 (0.12) 1.66 (0.64)
1000 PRR 94.65 (0.02) 3.92 (0.50) 92.83 (0.05) 1.82 (0.77)
USB 94.66 (0.02) 3.90 (0.35) 91.31 (0.07) 1.74 (0.55)
CSB 94.61 (0.02) 3.90 (0.34) 91.26 (0.08) 1.74 (0.62)
3000 PRR 94.81 (0.01) 3.93 (0.43) 94.24 (0.03) 1.81 (0.60)
USB 94.73 (0.02) 3.91 (0.25) 93.70 (0.04) 1.80 (0.44)
CSB 94.66 (0.02) 3.92 (0.24) 93.75 (0.04) 1.81 (0.40)
Table 3.5: Prediction intervals for returns and volatilities of a GARCH(1, 1) process following
Model 3 with N(0, 1) innovations.
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Now we compare the three methods in terms of CPU time4. Figure 3.1 presents the dynamic
of the estimated CPU time for various sample sizes based on B = 1000 and MC = 1000. Note
that our results on CPU time are the averages of 100 repetitions. As indicated by Figure 3.1, CSB
and USB substantially outperform PRR. In particular, PRR requires 100 times as much CPU time
as that of USB for small sample sizes. Remarkably, CSB provides the best performance with only
relatively minor loss in terms of sharpness and coverage.











































Figure 3.1: The estimated CPU time for PRR, USB and CSB applied to the GARCH(1,1) process
of sample sizes from 200 to 3000.
4The computations were conducted on the Vidal cluster, which has 2 Operon processors with 4 GB RAM on
each computing node.
71
Finally, USB and CSB typically yield some improvements in terms of returns while PRR
generally provides slightly better results for volatilities. With increasing sample size, all three
methods perform equivalently. However, USB and especially CSB are substantially less com-
putationally demanding. Hence, USB and CSB may be selected as preferred procedures for
constructing PIs for returns and volatilities. If only PIs for returns are of interest, then CSB is a
better choice.
Remark 3. In practical applications, a fitted ARCH/GARCH model can exhibit a high degree
of persistency. For example, for the case of an GARCH (1,1) model, high persistency means
α̂1+ β̂1 ≈ 1, which may lead to instability of the LS estimation. Although in our studies we have
not encountered any stability problems even for the cases of α̂1 + β̂1 being 0.95 and 0.981, in
practice it might lead to a failure of convergence and inflated standard errors, especially for small
and moderate samples. Under these circumstances, we can follow the approach of Kristensen and
Linton (2006) and censor the LS estimator at 1− ϵ for a small positive ϵ.
3.3 Case study
In this section, we apply the proposed USB and CSB algorithm to construct prediction intervals
of returns and volatilities of the daily Yen/U.S Dollar exchange rate, i.e., the number of Yen
per U.S Dollar. In order to avoid modeling particular weekend effects, we exclude all of the
observations on Saturdays and Sundays (Anderson et al, 2003). Consequently, our full sample
includes the daily average Yen/U.S exchange rate from March 28th, 1998 to July 28th, 2006, a
total of 2175 observations (see Figure 3.2). Next, we transform the exchange rate into log returns
using
Yt = 100 ∗ log
(
Yen/U.S exchange rate in day t




The new series of returns Yt has a pattern shown in Figure 3.3, which is stationary and has mean
close to zero.








YenU.S Daily Exchange Rate 03281998-07282006
Figure 3.2: The Yen/U.S daily exchange rates from March 28th, 1998 to July 28th, 2006.











YenU.S Daily Return 03281998-07282006
Figure 3.3: The Yen/U.S daily returns from March 28th, 1998 to July 28th, 2006.
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Tables 3.6 and 3.7 present summary statistics of Yt.
Mean Median S.D Skewness Kurtosis Max. Min.
-0.0024 0.0013 0.5611 -0.6037 8.0743 2.7413 -4.8567
Table 3.6: Summary statistics for log returns Yt.
Autocorrelations γ(1) γ(2) γ(3) γ(10) γ(15) γ(20)
Yt 0.2106 0.0086 -0.0573 0.0323 -0.0190 -0.0024
Y 2t 0.0742 0.2204 0.1033 0.0729 0.0916 0.0492
Table 3.7: The autocorrelations of log returns Yt at different lags.
As Table 3.6 shows, the estimated kurtosis is considerably higher than 3, indicating that the
return distribution is leptokurtic. The p-values of the Jarque-Bera test (Jarque and Bera, 1980),
the Robust Jarque-Bera test (Gel and Gastwirth, 2008) and the SJ test (Gel et al., 2007) are all
less than 0.0001, so there is strong evidence to reject the hypothesis that Yt is Gaussian. Also,
autocorrelations of squared returns are large. As discussed by West and Cho (1995) as well as
Anderson and Bollerslev (1998), a GARCH(1, 1) is a suitable model for Yt.
Next, we partition the full sample into an in-sample estimation set from March 28th, 1998
to June 15th, 2006 and an out-of-sample verification set from June 16th, 2006 to July 28th,
2006. That is, based on a sample of 2143 observations, we make 31-step ahead predictions. By
equation (5.22), we fit an ARMA(1, 1) model to Y 2t using LS. The resulting estimated model is
given by
Y 2t = 0.006 + 0.9810Y
2
t−1 + vt − 0.9284vt−1, (3.42)
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i.e. α̂0 = 0.006, α̂1 = 0.0525 and β̂1 = 0.9284. Consistent with the previous literature, the
estimate α̂1 + β̂1 is close to unity.
Based on the fitted model (3.42), we first construct the 95% PIs of returns Yt+h from June
16th to July 28th, 2006, using CSB and USB procedures respectively. Figure 3.4 presents the
estimated distributions of 1-step-ahead and 10-step-ahead squared returns.






























Figure 3.4: Histograms of bootstrap predictions of the future squared returns.
Note that since the squared returns are non-negative, each histogram shows a one-sided shape
strictly greater than zero. From Figure 3.4, the estimated distributions obtained by CSB are very
similar to those by USB. By taking the upper 95% quantiles of the estimated distributions, we
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acquire the 95% PIs of returns Yt+h, h = 1, . . . , 31. Figures 4.4 and 3.6 show the 95% PIs of
returns, provided by CSB and USB respectively, together with the true values of returns. Notice
that the true observations are well covered by the PIs yielded by both CSB and USB.













95% prediction interval of returns by CSB
Figure 3.5: The 95% CSB prediction intervals of returns from June 16th to July 18th, 2006.












95% prediction interval for returns by USB
Figure 3.6: The 95% USB prediction intervals of returns from June 16th to July 18th, 2006.
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Finally, we construct the 95% PIs for future volatilities of returns. Figure 3.7 shows the
estimated distributions of future volatilities σ2t+h, h = 1, . . . , 31.
































Figure 3.7: Histograms of bootstrap predictions of the future volatilities of returns.
Figure 3.9 indicates that the distributions of volatilities may be asymmetric. Similarly, we
take the upper 95% quantiles of the estimated distributions to construct the PIs of volatilities
using CSB and USB. In practice, we do not observe the volatility directly. For verification
purposes, we calculate realized volatility from October 9th, 2005 to November 23rd, 2005 based
on 5-minute returns using the following equation
σ2t = Y
2




where n is the number of observations per day (Anderson and Bollerslev, 1998 and Taylor, 2005).
Note that n is approximately 268 in our sample. Figures 3.8 and 3.9 present the 95% PIs for
volatilities together with the realized volatilities.
















95% prediction interval of volatilitys by CSB
Figure 3.8: The 95% CSB prediction intervals of volatilities from June 16th to July 18th, 2006.
















95% prediction interval for volatility by USB
Figure 3.9: The 95% USB prediction intervals of volatilities from June 16th to July 18th, 2006.
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In contrast to the PIs of returns, the 95% PIs of volatilities by USB outperform those of CSB.
All of the realized volatilities lie within the 95% USB PIs, but one observation lies outside the
boundary in the CSB case. Therefore, the consideration of variance due to parameter estimation
is necessary if computational resources is plenty.
3.4 Discussion
In this chapter we propose a novel, fast and efficient method for constructing prediction intervals
of returns and volatilities for ARCH/GARCH models. Our main idea is to transform the non-
linear ARCH/GARCH re-sampling problem into a linear one by utilizing its AR/ARMA repre-
sentation. Consequently, we can apply the sieve bootstrap procedure. The sieve bootstrap is an
efficient residual-based re-sampling procedures for linear time series whose asymptotic and com-
putational properties are well investigated. Adapting the sieve bootstrap in an ARCH/GARCH
framework substantially decreases computational costs while providing competitively sharp and
well calibrated prediction intervals for both returns and volatilities. The key reason for such im-
provement is that a linear AR/ARMA representation of ARCH/GARCH allows us to estimate all
the model parameters using the recursive least squares (LS) or Yule-Walker (YW), which reduces
the required computational time by up to 100 times, compared to other available re-sampling
techniques for ARCH/GARCH models. As an alternative of the proposed sieve bootstrap pro-
cedure, it is interesting to apply blockwise bootstrap (Künsch, 1989; Liu and Singh, 1992) to
construct PIs, which will be investigated in our future work.
The major disadvantage of the proposed method is that we lose the dependence structure of
vt on the corresponding Yt’s by bootstrapping. As a result, the bootstrap sample {Y 2∗t } can be
negative, which is explained by the following argument showing that vt is unbounded.
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Lemma 3.4.1
P (vt < c) > 0, for any c < 0. (3.44)
Proof of Lemma 3.4.1 Let us start from a special case GARCH (1,1) model, where ϵt ∼ N(0, 1)
and thus ϵ2t ∼ χ21. We have





























P (vt < c) = P
(
(ϵ2t − 1)σ2t < c
)
(3.48)
≥ P (ϵ2t − 1 < −1/2 ∩ σ2t > −2c)
= P (ϵ2t − 1 < −1/2)P (σ2t > −2c) (3.49)
≥ P (ϵ2t − 1 < −1/2)P
(






Note that equation (3.49) is by independence and inequality (3.50) is by (3.46). Therefore, vt is
unbounded. The above arguments can be applied to any GARCH (p,q) model. In the GARCH (p,
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q) case, equation (3.46) is generalized to


















t−p−1 + . . .+ βqσ
2
t−q)












≥ α0(1 + β1 + α1ϵ2t−1).
Hence, the rest of the arguments still hold in the GARCH (p, q) model. 
Therefore, the bootstrap distributions of future returns {Y 2∗n+h}, hence the PIs, are not con-
sistent for all quantiles in the same realization prediction, where h denotes the number of steps
ahead. Let us first discuss the definitions of same realization prediction and independent real-





aiXt−i + et, (3.51)
where {et} is an i.i.d sequence with Eet = 0 and Ee2t < ∞. Denote a = (a1, . . . , ap) and
â = (â1, . . . , âp), where â is the LS estimates of a based on {Xt}nt=1. Now suppose {Zt}nt=1 is a
realization from an independent copy of {Xt}nt=1, i.e., {Zt}nt=1 has exactly the same probabilistic
structure as the {Xt}nt=1. The prediction of Xn+h is referred to as same realization prediction











Such concepts often appear in the context of forecasting. For practitioners, the emphasis is
usually placed on same realization predictions. On the other hand, independent realization pre-
diction is widely applied in analyzing structural properties due to its mathematical convenience.
For example, AIC and its variants are proved to be asymptotically efficient for the purpose of
predicting the future values of an independent realization. (Akaike, 1974; Shibata, 1980; Ing and
Wei, 2005). For the proposed bootstrap procedure, the numerical results are promising, which
potentially can be justified by showing
1. for independent realization predictions, the sieve bootstrap PIs are consistent.
2. for same realization predictions, the empirical tail distribution of Y 2∗n+h is a consistent esti-
mate of P
(





, where α > C for some C > 0.
A possible remedy to our problem is: re-sampling from centered residuals {ϵ̂t,n}nt=1 to obtain
{ϵ∗t}nt=1 and then constructing {v∗t } by
v∗t = (ϵ
∗2
t − 1)σ̂2t , t = 1, . . . , n. (3.54)
As the dependence of vt’s originates from σ2t , this alternative bootstrap approach allows to keep
such dependence and meanwhile to use the LS estimation. Next, let us investigate the distribu-
tion of {ϵ∗t}. Denote F as the cumulative distribution function of {ϵt}t∈Z and denote Fn as the
empirical distribution of the unobserved residuals {ϵt}nt=1. Also, define the empirical distribution







where ϵ̂,n = n−1
∑n
t=1 ϵ̂t,n. Note that {ϵ∗t}nt=1 i.i.d.∼ F̂n. In order to study F̂n, we introduce the
definition of metric dr, r > 1, for probability measure P and Q on Rk with
∫




dr(P,Q) = inf(E|X − Y |r)1/r, (3.56)
where the infimum is taken over all pairs (X,Y ) of random variables with X and Y distributed
according to P and Q respectively. In particular, we consider the case when r = 2, so-called






i=1 αi < 1. Note that Giraitis et al.(2000) show that under this assumption, the
ARCH equations have a unique strictly stationary solution such that EY 4t < ∞ and the










t−i1 . . . ϵ
2
t−i1−...−il . (3.57)
That is, Y 2t = f(ϵt, ϵt−1, . . .) and thus the sequence {Y 2t }t∈Z is ergodic.
3. Let θ = (α0, α1, . . . , αp) and θ̂n = (α̂0, α̂1, . . . , α̂p), which denote the unknown coeffi-
cients and their sample estimates respectively. We assume that the estimator θ̂n is asymp-




n∥θ̂n − θ∥ = Op(1). (3.58)
Note that both the maximum likelihood and the LS estimators satisfy assumption 3.
The next theorem states that the distribution of {ϵ∗t} converges to that of {ϵt} in probability.
Theorem 3.4.2 d2(F, F̂n) → 0 in probability as n→ ∞.
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Proof of Theorem 3.4.2 By Lemma 8.4 from Bickel and Freedman (1981), we have
d2(Fn, F ) → 0, as n→ ∞ almost surely. (3.59)
Next, let J be uniformly distributed on {1, . . . , n}, i.e., J = j with probability 1/n for each
of j = 1, . . . , n. Define random variables X1 and Y1 with marginal distributions Fn and F̂n,
respectively, according to
X1 = ϵJ , (3.60)
Y1 = ϵ̂J,n − ϵ̂,n. (3.61)
Then,














































ϵj = Op(1), (3.66)
and hence
ζ2,n = op(1). (3.67)
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Next, our goal is to show ζ1,n = op(1). We adopt the notations in Horváth and Kokoszka
(2001). Consider a (p+ 1)-dimensional vector s = (s0, . . . , sp). Let
γt,n(s) = n






Let T = [−T, T ]p+1. If n > (T/min16i6p αi)2, then
σ2t = α0 + α1Y
2







































ϵ2j(δ̂t,n − 1)2. (3.75)





































































Let C = T/σ2j
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)2∣∣∣∣ = op(1), (3.82)
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i.e., ζ1,n = op(1), which completes the proof. 
By Theorem 3.4.2, it follows immediately that 1-step-ahead forecast is consistent. We will
further investigate and provide theoretical justification for multi-step-ahead forecasts in the con-
text of same and independent realizations.
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Chapter 4
Lagrange Multiplier Test for GARCH
Effect Using Permutation/Bootstrap
One of the principal tools for modeling volatility dynamics in financial applications is the Au-
toregressive Conditional Heteroscedastic (ARCH) model (Engle, 1982), the Generalized ARCH
(GARCH) model (Bollerslev, 1986) and their various extensions (e.g., Engle, 2002; Park, 2002;
Conrad and Karanasos, 2006; Medeiros and Veiga, 2009). The first crucial step in the modeling
procedure is to assess the presence of ARCH/GARCH effects, which is usually carried out by
the Lagrange Multiplier (LM) test (Breusch and Pagan, 1979; Cook and Weisberg, 1983; Engle,
1982; Lee, 1991). The LM statistic asymptotically follows a χ2-distribution and is simple and
fast to calculate. Unsurprisingly, the LM test became quickly adopted in practice and nowadays
is considered to be the major testing tool, being implemented in most software packages. How-
ever, numerous studies (Engle et al., 1985; Gregory, 1989; Peguin-Feissolle, 1999; Godfrey et
al., 2004; Raunig, 2008) indicate that the LM test can be too conservative when data are non-
Gaussian, especially for small and moderate samples. Hence, the LM test becomes unreliable in
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many financial applications, where observations are usually skewed or heavy-tailed.
Several modifications are suggested to improve the robustness of the LM test under depar-
tures from normality. Koenker (1981) (see also Weiss, 1986) proposes a studentized version of
the LM test statistic. However, such modification is not satisfactory for small sample sizes and
the power of the test can be quite poor, except under Gaussian conditions. Dufour et al. (2004)
suggests to employ the Monte Carlo (MC) technique to calculate the exact critical values of the
LM test. The important precondition, however, is that the distribution of the data is known,
which is usually not the case in practice. In addition, Godfrey et al. (2004) show that the MC test
performs poorly when the assumed distribution is misspecified. Recently, Raunig (2008) pro-
poses a two-stage rank-based test, i.e. first transforming the data to Gaussian by the Rosenblatt
probability integral (Rosenblatt, 1952) and then applying a bootstrap procedure to obtain critical
values; however, no asymptotic properties and theoretical justification are provided. In addition,
the Raunig test is limited only to observations with absolutely continuous marginal distributions,
which might be a quite restrictive assumption in financial applications (see Calvet and Fisher,
2008, and references therein).
In this chapter, we propose two novel, robust and data-driven procedures to improve size
and power of the LM test, namely the permutation and bootstrap-based LM tests, which further
extend the idea of the Koenker heteroscedasticity test for regression models (Koenker, 1981).
Our simulation results indicate that both the permutation and bootstrap LM tests substantially
outperform the parametric LM test, particularly in small and moderate samples under deviations
from normality. In addition, we prove that the permutation LM (PLM) test is exact and the
bootstrap LM (BLM) test is asymptotically correct. Hence, PLM may be viewed as the most
preferable method for testing against conditional heteroscedasticity since the nominal level can
be obtained in finite samples under minor assumptions on the observed data. On the other hand,
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the BLM method that is only asymptotically correct and is generally less powerful than the PLM
test, can be also extended beyond hypothesis testing, e.g. to sensitivity analysis, model selection
procedures and assessment of prediction errors, under the ARCH/GARCH framework, i.e. to the
cases when the alternative hypothesis of conditional heteroscedasticity is valid and, hence, the
observed data are no longer exchangeable.
4.1 LM Test for ARCH/GARCH effects
Let us consider an autoregressive conditional heteroscedastic (ARCH) model:
Yt = σtϵt, (4.1)
σ2t = α0 + α1Y
2
t−1 + . . .+ αpY
2
t−p,
where ϵt are independent and identically distributed (i.i.d.) random variables with Eϵt = 0,
Eϵ2t = 1 and Eϵ
4
t <∞. Let vt = Y 2t − σ2t = σ2t (ϵ2t − 1). Then the ARCH(p) model (4.1) can be
written in a linear autoregressive (AR) form
Y 2t = α0 + α1Y
2
t−1 + . . .+ αpY
2
t−p + vt, (4.2)
where vt is white noise. Alternatively, denoting Zt = Y 2t , Zt > 0 and w.l.g Zt = 0, t ≤ 0, we get
Zt = α0 + α1Zt−1 + . . .+ αpZt−p + vt, (4.3)
or in a matrix form
Z = α0 +Xα+ v. (4.4)
Here Z = (Z1, . . . , Zn)′, α0 = (α0, . . . , α0)′, α = (α1, . . . , αp)′, v = (v1, . . . , vn)′ and X =
(X1, . . . ,Xn)
′, where X t = (Zt−1, . . . , Zt−p), 1 ≤ t ≤ p.
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Our goal is to determine whether ARCH effects are present in the observed data {Yt}∞t=−∞,
i.e. to test the null hypothesis of no conditional heteroscedasticity
H0 : α = 0 (4.5)
vs. the alternative hypothesis of ARCH presence
Ha : α ̸= 0. (4.6)
Remark 1. Note that one might be interested in assessing conditional heteroscedasticity in
data that are potentially generated by a Generalized ARCH (GARCH) model
Yt = σtϵt (4.7)











However, in view of the discussion by Lee (1991), the test procedures for ARCH and GARCH
effects are identical. Hence, our discussion focuses only on the ARCH case.
Given a sample of observations Z1, . . . , Zn, let U t = (Zt−1 − Z̄n, . . . , Zt−p − Z̄n), U =
(U 1, . . . ,Un)
′ and Z̄ = (Z̄n, . . . , Z̄n)′ be a n×1-vector, where Z̄n = n−1
∑n
t=1 Zt is the sample
mean of {Zt}. Then the LM test statistic Tn (Koenker, 1981) is defined by
Tn =
(Z − Z̄)′U(U ′U )−1U ′(Z − Z̄)
n−1(Z − Z̄)′(Z − Z̄)
. (4.8)
Notice that Tn is equivalent to nR2, where R2 is the coefficient of determination of the AR
equation (4.3). Next, we establish the asymptotic distribution of Tn under the null hypothesis of
no conditional heteroscedasticity and the assumption that the generating noise ϵt is i.i.d. but is
not necessarily Gaussian.
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Remark 2. Although the result on weak convergence of Tn is widely applied (Breusch and
Pagan, 1979; Koenker, 1981; Engle, 1982), to our knowledge, its systematic proof under the
non-Gaussian distribution in a dependent setting is not in the literature.




The proof of Lemma 4.1.1 is given in Appendix.
4.1.1 Permutation LM test (PLM)
In this Section we introduce the new permutation LM (PLM) test and derive its theoretical prop-
erties. In particular, we show that the PLM test can achieve the exact desired level of test in finite
samples.
Let us start from defining the following notations due to Hoeffding (1952) and Romano
(1989), i.e. let G be the group of permutations on Rn, consisting of n! elements, and gZ be
one particular permutation of Z, for every g ∈ G. Under H0, the components of Z are i.i.d
and, hence, are exchangeable, i.e., their joint distribution is invariant under permutations of com-
ponents (Lehmann and Romano, 2005). Hence, gZ and Z have the same distribution for all
g ∈ G.
The key idea of the PLM test is to estimate the unknown distribution of the LM test statistic
Tn (see (4.8)) under H0, by assigning an equal mass to the values Tn(gZ), g ∈ G. In practice,
computing this distribution is inefficient and often infeasible since the number of elements in G
is generally very large. An alternative way is to compute an approximate estimate by sampling
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without replacement g1, . . . , gS from G, where S ≤ n!, and assigning an equal mass to Tn(giZ),
i = 1, . . . , S, which leads to the following procedure:
• Step 1. Choose g1, . . . , gS without replacement from G.
• Step 2. Given a sample z = (Z1, . . . , Zn), evaluate the permutation test statistic Tn(giz)
for i = 1, . . . , S.





and a permutation critical value at significance level α is given by the upper α-quantile of F̂ pTn(x),
denoted by QpTn(1 − α). The null hypothesis of no conditional heteroscedasticity is rejected if
Tn ≥ QpTn(1 − α). If S = n!, then the resulting test is called a permutation test, otherwise it is
called an approximate permutation test.
Next, we show that the approximate PLM test is exact. For any observation z = (Z1, . . . , Zn) ∈
Rn, let
T (1)n (z) ≤ T (2)n (z) ≤ . . . ≤ T (S)n (z) (4.11)
be the ordered values of Tn(giz), i = 1, . . . , S. For a given significance level α, let
k = S − ⌊Sα⌋, (4.12)
where ⌊Sα⌋ denotes the largest integer less or equal to Sα. Let S+(z) and S0(z) be the numbers
of values T (i)n (z), i = 1, . . . , S, which are greater than T
(k)









Since S+(z) ≤ S − k ≤ Sα and S+(z) + S0(z) ≥ S − k + 1 > Sα, we have 0 ≤ aS(z) < 1.
Let ϕS(z) be the test function defined by
ϕS(z) =

1 if Tn(z) > T
(k)
n (z),
aS(z) if Tn(z) = T
(k)
n (z),
0 if Tn(z) < T
(k)
n (z).
Lemma 4.1.2 Assume that Ev2t <∞. Under H0, if Z1, . . . , Zn are exchangeable, then
EϕS(Z) = α, (4.14)
i.e, the permutation test is exact.





0(z) = Sα. (4.15)







EϕS(Z) = SEϕS(Z). (4.16)
Hence, EϕS(Z) = α. Since this result holds for any choice of g1, . . . , gS , we can conclude that
the permutation test is exact. 
4.1.2 Bootstrap LM test (BLM)
As an alternative to permutation, we can consider another resampling technique, namely boot-
strap, to obtain a distribution of the LM test statistic Tn in finite samples. We show that the
bootstrap LM (BLM) test is consistent.
94
Notice that underH0 of no conditional heteroscedasticity, the observed data {Yt}∞t=−∞ follow
the model:
Zt = α0 + vt, t = 1, . . . , n, (4.17)
where vt = α0(ϵ2t − 1) are i.i.d. such that Evt = 0 and Ev2t = α20E(ϵ2t − 1)2 < ∞. Denote
τ 2 = Ev2t . Now we proceed with the following algorithm to obtain the bootstrap critical value
of Tn:
• Step 1. Estimate the coefficient α0 in equation (4.17) by the least squares (LS),
α̂0 = Z̄n. (4.18)
• Step 2. Calculate the estimated residuals {v̂t}nt=1 by
v̂t = Zt − α̂0. (4.19)
Note that since n−1
∑n
t=1 v̂t = 0, we do not need to center the residuals. The empirical





• Step 3. Obtain the bootstrap residuals {v∗t }nt=1 by sampling with replacement from F̂v,n(s).
• Step 4. Construct the bootstrap sample {Z∗t }nt=1 by
Z∗t = α̂0 + v
∗
t . (4.21)
• Step 5. Denote the bootstrap quantities by Z∗ = (Z∗1 , . . . , Z∗n)′, U ∗t = (Z∗t−1−Z̄∗n, . . . , Z∗t−p−
Z̄∗n), U
∗ = (U ∗1, . . . ,U
∗
n)
′ and Z̄∗ = (Z̄∗n, . . . , Z̄
∗
n)





the bootstrap LM test statistic by
T ∗n =
(Z∗ − Z̄∗)′U ∗(U ∗′U ∗)−1U ∗′(Z∗ − Z̄∗)
n−1(Z∗ − Z̄∗)′(Z∗ − Z̄∗)
(4.22)
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• Step 6. Repeat Steps 3–6 B times to obtain {T ∗n,1, . . . , T ∗n,b, . . . , T ∗n,B}, where B is the
number of bootstrap replications and b denotes the bth iteration.





The bootstrap critical value at significance level α is obtained as the upper α-quantile of F̂ ∗Tn(x),




Next, we show that the BLM test is asymptotically correct, i.e., it gives correct α-level under
H0, as n→ ∞.
Theorem 4.1.3 If Ev4t <∞, then under H0
sup
x
|P ∗(T ∗n ≤ x)− P (Tn ≤ x)| = op(1). (4.24)
The proof of Theorem 4.1.3 is given in Appendix.
Remark 3. Note that the moment assumption required for the consistency of the BLM test is
Ev4t < ∞, i.e., Eϵ8t < ∞, which seems to be restrictive. However, our numerical studies show
strong evidence that the BLM test can preserve the correct size of the test even when the moment
assumptions are not satisfied, e.g., when ϵt follow the Student t-distribution with ν degrees of
freedom and 0 < ν ≤ 8. Figure 4.1 demonstrates size and power of the parametric, bootstrap
and permutation LM tests, under Student t-distributions with 2, 3 and 4 degrees of freedom
respectively and a significance level α of 0.05. Notice that although BLM does not perform
as well as PLM, it significantly outperforms the parametric LM test in all cases. Remarkably,
even under t2-distribution where Eϵ2t = ∞, the size of the BLM test still shows a pattern of
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convergence to the nominal value α = 0.05 while the size of the parametric LM test fluctuates
around 0.02 as sample size increases.

























































Figure 4.1: Size (left panel) and power (right panel) of the parametric, bootstrap and permutation
LM tests under t2, t3 and t4 distributions and a significance level α = 0.05. For a power study
the data are generated from ARCH(1). Number of Monte Carlo simulations is 5000 and number
of bootstrap replications is 1000. The grey dashed line on the left panel represents a declared
significance level α of 0.05.
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4.2 Finite sample properties
In this Section we present a simulation study on size and power of the proposed permutation and
bootstrap LM tests. In particular, we consider ARCH/GARCH models1 under various skewed
and heavy-tailed innovations, including a Student t-distribution with 5 degrees of freedom, χ2-
distribution with 2 degrees of freedom, Laplace distribution, Normal Inverse Gaussian (NIG)
distributions2 with different combinations of parameters and Tukey Contaminated Normal (CN)
distributions 3. For a study on size of the test, we compare the PLM and BLM tests to the
parametric LM test with critical values approximated by a χ2p-distribution. For a power study, we
evaluate performance of PLM and BLM with respect to the parametric LM test based on each
of the χ2p-approximated critical values and the Monte Carlo simulated critical values, obtained
under assumption that the underlying distribution of observations is known.
Table 4.1 shows sizes of the parametric, permutation and bootstrap LM tests respectively, at
the significance level α = 0.05. In general, estimated Type I errors of the PLM and BLM tests
1Due to limitation of space, here we present only numerical studies for detecting conditional heteroscedasticity
effects for ARCH(1) and GARCH(1,1) models. However, the results are similar for higher order ARCH/GARCH
models and are available upon request.
2The NIG distribution is solely determined by its four parameters α, β, µ and δ, corresponding to shape, skew-
ness, location and scale. The mean, variance, skewness and kurtosis of NIG are respectively defined by µ + βδ/γ,
δα2/γ3, 3β/α
√
δγ and 3(1 + 4β2/α2)/δγ, where γ =
√
α2 − β2. Various combinations of these four parameters
covers a broad range of continuous distribution of different shapes. Due to its flexibility, NIG is often used in mod-
eling heavy-tailed financial processes (for more detailed discussion see, for example, Barndorff-Nielsen, 1997 and
references therein).
3The Tukey family of CN distribution has the cumulative distribution function (cdf) FCNλ,α(x) = (1−α)Φ(x)+
αΦ(x/λ), where Φ(x) is the cdf of standard normal distribution, 0 ≤ α ≤ 1 and λ > 0 are constants (Tukey, 1960;
Gleason, 1993)
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are consistently closer to the nominal level of 0.05 compared to the result yielded by the para-
metric LM test, for all distributions and sample sizes. The improvement in estimated Type I error
is particularly significant in small and moderate samples from heavy-tailed and skewed distribu-
tions. For example, for 25 observations from a t5-distribution (see Table 4.1), sizes yielded by the
new PLM and BLM tests are 0.0488 and 0.0346 respectively, compared to 0.0272 provided by
the parametric LM test; hence, the difference between the size of the test provided by PLM and
a nominal α of 0.05 is 0.0012, which is almost 20 times smaller than the respective difference
yielded by the parametric test. As expected, in general performance of all tests improves with
an increase of a sample size. However, in contrast to PLM and BLM, the parametric LM test
still noticeably deviates from the nominal level α = 0.05 even for samples of 100 observations,
especially for heavier tailed and skewed distributions. Notice that even for all samples from a
normal distribution, the new PLM and BLM tests perform better than the parametric LM test,
particularly for small sample sizes.
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Sample Size
Distribution Skewness Kurtosis Test 25 50 100 200
N(0, 1) 0 3 Parametric 0.0268 0.0308 0.0426 0.0454
Permutation 0.0510 0.0522 0.0488 0.0460
Bootstrap 0.0416 0.0430 0.0480 0.0520
t5 0 6 Parametric 0.0272 0.0300 0.0306 0.0346
Permutation 0.0488 0.0490 0.0490 0.0492
Bootstrap 0.0346 0.0384 0.0492 0.0490
χ22 2 6 Parametric 0.0296 0.0314 0.0340 0.0416
Permutation 0.0514 0.0506 0.0530 0.0526
Bootstrap 0.0302 0.0304 0.0428 0.0446
Laplace 0 6 Parametric 0.0292 0.0236 0.0308 0.0362
Permutation 0.0502 0.0460 0.0514 0.0538
Bootstrap 0.0360 0.0372 0.0452 0.0500
NIG1 0 12.5 Parametric 0.0293 0.0300 0.0322 0.0334
α = 0.4,β = 0 Bootstrap 0.0346 0.0382 0.0444 0.0446
µ = 1, δ = 0.6 Permutation 0.0528 0.0462 0.0530 0.0514
NIG2 2.5 21.5 Parametric 0.0298 0.0302 0.0298 0.0382
α = 0.5,β = 0.2 Bootstrap 0.0306 0.0360 0.0410 0.0420
α = 0.5,β = 0.2 Permutation 0.0498 0.0502 0.0534 0.0526
CN0.25,0.4 0 6.4 Parametric 0.0276 0.0328 0.0398 0.0434
Permutation 0.0498 0.0524 0.0502 0.0522
Bootstrap 0.0388 0.0472 0.0498 0.0532
Table 4.1: Size of the bootstrap and permutation LM tests and the parametric LM test with
χ2p-approximated critical values, under a nominal level α = 0.05. Number of Monte Carlo
simulations is 5000 and number of bootstrap/permutation replications is 999.
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Tables 4.2 and 4.3 present analysis of power, yielded by the new PLM and BLM tests as
well as the parametric LM test with χ2p-approximated critical values and the parametric LM
test with Monte Carlo simulated critical values which are obtained under the assumption that
the underlying distribution of data is known. Among all the considered tests, PLM shows the
most superior performance, across all samples and distributions, especially for heavy tailed and
skewed data of small and moderate sample sizes. BLM is generally less efficient in detecting
conditional heteroscedasticity than the parametric LM test with Monte Carlo simulated critical
values. However, one can employ the Monte Carlo simulated critical values only if the underlying
distribution for observations is known (Dufour et al., 2004), which typically is not the case in
practice. Moreover, as Godfrey et al. (2004) indicates, the parametric LM test with Monte
Carlo simulated critical values performs poorly if the underlying distribution is misspecified.
Hence, the new PLM and BLM offer powerful and robust approaches for detecting conditional
heteroscedasticity, under no or limited knowledge on the observed data.
In short, due to its exactness, the PLM test provides the best performance in terms of size and
power and may be viewed as the most preferable test for ARCH/GARCH effects; while BLM
and its various potential modifications offer a data-driven methodology beyond hypothesis testing
and may be employed, for example, for sensitivity analysis, model selection and assessment of
prediction errors under an ARCH/GARCH framework.
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Sample Size
Distribution Skewness Kurtosis Test 25 50 100 200
N(0, 1) 0 3 Parametric 0.1398 0.3458 0.6658 0.9152
Permutation 0.2500 0.4446 0.8692 0.9298
Bootstrap 0.1978 0.4092 0.7042 0.9290
t5 0 6 Parametric 0.1128 0.2846 0.5008 0.7362
Permutation 0.3238 0.5350 0.7726 0.9406
Bootstrap 0.2648 0.4872 0.7404 0.9258
χ22 2 6 Parametric 0.0916 0.2262 0.4342 0.6712
Permutation 0.2170 0.3366 0.5472 0.7564
Bootstrap 0.1342 0.2808 0.4952 0.7308
Laplace 0 6 Parametric 0.1016 0.2486 0.4642 0.7184
Permutation 0.2112 0.3470 0.5666 0.7662
Bootstrap 0.1518 0.2966 0.5152 0.7628
NIG1 0 12.5 Parametric 0.1018 0.2108 0.3776 0.5924
α = 0.4,β = 0 Permutation 0.1922 0.3026 0.4832 0.6916
µ = 1, δ = 0.6 Bootstrap 0.1420 0.2606 0.4364 0.6524
NIG2 2.5 21.5 Parametric 0.1054 0.2000 0.3646 0.5642
α = 0.5,β = 0.2 Permutation 0.1934 0.2996 0.4818 0.6698
µ = 1, δ = 0.5 Bootstrap 0.1412 0.2520 0.4270 0.6260
CN0.25,0.4 0 6.4 Parametric 0.1794 0.3766 0.6716 0.9162
Permutation 0.2502 0.4492 0.7136 0.9284
Bootstrap 0.2184 0.4234 0.7036 0.9262
Table 4.2: Power of the bootstrap and permutation LM tests and the parametric LM test with the
χ2p-approximated critical value for ARCH(1) processes with α0 of 0.6 and α1 of 0.4. Nom-
inal level is α = 0.05. Number of Monte Carlo simulations is 5000 and number of boot-
strap/permutation replications is 999.
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Sample Size
Distribution Skewness Kurtosis Test 25 50 100 200
N(0, 1) 0 3 Parametric 0.1766 0.3736 0.6966 0.9226
Permutation 0.2472 0.4480 0.7288 0.9346
Bootstrap 0.2112 0.4166 0.7198 0.9448
t5 0 6 Parametric 0.1318 0.2828 0.5128 0.7600
Permutation 0.2070 0.3644 0.6036 0.8162
Bootstrap 0.1722 0.3230 0.5680 0.7998
χ22 2 6 Parametric 0.1238 0.2420 0.4480 0.6998
Permutation 0.2184 0.3452 0.5768 0.7784
Bootstrap 0.1404 0.2930 0.5176 0.7606
Laplace 0 6 Parametric 0.1120 0.2516 0.4698 0.7324
Permutation 0.2090 0.3362 0.5700 0.7872
Bootstrap 0.1542 0.2952 0.5214 0.7760
NIG1 0 12.5 Parametric 0.1070 0.2110 0.3868 0.6076
α = 0.4,β = 0 Permutation 0.1896 0.3036 0.4884 0.7050
µ = 1, δ = 0.6 Bootstrap 0.1444 0.2620 0.4498 0.6660
NIG2 2.5 21.5 Parametric 0.1054 0.2016 0.3736 0.5784
α = 0.5,β = 0.2 Permutation 0.1884 0.2992 0.4854 0.6882
µ = 1, δ = 0.5 Bootstrap 0.1416 0.2530 0.4316 0.6416
CN0.25,0.4 0 6.4 Parametric 0.1800 0.3796 0.6928 0.9188
Permutation 0.2464 0.4464 0.7336 0.9468
Bootstrap 0.2154 0.4332 0.7206 0.9310
Table 4.3: Power of the bootstrap and permutation LM tests and the parametric LM test with the
χ2p-approximated critical value for GARCH(1,1) processes with α0 of 0.6, α1 of 0.4 and β1 of
0.3. Nominal level is α = 0.05. Number of Monte Carlo simulations is 5000 and number of
bootstrap/permutation replications is 999.
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4.3 Case studies
Let us consider two daily average exchange rate processes: the Yen/U.S. Dollar and the Euro/U.S.
Dollar4. Similar to the case study of the previous chapter, we exclude all of the observations on
Saturdays and Sundays in order to avoid modeling particular weekend effects. Consequently,
each sample includes from April 20th, 1998 to July 28th, 2006, a total of 2159 observations (see
Figure 4.2).


















Yen/U.S Dollar Daily Exchange Rate 04/20/1998 − 07/28/2006

















Euro/U.S Dollar Daily Exchange Rate 04/20/1998 − 07/28/2006
Figure 4.2: The Yen/U.S. Dollar and the Euro/U.S. Dollar daily exchange rates from April 20th,
1998 to July 28th, 2006.
4The data are kindly provided by Dr. Tony Wirjanto, University of Waterloo, Canada.
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Next, we transform the exchange rate into logarithmic (or continuously compounded) returns
using
Yt = 100 ∗ log
(
exchange rate in day t
exchange rate in day t-1
)
, t = 2, . . . , 2159. (4.25)
Denote {Yt,Y } and {Yt,E} respectively as the log return process of the Yen/U.S. Dollar exchange
and of the Euro/U.S. Dollar exchange. The new processes {Yt,Y } and {Yt,E} are shown in Fig-
ure 4.3.














Yen/U.S Dollar Daily Return 04/21/1998 − 07/28/2006














Euro/U.S Daily Return 04/21/1998 − 07/28/2006
Figure 4.3: The Yen/U.S. Dollar and the Euro/U.S. Dollar daily log returns from April 21st, 1998
to July 28th, 2006.
Both return processes (the upper and the lower graphs in Figure 4.3) display the pattern of
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stationarity, clustered volatilities and mean close to zero. The p-values of the Jarque-Bera test
(Jarque and Bera, 1980), the Robust Jarque-Bera test (Gel and Gastwirth, 2008) and the SJ test
(Gel et al., 2007) are all shown to be less than 0.0001 for {Yt,Y } and less than 0.001 for {Yt,E},
indicating that both the return processes for Yen/USD and Euro/USD are non-Gaussian and hence
the new robust permutation and bootstrap tests might be the preferred procedures.
Figure 4.4 exhibits the sample autocorrelations of {Yt,Y }, {Yt,E}, {Y 2t,Y } and {Y 2t,E}.




















Return of Yen/U.S  




















Squared Return of Yen/U.S









































Squared Return of Euro/U.S
Figure 4.4: Sample autocorrelation plots of the Yen/U.S. Dollar and the Euro/U.S. Dollar daily
return processes and squared return processes from April 21st, 1998 to July 28th, 2006.
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The return processes {Yt,Y } and {Yt,E} show significant autocorrelation at lag 1 (the left
graphs in Figure 4.4), while both squared return processes {Y 2t,Y } and {Y 2t,E} have slowly de-
caying autocorrelations (the right graphs in Figure 4.4). In particular, {Y 2t,Y } shows stronger
correlations than {Y 2t,E}. Overall, there is some evidence indicating that {Yt,Y } and {Yt,E} might
have the ARCH/GARCH effect. Hence, we apply the LM tests for a systematic detection.
The left two columns of Table 4.4 show p-values of the PLM, BLM and parametric LM
tests for entire samples of {Yt,Y } and {Yt,E}. For the return process {Yt,Y } of Yen/U.S. Dollar
exchange, the p-values of all three tests are consistently small, i.e. 0 in both parametric and
permutation tests and 0.001 for the bootstrap LM test. Hence, there is strong evidence against
H0 that no ARCH effect is present in the daily returns of Yen/USD. As we expected, the p-values
of {Yt,E} are slightly larger than those of {Yt,Y } due to the weaker correlation in squared returns.
However, the p-values are still very small and hence we can conclude that an ARCH effect is
also present in daily returns of Euro/USD.
In order to demonstrate the performance of the proposed tests in small samples, we take the
first 90 observations, roughly corresponding to a three-month duration, from each of {Yt,Y } and
{Yt,E}, denoted as {Yt,Y }90t=1 and {Yt,E}90t=1 respectively. The right two columns in Table 4.4
present the p-values of the PLM, BLM and parametric LM tests, applied to the sub-samples.
Contrary to the results obtained previously for the entire sample from April 20th, 1998 to July
28th, 2006, for the subsample of the first three months of daily returns from the Yen/U.S. Dollar
exchange rates {Yt,Y }90t=1, the parametric LM test yields p-value of 0.095, indicating no evidence
for ARCH effect; while both PLM and BLM tests provide statistically significant p-values of
0.041 and 0.037, respectively. Since in small and moderate samples of non-normal processes,
according to the simulation studies in Section 3, the new robust permutation and bootstrap LM
tests are shown to be more reliable than the parametric LM test, we incline to conclude that there
107
is an ARCH effect in the first 90 daily returns of Yen/USD, which the parametric LM test fails
to detect. On the other hand, for {Yt,E}90t=1 all p-values are larger than 0.05; hence, there is no
evidence of conditional heteroscedasticity in the first 90 daily returns of the Euro/U.S. Dollar
exchange rates.
Entire sample First 90 observations
{Yt,Y }2158t=1 {Yt,E}2158t=1 {Yt,Y }90t=1 {Yt,E}90t=1
Parametric 0.000 0.003 0.095 0.277
Permutation 0.000 0.002 0.037 0.394
Bootstrap 0.001 0.005 0.041 0.393
Table 4.4: The p-values of the parametric, permutation and bootstrap LM tests for the log return
processes of Yen/U.S. Dollar and Euro/U.S. Dollar exchange rates as well as their sub-samples
of the first 90 observations. The permutation and the bootstrap LM tests are conducted with 1000
replications.
4.4 Discussion
When the underlying process is heavy-tailed or skewed, which is often the case in practice espe-
cially in financial and environmental applications, it is well known that the parametric Lagrange
Multiplier (LM) test for conditional heteroscedasticity based on the asymptotic χ2-distribution is
very conservative, i.e. the observed size of the LM test is substantially smaller than the nominal
level (Engle et al., 1985; Gregory, 1989; Peguin-Feissolle, 1999; Godfrey et al., 2004; Raunig,
2008). In this chapter, we propose and justify two remedies, namely permutation and bootstrap
techniques, to improve performance of the LM test. Our numerical studies indicate that in fi-
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nite samples, both new re-sampling based LM tests, especially the permutation LM (PLM) test,
effectively and significantly improve the size and power in all the cases considered, even when
the data are normal under H0. Also, we theoretically justify that the PLM test is exact and the
bootstrap LM (BLM) test is asymptotically correct. Moreover, although typically the computa-
tional time is a practical concern of any re-sampling based methods, especially in a non-linear
setting of ARCH/GARCH models, our procedures utilize only linear forms of ARCH/GARCH
processes and are therefore computationally efficient and feasible in real-time modeling. For
instance, using an Intel Core Duo L2400 1.66GHz processor, the CPU times of conducting PLM
and BLM in Matlab for the Yen/U.S. Dollar and the Euro/U.S. Dollar exchange data are 13.12
and 12.23 seconds respectively.
Overall, we conclude that the newly proposed re-sampling based LM tests, particularly PLM,
can be viewed as preferred procedures for assessing conditional heteroscedasticity in a variety of
applications. Moreover, BLM might be further extended beyond hypothesis testing and applied
for sensitivity analysis, model diagnostics as well as assessment of a full predictive distribution
density of future returns and volatilities, along the ideas proposed by Pascual et al.(2006) and
Chen et al. (2010).
Appendix
Recall that under H0,
Zt = α0 + vt, where vt ∼ i.i.d (0, τ 2), (4.26)
which is equivalent to an auxiliary AR(p) model
Zt − α0 = β1(Zt−1 − α0) + . . .+ βp(Zt−p − α0) + vt, (4.27)
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where β1 = . . . = βp = 0. Denote β = (β1, . . . , βp)′, then β = 0. By equation (4.18), the LS
estimate of α0 is z̄n and hence, the LS estimate of β is
β̂ = (U ′U)−1U ′(Z − Z̄). (4.28)
Notice that Tn in equation (4.8) can be re-written as
Tn =
(Z − Z̄)′U(U ′U)−1(U ′U )(U ′U)−1U ′(Z − Z̄)
n−1(Z − Z̄)′(Z − Z̄)
. (4.29)





n−1(Z − Z̄)′(Z − Z̄)
. (4.30)
Proof of Lemma 4.1.1 By Theorem 10.8.2 in Brockwell and Davis (1991),
n1/2(β̂ − β) d→ N(0, τ 2[EU ′U ]−1), (4.31)
but β = 0, hence
n1/2β̂
d→ N(0, τ 2[EU ′U ]−1). (4.32)
Under H0, Z1, . . . , Zt are i.i.d and EZt = α0 < ∞. By the Strong Law of Large Numbers
(Kolmogorov), as n→ ∞,
n−1(Z − Z̄)′(Z − Z̄) → τ 2 a.s., (4.33)
and
n−1(U ′U) → EU ′U a.s.. (4.34)





(Z − Z̄)′(Z − Z̄)
)1/2
d→ N(0, I), (4.35)
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n−1(Z − Z̄)′(Z − Z̄)
d→ χ2p, (4.36)
which completes the proof. 
Proof of Theorem 4.1.3 Similar to equation (4.29), the bootstrap test statistic can be expressed
as
T ∗n =
(Z∗ − Z̄∗)′U ∗(U ∗′U ∗)−1(U ∗′U ∗)(U ∗′U ∗)−1U ∗′(Z∗ − Z̄∗)















n−1(Z∗ − Z̄∗)′(Z∗ − Z̄∗)
. (4.38)
By Theorem 4.1 of Kreiss and Franke (1992), as n→ ∞,
n1/2(β̂
∗ − β̂) d
∗
→ N(0, τ 2[EU ′U ]−1) in probability, (4.39)
where d
∗
→ denotes the convergence in conditional (bootstrap) distribution. Also, β = 0 under H0
and hence, by Theorem 10.8.1 of Brockwell and Davis (1991)
β̂ → 0 a.s., (4.40)
then we have
n1/2β̂
∗ d∗→ N(0, τ 2[EU ′U ]−1) in probability. (4.41)
In addition, by Theorem 2.1 of Bickel and Freedman (1981), for κ > 0
P ∗
(∣∣n−1(Z∗ − Z̄∗)′(Z∗ − Z̄∗)− τ 2∣∣ > κ)→ 0 a.s. (4.42)
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Also, by Theorem 4.1 of Kreiss and Franke (1992) together with Lemma 8.4 of Bickel and
Freedman (1981), for c > 0,
P ∗
(∣∣n−1(U ∗′U ∗)− EU ′U ∣∣ > c)→ 0 in probability. (4.43)







(Z∗ − Z̄∗)′(Z∗ − Z̄∗)
)1/2
d∗→ N(0, I) in probability, (4.44)







n−1(Z∗ − Z̄∗)′(Z∗ − Z̄∗)
d∗→ χ2p in probability. (4.45)
By Lemma 4.1.1, the distribution of Tn and the conditional distribution of T ∗n asymptotically
coincide and the result follows. 
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Chapter 5
An ANOVA-type Nonparametric Trend
Test under GARCH Effect
Tracking and detecting trend play an important role in providing accurate and reliable data anal-
ysis and have a variety of applications in financial, environmental, medical and social sciences,
e.g., monitoring air/water pollution, tracking global warming, recognizing stock patterns, de-
tecting abnormal heart rhythms, etc. In recent years, trend detection has received considerable
attention and a large number of tests have been proposed in the literature (Hipel et al. 1988;
Burn, 1994; Burn and Hag Elnur, 2002; Hofmann and Balakrishnan, 2006; Hamed, 2008 and
2009; Kuwabara and Watanabe, 2006; Engle and Rangel, 2008). Overall, the Mann-Kendall test
(Mann, 1945; Kendall, 1955) continues to be one of the most common choices for detecting
trends, due to its simplicity and nonparametric features. However, it is well-known that Mann-
Kendall is designed for assessing monotonic changes in the mean level of the data, while in
practice, we often encounter non-monotonic trends particularly in environmental and economet-
ric data where changes in the mean are typically accompanied with irregular seasonal cycles. In
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addition, the ARCH/GARCH-type patterns, i.e., conditional heteroscedasticity, usually appear in
water quality, streamflow, stock price, foreign exchange rate type time series from environmental
and finance studies (Wang, et al., 2005; Wang, 2006; Chen, et al., 2008; Pianosi and Raso, 2008,
Anderson, 1998). Our empirical findings show that the power of Mann-Kendall to detect various
type of non-monotonic trend under ARCH/GARCH effect is close to zero.
In this chapter, we introduce a new nonparametric trend test in the presence of ARCH/GARCH
effect (from here on referred to as NT-GARCH), based on the one-way analysis of variance
(ANOVA) F -statistic with large number of groups. NT-GARCH can effectively detect non-
monotonic trends under ARCH/GARCH effect, especially when irregular seasonality appears.
Our test is an extension of the trend test (NT) suggested by Wang et al. (2008) and Wang and
Van Keilegom (2007), where the innovations are assumed either to be heteroscedastic or to be
serially correlated. Thus, NT-GARCH inherits all the nonparametric properties of the original
NT test, e.g., only a weak smooth assumption is imposed on the functional form of trend and
the observed data are not required to be independent and normally distributed. In particular, we
suggest to choose the group size by a bootstrap adaptive rule (Bickel and Sakov, 2008). Our sim-
ulation studies show that NT-GARCH well-approximates the nominal significance level under
the null hypothesis for large samples. For small or moderate samples, we suggest to use a boot-
strap procedure to obtain the critical values. Our theoretical findings show that the NT-GARCH
statistic is asymptotically normally distributed and the bootstrap NT-GARCH test is consistent.
The proposed testing procedure is demonstrated by environmental studies on the water quality
of Turkey Lake Watershed and air pollution along Windsor-Quebec City corridor.
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5.1 Test statistics and its asymptotic distribution
Let us consider the following nonparametric regression model
Yt = g(xt) + ϵt, t = 1, . . . , n, (5.1)
where g(·) is an unknown smooth regression function; x1 < . . . < xn is an increasing sequence
in [0, 1]; the innovations {ϵt} follow a GARCH(p, q) process
ϵt = σtet, (5.2)











where {et} are i.i.d. random variables with Eet = 0 and Ee2t = 1. We assume that {ϵt} is
strictly stationary. Note that Wang et al. (2008) and Wang and Van Keilegom (2007) assume
respectively that {ϵt} is heteroscedastic, where ϵt = σ(xt)et, and follows an AR(p) process,
where ϵt =
∑p
i=1 aiϵt−i + et. Our objective is to determine whether trend is present in {Yt}, i.e.,
to test the null hypothesis of a constant regression function,
H0 : g(x) = C, for all x, (5.4)
for some unknown constant C ∈ R.
The NT-GARCH test is motivated by the asymptotic theory for ANOVA with a large number
of factor levels (Akritas and Papadatos, 2004; Wang and Van Keilegom, 2007; Wang et al., 2008,
and references therein). The idea of NT-GARCH is to consider each time point t as a “factor








Next, we stack the n groups up to construct an artificial balanced one-way ANOVA with the
responses in the t-th group being {Yi, i ∈ Wt}. (Note that the neighbor groups in the ANOVA
have common observations; also, for a given sample {Y1, . . . , Yn}, there are n−kn+1 symmetric
windows, that is, {W(kn+1)/2, . . . ,Wn−(kn−1)/2}.) Adopting the notations of Wang et al.(2008),
we denote Vti, i = 1, . . . , kn, as the kn observations in Wt, 0 ≤ t ≤ n. Then, the NT-GARCH
test statistic is defined as
Tn =
√



















where V̄t. = k−1n
∑kn
i=1 Vti and V̄.. = n
−1∑n
t=1 V̄t., i.e., MST is the treatment sum of squares
and MSE is the error sum of squares from the hypothetical one-way ANOVA. Let us denote the
vector of all observations in ANOVA as
V = (Yi, i ∈ W1, . . . , Yi, i ∈ Wn)′; (5.8)


















where Jd is a d× d matrix with all elements equal to 1; Id is a d× d identity matrix;
⊕
denotes
the Kronecker sum 1.









The rest of this section contributes to the study of asymptotic properties of Tn under H0 in
two frameworks: (1) n → ∞ and kn → ∞ at appropriate rate; (2) n → ∞ and kn is fixed. We
assume without loss of generality that C = 0 in the following discussion. Note that, under H0,
{Yt} = ϵt and follows a GARCH(p, q) model 5.2.
Let us first state a lemma which allows us to consider a much simpler statistic that is asymp-
totically equivalent to Tn. Note that this result generalizes Lemma 3.1 of Wang et al. (2008)
which assumes that {Yt} is an independent process.




as n→ ∞ and kn/n→ 0, where Ad is the block diagonal matrix
Ad = diag{B1, . . . ,Bn}, with Bi =
1
n(kn − 1)
[Jk − Ik]. (5.13)
The proof of Lemma 5.1.1 is given in the Appendix at the end of this chapter.




H0. Let us denote
γ(h) = E(Y 2t Y
2
t+h)
for h ∈ Z. Note that, because the process {Yt, t ∈ Z} is strictly stationary, E(Y 2t Y 2t+h) does not
depend on t but only on the lag h.
where A and B are respectively a× a and b× b square matrices and
⊗
denotes the Kronecker product (Horn and
Johnson, 1994).
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(k − h)2γ(h). (5.14)















The detailed proof of Theorem 5.1.2 is provided in Appendix.
Remark 1. Under the assumption kn is fixed, a closed form of γ(h) can be derived for some
special cases of GARCH(p, q) processes. For example,
















• If {Yt, t ∈ Z} follows a GARCH(1, 1) process, then
γ(h) =
α1(1− α1β1 − β21)










2α20(1 + α1 + β1)








However, γ(h) has a very complicated form (if a closed expression exists) for a GARCH(p, q)
process when p, q > 1. Therefore, we suggest, in general, to apply the asymptotic variance τ 2
where we allow kn → ∞ or to utilize the bootstrap approach which we introduce in the next
section.
In the following theorem, we establish asymptotic normality of the test statistic Tn when kn
is fixed.
Theorem 5.1.3 Suppose that et is symmetrically distributed and E|et|4+δ < ∞ for some δ > 0.
If kn = k is fixed, under H0,
Tn → N(0, τ 2),
as n→ ∞, where τ 2 is given in Theorem 5.1.2 part (1).
The proof of Theorem 5.1.3 is based on the asymptotic equivalence of V ′AV and V ′AdV result
of Lemma 5.1.1. The detailed proof is given in Appendix.
In the case kn → ∞ as n→ ∞, we state the following conjecture.
Conjecture 2 Suppose that et is symmetrically distributed and E|et|4+δ < ∞ for some δ > 0.
Under H0, as n→ ∞ and kn → ∞ such that 2kn ≤ n and kn/n→ 0,
Tn → N(0, τ 2),
where τ 2 is given in Theorem 5.1.2 part (2).
Our key idea to prove Conjecture 2 is to decompose V ′AdV into a sum of “blocks” Un1, Vn1,
Un2, Vn2, . . . such that the Vni blocks are asymptotically negligible, and yet long enough to avoid
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. To establish the result, it is sufficient to show that (nkn)−1/2
∑rn
i=1 Uni
converges to N(0, τ 2). However, we encountered major technical difficulty verifying the uni-
form integrability of (nkn)−1/2Uni, which is required by the Lindeberg’s central limit theorem
for strongly mixing triangular sequences. One possible remedy is to restrict et to be a sub-
Gaussian random variable. After numerous unsuccessful attempts, we decide to leave it as a
conjecture. Figures 5.1 and 5.2 provide empirical evidence to support Conjecture 2. Here we
consider an ARCH(1) process with parameters (α0, α1)′ = (0.1, 0.3)′, whose asymptotic vari-
ance using equation (5.15) is 0.0272. The window length kn is chosen approximately to be n1/2
in Figures 5.1 and n3/5 in Figures 5.2, both increases with sample size n. As the plots show,
the distribution of Tn becomes closer to normal as n increases. Also, the simulated variances of
Tn are 0.0282, 0.0266, 0.0274 respectively for sample sizes 1000, 5000, 10000 in Figures 5.1
and 0.0247, 0.0252, 0.0264 in Figures 5.2 based on 5000 Monte Carlo (MC) simulations, which







































Figure 5.1: The distributions of Tn of the ARCH(1) process with parameters (α0, α1)′ =
(0.1, 0.3)′ for sample sizes n to be 1000, 5000 and 10000 respectively. Each window length
kn is chosen approximately to be
√


















































Figure 5.2: The distributions of Tn of the ARCH(1) process in Figure 5.1. Each window length
kn is chosen approximately to be n3/5. The number of Monte Carlo simulations is 5000.
Remark 2. The null hypothesis can be generalized to assuming that g(x) belongs to some
parametric family of functions SΘ = {g(., θ), θ ∈ Θ} where Θ is a subset of a Euclidean space
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and g(., θ) is defined on R. Suppose SΘ0 ∈ SΘ. The hypothesis test is
H0 : g(x, θ) ∈ SΘ0 , (5.19)
H1 : g(x, θ) ∈ SΘ\SΘ0 . (5.20)
Consequently, NT-GARCH can be used as a goodness-of-fit test, e.g., distinguishing a linear
trend from a quadratic one. In addition, our empirical results show that NT-GARCH is useful for
detecting so called “stochastic trend”, e.g.,
Yt = µ+ Yt−1 + ϵt, (5.21)
where µ ∈ R and ϵt follows a GARCH process.
5.2 The bootstrap NT-GARCH test and asymptotic results
Note that when the window kn = k is fixed, the asymptotic variance of the NT-GARCH statistic
depends on k. However, there has been no theoretically solid method to choose k so far (an
empirical bootstrap algorithm for selecting k will be discussed later in this section). Moreover,
our simulations indicate that the asymptotic version of the NT-GARCH test tends to be liberal
in small and moderate samples. Therefore, we suggest to utilize the bootstrapped version of the
NT-GARCH test, obtained by the following residual-based bootstrap algorithm (Maercker and
Moser, 2009).
Step 1. Estimate the GARCH coefficients (α̂0, α̂1, . . . , α̂p, β̂1, . . . , β̂q) using the Least Square (LS)
method based on the ARMA(p, q) representation of {Y 2t }










where m = max(p, q), αi = 0 for i > p and βi = 0 for i > q; vt = σ2t (e
2
t − 1) is white
noise.
Step 2. Compute the estimated volatility process {σ̂2t , m+ 1 ≤ t ≤ n} by











Step 3. Estimate the residuals {êt, m+ 1 ≤ t ≤ n} by























Note that by such construction, Ĝe,n(x) is symmetric.
Step 4. Smooth Ĝe,n(x) by convolution
G̃e,h(x) = Ĝe,n(x) ∗ Φ(x/h), (5.27)




2/2)dt is the probability function N(0, 1) and h = n−1/5
is the rate of smoothing.




to obtain the bootstrap innovations {e∗t , 1 ≤












2 + h2 (5.28)
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are the mean and variance of G̃e,n, respectively.












where ϕ(x) = 1√
2π
exp(−x2/2) is the probability density of N(0, 1). Hence, g̃ is actually
a standardized kernel estimate of the underlying probability density of et with kernel ϕ and
bandwidth h.
Step 6. Construct a bootstrap sample {Y ∗t , 1 ≤ t ≤ n} recursively by


























for k ≤ 0. In practice we generate {Y ∗t }
of size n + 150 and then discard the first 150 generated values in order to minimize the
effect of the initial values. The effect of initial values is negligible asymptotically (Kreiss
and Franke, 1992).
Step 7. Denote V ∗ti , i = 1, . . . , kn, as the kn bootstrap observations in Wt, 0 ≤ t ≤ n. Calculate















(V ∗ti − V̄ ∗t. )2
}
, (5.32)














Step 8. Repeat Steps 4–6 B times to obtain {T ∗n,1, . . . , T ∗n,b, . . . , T ∗n,B} where B is the number of
bootstrap replications and b denotes the bth iteration. Under H0, the unknown distribution












T ∗n,b − µ̂F̂ ∗
)2
, (5.34)





The purpose of applying the residual-bootstrap method is multi-fold. Based on the bootstrap
construction of F̂ ∗Tn(x), we can systematically select the window length kn using the following
adaptive rule (Bickel and Sakov, 2008):



























for j = 1, . . . , 100. Calculate the corresponding sequence of empirical distributions
F̂ ∗Tn,kn,j using the window length kn,j .










for j = 1, . . . , n. Consequently, the “optimal” distribution estimator of FTn is F̂ ∗Tn,kn .
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As the result of applying the bootstrap adaptive rule (BAR), we obtain not only the “optimal”
kn but also the corresponding F̂ ∗Tn,kn . The bootstrap critical value of Tn at significance level α
is obtained by taking the upper α-quantile of F̂ ∗Tn,kn , denoted by Q
∗
Tn,kn
(1 − α), and the null
hypothesis of no trend is rejected if Tn ≥ Q∗Tn,kn(1− α).
As our simulation studies indicate, BAR can effectively select an “optimal” kn which leads
to a test size very close to the nominal significance level. In particular, the utilization of the
bootstrap critical value corresponding to such “optimal” kn significantly improves the size of the
NT-GARCH test in finite samples. Note that if kn is assumed to be fixed, then we can omit the
adaptive rule procedure for selecting kn whenever n increases, but directly obtain the bootstrap
critical value.
Remark 4. The adaptive rule is initially proposed by Bickel and Sakov (2008) for m out of
n bootstrap. We adopt this algorithm into our window length kn selection. In practice, we let ρ
to be the Euclidean norm of the distance between adjacent empirical distributions, i.e.
kn = argmin
kn,j
∥∥F̂ ∗Tn,kn,j − F̂ ∗Tn,kn,j+1∥∥. (5.36)
In the case of kn changing with n, our numerical results suggest that kn should not exceed
approximately 10%n in order to maintain the nominal significance level. For example, Figure 5.3
shows sizes of the NT-GARCH test with respect to various n’s from 50 to 400 of an ARCH (1)
process (left panel) and a GARCH (1,1) process (right panel). The five size curves in each plot
correspond to kn = 5, 9, 19, 29 and 39. Given a kn, both plots indicate that size of the NT-
GARCH test monotonically increases with n but at a decreasing rate. When n is about 10 times
of kn, size is close to the nominal significance level α = 0.05 or lower, e.g, when kn = 9 and
n = 100 of the ARCH (1) process, the test size is 0.0532; when kn = 19 and n = 200 of the
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GARCH (1,1) process, the test size is 0.045. Therefore, 10% of the sample size n may be taken
as an upper bound of kn. In practice, we select kn within the range [3, 0.15n] by BAR.
















































































Figure 5.3: Size of the NT-GARCH test for various sample sizes using kn = 5, 9, 19, 29
and 39, respectively, of a ARCH (1) process (left panel) and an GARCH (1,1) process (right
panel). Number of Monte Carlo simulations is 5000. The grey dashed line represents the nominal
significance level α = 0.05.
Next result shows that the bootstrap NT-GARCH test is asymptotically consistent, i.e., it
gives the asymptotically correct α level under H0.
Theorem 5.2.1 Assume et is symmetrically distributed and E|ϵt|4+δ < ∞ for some δ > 0.
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Under H0, as n→ ∞ and kn = k is fixed
sup
t
∣∣∣∣P ∗(√n/knT ∗n ≤ t)− P (√n/knTn ≤ t)∣∣∣∣ = op(1), (5.37)
where P ∗ denotes the conditional probability P (·|Y1, . . . , Yn).
The detailed proof of a special case of GARCH(p, q) when p = q = 1 is given in Appendix. The
proof for general GARCH(p, q) processes can be achieved by using similar arguments.
5.3 Numerical Studies
In this section we present simulation studies on size and power of the proposed NT-GARCH test,
based on {ϵt} following the ARCH/GARCH models:
• Model 1: ARCH(1)
ϵt = σtet,
σ2t = 0.1 + 0.4ϵ
2
t−1,
• Model 2: GARCH(1,1)
ϵt = σtet,





where et are independent and identically distributed (i.i.d.) random variables with a continuous
distribution function Fe. In order to assess how the newly proposed procedure performs in var-
ious distributions, we consider Fe to be a wide range of heavy tailed and skewed distributions,
including uniform, exponential, lognormal, laplace, χ2- and t-distributions as well as Normal
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Inverse Gaussian (NIG) distributions with different combinations of parameters and a Tukey
Contaminated Normal distribution (CN). Note that all distributions considered are centered with
mean zero. All the results are based on 5000 MC iterations and 999 bootstrap replication of each
sample, under a nominal level of α = 0.05.
Figure 5.4 shows the selections of kn using BAR for processes following Model 1 with et ∼
N(0, 1) and Model 2 with et ∼ logistic. According to the argument given in the previous
section, we restrict the selection range to be [3, 0.15n] to optimize computation time, e.g., when
n = 50, kn is chosen from {3, 5, 7} and when n = 100, kn is chosen from {3, 5, 7, 9, 11, 13, 15}.
Among 5000 MC iterations, the choice of kn mostly occurs at 5 for n = 50 and at 9 for n = 100,
observed from the histograms in Figure 5.4 in both ARCH(1) (upper plots) and GARCH(1,1)
(lower plots) cases; for larger samples, kn tends to be smaller than 10%n, e.g, the average of kn
is 15 for n = 200 and 33 for n = 500.
5.3.1 Size of the NT-GARCH test
First of all, we investigate the size of the NT-GARCH test when kn = k is fixed as sample
size n increases, for both parametric (PNT-GARCH) and bootstrap (BNT-GARCH) procedures
(see Table 5.1 for the size of {Yt} following Model 1 under H0). Here we select k to be 5 or
9. For all of the symmetric distributions, the sizes of both PNT-GARCH and BNT-GARCH
steadily approach the nominal significance level 0.05 as n increases, regardless of the value of
k. In small and moderate samples, BNT-GARCH significantly outperforms the parametric one,
e.g, for 100 observations from a t5-distribution, the size of BNT-GARCH is 0.033 comparing
to 0.028 yielded by PNT-GARCH (k = 5); for 300 observations from a uniform distribution,
BNT-GARCH provides size of 0.0548 while PNT-GARCH has size of 0.026 (k = 9). Note that
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we do not have a theoretical justification on asymptotic normality of the NT-GARCH statistic
when {et} are asymmetrically distributed. Nevertheless, we also investigate performance of
parametric and bootstrap versions of the NT-GARCH test, in application to skewed distributions.
As our simulations indicate (see Table 5.1), for exponential distribution, the estimated Type I
error of the PNT-GARCH monotonically increases with n. (We observe similar patterns for




































































Figure 5.4: The selection of kn using the bootstrap procedure for Model 1 with et ∼ N(0, 1)
(upper panels) and for Model 2 with et ∼ logistic (lower panels).
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other skewed distributions, e.g., lognormal (the results are not included here for brevity.). In
contrast, sizes of BNT-GARCH in the exponential case are close to 0.05 for all sample sizes.
Therefore in practice, the test using bootstrap well-approximates the nominal significance level
even when the data are skewed.
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Sample Size
Distribution Skewness Kurtosis kn Method 100 300 1000
N(0, 1) 0 3 5 PNT-GARCH 0.029 0.0403 0.046
BNT-GARCH 0.0398 0.046 0.0472
9 PNT-GARCH 0.021 0.0362 0.0466
BNT-GARCH 0.0354 0.042 0.0508
t5 0 6 5 PNT-GARCH 0.028 0.031 0.0578
BNT-GARCH 0.033 0.0352 0.0478
9 PNT-GARCH 0.0292 0.0322 0.0498
BNT-GARCH 0.0318 0.0326 0.049
Unif 0 1.8 5 PNT-GARCH 0.0209 0.028 0.032
BNT-GARCH 0.0458 0.0542 0.05
9 PNT-GARCH 0.0215 0.026 0.0274
BNT-GARCH 0.045 0.0548 0.0474
Exp(1) 2 9 5 PNT-GARCH 0.029 0.0841 0.1122
BNT-GARCH 0.035 0.0506 0.0448
9 PNT-GARCH 0.0146 0.0573 0.09
BNT-GARCH 0.031 0.0446 0.0422
Table 5.1: Size of the NT-GARCH test for the processes following Model 1 with et respectively
being N(0, 1), t5, Unif and Exp(1) random variables at α = 5% using MC = 5000 and
B = 999. The window length k is fixed to be 5 or 9.
Remark 5. We also conduct a simulation study on size of the original NT (Wang and Van
Keilegom, 2007) test, when {Yt} follows an ARCH(1) process in Model 1 under H0. NT se-
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lects window length k to be 5, 7 or 9 (the case k = 7 shows similar sizes and hence omitted
here). Table 5.2 shows the sizes of both parametric NT (PNT) and bootstrap NT (BNT) test, at
significance level of 0.05. Clearly, PNT and BNT severely over-reject H0 in all of N(0, 1), t5,
exponential and uniform distributions, even for large samples, e.g., for 500 observations from a
t5 distribution, the size of PNT is 0.2982 and that of BNT is 0.1914 (k = 5). In addition, the
sizes of both PNT and BNT monotonically increase with n. Therefore, it is crucial to take into
account the ARCH effect for the trend detection using such ANOVA-type nonparametric tests.
Otherwise, it could lead to unreliable or even erroneous conclusions.
133
Sample Size
Distribution Skewness Kurtosis kn Method 100 500
N(0, 1) 0 3 5 PNT 0.1326 0.1592
BNT 0.0850 0.1052
9 PNT 0.1012 0.1318
BNT 0.0622 0.0858
t5 0 6 5 PNT 0.2386 0.2982
BNT 0.1144 0.1914
9 PNT 0.1858 0.2668
BNT 0.0960 0.1532
Unif 0 1.8 5 PNT 0.1196 0.1388
BNT 0.0724 0.0730
9 PNT 0.0958 0.1060
BNT 0.0600 0.0696
Exp(1) 2 9 5 PNT 0.1120 0.1532
BNT 0.0848 0.1005
9 PNT 0.0828 0.1328
BNT 0.0776 0.0900
Table 5.2: Size of the NT test for the processes following Model 1 with et respectively being
N(0, 1), t5, Unif and Exp(1) random variables at α = 5% using MC = 5000 and B = 999.
The window length kn is fixed to be 5 or 9.
Next, we discuss the size of NT-GARCH when kn → ∞ as n→ ∞. Table 5.3 and 5.4 show
the simulation results on size for symmetric distributions while Table 5.5 and 5.6 for skewed
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distributions. In particular, kn is chosen by BAR for both parametric and bootstrap tests (which
implies kn increases with n). Note that for symmetric distributions, the sizes of BNT-GARCH
are generally close to those of PNT-GARCH, so we only include the results of BNT-GARCH
in Table 5.3 and 5.4. Overall, the sizes of BNT-GARCH improve noticeably for all considered
distributions and sample sizes, compared to the results with fixed kn (Table 5.1). Notice that even
for 50 observations, sizes are extremely close to the nominal significance level 0.05, e.g., the size
of BNT-GARCH is equal to 0.0506 when {Yt} follows Model 1 with t5-distributed {et} and is
0.065 when {Yt} follows Model 2 with uniformly distributed {et}. The results in Table 5.3 and
5.4 clearly show a pattern that the estimated Type I error converge to 0.05 as n increases.
Sample Size
Distribution Kurtosis 50 100 150 200 500
N(0, 1) 3 0.0524 0.0532 0.0488 0.0510 0.0502
CN0.25,0.4 6.4 0.0504 0.0488 0.0503 0.0500 0.0498
t5 6 0.0504 0.0512 0.0490 0.0482 0.0488
Laplace 6 0.0522 0.0482 0.0466 0.0456 0.0484
NIG0.4,0,1,0.6 12.5 0.0544 0.0456 0.0432 0.0428 0.0460
Unif 1.80 0.0524 0.0540 0.0512 0.0500 0.0496
Logistic 1.20 0.0520 0.0482 0.0462 0.0440 0.0496
Table 5.3: Size of the NT-GARCH test for the processes following Model 1 with various heavy-




Distribution Kurtosis 50 100 150 200 500
N(0, 1) 3 0.0602 0.0545 0.0512 0.0516 0.0504
CN0.25,0.4 6.4 0.0612 0.0580 0.0570 0.0534 0.0512
t5 6 0.0618 0.0564 0.0534 0.0502 0.0526
Laplace 6 0.0646 0.0572 0.0550 0.0494 0.0526
NIG0.4,0,1,0.6 12.5 0.0596 0.0504 0.0482 0.0472 0.0486
Unif 1.80 0.0650 0.0536 0.0530 0.0538 0.0504
Logistic 1.20 0.0622 0.0580 0.0482 0.0512 0.0496
Table 5.4: Size of the NT-GARCH test for the processes following Model 2 with various heavy-
tailed distributions at α = 5% using MC = 5000 and B = 999. The window length kn is
selected by BAR.
The improvement of BNT-GARCH over PNT-GARCH on size is substantial in skewed dis-
tributions (see Table 5.5 and 5.6). Notice that the sizes of PNT-GARCH fluctuate at a certain
level for ARCH processes, but monotonically decrease with a growing n for GARCH processes,
e.g., for an ARCH(1) process from an exponentially distribution, the sizes of PNT-GARCH are
0.0284 and 0.0286 respectively for 50 and 500 observations; for a GARCH(1,1) process from
a lognormal distribution, PNT-GARCH provide sizes of 0.0564 and 0.0412 respectively for 50
and 500 observations. By contrast, the sizes of BNT-GARCH are quite close to 0.05 even for
small and moderate n, e.g., for an ARCH(1) process with exponentially distributed {et}, the
sizes of BNT-GARCH are 0.0318 and 0.0358 respectively for 50 and 150 observations; for a
GARCH(1,1) process with lognormally distributed {et}, BNT-GARCH had sizes of 0.0466 and
0.0454 respectively for 100 and 200 observations. Therefore, our empirical evidence indicates
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that: a rule of thumb of applying the NT-GARCH test is to use the bootstrap procedure to select
kn and then obtain the respective bootstrapped critical value.
Sample Size
Distribution Skewness Kurtosis Method 50 100 150 200 500
Exp(1) 2 9 PNT-GARCH 0.0284 0.0234 0.0278 0.0260 0.0286
BNT-GARCH 0.0318 0.0340 0.0358 0.0362 0.0412
lnN(0, 0.5) 2.939 25.507 PNT-GARCH 0.0408 0.0384 0.0384 0.0442 0.0356
BNT-GARCH 0.0520 0.0468 0.0442 0.0506 0.0432
NIG0.5,0.2,1,0.5 2.5 21.5 PNT-GARCH 0.0388 0.0348 0.0334 0.0312 0.0284
BNT-GARCH 0.0536 0.0414 0.0418 0.0412 0.0426
Table 5.5: Size of the NT-GARCH test for the processes following Model 1 with skewed dis-
tributions at α = 5% using MC = 5000 and B = 999. The window length kn is selected by
BAR.
Sample Size
Distribution Skewness Kurtosis Method 50 100 150 200 500
Exp(1) 2 9 PNT-GARCH 0.0430 0.0338 0.0398 0.0322 0.0303
BNT-GARCH 0.0418 0.0448 0.0444 0.0408 0.0420
lnN(0, 0.5) 2.939 25.507 PNT-GARCH 0.0564 0.0476 0.0408 0.0402 0.0412
BNT-GARCH 0.0542 0.0466 0.0448 0.0454 0.0444
NIG0.5,0.2,1,0.5 2.5 21.5 PNT-GARCH 0.0560 0.0452 0.0404 0.0396 0.0364
BNT-GARCH 0.0540 0.0472 0.0436 0.0444 0.0456
Table 5.6: Size of the NT-GARCH test for the processes following Model 2 with skewed dis-
tributions at α = 5% using MC = 5000 and B = 999. The window length kn is selected by
BAR.
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5.3.2 Power of the NT-GARCH test














where x = t/n, t = 1, . . . , n, and {ϵt} follows an ARCH process defined in Model 1. Note
that g1 and g2 are discussed in Example 4.1 of Wang et al.(2008), and g3 is designed to be a
monotonic trend mixed with seasonality (see Figure 5.5 for examples of g1, g2 and g3 with {ϵt}










































Figure 5.5: Processes of length 100 respectively follow g1, g2 and g3 with ARCH(1) innovations.
Since BNT-GARCH consistently outperforms PNT-GARCH in terms of size, here we only
analyze the power of BNT-GARCH with kn selected by BAR (see Remark 6 for the results
of BNT-GARCH with fixed kn). In order to demonstrate our result, we compare the power of
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BNT-GARCH to that of Mann-Kendall. Table 5.7 shows the power of the BNT-GARCH and
the Mann-Kendall tests for processes following respectively g1, g2 and g3 with ARCH(1) inno-
vations. Clearly, since the functional forms of g1, g2 and g3 are non-monotonic, the powers of
Mann-Kendall under such alternative hypotheses are close to zero. However, for both heavy-
tailed and skewed distributions, BNT-GARCH provides powers extremely close to 1, even in
small samples of 50 or 100. Note that we obtain similar results on power when the innovations
{ϵt} follows a GARCH process. In short, BNT-GARCH is suitable for detecting non-monotonic




Distribution Model Method 50 100
N(0, 1) g1 Mann-Kendall 0.0206 0.0198
BNT-GARCH 0.9084 0.9900
g2 Mann-Kendall 0.0162 0.0200
BNT-GARCH 0.8782 0.9852
g3 Mann-Kendall 0.0518 0.1102
BNT-GARCH 0.8932 0.9886
t5 g1 Mann-Kendall 0.0206 0.0182
BNT-GARCH 0.8804 0.9670
g2 Mann-Kendall 0.0144 0.0156
BNT-GARCH 0.8664 0.9492
g3 Mann-Kendall 0.0530 0.1164
BNT-GARCH 0.8728 0.9528
Unif g1 Mann-Kendall 0.0230 0.0212
BNT-GARCH 0.9358 0.9986
g2 Mann-Kendall 0.0238 0.0244
BNT-GARCH 0.9122 0.9952
g3 Mann-Kendall 0.0558 0.1006
BNT-GARCH 0.9238 0.9964
Exp(1) g1 Mann-Kendall 0.0328 0.0312
BNT-GARCH 0.8518 0.9396
g2 Mann-Kendall 0.0014 0.0001
BNT-GARCH 0.8712 0.9516
g3 Mann-Kendall 0.0268 0.0690
BNT-GARCH 0.8766 0.9556
Table 5.7: Power of the BNT-GARCH and the Mann-Kendall tests at α = 5% for the processes following
g1, g2 and g3 with ARCH(1) innovations using MC = 5000 and B = 999. The window length kn is
selected by BAR.
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Remark 6. The previous simulation studies demonstrate that in small and moderate sam-
ples, kn selected by BAR provides a size closer to the nominal significance level, compared to
fixed k. Here we show that the kn which increases with n actually enables NT-GARCH to gain












where x = t/n, t = 1, . . . , n, and {ϵt} follows an ARCH(1) process. Table 5.8 presents the
power of BNT-GARCH when kn = 5 (denoted as BNT-GARCHkn=5), kn = 9 (BNT-GARCHkn=5)
and kn selected by BAR. As kn increase from 5 to 9, the power of BNT-GARCH improves cor-
respondingly in all cases, but such improvement ceases as kn gets too large. Therefore, we need
to select an “optimal” kn by BAR, which provides the best power among the three according to
the results in Table 5.8.
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Sample Size
Distribution Model Method 50 100
N(0, 1) g′2 BNT-GARCHkn=5 0.4074 0.5944
BNT-GARCHkn=9 0.4266 0.6884
BNT-GARCH 0.5245 0.7123





2 BNT-GARCHkn=5 0.3642 0.5632
BNT-GARCHkn=9 0.3996 0.5878
BNT-GARCH 0.4654 0.6734
g′3 BNT-GARCHkn=5 0.3833 0.5932
BNT-GARCHkn=9 0.4212 0.6854
BNT-GARCH 0.5006 0.7454
Table 5.8: Power comparisons of the BNT-GARCH when kn is fixed and selected by BAR at
α = 5% for the processes following g′2 and g
′
3 with ARCH(1) innovations using MC = 5000
and B = 999.
5.4 Case Studies
In this section, we apply the proposed NT-GARCH test to detect trend in water and air pollution
data. In particular, we study the concentration levels of sulfate anion in the Turkey Lakes Water-
shed, and of carbon monoxide in the air of Hamilton (ON), Windsor (ON), Montreal (QC), Leth-
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bridge (AB). In both examples, we first verify the presence of GARCH effect before applying
the trend test and then present the test results by BNT, BNT-GARCH as well as Mann-Kendall.
Note that kn is selected by BAR for BNT-GARCH.
5.4.1 Turkey Lakes Watershed data
Acid rain continues to be a major environmental problem in Canada. Since 1980 Environment
Canada, Natural Resources Canada and Fisheries and Oceans Canada have established an inten-
sive research project on Turkey Lakes Watershed (TLW) to define the impact of acidic deposition
on undeveloped aquatic and terrestrial terrain. Our analysis focuses on the weekly concentration
level of sulfate anion (SO2−4 ) in TLW from 1993/01/05 to 2002/12/31, total of 504 observations
(see Figure 5.6). We are interested in determining whether a trend is present in SO2−4 level, as it
is important for characterizing and controlling anthropogenic acid rain. 2
























Weekly concentration of SO2−
4
from 1993/01/05 to 2002/12/31
Figure 5.6: Plot of weekly SO2−4 from 1993/01/5 to 2002/12/31.
2The Turkey lakes watershed data are kindly provided by Dr. Abdel El-Shaarawi.
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Let us denote the SO2−4 data as {Yt,SO2−4 }. Figure 5.6 indicates that there might be some
non-monotonic trend in {Yt,SO2−4 }. In particular, the mean level of the data considerably de-
creases between the year of 1995 and 1997, and it exhibits a slight downward trend since 1997.
Therefore, we systematically verify our initial observation using the Mann-Kendall, the BNT
and the BNT-GARCH tests, respectively. First of all, let us check if there is an ARCH effect
in {Yt,SO2−4 }. Clearly, the data are serially correlated: the Akaike Information Criterion (AIC)
suggests an AR(4) model to account for the underlying correlation. Also, notice that {Yt,SO2−4 }
displays the pattern of seasonal cycle every year, where the mean level largely drops in May,
slowly increases during summer and fall, and finally reaches the maximum in winter. Such
behavior exactly matches the snow-melting process. Thus, we pre-whiten {Yt,SO2−4 } using the
following model:
Yt,SO2−4 = φ0 + φ1 sin(2πtime) + φ2 cos(2πtime) + vt, with vt =
4∑
i=1
ϕivt−i + ηt, (5.43)
where
time = (year − 1993) + (month − 1)/12 + day/365; (5.44)
ηt is white noise (WN); φj , j = 0, 1, 2, are some constants; ϕi ∈ (0, 1), i = 1, . . . , 4. The LS
estimates of parameters of model (5.43) are
(φ̂0, φ̂1, φ̂2, ϕ̂1, ϕ̂2, ϕ̂3, ϕ̂4) = (5.131, 0.0636, 0.2352, 0.3375, 0.1213, 0.0758, 0.0882),
which are all statistically significant at α = 0.05. It should be noted that the standard errors of the
parameter estimates may be affected by potential departures from the assumptions of normality
and independence. However, the corresponding residuals give us an opportunity to test for the
ARCH effect. Next, we examine if the ARCH effect is present in the residuals of fitted model
{η̂t}. As shown in Figure 5.7, there is no significant autocorrelations among {η̂t} (left panel),
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but the correlation at lag 1 is large in the squared-residuals {η̂2t } (the right panel), which is an
indication of possible ARCH effect.









































ACF of squared residuals
Figure 5.7: The ACF plots of residuals {η̂t} and squared residuals {η̂2t } of the fitted model (5.43).
In addition, the p-values of the Lagrange Multiplier (LM), the bootstrap LM (BLM) and the
permutation LM (PLM) tests respectively are 0.0098, 0.021 and 0.013, assuming that the ARCH
order is 1, i.e., all three tests consistently provide some evidence for ARCH effect.
Next, we test for trend in each of the original {Yt,SO2−4 } and the pre-whitened data {η̂t}.
Table 5.9 shows the p-values of Mann-Kendall, BNT and BNT-GARCH applied to the process
{Yt,SO2−4 }. As a result, Mann-Kendall and BNT do not reject H0 that there is no trend, but BNT-
GARCH provides strong evidence (p-value equal to 0.001) against H0, implying that the SO2−4
data is likely to contain a trend of some functional form.
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Test p-value kn Model
Mann-Kendall 0.1088
BNT 0.5876 5 AR(4)
BNT-GARCH 0.0010 39 ARCH(1)
Table 5.9: The p-values of Mann-Kendall, BNT and BNT-GARCH applied to {Yt,SO2−4 }. The
BNT test is based on an AR(4) model and the window length kn = 5, while the BNT-GARCH
test assume an ARCH(1) model and kn = 39. The number of bootstrap replication is 999.
Since it is well-known that Mann-Kendall has inflated Type I error under serial correlation
(Hamed and Rao, 1998; Hamed, 2009; Noguchi et al., 2011) or seasonality (EI-Shaarawi and
Niculescu, 1992), we also provide an analysis based on the pre-whitened data {η̂t} in order to
confirm our test results. Note that the ARCH effect still remains in {η̂t}, with p-values of LM,
BLM and PLM to be 0.0356, 0.041 and 0.028 respectively. Next, we apply the Mann-Kendall,
BNT and BNT-GARCH tests, respectively, to {η̂t}. As the p-values show in Table 5.10, Mann-
Kendall and BNT do not reject H0, while BNT-GARCH provides some evidence (p-value equal
to 0.0441) against H0, indicating that trend may exist in the data at significance level α = 0.05.
Hence, the new results based on {η̂t} are consistent with the previous ones.
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Test p-value kn Model
Mann-Kendall 0.6946
BNT 0.6256 5 WN
BNT-GARCH 0.0441 39 ARCH(1)
Table 5.10: The p-values of Mann-Kendall, BNT and BNT-GARCH applied to {η̂t}, after re-
moving the serial correlation and seasonality from {Yt,SO2−4 }. The BNT test uses window length
kn = 5, assuming {η̂t} is white noise, and the BNT-GARCH test is based on an ARCH(1) model
and kn = 39. The number of bootstrap replication is 999.
In summary, given that the original data {Yt,SO2−4 } display some cyclic patterns in the mean
level and there is evidence of ARCH effect, we proceed with the findings of the BNT-GARCH
test, i.e., we reject H0 that no trend is in {Yt,SO2−4 } at significance level α = 0.05.
5.4.2 Air pollution data
Although air pollution in Canada is not as severe as many other countries in the world, it is still
among the major environmental problems that Canadians are facing, e.g., the smog (a combina-
tion of smoke and fog) event along the Windsor-Quebec City corridor of Ontario and Quebec.
The two main contaminants of smog are ground level ozone and small airborne particles, such
as nitrogen oxides, sulfur dioxide and carbon monoxide (CO). Typically, the smog levels peak
between May and September. We would like to verify if this phenomenon can be reflected in the
concentration level of CO over time, i.e., our goal is to test if there is any trend in the CO level.
3
3The data are downloaded from the NAPS database of Environment Canada.
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Figure 5.8: The concentration of CO in 2006 respectively in Hamilton, Windsor, Montreal and
Lethbridge.
In our study, we select four different sites including Hamilton (ON), Windsor (ON), Montreal
(QC), Lethbridge (AB), three of which are along the Windsor-Quebec City corridor but one of
which is not. Our data sets include the daily averages of the concentrations of CO in ppm from
2006/1/1 to 2006/12/31 on these four sites, respectively denoted as {Yt,H}, {Yt,W}, {Yt,M} and
{Yt,L}. Figure 5.8 presents the observed data. {Yt,H} shows a clear upward trend since the end
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of May, steadily reaches a peak in July and then declines afterwards. Surprisingly, there is a
decrease in the mean level of {Yt,W} over the summer while no clear trend is shown in {Yt,M}.
The mean level of {Yt,L} is lower than those of {Yt,H}, {Yt,W} and {Yt,M}, with a decrease
between mid-September to mid-November.
Similar to the previous case study, we first verify if the ARCH assumption is valid for the
CO processes. As the data are temporally dependent, we pre-whiten each data set by an AR
model whose order is selected by AIC. Let us denote the pre-whitened data as {Ỹt,H}, {Ỹt,W},
{Ỹt,M} and {Ỹt,L}. Then the BLM and PLM tests are applied to {Ỹt,H}, {Ỹt,W}, {Ỹt,M} and
{Ỹt,L} in order to detect the ARCH effect (see the test results in Table 5.11 and the ACF plots of
the squared residuals in Figure 5.9). All the p-values of BLM and PLM are highly statistically
significant. Hence, there is strong evidence for ARCH effects in {Yt,H}, {Yt,W}, {Yt,M} and
{Yt,L}.
p-values
Data Model BLM PLM
{Yt,H} AR(1) 0 0.001
{Yt,W} AR(5) 0.003 0.005
{Yt,M} AR(7) 0.033 0.023
{Yt,L} AR(8) 0.013 0.016
Table 5.11: The BLM and PLM p-values of the residuals of {Yt,H}, {Yt,W}, {Yt,M} and {Yt,L}
after fitting AR(1), AR(5), AR(7) and AR(8), respectively.
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ACF of the squared residuals of {Yt,H}


















ACF of the squared residuals of {Yt,W}


















ACF of the squared residuals of {Yt,L}


















ACF of the squared residuals of {Yt,M}
Figure 5.9: The ACF plots of the squared residuals of {Yt,H}, {Yt,W}, {Yt,M} and {Yt,L} after
fitting AR(1), AR(5), AR(7) and AR(8), respectively.
Next, we apply the Mann-Kendall and BNT-GARCH tests to detect possible trends in {Yt,H},
{Yt,W}, {Yt,M} and {Yt,L} (BNT does not detect any non-monotonic trend under ARCH effect
according to our simulation results and the previous case study, and hence we omit here). Note
that we assume ARCH(1) effect for BNT-GARCH in all cases. Table 5.12 shows p-values of
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Mann-Kendall and BNT-GARCH of the original processes {Yt,H}, {Yt,W}, {Yt,M} and {Yt,L}.
Since all p-values are highly significant, there is strong evidence indicating the presence of trends
in {Yt,H}, {Yt,W}, {Yt,M} and {Yt,L} by both Mann-Kendall and BNT-GARCH.









Table 5.12: The p-values of the Mann-Kendall and the BNT-GARCH tests applied to {Yt,H},
{Yt,W} {Yt,M} {Yt,L}. The number of bootstrap replications is 999.
However, according to Figure 5.8, the concentration level of CO in Montreal ({Yt,M}) does
not show a clear change in mean, which makes the previous result quite doubtful. Hence, we
again apply Mann-Kendall and BNT-GARCH to the pre-whitened processes {η̂t,H}, {η̂t,W},
{η̂t,M} and {η̂t,L}, by fitting AR(1), AR(5), AR(7) and AR(8) respectively to {Yt,H}, {Yt,W},
{Yt,M} and {Yt,L} (see Table 5.13). After removing the correlation in the data, the p-values
of Mann-Kendall and BNT-GARCH for Montreal ({η̂t,M}) increase respectively to 0.0785 and
0.2352, showing no evidence against the null hypothesis at significance level α = 0.05. More-
over, BNT-GARCH indicates no trend in {η̂t,M} even at α = 0.1. A possible explanation could
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be that {Yt,M} is collected at a station near Montreal airport, where the CO level is quite stable
during a year. Also, there is a discrepancy between Mann-Kendall and BNT-GARCH for Wind-
sor ({η̂t,W}), where the p-value of Mann-Kendall is 0.6953, not rejecting H0 of no trend, but that
of BNT-GARCH is 0.036, showing some evidence of trend. Since there is a clear shift in the
mean level of {Yt,W} by Figure 5.8, we incline to accept the conclusion by BNT-GARCH.









Table 5.13: The p-values of the Mann-Kendall, BNT and NT tests applied to pre-whitened pro-
cesses {η̂t,H}, {η̂t,W}, {η̂t,M} and {η̂t,L}. The number of bootstrap replications is 999.
Appendix of Chapter 5
We first state a lemma about moments of GARCH processes, which is one of the fundamental
arguments to show that Tn is asymptotically normally distributed.
Lemma A.1 Suppose that H0 holds. Let p1, . . . , pl ∈ N ∪ {0} and i1 < i2 < . . . < il. If et
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(5.45)
and the result follows. 
Proof of Lemma 5.1.1 By definition, A and Ad are nkn × nkn contrast matrices containing
n × n blocks, each of size kn × kn. Let (i1, i2) denote the row and column indices of blocks
within A and Ad, i1, i2 = 1, . . . , n. Notice that A and Ad have exactly the same elements in the
diagonal blocks (i1 = i2) and hence the diagonal blocks of (A − Ad) are identically zero. For
i1 ̸= i2, every element in the block (i1, i2) of (A−Ad) is equal to −1/n(n−1)kn. To prove this




tend to 0 as n→ ∞. Note that for a given sample {Y1, . . . , Yn}, there are n− kn + 1 symmetric
windows, that is, {W(kn+1)/2, . . . ,Wn−(kn−1)/2}. Let us first analyze the expectation. Because
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E(Y 2j )I(j ∈ Wi1 ∩Wi2). (5.46)
For every kn ≤ j ≤ n−kn+1 on the right hand side of (5.46), there are exactly k2n combinations
of i1, i2 for which j ∈ Wi1 ∩Wi2 , namely, i1, i2 ∈ {j − (kn − 1)/2, . . . , j + (kn − 1)/2}. In
the boundary cases when j < kn or j > n − kn + 1, there are j2 and (n − j)2 combinations,


























as kn/n→ 0. For the second moment of
√
n/knV














E(Yj1Yj2Yj3Yj4)I(js ∈ Wis , s = 1, . . . , 4).
(5.48)
Because of the assumption E(e4t ) < ∞, the expected values on the right-hand side of equa-
tion (5.48) are all finite and bounded by E(Y 4t ). Furthermore, according to Lemma A.1, the
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expected value is nonzero only if two pairs of (j1, j2, j3, j4) are equal, i.e., j1 = j2 and j3 = j4,
or j1 = j3 and j2 = j4, or j1 = j4 and j2 = j3, which in particular includes the case
















I(js ∈ Wis , s = 1, . . . , 4)
×
(




Let us count the number of nonzero terms on the right hand side of (5.49). Clearly, there are
n2 combinations of j1, j2, j3, j4 satisfying j1 = j2 and j3 = j4. For each combination, there are
O(k4n) ways to choose i1, i2, i3, i4 such that js ∈ Wis for s = 1, . . . , 4. Hence, the total number
of combinations of j1, j2, j3, j4 and i1, i2, i3, i4 satisfying
j1 = j2, j3 = j4 and js ∈ Wis for s = 1, . . . , 4
is equal to O(n2k4n). The same arguments hold for the other two cases when j1 = j3 and j2 = j4,
or j1 = j4 and j2 = j3. Also, the total number of combinations of j1, j2, j3, j4 and i1, i2, i3, i4
satisfying
j1 = j2 = j3 = j4 and js ∈ Wis for s = 1, . . . , 4
is equal to O(nk4n), as there are n combinations of j1, j2, j3, j4 where j1 = j2 = j3 = j4 and
O(k4n) ways to choose i1, i2, i3, i4 such that js ∈ Wis for s = 1, . . . , 4. Therefore, replacing
E(Yj1Yj2Yj3Yj4) by the upper bound E(Y
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−1kn) = o(1), (5.50)
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as kn/n→ 0 and the result of this lemma follows. 
Remark 7. Note that, in general, the assumption that et is symmetrically distributed can-
not be relaxed. In particular, if the distribution of et is asymmetric, a statement analogous to
Lemma A.1 fails to be valid and, as a consequence, the expectation on the right-hand side of














)2 ∼ O(n−3k−3n )O(n3k4n) = O(kn), which does not tend to
0 unless kn → 0 as n→ ∞.











Yj1Yj2I(j1, j2 ∈ Wi). (5.51)
Since {Yt, t ∈ Z) is an uncorrelated process, we obtain E(
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n/knV













E(Yj1Yl1Yj2Yl2)I(j1, l1 ∈ Wi1 , j2, l2 ∈ Wi2).
(5.52)
By Lemma A.1, the right-hand side of equation (5.52) is nonzero only if two pairs of indices















l )I(j, l ∈ Wi1 ∩Wi2).
(5.53)
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Let us count the number of non-zero terms on the right hand side of (5.53). For any j, l ∈
{1, 2, . . . , n} with j ̸= l, define the set
Sjl =
{
(kn + 1)/2 ≤ i ≤ n− (kn − 1)/2 : j, l ∈ Wi
}
. (5.54)










|Sjl|2 γ(|j − l|) (5.55)
with γ(|j− l|) as defined before the theorem. Now, let us explicitely determine the cardinality of
Sjl. Note that a necessary and sufficient condition for j, l ∈ Wi is that i ≥ max(j, l)−(kn−1)/2
and i ≤ min(j, l) + (kn − 1)/2, which allows us to write
Sjl =
{




max(j, l)− (kn − 1)/2, . . . ,min(j, l) + (kn − 1)/2
}
. (5.56)
From (5.56) it is obvious that |Sjl| = 0 if |j − l| ≥ kn, therefore, we may assume |j − l| < kn in
the following. Furthermore, it is not difficult to derive the following properties:
|Sjl| =

kn − |j − l| if max(j, l) ≥ kn and min(j, l) ≤ n− kn + 1,
min(j, l) if max(j, l) < kn,
n−max(j, l) + 1 if min(j, l) > n− kn + 1.
(5.57)
(Note that, under the assumptions |j−l| < kn and n ≥ 2kn, it is impossible that both max(j, l) <































for h = 1, 2, . . . , kn − 1. Using the fact that the right hand side of (5.59) is asymptotically









(kn − h)2γ(h). (5.60)
In the case where kn = k is fixed, (5.60) immediately gives us the expression in (??). Next, let
us consider the case when kn → ∞. Note that the second moment of {Yt, t ∈ Z} is











(see, e.g., Theorem 2.5 of Francq and Zakoian, 2010). Since {Y 2t , t ∈ Z} has a causal ARMA(p, q)















































Hence, the result of this theorem follows. 
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Next, we are going to establish the asymptotic normality of the statistic Tn when kn is fixed.
A key to the proof is the following representation:













Lemma A.2 Under H0, the sequence {Ai, i ∈ Z} is strictly stationary and satisfies the strong
mixing condition with the mixing coefficients α̃(τ) decaying with geometric rate. Moreover,







(k −m− h)γ(h). (5.67)
for m ∈ N0.
Proof of Lemma A.2 Since under H0 the process {Yt, t ∈ Z} is strictly stationary, the strict
stationarity of {Ai, i ∈ Z} is obvious. Let us establish the statement on the mixing coefficient.
According to Theorem 8 of Lindner (2009), under H0 the process {Yt, t ∈ Z} is strongly mixing
with geometric rate. Let us recall the definition of strongly mixing: for t ∈ Z write Mt−∞ and
M∞t to denote the sigma-fields generated by the sequences {. . . , Yt−1, Yt} and {Yt, Yt+1, . . .},
respectively. For τ ∈ N define
α(τ) = sup
A∈M0−∞,B∈M∞τ
∣∣P (A ∩B)− P (A)P (B)∣∣. (5.68)
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Strong mixing of {Yt, t ∈ Z} with geometric rate means that there exists some 0 < κ < 1 with
α(τ) = O(κτ ). (5.69)
Now let M̃t−∞ and M̃
∞




∣∣P (A ∩B)− P (A)P (B)∣∣. (5.70)
Note that for every t ∈ Z, the sequence {. . . , At−1, At} is measurable with respect to the sigma-
algebra generated by {. . . , Yt+(k−1)/2−1, Yt+(k−1)/2}, and {At, At+1, . . .} is measurable with re-





τ ⊂ M∞τ−(k−1)/2, (5.71)
and hence, for τ ≥ k,
α̃(τ) ≤ sup
A∈M(k−1)/2−∞ , B∈M∞τ−(k−1)/2
∣∣P (A ∩B)− P (A)P (B)∣∣ = α(τ − k + 1). (5.72)
Putting together (5.69) and (5.72), we obtain α̃(τ) = O(κτ−k+1) = O(κτ ), which proves the
result on the mixing coefficients.
The statement E(Ai) = 0 follows from the fact that under H0 the process {Yt, t ∈ Z} is








According to Lemma A.1, a necessary condition for the expectation on the right hand side of












Now let h ∈ {1, . . . , k− 1−m}. It is easy to see that there are exactly k−m− h combinations







(k −m− h)γ(h). (5.75)
The proof is complete. 




V ′AdV → N(0, τ 2)









Furthermore, according to Lemma A.2, the sequence {Ai, i ∈ Z} is strictly stationary and
strongly mixing with geometric rate. By Theorem 18.5.3 of Ibragimov and Linnik (1971), it
only remains to show that E|Ai|2+δ/2 <∞ and
τ 2 = k−1
(






For E|Ai|2+δ/2 < ∞ to hold, it is sufficient that E|Yt|4+δ, which immediately follows from the



































(k − h)γ(h) +
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h=1







(k − h)2γ(h). (5.78)
Hence, the result of this theorem follows. 
In the remaining part of this section, we establish bootstrap analogues of the previous results.
In the following, letE∗(·) and Var∗(·) denote the conditional expectationE(·|Y1, . . . , Yn) and the
conditional variance Var(·|Y1, . . . , Yn). We state the following bootstrap analogue of Lemma A.1.
Lemma A.3 Suppose that H0 holds. Let p1, . . . , pl ∈ N ∪ {0} and i1 < i2 < . . . < il. If there
exists at least one s ∈ {1, . . . , l} such that ps is an odd number, then
E∗
(





Proof of Lemma A.3 By the bootstrap construction, e∗t is symmetrically distributed. Hence, the
result can be obtained by the same arguments as in the proof of Lemma A.1. 
In the following we restrict ourselves to GARCH(1,1)processes. The next result is a special
case of Lemma 4.1 part (d) of Maercker and Moser (2009). We re-state it here for the later proof
of Theorem 5.2.1.
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Lemma A.4 Suppose {Yt, t ∈ Z} follows a stationary and ergodic GARCH(1,1) process satis-






) P→ E(Y 2i1Y 2i2) (5.80)
as n → ∞. The result of Maercker and Moser (2009) is stated more generally for expectations





with ks ∈ {0, 2} for s = 1, . . . , 4. Since we only consider a special
case, we can relax their moment condition to E|et|4+δ <∞ for some δ > 0.
Proof of Theorem 5.2.1 It is sufficient to show that
T ∗n → N(0, τ 2)
as n → ∞ in probability, with τ 2 as given in Theorem 5.1.2. To establish the asymptotic
normality of T ∗n , we use the same techniques applied in the proof of Theorem 5.1.3, but in a















































probability as n→ ∞.
Next, we derive a statement similar to Lemma A.2. Note that when n is sufficiently large, the
estimated GARCH(1,1) parameters α̂0, α̂1 and β̂1 are sufficiently close to the true parameters α0,
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α1 and β1 so that the bootstrap sequence {Y ∗t , t ∈ Z} is strictly stationary and strongly mixing
with geometric rate. Similarly as in the proof of Lemma A.2, we can show that also the sequence
{A∗i , i ∈ Z} is strictly stationary and strongly mixing with geometric rate. The result on the
second moments of {A∗i , i ∈ Z} is again obtained by replacing E(Y 2j1Y
2
j2





Finally, similar to the proof of Theorem 5.1.3, we apply Theorem 18.5.3 of Ibragimov and




conditional on Y1, . . . , Yn converges to a normal distribution with mean 0 and variance τ 2. The
proof is complete. 
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Chapter 6
Summary and Future Work
In this dissertation, we proposed to apply the linearization technique to three different time series
modeling and forecasting problems: (1) tracking multiple frequencies; (2) constructing PIs of re-
turns and volatilities of the ARCH/GARCH processes; (3) testing for ARCH/GARCH effects as
well as detecting trends in the presence of ARCH/GARCH effect (conditional heteroscedastic-
ity).
In Chapter 2, we introduce a regularized AR (RAR) approximation to estimate the multiple
frequencies hidden in a sinusoidal process by the regularized AR (RAR) approximation. The
utilization of regularization allows us, in practice, to fit a “longer” AR model and consequently to
reduce the bias of the frequency estimates. Our next goal is to complete the proof of Conjecture 2,
which theoretically justifies that as the sample size n → ∞ and the order of AR approximation
k → ∞ such that k/n → 0, the RAR frequency estimates are strongly consistent. Also, an
interesting extension of RAR is to apply banding and thresholding as regularization techniques
instead of ridge, as well as to utilize bootstrap-based method to select an “optimal” regularizer.
A similar AR approximation can be used to forecast ARFIMA processes based on its AR(∞)
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representation.
In Chapter 3, we adopt a sieve bootstrap procedure to construct PIs of returns and volatilities
of the ARCH/GARCH processes. The linear AR/ARMA form of the squared ARCH/GARCH
process allows us to apply the LS estimation, which considerably reduces the computational
costs while preserving coverage and sharpness of PIs. In future work, we will provide asymptotic
results on the consistency of the bootstrap PIs. Also, our bootstrap procedure is not truly “sieve”
according to Bühlmann’s definition (Bühlmann, 1997), though it is linear. We assume that the
order of ARCH/GARCH model is given instead of approximating the observed process by an AR
model whose order is selected by some information criterion, such as AIC or BIC. In practice,
the true order of the underlying process is typically unknown, so we will extend the proposed
approach by sieve approximation and investigate its properties. As noted in the existing sieve
bootstrap literature (Bühlmann, 1997, 2000; Alonso et al., 2003, 2004), AIC or BIC may not be
the optimal model order selection criteria. We are also interested in proposing an information
criterion which is both consistent and efficient for sieve bootstrap. As an alternative to sieve
bootstrap, we will further apply blockwise bootstrap (Künsch, 1989; Liu and Singh, 1992) to
construct PIs of returns and volatilities and justify their asymptotic properties.
A similar linear bootstrap scheme can also be used for diagnostic testing. In Chapter 4, we
propose a robust Lagrange Multiplier (LM) test for detecting ARCH/GRACH effects, which uti-
lizes the permutation/bootstrap procedure to obtain critical values. We show that the permutation
LM (PLM) test is exact while the bootstrap LM (BLM) test is asymptotically correct. Our nu-
merical studies indicate that the proposed re-sampling algorithms significantly improve size and
power of the LM test in both skewed and heavy-tailed processes. In future work, we will com-
pare PLM and BLM to other model misspecification tests, e.g., portmanteau and goodness-of-fit
tests (Mcleod and Li, 1983; Wong and Li, 1995 and 2002; Ling and Li, 1997). Also, we plan to
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extend the permutation/bootstrap scheme to sensitivity analysis, model diagnostics as well as the
assessment of the predictive distribution of future returns and volatilities.
In Chapter 5, we suggest a nonparametric trend (a deterministic function of time) test in
the presence of ARCH/GARCH effects based on the heteroscedastic ANOVA, so-called NT-
GARCH. The proposed test can effectively detect non-monotonic trend under ARCH/GARCH
effects, especially when data are seasonal. We will complete the proof of Conjecture 2 on the
asymptotic normality of the NT-GARCH test statistic, as n→ ∞ and kn → ∞ such that kn/n→
0. Moreover, we plan to further investigate the applications of the linear form of ARCH/GARCH
model in change-point and regime switching detection, as well as the construction of prediction
intervals for trend.
Beyond this dissertation, our more general topic is linearization with nonparametric methods
in time series analysis. The philosophy behind the proposed dissertation is to use simple linear
methods with least restrictive assumptions in time series modeling and forecasting. Linearization
is a broad research topic and can be applied to tackle many other time series problems, such as
the modeling and forecasting of various extensions of the ARCH/GARCH model, long memory
processes and nonparametric models. With the help of the fast progressing computing facilities,
there is a large potential of developing different nonparametric techniques to incorporate with the
linearization approaches. Our long term goal is to introduce a set of linearization methodology
in different aspects of time series analysis with purely data-driven estimation and prediction
methods, which is preferable to their complicated nonlinear counterparts.
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[84] Häedle, W., Horowitz, J.L. and Kreiss, J.P. 2003. Bootstrap methods for time series. Inter-
national Statistical Review 71: 435-459.
176
[85] Hamed, K.H. and Rao, A.R. 1998. A modified Mann-Kendall trend test for autocorrelated
data. Journal of Hydrology 204: 182-196.
[86] Hamed, K.H. 2008. Trend detection in hydrologic data: The Mann-Kendall trend test
under the scaling hypothesis. Journal of Hydrology 349: 350-363.
[87] Hamed, K.H. 2009. Exact distribution of the Mann-Kendall trend test statistic for persis-
tent data. Journal of Hydrology 365: 86-94.
[88] Hannan, E.J. 1971. Nonlinear time series regression. Journal of Applied Probability 8:
767-780.
[89] Hannan, E.J. 1978. The asymptotic theory of linear time series models. Journal of Applied
Probability 10(1):130-145.
[90] Hannan, E.J. and Huang, D. 1993. On-Line Frequency Estimation. Journal of Time Series
Analysis 14(2): 147-161.
[91] Hipel, K.W. and MeLeod, A.I. and Weiler, R.R. 1988. Data analysis of water quality time
series in Lake Erie. Water Resources Bulletin 24(3): 533-544.
[92] Hockey, T.A. 1999. Galileo’s Planet: Observing Jupiter Before Photography. Institute of
Physics Publishing, London.
[93] Hoeffding, W. 1952. The large-sample power of tests based on permutation of observa-
tions. The Annals of Mathematical Statistics 30: 420-447.
[94] Hoerl, A. E. and Kennard, R. W. 1970. Ridge regression: Biased estimation for nonorthog-
onal problems. Technometrics 12(1): 55-67.
177
[95] Hofmann, G and Balakrishnan, N. 2006. A nonparametric test for trend based on initial
ranks. Journal of Statistical Computation and Simulation 76(9): 829-837.
[96] Hofmann, T. Schölkopf, B. and Smola, A.J. 2008. Kernal methods in machine learning.
Annals of Statistics 36(3): 1171-1220.
[97] Horn, R.A. and Johnson, C.R. 1994. Topics in Matrix Analysis. Cambridge, England:
Cambridge University Press.
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