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Resumen
A partir del paralelo entre el conjunto de partes de un conjunto dado y un
GL-monoide L, construimos la estructura de L-uniformidad junto con las
funciones de vecindad.
Introduccio´n
La categor´ıa de los espacios uniformes permite un tratamiento axioma´tico de
conceptos como ﬁltros de Cauchy y continuidad uniforme presentes en el ana´lisis;
estos espacios son indispensables para la aplicacio´n de la topolog´ıa general a los
espacios me´tricos, grupos topolo´gicos y espacios funcionales. Es natural que el
trabajo que se ha desarrollado en los espacios topolo´gicos difusos no pase por
alto esta tema´tica, es as´ı que ha demandado la consideracio´n y construccio´n de
estructuras que generalizan las obtenidas en la teor´ıa cla´sica.
En la primera seccio´n se presenta el concepto de espacio uniforme que incluye
la estructura que se pretende estudiar, en la segunda se establece una biyeccio´n
entre los subconjuntos del producto cartesiano X ×X que contienen la diagonal
y una clase de funciones que aqu´ı las denominamos expansivas; es as´ı que dada
una uniformidad se expresa en te´rminos de las funciones antes mencionadas. La
tercera seccio´n presenta la obtencio´n de la estructura de sistema de vecindades
a partir de una uniformidad dada, la cuarta exhibe las propiedades generales
que posee un GL-monoide; los resultados principales abordan la construccio´n de
las estructuras uniformes y la consecuente obtencio´n de sistemas de vecindades
a partir de funciones expansivas que conmutan con extremos superiores en un
GL-monoide, estos resultados se dan en la quinta seccio´n.
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1. De la definicio´n Cla´sica de Uniformidad
De acuerdo con[2], una uniformidad sobre un conjunto X es una estructura
determinada por una coleccio´n U ⊂ ℘(X ×X) que satisface:
(u0) Para todo conjunto A ∈ U se tiene que ∆ ⊂ A donde ∆ es la diagonal
i.e. ∆ = {(x, x) | x ∈ X}.
(u1) X ×X ∈ U .
(u2) Si A ∈ U y A ⊆ B ⊆ X ×X entonces B ∈ U .
(u3) Si A,B ∈ U entonces A ∩B ∈ U .
(u4) Si A ∈ U entonces As ∈ U , donde As = {(y, x) | (x, y) ∈ A}.
(u5) Para todo A ∈ U , existe W ∈ U tal que W ◦W ⊂ A.
A los conjuntos de U se les llama entornos de la uniformidad deﬁnida en X y al
par (X,U) se le denomina espacio uniforme.
2. Uniformidades en un Primer Cambio de Len-
guaje
Dada la identidad entre ℘(X) y 2X (cf. [7]), siguiendo a [5] se presenta ahora una
biyeccio´n entre la familia de subconjuntos de X ×X que contienen la diagonal
∆
A = {U ⊆ X ×X | ∆ ⊂ U}
y la familia de las funciones
B = {f : 2X → 2X | ∀A ∈ 2X , A ⊆ f(A) y f commuta con uniones arbitrarias},
es decir, f ∈ B si y solo si
Para cada A ∈ 2X se tiene que A ⊆ f(A); es decir f es una funcio´n
expansiva,
Para toda familia {Ai}i∈I ⊆ 2X se satisface que f
(∪i∈IAi) = ∪i∈If(Ai).
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Ahora, dada U ∈ A se considera la funcio´n Γ(U) : 2X → 2X deﬁnida como
[Γ(U)](A) = U(A) = {y ∈ X | ∃x ∈ A tal que (x, y) ∈ U}
para cada A ∈ 2X ; veamos que Γ(U) ∈ B, en efecto,
Como ∆ ⊂ U se tiene que
A = ∆(A) ⊆ U(A) = [Γ(U)](A)
para cada A ∈ 2X .
Sea la familia {Ai}i∈I ⊆ 2X entonces
[Γ(U)]
(⋃
i∈I
Ai
)
= U
(⋃
i∈I
Ai
)
=
⋃
x∈∪i∈IAi
U(x)
=
⋃
i∈I
⋃
x∈Ai
U(x) =
⋃
i∈I
U(Ai)
=
⋃
i∈I
[Γ(U)](Ai).
en total, se ha establecido una funcio´n Γ : A→B. Ahora se considera la funcio´n
Φ : B→ A deﬁnida por
Φ(f) = {(x, y) ∈ X ×X | y ∈ f({x})} =
⋃
x∈X
({x} × f({x}))
como {x} ⊆ f({x}) para cada x ∈ X se tiene que ∆ ⊆ Φ(f), esto es, Φ(f) ∈ A.
Veamos que Φ ◦ Γ = 1A y Γ ◦ Φ = 1B. Sea U ∈ A entonces
Φ ◦ Γ(U) = Φ(Γ(U))= {(x, y) ∈ X ×X | y ∈ [Γ(U)]({x})}
= {(x, y) ∈ X ×X | y ∈ U(x)} = {(x, y) ∈ X ×X | (x, y) ∈ U}
= U
y para cada f ∈ B y A ∈ 2X es(
(Γ ◦ Φ)(f))(A) = (Γ(Φ)(f))(A) = Φ(f)(A)
= {y ∈ X | ∃x ∈ A, y ∈ f({x})}
= {y ∈ X | y ∈ ∪x∈Af({x})} = {y ∈ X | y ∈ f(A)}
= f(A)
325
Memorias XV Encuentro de Geometr´ıa y III de Aritme´tica
en consecuencia Γ y Φ son funciones inversas una de la otra y por consiguiente
biyectivas. Es fa´cil ver que tanto Γ como Φ preservan las relaciones de orden en
A y B dadas por
U1 ≤ U2 ⇔ U1 ⊆ U2 y f ≤ g ⇔ f(A) ⊆ g(A) para todo A ∈ 2X
respectivamente.
Ahora tomamos una uniformidad sobre X y consideramos su imagen directa bajo
la aplicacio´n Γ. Se obtiene as´ı una primera reformulacio´n,
Teorema 2.1. Si U ⊂ A es una uniformidad sobre X, entonces la familia
B = {Γ(U) | U ∈ U} ⊂B satisface las siguientes propiedades:
(b1) Para f1, f2 ∈ B existe f3 ∈ B tal que f3 ≤ f1 y f3 ≤ f2.
(b2) Si f ∈ B, g ∈ B y f ≤ g entonces g ∈ B.
(b3) Si f ∈ B entonces f← ∈ B, donde
f←(A) = ∩{B ⊂ X | f(Bc) ⊆ Ac}
para cada A ∈ 2X .
(b4) Para toda f ∈ B, existe g ∈ B tal que g ◦ g ≤ f .
Demostracio´n. (b1) Sean f1 = Γ(U1), f2 = Γ(U2) ∈ B con U1, U2 ∈ U . Entonces
para cada A ⊂ X tenemos:
[Γ(U1 ∩ U2)](A) = (U1 ∩ U2)[A]
⊆ U1[A] ∩ U2[A]
= [Γ(U1)](A) ∩ [Γ(U2)](A)
= f1(A) ∩ f2(A)
como U1 ∩ U2 ∈ U , f3 = Γ(U1 ∩ U2) satisface la condicio´n.
(b2) Sea f = Γ(U) ∈ B con U ∈ U y g = Γ(V ) ∈ B tal que f ≤ g. Para cada
x ∈ X se tiene que f({x}) = U [x] ⊆ V [x] = g({x}), por tanto,
U =
⋃
x∈X
({x} × U [x]) ⊆
⋃
x∈X
({x} × V [x]) = V
como U es un ﬁltro (cf. [2]) se sigue que V ∈ U , luego Γ(V ) = g ∈ B.
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(b3) Sea f = Γ(U) ∈ B con U ∈ U , por (u4) Us ∈ U y para cada A ⊂ X,
[Γ(Us)](A) = Us[A] =
⋃
x∈A
Us[x]
=
⋃
x∈A
{y ∈ X | (x, y) ∈ Us}
=
⋃
x∈A
{y ∈ X | (y, x) ∈ U}.
Sea y ∈ ⋃x∈A{y ∈ X | (y, x) ∈ U} y B ⊆ X tal que
[Γ(U)](Bc) = U [Bc] ⊆ Ac
entonces existe x ∈ A tal que (y, x) ∈ U luego x /∈ U [Bc] y en consecuen-
cia y ∈ B. De esta manera,
[Γ(Us)](A) =
⋃
x∈A
{y ∈ X | (y, x) ∈ U}
⊆ ∩{B ⊆ X | [Γ(U)](Bc) = U [Bc] ⊆ Ac}
= [Γ(U)]←(A).
Rec´ıpromente, sea y ∈ ∩{B ⊆ X | [Γ(U)](Bc) = U [Bc] ⊆ Ac}; como
y /∈ {y}c se sigue que [Γ(U)]({y}) = U [y]  Ac, es decir
U [y] ∩ A = ∅, entonces existe x ∈ A tal que (y, x) ∈ U , lo que signiﬁca
que y ∈ Us[A] = [Γ(Us)](A), luego
[Γ(U)]←(A) = ∩{B ⊆ X | [Γ(U)](Bc) ⊆ Ac} ⊆ [Γ(Us)](A)
por tanto, [Γ(Us)](A) = [Γ(U)]
←(A) para obtener ahora si que
f← = [Γ(Us)] ∈ B.
(b4) Sea f = Γ(U) ∈ B donde U ∈ U ; de la condicio´n (u5) existe W ∈ U tal
que W ◦W ⊂ U , as´ı para cada A ⊆ X se tiene
[Γ(W ) ◦ Γ(W )](A) = W [W [A]] = {y ∈ X | ∃z ∈ W [A], (z, y) ∈ W}
= {y ∈ X | ∃x ∈ A, z ∈ X, (x, z) ∈ W y (z, y) ∈ W}
= {y ∈ X | ∃x ∈ A, (x, y) ∈ W ◦W} = (W ◦W )[A]
= U [A] = [Γ(U)](A).
Haciendo g = Γ(W ) ∈ B se obtiene que g ◦ g ≤ f .
327
Memorias XV Encuentro de Geometr´ıa y III de Aritme´tica
3. Uniformidades y Sistemas de Vecindades
Dados U una uniformidad en X y un punto a ∈ X; cada V ∈ U produce un
conjunto V (a) = {y ∈ X | (a, y) ∈ V }, ahora consideramos la coleccio´n
N(a) = {V (a) | V ∈ U}
que se suele llamar el sistema de vecindades del punto a; las propiedades de
N(a) se exhiben a continuacio´n subrayando que esta´n en correspondencia con las
propiedades de las uniformidades dadas en la seccio´n 1:
Lema 3.1. Si U es una uniformidad en X y a ∈ X entonces:
(V0) a ∈ V (a) para toda V ∈ U .
(V1) X ∈ N(a).
(V2) Si S ∈ N(a) y S ⊆W entonces W ∈ N(a).
(V3) Si S1, S2 ∈ N(a) entonces S1 ∩ S2 ∈ N(a).
(V4) Si S ∈ N(a) entonces existe T ∈ N(a) tal que S ∈ N(b) para todo b ∈ T .
Demostracio´n. De (u0) se tiene que (a, a) ∈ V para toda V ∈ U , esto prueba
(V0); por (u1) X ×X es un elemento de la uniformidad, luego X ∈ N(a) como
se ha anunciado en (V1). Sean S ∈ N(a) y S ⊆W , por ver que W ∈ N(a), esto
equivale a mostrar que W = U(a) para algu´n U ∈ U . En primer lugar S = V (a)
para algu´n V ∈ U , adema´s
V ⊆ V ∪ {(a, y) | y ∈ W}
luego U ∈ U por (u2), por tanto, U(a) = W ∈ N(a) y se obtiene (V2). Dados
S1, S2 ∈ N(a) entonces S1 = V1(a) y S2 = V2(a) donde V1 ∈ U y V2 ∈ U ,
como por (u3) se tiene que V1 ∩ V2 ∈ U se sigue que
S1 ∩ S2 = V1(a) ∩ V2(a) = (V1 ∩ V2)(a) ∈ N(a)
esto prueba (V3). Asumamos ahora que S ∈ N(a), entonces S = V (a) para
algu´n V ∈ U , por (u5) existe W ∈ U tal que W ◦ W ⊆ V , por tanto, si
(a, b) ∈ W y (b, z) ∈ W entonces (a, z) ∈ V , es decir, W (b) ⊂ V (a) para todo
b ∈ W (a), en consecuencia V (a) ∈ N(b) para todo b ∈ W (a), (V4) se obtiene
de aqu´ı haciendo T = W (a).
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4. GL-Monoides
Sea (L,) un ret´ıculo inﬁnitamente distributivo y completo, esto es, (L,) es
un conjunto parcialmente ordenado tal que para todo A ⊂ L el extremo superior∨
A y el extremo inferior
∧
A esta´n deﬁnidos y para todo α ∈ L se satisface(∨
A
)
∧ α =
∨
{a ∧ α | a ∈ A},
(∧
A
)
∨ α =
∧
{a ∨ α | a ∈ A}.
En particular,  := ∨L y ⊥ := ∧L son el ma´ximo y el mı´nimo de L respecti-
vamente. Se asume adema´s que ⊥ =  lo que signiﬁca que L tiene por lo menos
dos elementos. Un GL−monoide (ver [6]) es un ret´ıculo completo enriquecido con
una operacio´n binaria ⊗ constituye´ndose en una tripleta (L,,⊗) tal que:
(1) ⊗ es mono´tona, es decir, ∀α, β, γ ∈ L α  β implica α ⊗ γ  β ⊗ γ;
(2) ⊗ es conmutativa, i.e. ∀α, β ∈ L, α⊗ β = β ⊗ α,
(3) ⊗ es asociativa, esto es α⊗ (β ⊗ γ) = (α⊗ β)⊗ γ, ∀α, β, γ ∈ L;
(4) (L,,⊗) es entero, i.e.  actu´a como elemento unidad: α⊗ = α, ∀α ∈ L;
(5) ⊥ actu´a como elemento cero en (L,,⊗), es decir α⊗⊥ = ⊥, ∀α ∈ L;
(6) ⊗ distribuye sobre extremos superiores arbitrarios, esto signiﬁca que
α ⊗ (∨j βj) = ∨j(α⊗ βj), ∀α ∈ L, ∀{βj : j ∈ J} ⊂ L;
(7) (L,,⊗) es divisible, i.e. α  β implica la existencia de γ ∈ L tal que
α = β ⊗ γ.
Por otro lado, todo GL−monoide es residuado, i.e. existe una operacio´n binaria
adicional “−→” (implicacio´n) en L que satisface la condicio´n:
α ⊗ β  γ ⇐⇒ α  (β −→ γ) ∀α, β, γ ∈ L.
La implicacio´n esta´ dada por:
α −→ β =
∨
{λ ∈ L | α ⊗ λ  β}.
Las propiedades ma´s usuales de los GL−monoides, exhibidas en [6], son
(i) α −→ β =  ⇐⇒ α  β;
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(ii) α −→ (∧i βi) = ∧i(α −→ βi);
(iii) (
∨
i αi) −→ β =
∧
i(αi −→ β);
(v) α⊗ (∧i βi) = ∧i(α⊗ βi);
(vi) (α −→ γ)⊗ (γ −→ β)  α −→ β;
(vii) α⊗ β  (α⊗ α) ∨ (β ⊗ β).
Ejemplos importantes de GL-monoides son las a´lgebras de Heyting y las MV -
a´lgebras. En verdad (ver [4]), un a´lgebra de Heyting es un GL-monoide del tipo
(L,,∧,∨,∧) (es decir, en el caso de un a´lgebra de Heyting ∧ = ⊗). Por otro lado
(ver [6]), un GL-monoide es una MV -algebra si (α −→ ⊥) −→ ⊥ = α ∀α ∈ L.
As´ı, en una MV -algebra existe una involucio´n c : L → L que invierte el orden y
que se deﬁne de manera natural como αc := α −→ ⊥ ∀α ∈ L.
Si X es un conjunto y L es un GL-monoide, entonces el conjunto de L-partes
LX hereda la estructura de GL-monoide. En particular los L-conjuntos 1X y
0X deﬁnidos por 1X (x) :=  y 0X(x) := ⊥ para todo x ∈ X son el ma´ximo y
el mı´nimo en LX respectivamente.
5. Uniformidades Y Vecindades en un GL-monoide
En lo que sigue L denota un GL-monoide arbitrario tal y como se presenta en
[6]; con el objeto de dar una nocio´n de uniformidad en el ambiente L, se tiene el
concepto de funciones expansivas. Una apliacio´n f : L → L es expansiva si para
cada a ∈ L se tiene que a  f(a), es decir 1L  f ; por otro lado, se dice que
f : L → L conmuta con extremos superiores si
f(
∨
λ
xλ) =
∨
λ
f(xλ).
Al conjunto de las aplicaciones expansivas que conmutan con extremos superiores
se le nota con L˜L. Para cada f ∈ L˜L se deﬁne la funcio´n fˆ : L → L como:
fˆ(b) =
∧
{a ∈ L | b  [f(a→ ⊥)→ ⊥]} ∀b ∈ L.
Lema 5.1. Si f ∈ L˜L entonces fˆ ∈ L˜L.
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Demostracio´n. Sea f ∈ L˜L, por ver en primer lugar que fˆ es expansiva; como
b  a ⇔ a −→ c  b −→ c y a −→ ⊥  f(a −→ ⊥),
la aﬁrmacio´n b  f(a −→ ⊥) −→ ⊥ es equivalente a
a −→ ⊥  f(a −→ ⊥)  b −→ ⊥
de donde se sigue que b  a, por consiguiente
b 
∧
{a ∈ L | b  [f(a→ ⊥)→ ⊥]} = fˆ(b).
Para ver que la funcio´n fˆ conmuta con extremos superiores, se considera la
coleccio´n {xλ}λ∈Λ ⊂ L y los conjuntos:
B = {y ∈ L |
∨
λ∈Λ
xλ  f(y −→ ⊥) −→ ⊥}
Aλ = {a ∈ L | xλ  f(a −→ ⊥) −→ ⊥}, ∀λ ∈ Λ.
El enunciado y ∈ B es equivalente a
f(y −→ ⊥) 
∧
λ∈Λ
(xλ −→ ⊥)
esto es,
f(y −→ ⊥)  xλ −→ ⊥, ∀λ ∈ Λ
es decir, para cada λ ∈ Λ se tiene que xλ  f(y −→ ⊥) −→ ⊥ de donde se
sigue que y ∈ Aλ, as´ı B ⊂ Aλ. Por tanto,∧
λ∈Λ
Aλ 
∧
B ⇔ fˆ(xλ)  fˆ(
∨
λ∈Λ
xλ)
⇔
∨
λ∈Λ
fˆ (xλ)  fˆ(
∨
λ∈Λ
xλ).
Por otro lado,
fˆ(
∨
λ∈Λ
xλ) =
∧
{c ∈ L | f(c −→ ⊥)  (
∨
λ∈Λ
xλ) −→ ⊥}
=
∧
{c ∈ L | f(c −→ ⊥) 
∧
λ∈Λ
(xλ −→ ⊥)}

∧
{c ∈ L | f(c −→ ⊥)  xλ −→ ⊥} = fˆ(xλ)

∨
λ∈Λ
fˆ (xλ)
y la conclusio´n se sigue.
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Con estos instrumentos, extendemos al ambiente L los conceptos dados por W.
Kotze´ en [5]; una L-uniformidad es una funcio´n U : L˜L → L que satisface:
(lu0) U(1L) = .
(lu1) f  g implica U(f)  U(g) ∀f, g ∈ L˜L,
(lu2) Para f, g ∈ L˜L se tiene que U(f)⊗ U(g) ≤ U(f ⊗ g).
(lu3) Para f, g ∈ L˜L existe h ∈ L˜L con h ≤ f y h ≤ g tal que
U(f)⊗ U(g)  U(h).
(lu4) Para cada f ∈ L˜L se tiene que U(f)  U(fˆ).
(lu5) Para cada f ∈ L˜L existe g ∈ L˜L tal que g ◦ g  f y U(f)  U(g).
Ahora; de manera natural se obtiene la nocio´n de sistema de vecindades. Una
aplicacio´n B : L → L es una funcio´n de vecindad sobre L si
(lv0) B() = .
(lv1) Si a  b entonces B(a)  B(b).
(lv2) Para a, b ∈ L se tiene que B(a)⊗B(b) ≤ B(a⊗ b).
(lv3) Para cada a ∈ L es B(a)  ∨{B(b) | b  B(a)}.
Si se examinan las condiciones del lema 3.1, se encuentra que el sistema de vecin-
dades de un punto incluye entre sus propiedades el concepto de ﬁltro; con el
propo´sito de mantener el paralelo con estas L-estructuras y de motivar la bu´sque-
da o construccio´n de un criterio de convergencia asociado a las L−uniformidades
se recuerda el concepto de L-ﬁltro en L. Un L-ﬁltro en L es una aplicacio´n
F : L −→ L que satisface:
(Fil1) F() = , F(⊥) = ⊥
(Fil2) Si a  b entonces F(a)  F(b)
(Fil3) Para cada par a, b se tiene que F(a)⊗ F(b)  F(a⊗ b).
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Es evidente que si B : L → L es una funcio´n de vecindad sobre L, entonces es
un L-ﬁltro en L.
Teorema 5.2. Dada U : L˜L → L una L - uniformidad, para cada p ∈ L, el
conjunto
Vp = {f(p) | f ∈ L˜L y U(f) ∈ L0 = L− {⊥}}
es un filtro de vecindades de p en L.
Demostracio´n. Con inspiracio´n en el lema 3.1 tenemos:
1. Como 1L ∈ L˜L y 1L(p) = , entonces  ∈ Vp.
2. Si a, b ∈ Vp entonces existen f, g ∈ L˜L tales que a ∈ f(p) y b = g(p); por
consiguiente:
a⊗ b = f(p) ⊗ g(p) = (f ⊗ g)(p),
esto es a⊗ b ∈ Vp.
3. Asumamos que a ∈ Vp y a ≤ b por ver que b ∈ Vp. Como a ∈ Vp
existe f ∈ L˜L tal que a = f(p); consideremos g : L → L deﬁnida por
g(x) = f(x) ∨ b para cada x ∈ L; por un lado g ∈ L˜L, pues:
a) g es expansiva puesto que para cada x ∈ L se tiene que
x ≤ f(x) ≤ f(x) ∨ b = g(x),
b) g conmuta con extremos superiores pues
g(
∨
λ
xλ) = f(
∨
λ
xλ) ∨ b = (
∨
λ
f(xλ)) ∨ b = (
∨
λ
f(xλ) ∨ b) =
∨
λ
g(xλ),
y por el otro lado g(p) = f(p) ∨ b = a ∨ b = b como se hab´ıa anunciado.
4. Finalmente, sea s ∈ Vp, se pretende ver que existe t ∈ Vp tal que s ∈ Vt.
En primer lugar existe f ∈ L˜L tal que f(p) = s, y tambie´n existe g ∈ L˜L
de manera que g ◦ g ≤ f ; ahora si t = g(p) entonces t ∈ Vp y
g(g(p)) = g(t) ≤ f(p) = s
de donde se deduce que s ∈ Vt aplicando el ı´tem anterior.
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Teorema 5.3. Si U : L˜L → L es una L-uniformidad y p ∈ L entonces la
funcio´n Bp : L → L definida por
Bp(x) =
{
U
(∨{g ∈ L˜L | g(p) = x}) , si {g ∈ L˜L | g(p) = x} = ∅,
⊥, en otro caso.
es una funcio´n de vecindad.
Demostracio´n. Como 1L(p) =  y U(1L) = , se tiene (lv0) que es Bp() = .
Para veriﬁcar (lv1), se toman a, b ∈ L con a ≤ b, sucede alguna de las siguientes
tres posibilidades:
a = f(p) y b = f(p) para toda f ∈ L˜L; en tal caso
Bp(a) = ⊥ = Bp(b).
a = f(p) para toda f ∈ L˜L y b = g(p) para alguna g ∈ L˜L entonces
Bp(a) = ⊥ <Bp(b) = U
(∨
{g ∈ L˜L | g(p) = b}
)
.
Para algu´n f ∈ L˜L se tiene que f(p) = a, la conclusio´n se sigue del ı´tem
3. del teorema 4.2.
La propiedad (lv2) se obtiene utilizando la metodolog´ıa usada para obtener (lv1)
y el ı´tem 2. de la prueba del teorema 4.2. La propiedad (lv3) es consecuencia
inmediata del ı´tem 4. de la prueba del teorema 4.2.
A la funcio´n Bp se le llama sistema de L-vecindades de p asociado a la L-
uniformidad U .
6. Preguntas y Observaciones
Con el a´nimo de discutir e iniciar la construccio´n del concepto de convergencia a
partir de las L-uniformidades, presentamos ahora una versio´n de´bil del concepto
de funcio´n expansiva que corresponde al de conjunto V -pequen˜o dado en [2] para
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V un elemento de una uniformidad. Dado p ∈ L se deﬁne φp : L −→ L como
sigue:
φp(x) =
{
p, si x  p,
x, en otro caso.
Con las ideas anteriores; proponemos deﬁnir L-ﬁltro de Cauchy como sigue: F :
L −→ L es un L-filtro de Cauchy con respecto a una L-uniformidad U : L˜L → L
si para cada f ∈ L˜L con ⊥ < U(f) existe p ∈ L tal que ⊥ < F(p) y φp  f .
Hasta ahora se ha laborado con el concepto de L-ﬁltro F : L −→ L que satisface
(Fil1), (Fil2) y (Fil3); pero con base en la analog´ıa entre ℘(X) y L uno puede
proponer la deﬁnicio´n de ﬁltro en L como un subconjunto F no vac´ıo de L que
cumple:
1. ⊥ /∈ F
2. Si a, b ∈ F, entonces a⊗ b ∈ L
3. Si a ∈ F y a ≤ b entonces b ∈ F
y el siguiente paso es tratar de establecer una correspondencia entre ﬁltros F en
L y L-ﬁltros F : L −→ L.
Lo anterior para poder deﬁnir que un L-ﬁltro F : L −→ L converge a un punto
p si Bp ≤ F y relacionar v´ıa el Teorema 4.2.
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