Abstract-For linear systems, it is often possible to combine the ourselves to linear systems, i.e., in effect, we 
A state of a gene system can be described, e.g., by describFor many real-life systems, the quadratic approximation ing, for each gene, the frequency xi of the occurrence of this provides a very good description: e.g., in gene dynamics, gene in the population. recombination transforms two randomly selected genomes into Let us first consider the case when the dynamics of the gene a new one; so, the frequency xi (t + 1) of a genome in the system can be described by a linear systems next generation can be obtained as the sum where p(j, k -* i) is the probability that a recombination of time systems), or itcan mean the difference x~,(t + 1) -x (t) between the the j-th and the k-th genomes leads to the i-th genome. . t can mean the difference xi(t + 1) -xi(t) between the states of a system at subsequent moments of time.
In the quadratic approximation, by turning to eigenvectors, In a general linear system, the dynamics of each variable but now quadratic terms remain. To describe the desired modxi depends not only on the value of this variable xi, but also ule of genotypes, it is therefore desirable to find a combination on the values of other variables xj, j 7t i. Because of this y = wk Yk of low-eigenvalue components Yk for which dependence, in general, the values xi are rapidly changing. the quadratic term is the smallest possible.
We would like to find a combination Yk f(xi,.. ,x)
It is reasonable to restrict ourselves to "normalized" comfor which the change in Yk is small; such combinations would binations for which Ei w = 1 -since multiplying each represent the desired self-contained modules. Since we restrict combination by a constant does not change anything. Markov chains are a useful tool for solving practical probthe elements aiy Usually, we can process fuzzy data by lems. In many real-life situations, we do not know the exact processing, for each ag, the intervals (o-cuts) corresponding values of initial and transition probabilities; instead, we only to this a; see, e.g., [6] , [9] . On the negative side, this means know the intervals of possible values of these probabilities.
that the problem of finding the largest eigenvalue is NP-hard Such interval-valued Markov chains were considered and analyzed by I. 0. Kozine and L. V. Utkin in [7] . In their paper, Interval-valued probabilities are an important particular case they propose an efficient algorithm for computing interval-of such a class. valued probabilities of the future states. For the general case
In their pioneer work [7] , I. 0. Kozine and L. V. Utkin of non-stationary Markov chains, their algorithm leads to the extended the formalism of finite Markov chains to such exact intervals for the probabilities of future states.
interval-valued probabilities. In their approach, the information In the important case of stationary Markov chains, we about the initial state is described by listing, for each i, the can still apply their algorithm. For stationary chains, 1-step interval [bi (0), bi(0)] of possible values of bi(0). This means predictions are exact but 2-step predictions sometimes lead that the actual probabilities bi (0) must satisfy the conditions to intervals that are wider than desired. In this appendix, we n describe a modification of Kozine-Utkin algorithm that albi (0) = 1; b (0) < b (0) < b (0) bi(t) .pij(t + 1). Once we know 2jbi(t -1) = 1; b(t-1) < bi(t -1) < b1(t-1); ... the initial probabilities bi (0) and the transition probabilities pij(t), we can use the above formula to compute bi(1), bi (2) The general situation in which we have partial information transition probabilities Pij(t) e [p.j(t),Pij(t)], this step-byabout the probability distribution is described, e.g., in [16] . step algorithm leads to the exact interval for [bi(t), bi(t)].
In the corresponding theory, to describe uncertainty, instead Let us show, on a simple example, that for stationary of a single probability distribution, we must describe a class Markov chains, when the transition probabilities are the same of probability distributions (e.g., all the distributions consis-at all moments of time, this algorithm may lead to a proper tent with given measurements and/or given expert estimates). enclosure, i.e., to the interval that is wider than desired. (1) This algorithm will be presented in the following section. for b2(2), we get an interval [0,1l] D [0, 0.25] . In both cases, the resulting intervals are wider than desired.
C. Main Result What we are planning to do: In this section, we describe
In this section, we describe efficient (0(n3)) algorithms a modification of Kozine-Utkin algorithm that always produces for computing the exact lower and upper bounds for 2-step exact 2-step predictions for stationary Markov chains, transition probabilities for interval-valued Markov chains.
Each algorithm consists of three parts. Both algorithm use boundary elements this way, and then take the smallest of the an auxiliary "peeling" algorithm for solving quadratic opti-corresponding values of the minimized quadratic function. mization problems with few variables. This peeling algorithm 2) Algorithm for Computing the Exact Upper Bound: is described in the following section.
First part: First, for each i from 1 to n, we sort the values
The justification for our algorithms is given in the Appendix. P1i.. Pni into a decreasing sequence. 1) Auxiliary Peeling Algorithm for Solving Quadratic OpSecond part: Then, for each i from 1 to n, to compute timization Problems: As part of our new algorithms, we will the exact upper bound pii2) for pii2) we do the following. First, need to find the maximum and the minimum of a given by deleting the value -ii from the sorted sequence, we get a quadratic function under linear constraints (equalities and sorting of all the valuesPku (k 7 i) into adecreasing sequence inequalities).
To solve these auxiliary optimization problems, we can use P(1)i . P(2)i > > P(nl)i-
the idea of peeling; see, e.g, [4] . The idea of peeling is a Then, for each k' = 1, 2,... n -1, we do the following:
natural extension of the known simplex techniques for solving . first, we compute the value Ck/; for k' = 1, we use the linear programming problems. This idea can be described as formula follows.
Cl 1 Pk) (6) From the geometric viewpoint, a region described by linear k:k>l equalities and inequalities is a polytope. The maximum (or a for k' > 1, we use the formula minimum) of a function in this region is attained either in the interior of this polytope, or in one of its lower-dimensional 
(4) based on the solution of the quadratic optimization problem, we compute Vk, by using the formula Since the derivative of a quadratic function is a linear function, the equations (4) from the sorted sequence, we get a sorting of all the values Summarizing: we know that, e.g., the minimum is always Pki (k :t i, j) into a decreasing sequence attained either in the interior of the polytope, or in the interior ]9(l) . P(2)i > . > ]9(n2)i (15) of one of the boundary elements, and for each boundary element, we know how to compute the point where this Then, for each k' =1,2, . .. ,nm-1, we do the following: minimum is attained (if at all). Thus, to find the minimum . first, we compute the value Ck/; for k' =1, we use the of the given quadratic function, we simply analyze all the formula (6); for k' > 1, we use the formula (7);
. we use peeling to solve the problem of optimizing a for k' 
The actual minimum of p (2) can then be determined as the P.. < 
* based on the solution of the quadratic optimization prob-Then, for each k' = 1, 2, ... , n -1, we do the following: lem, we compute Vk, by using the formula . first, we compute the value Ck'; for k' = 1, we use the Vk' = Wk' +Pi(k') P(k/)i +Pij (Pii + P j) (21) formula (23); for k' > 1, we use the formula (24);
. we use peeling to solve the problem of optimizing a
The actual maximum of p (2) Pi(k') < Pi(k/) < Pi(k), 
lem, we compute Vk, by using the formula k:k>l Vk1 = Wk' +Pi(k') P +Pij (Pii +Pjj) (38) for k' > 1, we use the formula V The actual minimum of P j) can then be determined as the Ck, = _ Ck P-i(k-1) + Pu(k> (24) of two variables Pi(k') and pii under linear conditions that the above algorithm leads to the following interval-valued 2-step transition probabilities: i(k') < Pi(k') < Pi(k), 
