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ABSTRACT
Electronic health records (EHRs) have contributed to the computerization of patient records and can thus be used not only
for efficient and systematic medical services, but also for research on biomedical data science. However, there are many
missing values in EHRs when provided in matrix form, which is an important issue in many biomedical EHR applications.
In this paper, we propose a two-stage framework that includes missing data imputation and disease prediction to address
the missing data problem in EHRs. We compared the disease prediction performance of generative adversarial networks
(GANs) and conventional learning algorithms in combination with missing data prediction methods. As a result, we obtained
a level of accuracy of 0.9777, sensitivity of 0.9521, specificity of 0.9925, area under the receiver operating characteristic
curve (AUC-ROC) of 0.9889, and F-score of 0.9688 with a stacked autoencoder as the missing data prediction method and
an auxiliary classifier GAN (AC-GAN) as the disease prediction method. The comparison results show that a combination
of a stacked autoencoder and an AC-GAN significantly outperforms other existing approaches. Our results suggest that the
proposed framework is more robust for disease prediction from EHRs with missing data.
Introduction
As medical systems become increasingly computerized, electronic health records (EHRs)1 are contributing greatly to more
efficient and systematic medical services compared to previous written medical record systems. One of the important benefits
of EHRs is that big data produced from such records can be used for various data science and machine learning studies2–4,
including a statistical analysis of diseases5, personalized disease prediction6, and cohort-based disease analysis7.
The problems that can occur in data analysis using EHRs are as follows. First, numerous data in the dataset to be analyzed
may be missing. When patients’ health status is recorded over a long period of time, checking on a new attribute often begins at
a specific point in time owing to the development of new medicines or changes in the system. For this reason, the missing
values in the EHRs tend to be biased toward specific new attributes that were introduced during the data collection process8.
In addition, there may be many missing values in medical examination data because patients may not have had all of their
examinations due to individual needs or cost9. Figure 1 shows a graphical representation of the characteristic sparsity inherent
in EHR data. In recent years, platforms have been developed for extracting and organizing data automatically from EHRs10.
In a real clinical setting, however, most data in EHRs are still manually entered into the database, resulting in incorrect or
missing values. Thus, EHRs must be reviewed after a list of target patients is made available. The majority of machine learning
algorithms do not utilize records that contain missing values. In machine learning studies, it is therefore necessary to impute
any missing values before using the data. In previous research, missing values have been filled in with zeros11 or the average
values of each attribute12. A recent study suggested that a deeply learned autoencoder shows a high-level performance for
missing data imputation in EHRs13.
Another problem that can occur in a data analysis using EHRs is a class imbalance because the number of EHRs for
healthy people is greater than that for those with a specific disease. When using such data for learning, we can add class
weights to the loss function considering the number of samples of each class14. This can also be mitigated to a certain extent
using oversampling techniques such as the synthetic minority over-sampling technique (SMOTE)15 or adaptive synthetic
sampling approach for imbalanced learning (ADASYN)16. However, there are certain limitations to these approaches, such as
an overfitting or increased memory and time requirements for learning, as summarized by Elrahman et al17. It is therefore
necessary to develop a learning method that is more robust against the class imbalance problem without using an oversampling
technique.
Generative adversarial networks (GANs)18 are a class of generative models that learn through a competitive process
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Figure 1. Sparseness in electronic health record data. This figure shows a case in which new attributes are added to the
health examination items and missing values occur in certain attributes of some records.
composed of two networks: A discriminator that learns to discriminate between real and fake data, and a generator that learns
to generate fake data that can fool the discriminator. Studies on generating EHRs using statistical characteristics and achieving
a classification performance similar to actual data using generative neural networks have been conducted19, 20. However, to the
best of our knowledge, there have been no disease prediction frameworks from EHRs with the assistance of adversarial training
and a deep learning based missing data imputation model.
In this paper, we suggest a two-stage framework for disease prediction from EHRs with missing values. We compare the
predictive performance of auxiliary classifier GANs (AC-GANs) with existing models that are widely used in studies with
medical data, such as disease prediction. In the proposed framework, a stacked autoencoder, a type of unsupervised learning
algorithm, is used to impute missing data in the EHRs. We also compare the predictive performance of different methods
regarding the imputation of missing values.
Materials and Methods
This section describes the suggested disease prediction framework, as well as methods used for missing data and disease
prediction, the dataset and preprocessing applied, and their implementation.
Disease Prediction from EHRs with Missing Data
Figure 2 shows a schematic diagram of the disease prediction framework proposed in this paper. A brief description of the
overall process is as follows: We split the raw data into records with sparsity of greater than or equal to a specific threshold (e.g.,
0.1) and records below this threshold. Records with sparsity of less than the threshold are divided into training and validation
data. We train an autoencoder with training data, and patterns of training data are stored in the autoencoder’s parameters.
Validation data are used to find an epoch that minimizes the validation error. To use samples with missing data in the training of
an AC-GAN, missing values of EHR data are filled with the most suitable values using a trained autoencoder. The AC-GAN
model is learned to predict whether a record is a patient or a normal person using data whose missing values are imputed by the
autoencoder. The trained autoencoder and AC-GAN can efficiently predict the specific disease of the patient.
Missing Data Prediction
We used Two imputation methods to fill in the missing values. The first method is simply to replace missing values with the
mean values of the attributes. When inputting a dataset into a disease prediction algorithm as is, errors occur if the training
dataset contains missing values. When all missing values are replaced by zeros, the zeros have a large influence in the decision
boundary. When missing values are concentrated in a certain class, it results in a poor prediction performance. Therefore, it is
possible to fill in the missing values with the mean values of the attributes to minimize the influence on the decision boundary.
The second method is using an autoencoder (AE)21, which is an unsupervised learning algorithm. An autoencoder learns
the model parameters to minimize the loss function defined as equation (1):
L = ||xout−xin||2, (1)
2/10
Figure 2. Diagram of suggested disease prediction framework for EHRs
where xout is the output of the autoencoder and xin is the input. This is called a reconstruction error, and makes the input and
output values of the model equal. A stacked autoencoder has a deep neural network architecture with hidden layers. It can
learn complex patterns in data through a hierarchical feature representation using nonlinear activation functions. Using this
characteristic of a stacked autoencoder, we can expect a better missing data prediction performance compared with existing
missing data prediction methods. Additionally, EHR data with missing values filled in with more suitable values can be used in
the training and prediction of disease prediction models, and can contribute to a higher disease prediction performance. In
the experiment, samples with few missing values (which means that the missing value ratio of such samples are under the
threshold value) were drawn and divided into training and validation datasets. Patterns are stored in the model parameters of
an autoencoder by encoding and decoding the training data. The validation set is used to find the epoch where the validation
error is minimized. Then, the missing values are imputed with the most appropriate values among the stored patterns using the
learned autoencoder. In the proposed framework, we adopt a stacked autoencoder with three hidden layers to cope with missing
values.
Disease Prediction
Several methods are used for comparative experiments of disease prediction. A decision tree22 is a non-parametric supervised
learning algorithm that learns decision rules from data attributes and performs classification. A naı¨ve Bayes classifier23 is a
machine learning algorithm that applies Bayes’ theorem under an assumed independence between attributes. Naı¨ve Bayes
shows a similar performance as a support vector machine (SVM) through a proper preprocessing in a disease diagnosis task24.
An SVM25 is one of the most widely used machine learning methods. It finds a hyperplane that maximizes the margin between
two classes in the feature space. A kernel function26 can be applied to make the SVM separate the data in a nonlinear feature
space. In our experiment, we used a Gaussian radial basis function as the kernel function.
Ensemble methods27 have been used extensively in competitions such as a Kaggle’ competitions (http://www.kaggle.com/)
because they improve the generalization power by training multiple weak estimators. In such methods, random forest28,
AdaBoost29 and gradient boosting30 with 10 estimators are used for comparison. Random forest is an algorithm that learns
several decision trees as weak estimators. A ”tree correlation”31 problem occurs where every tree yields similar outputs when
the outputs are determined by certain particular attributes. Therefore, to avoid this problem, each tree uses only some of the
attributes. In our experiment, each tree used five randomly selected attributes. Training records were randomly drawn with
replacement. AdaBoost, also known as Adaptive boosting, learns several weak classifiers, similar to other ensemble methods.
AdaBoost calculates the final output by combining the outputs of weak estimators into a weighted sum, and adjusts the weights
between estimators for a better performance. In the experiment, we used decision trees as weak estimators of AdaBoost.
Gradient boosting is an ensemble method that uses a gradient descent in the function space. After calculating the gradient in
the function space of the current weak estimator, the next estimator compensates for the weakness of the current estimator by
setting the gradient as the target.
In addition, as a basic neural network, a multilayer perceptron (MLP)32 was used. To guarantee the fairness of the
comparison, MLP used in the experiment has the same architecture as the discriminator of the AC-GAN.
GANs have been popular deep learning models in recent years33–35, and are a type of generative model for learning a
data distribution. The generator G takes the sampled vector from the noise distribution as input, and generates fake data. The
discriminator D receives real and fake data generated by the generator as input, and discriminates whether the input data are
real or fake. The generator and discriminator learn by finding the Nash equilibrium36 of the minimax game, and the error signal
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is defined as equations (2) and (3):
min
G
max
D
V (D,G) (2)
V (D,G) = Ex∼pdata(x)[logD(x)]+Ez∼pz(z)[log(1−D(G(z)))], (3)
where pdata and pz represent the data and noise distributions respectively.
Recently, many different variants of GANs have been proposed. In this study, we used auxiliary classifier GANs (AC-
GANs)37. The generative model G of AC-GANs receives the same value as the class label c of the real data as a condition in
addition to the noise vector, and generates fake data. The discriminative model D receives the real data and the data generated
by G as inputs and estimates not only the probability that a sample is real or fake but also the class label distribution. All layers
except the output layer are shared by D. The loss function for AC-GANs consists of two parts and can be expressed as the
following equations:
Ls = E[logP(S = real | Xreal)]+E[logP(S = f ake | X f ake)] (4)
Lc = E[logP(C = c | Xreal)]+E[logP(C = c | X f ake)], (5)
where Xreal and X f ake are real and fake data, S denotes whether a sample comes from real data or fake data, and C denotes the
class label. In addition, Ls is the same as the original GAN loss function, and Lc is designed to maximize the log-likelihood of
the correct class. Finally, D is learned to maximize LC +LS, and G is learned to maximize LC−LS. In this way, G is trained
to generate data similar to the real data of each class, and D is trained to better classify the data in each class as well as to
distinguish the real and fake data.
Dataset
We used the Breast Cancer Wisconsin (Diagnostic) dataset38. The dataset consists of a total of 569 records, with 357 benign
and 212 malignant data for breast cancer, which means the dataset has some class imbalance problems. The dataset contains
information regarding the characteristics of a patient’s cell nuclei obtained using a fine needle aspirate (FNA) of a breast mass.
The attributes of the dataset are the mean, standard error, and maximum value of ten features, resulting in a total of 30 attributes.
The ten features are the radius (mean of distances from the center to points on the perimeter), texture (standard deviation
of gray-scale values), perimeter, area, smoothness (local variation in radius lengths), compactness (perimeter2/area - 1.0),
concavity (severity of concave portions of the contour), concave points (number of concave portions of the contour), symmetry,
and fractal dimension (coastline approximation39 - 1). In the original data set, only about 0.46% of the data are missing (filled
in with zeros). However, to realize the characteristic missing data problem of the EHRs mentioned in the introduction, we
selected and removed the first 15 attributes arbitrarily, namely, half of the 30 attributes in total, from half of the samples in each
class.
Preprocessing
The original dataset was separated into class labels and data. We defined a class label as 0 (negative) for benign and 1 (positive)
for malignant. We then removed arbitrarily selected attributes from half of the samples of each class. In many applications of
machine learning including image processing, all input data for the neural network model are normalized to values of between
0 and 1. Therefore, we scaled all data except the removed values to a range between 0 and 1 using equation (6):
zi =
xi−min(x)
max(x)−min(x) , (6)
where x is a column vector of an attribute and consists of (x1, ...,xn) which are the patient’s records of the attribute, and min(x)
and max(x) are the maximum and minimum values of the attribute. This method scales the attributes to an equal range so that
the converted values are robust to the standard deviation of the attribute data. The data whose missing values were imputed
with the mean values of the attributes were used for learning the AC-GAN, and the data whose missing values were imputed
with zeros were used as the input of the autoencoder.
Implementation
All results were obtained using a 5-fold cross-validation procedure40, where all data were divided into five datasets, one of
which was used as a test set, and the rest were used for training. Results were averaged over 10 trials of 5-fold cross-validation
to compare the general performance of the AC-GAN and the other disease prediction methods. We implemented the stacked
autoencoder in Keras41, which is a high-level neural networks API. Because Keras supports early stopping42, the training was
stopped automatically before convergence to avoid an overfitting. Our stacked autoencoder had five layers including the input
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Classifier Accuracy Sensitivity Specificity AUC-ROC F-Score
Decision Tree 0.9297 0.9340 0.9272 0.9241 0.9083
Naı¨ve Bayes 0.9455 0.9245 0.9580 0.9776 0.9267
SVM (RBF) 0.9367 0.8396 0.9944 0.9872 0.9082
AdaBoost 0.9411 0.9311 0.9471 0.9822 0.9218
Random Forest 0.9511 0.9198 0.9697 0.9829 0.9334
MLP 0.9525 0.9198 0.9720 0.9874 0.9409
Gradient Boosting 0.9596 0.9340 0.9748 0.9870 0.9451
AC-GAN 0.9752 0.9498 0.9898 0.9886 0.9647
Table 1. Performance evaluation of disease prediction methods on mean-imputed data.
Classifier Accuracy Sensitivity Specificity AUC-ROC F-Score
Decision Tree 0.9315 0.9151 0.9412 0.9455 0.9087
Naı¨ve Bayes 0.9350 0.8868 0.9636 0.9814 0.9104
SVM (RBF) 0.9508 0.8774 0.9944 0.9874 0.9273
AdaBoost 0.9490 0.9292 0.9608 0.9847 0.9314
Random Forest 0.9561 0.9340 0.9692 0.9834 0.9406
MLP 0.9578 0.9245 0.9776 0.9883 0.9423
Gradient Boosting 0.9613 0.9387 0.9748 0.9883 0.9476
AC-GAN 0.9777 0.9521 0.9925 0.9889 0.9688
Table 2. Performance evaluation of disease prediction methods on autoencoder-imputed data.
and output layers, and the numbers of neurons for each layer were 30, 20, 10, 20, and 30. We optimized the parameters of the
autoencoder using a stochastic gradient descent and backpropagation method. The AC-GAN was implemented in Tensorflow43.
The generator and discriminator of the AC-GAN had a hidden layer with 50 neurons, and used rectified linear units44 (ReLU)
as an activation function. The output layer of the generator had 30 neurons, which was the same as the number of attributes.
The output layer of the discriminator had two neurons, one to distinguish whether the input is real or fake, and the other to
predict the class label. We optimized the parameters of the AC-GAN using an Adam Optimizer45. The other disease prediction
algorithms were implemented in Scikit-learn46. In particular, We implemented a multilayer perceptron with a hidden layer with
50 neurons, which was optimized using the Adam Optimizer for comparison under similar experimental conditions.
Results and Discussion
In this section, we compare the performances of disease prediction methods on the mean-imputed data and autoencoder-imputed
data. The performances were measured using quantitative evaluation metrics, including the accuracy, sensitivity, specificity,
area under the receiver operating characteristic curve (AUC-ROC), and F-score. We also evaluate the missing data prediction
methods and the generation power of the AC-GAN generator through qualitative evaluation methods, including Barnes-Hut
t-distributed stochastic neighborhood embedding (t-SNE)47 and the ROC curve. Experiments showed that AC-GAN is excellent
as a disease prediction model. We discuss the context and significance of the suggested framework for disease prediction from
EHRs with missing data. Finally, we discuss the limitations of our research, as well future work to overcome these limitations.
Evaluation on Mean-imputed Data
The following evaluation metrics were used to evaluate the disease prediction methods: The accuracy is defined as the ratio
of correct classifications to the total number of samples examined, and is calculated as the number of true positives and true
negatives divided by the number of all results. The sensitivity48 of a disease prediction is the ability to correctly identify those
patients with a disease, and is calculated as the number of true positives divided by the number of patients who actually have
the disease. The specificity49 of a disease prediction is the ability to correctly identify those patients without a disease, and is
calculated as the number of true negatives divided by the number of patients who actually do not have the disease. An ROC
curve50 is a plot that illustrates the diagnostic capability of a binary classifier system, considering multiple possible thresholds.
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Figure 3. Comparison of ROC curves of disease prediction methods. This figure shows the ROC curves at full scale
along with zoomed-in views of upper-left region of the plots. (A) ROC curves obtained using disease prediction methods on
mean-imputed data (B) ROC curves obtained using disease prediction methods on autoencoder-imputed data
Figure 4. t-SNE map of electronic health records. It should be noted that a 2D map generated using t-SNE is determined
by training a neural network, resulting in different mappings for different initializations. (A) 2D map of the real data (Real
benign and Real malignant) and data whose missing values were filled in with the mean value (Mean-imputed benign and
Mean-imputed malignant) and using the trained autoencoder (AE-imputed benign and AE-imputed malignant), which shows
the performances of the missing data prediction methods qualitatively. (B) 2D map of the real data (Real benign and Real
malignant) and data generated using the generator of the trained AC-GAN (Generated benign and Generated malignant).
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AUC-ROC is calculated by integrating the ROC curve. The F-score51 (F1 score) is the harmonic average of the precision and
recall, where precision is the proportion of true positives among the positive results, and recall is the same as the sensitivity.
Table 1 shows the performance measurements of disease prediction models on the mean-imputed data. AC-GAN shows the
highest accuracy, namely, 0.9752, for the disease prediction models. In every model, the results showed a tendency toward
higher specificity than sensitivity. This tendency is expected due to the high frequency of negative (benign) predictions because
a class imbalance problem exists in which the number of benign samples is more than the number of malignant samples in the
dataset. The sensitivity of AC-GAN, whose highest value among the models is 0.9498, indicates that AC-GAN is more robust
against class imbalance problems. AC-GAN thus predicts positive (malignant) samples well, which are the minority class of
data used in the experiments. In particular, in the case of disease prediction, it is important to increase the sensitivity, because
sensitivity is the proportion of patients with the disease who are correctly identified by the model. Therefore, AC-GAN has a
better disease predictive capability than the other disease prediction models. Comparing the specificity of the disease prediction
models, the SVM shows the highest specificity among the disease prediction models, with a specificity of 0.9944. The largest
gap between sensitivity and specificity occurs in the SVM. These results indicate that the SVM is not robust against the class
imbalance problem. Thus, a large number of patients are predicted to be negative, which results in higher specificity. AC-GAN
reported a slightly better AUC-ROC score than the other models. Because the AUC-ROC score considers all discrimination
thresholds, it can be seen that the overall performance of AC-GAN for all thresholds is slightly better. As shown in Figure 3
(A), AC-GAN does not outperform the other models as its threshold is varied because the ROC curve of AC-GAN intersects
with that of the other models at certain points. However, these points are rarely observed in the ROC curve. In addition, the
F-score shows about a 2 percentage point improvement at a threshold of 0.5, which is commonly used.
Evaluation on Autoencoder-imputed Data
The performance measurements of the disease prediction models on the autoencoder-imputed data are reported in Table 2.
Most tendencies in the results are similar to those on the mean-imputed data. For all experiments, AC-GAN shows the best
performance in all evaluation metrics except specificity. The specificity of AC-GAN is slightly lower than that of the SVM. The
ROC curves in Figure 3 (B) indicate that AC-GAN demonstrates a better performance than the other models, but also show that
the performance gap is small. The AUC-ROC score of AC-GAN consequently shows a slight improvement compared to MLP
and gradient boosting. On the other hand, the accuracy and F-score of AC-GAN are far and away the best performance of the
other disease prediction models. In particular, large improvements in the F-score (i.e., over a 2 percentage point) are achieved
compared to the second-highest score.
Comparison of Missing Data Prediction Methods
Comparing the missing data prediction methods, the results of the evaluation metrics show a higher performance on the
autoencoder-imputed data than on the mean-imputed data in every model except the naı¨ve Bayes classifier. Therefore, it can be
understood that filling in missing values using the pattern associated with the remaining attributes, as compared with filling
in the missing values using the mean value for a lesser effect on the classifier, provides more information to the classifier.
This therefore, enhances the classifier performance. The autoencoder does not lead to any specificity improvements in the
SVM, but the improved sensitivity results in an increased performance and robustness to the class imbalance problem. In naı¨ve
Bayes, with the exception of AUC-ROC, the evaluation metrics show lower performances on the autoencoder-imputed data than
on the mean-imputed data. However, the higher AUC-ROC values on the autoencoder-imputed data (0.9776 versus 0.9814)
suggest that better results than on the mean-imputed data can be obtained by changing the discrimination threshold. Figure
4 (A) visualizes the qualitative analysis on the missing data prediction methods using t-SNE. The 2D map of the real data,
mean-imputed data, and autoencoder-imputed data shows that the autoencoder-imputed data are more closely mapped to the
real data than the mean-imputed data for both benign and malignant data.
Excellence of AC-GAN as a Disease Prediction Model
In the original paper, AC-GANs were designed as a model focusing on the learning of a generator that generates images of
various classes well without causing a mode collapse. In this paper, however, we focused on improving the classification
performance of the discriminator by the generator of the AC-GAN generating both benign and malignant data, which makes
robust disease prediction possible. The results on both the mean-imputed data and autoencoder-imputed data demonstrate
that the AC-GAN outperforms the other disease prediction models. In particular, compared to a multilayer perceptron, which
has the same architecture as the discriminator of the AC-GAN, AC-GAN shows that the adversarial training further boosts
the performance of disease prediction. We used t-SNE to visualize a 2D map of real data and generated data to qualitatively
ascertain how realistic the generated samples synthesized by the generator are. The map is shown in Figure 4 (B). With the
t-SNE map, we observed that the generated samples were almost completely mixed with real samples for both benign and
malignant data.
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Context and Significance
Electronic health records have contributed to the computerization of patient records, and thus they can be used not only for
efficient and systematic medical services, but also for research on biomedical data science. Deep learning has recently been
applied to biomedical data science tasks such as disease prediction, genomics52, 53, and drug discovery54. However, there are
many missing values in EHRs given in matrix form, which is an important issue in many biomedical applications of EHR data.
To the best of our knowledge, there are currently no disease prediction frameworks for conducting a more accurate disease
prediction through the assistance of adversarial training and a deep learning based missing data imputation model.
In this paper, we analyzed the performance of different algorithms for predicting diseases in EHRs with a missing data
problem. As a result, the accuracy of filling in the missing values with a stacked autoencoder is higher than that of simply filling
in missing values with the mean value. In addition, under the same conditions without oversampling methods, which consume
additional memory, generative adversarial networks outperform other disease prediction methods. The best combination of
missing data prediction methods and disease prediction methods is to predict missing values with a stacked autoencoder and
to then predict a disease using an AC-GAN, which shows a level of accuracy of 0.9777, sensitivity of 0.9521, specificity of
0.9925, AUC-ROC score of 0.9889, and F-score of 0.9688. The results demonstrate that the proposed framework achieves a
better disease prediction performance than existing methods widely used for EHR data. In conclusion, the proposed framework
is more robust against class imbalance and a missing data problem than existing methods.
As an application of the proposed disease prediction framework, applying it online will make it possible to combine disease
prediction with the learning of the framework. In the future, the generator will be able to create more realistic data using
advanced algorithms, and there is a potential to store an EHR database in the parameters of the generator. The generator will
be able to generate synthesized data whose characteristics are almost the same as real data, and will be a powerful tool for
biomedical data science research.
Limitations and Future Work
Several follow-up studies can be considered to make generative adversarial networks more robust against missing values and
class imbalance problems. There are two main problems in our current framework. First, an AC-GAN for disease prediction,
and a stacked autoencoder for missing data prediction, are trained separately. However, using the GAN generator itself as
a generative model, or using a model whose parameters are constrained by those of the generator, missing-data and disease
prediction tasks can help solve each other in adversarial learning. This will enable end-to-end learning by combining the
two stages of the current framework together. We plan to implement this idea as a future work. In addition, we arbitrarily
selected the attributes to remove that incur the missing data problem. By more thoroughly examining the attributes of the EHRs,
attributes that can cause missing values in real clinical settings can be eliminated.
Second, the framework suggested in this paper does not directly address the class imbalance problem. The class imbalance
problem can also be solved using data generated from a GAN. As an idea for developing an AC-GAN algorithm, it is possible
to modify the class conditions that are given to the generator as opposite the class ratio of a mini-batch of real data so that the
classes of the mini-batch entering the discriminator can be balanced. In this way, while the generator is learning the distribution
of all data, it applies an oversampling for each mini-batch, thereby enabling an oversampling with little additional memory
consumption. However, because the balance between real and fake data for each class is broken, GAN training may become
unstable. Thus, a sophisticated modification in the learning procedure may be necessary.
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