In this paper, a novel K-means evolving spiking neural network (K-ESNN) model for clustering problems has been presented. K-means has been utilised to improve the original ESNN model. This model enhances the flexibility of the ESNN algorithm in producing better solutions to overcoming the disadvantages of K-means. Several standard data sets from UCI machine learning are used for evaluating the performance of this model. It has been found that the K-ESNN provides competitive results in clustering accuracy and speed performance measures compared to the standard K-means. More discussion is provided to prove the effectiveness of the new model in clustering problems.
Introduction
The evolving spiking neural network (ESNN) has been used widely in recent research. The ESNN has several advantages [1], including being a simple, efficient neural model and trained by a fast one-pass learning algorithm. The evolving nature of the model can be updated whenever new data becomes accessible with no requirement to retrain earlier existing samples [2] . However, the ESNN model has not yet been investigated as a clustering method. For this reason, a novel integrated method is proposed to determine the effectiveness of the ESNN in clustering. Several clustering techniques can be utilised to enhance the ESNN performance output and reduce the consuming time. However, the K-means, proposed by several researchers across different disciplines like [3], has been considered as one of the most popular techniques used in data mining [4] . Many research studies have been proposed due its simplicity and efficiency in various fields [5, 6] . The algorithm begins to initiate the K object to be the centroid object by chance. After that, the Euclidean distance equation is used to test each object compared to the K object. The cluster technique is concerned with grouping objects into classes of similar objects called clusters. * Corresponding author.
There are many challenges in dealing with clustering techniques, such as the choice of the number of clusters. Consequently, any incorrect choice of the number of clusters yields bad clustering results. Additionally, these algorithms suffer from inadequate accuracy when the data set contains clusters with noise and outliers. Based on [7] , the greatest challenge with K-means is how to overcome the disadvantages of K-means, such as the poor performance and the sensitivity to outliers by proposing new variants.
Hence, this research aims to find such clusters where the similarity of objects within individual clusters is high, while the similarity of objects from different clusters is low by enhancing ESNN training using K-means. The remaining sections of this paper are formed as follows: sections 2 and 3 explain the related works and methodology used in this paper, respectively, while section 4 elucidates the experimental results; finally, section 5 presents the conclusion and future works.
Related Works
The original K-means algorithm has been utilised in many different ways [8, 9] . Some historical issues related to the well-known K-means algorithm in cluster analysis can be found in [10] . However, the K-means has some shortcomings, i.e. the difficulty to predict K-values and different initial partitions can result in different final clusters [11] . The K-means clustering algorithm flowchart is shown in Fig. 1.   Fig. 1 . K-means clustering algorithm flowchart
