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Naslov: Imputacija visokodimenzionalnih bioloških podatkov
Avtor: Gašper Jelovčan
V diplomskem delu smo predstavili metode za imputacijo visokodimenzio-
nalnih bioloških podatkov pridobljenih z metodami sekvenciranja posame-
znih celic. Pridobljenim podatkom mnogokrat manjkajo vrednosti, ki jih
poskušamo nadomestiti z ocenami vrednosti. Preizkusili smo različne me-
tode za imputacijo. Implementirali smo jih v modulu v programskem jeziku
Python. Metode smo preverili na umetnih in pravih podatkih. Na pre-
izkušenih podatkih so vse metode dosegle dobre rezultate. Najbolj ustrezna
je bila metoda pCMF.
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In this thesis, we present methods for solving problems of high-dimensional
biological data imputation collected by sequencing individual cells. We try
to assign values to the missing data, replacing them with estimations. We
tried several imputation methods. We have implemented imputation meth-
ods as a module in programming language Python. Then we tested them
using synthetic data and real biological data. The evaluation showed that
all methods achieve good results. The pCMF method performed the best.




Nove metode sekvenciranja omogočajo sekvenciranje genoma in transkrip-
toma posameznih celic (ang. single cell). Pridobljeni podatki so v obliki
števne ekspresije genov (ang. count data) za vsako celico posebej. Zaradi
tehničnih omejitev se v tovrstnih podatkih pogosto pojavijo manjkajoče vre-
dnosti, kar otežuje razločevanje izražanja genov. Pomemben prvi korak ana-
lize je zato ocena ali je bil gen v resnici izražen, in v kolikšni meri, ali sploh
ne. Pri tem uporabljamo metode imputacije visokodimenzionalnih podatkov,
kar pa je pogosto težavno. Obstaja več metod, s katerimi poskušamo rešiti
problem. Pogosto je za specifične podatke in tudi njihov namen uporabe
potrebno najti najbolj ustrezno metodo za imputacijo.
V diplomski nalogi predstavimo modul v programskem jeziku Python
z obstoječimi algoritmi za imputacijo podatkov. Namen diplomske naloge
je narediti zbirko omenjenih algoritmov. To je pomembno zato, da lahko
uporabnik modula enostavno izbere metodo za imputacijo podatkov glede
na lastne potrebe.
Uporaba metode za sekvenciranje posameznih celic ima velik potencial za
nadaljnje raziskave na področju bioinformatike in biomedicine. Toda podatki
pridobljeni s to metodo pogosto vsebujejo manjkajoče vrednosti, kar otežuje
analizo. Manjkajoče vrednosti so v podatkih predstavljene z vrednostjo nič,
kar lahko interpretiramo na dva načina: gen se ni izrazil ali aktivnosti gena
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nismo detektirali. Problem skušamo premostiti z najrazličneǰsimi metodami
za imputacijo podatkov. Raziskovalci na področju razvijajo nove metode,
ki temeljijo na različnih predpostavkah o porazdelitvi vrednosti izražanja
genov, deležu manjkajočih vrednosti, povezavah med geni in tipi celic, itd.
Zato moramo pogosto izbiro metode prilagajati svojim potrebam. Šele nato
lahko imputirane podatke uporabimo za nadaljnje obdelave.
Diplomska naloga je razdeljena na tri dele: predstavitev podatkov in
metod za imputacijo, predstavitev razvitega modula in vrednotenje razvitih
rešitev. V zaključku povzamemo glavne ugotovitve.
Poglavje 2
Podatki in metode za
imputacijo
Najprej bomo opisali podatke, ki jih uporabimo v diplomski nalogi. Nato
bomo opisali več različnih metod za imputacijo podatkov. Začeli bomo z
najbolj enostavnimi, potem pa bomo obravnavali metode, ki poleg imputa-
cije zmanǰsajo dimenzijo podatkov, tako da so primerni za vizualizacijo in
nadaljnjo obdelavo. Na koncu bomo opisali postopek vrednotenja in primer-
jave različnih metod za imputacijo.
2.1 Opis problema
Podatki so shranjeni v obliki tabele. V vrsticah so celice, v stolpcih pa geni,
kot je prikazano na sliki 2.1. Vrednosti v tabelah so pozitivna cela števila
vključno z ničlo. Ničla ima lahko dva pomena: da se gen ni izrazil ali pa, da
gre za mersko napako. Seveda, tudi izmerjene, neničelne vrednosti so lahko
podvržene merski napaki, a tega v diplomskem delu ne obravnavamo.
Ničelne vrednosti poskušamo nadomestiti z ocenami. Posamezne ocene
dobimo z metodami za imputacijo. Te upoštevajo ostale vrednosti oz. ostale
ekspresije genov in na podlagi njih ocenijo prave vrednosti. Torej so to lahko
spet ničle ali pa neka neničelna vrednost, ki predstavlja ekspresijo gena. V
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diplomskem delu primerjamo različne metode za imputacijo.
V diplomskem delu uporabimo dve vrsti podatkov. Prvi je pridobljen
iz generatorja sintetičnih podatkov. Ta vrne matriko dimenzije 100 × 300
in je vsakič, ko ga zaženemo, malo drugačna. Druga vrsta podatkov so
pravi biološki podatki z dimenzijami 35 celic × 561 genov. Biološki podatki
so dostopni na povezavi https://github.com/Gasperforyou/Imputation-
module/tree/master/data.
Na sliki 2.2 lahko vidimo porazdelitev ničel po celicah (slika 2.2a) in po
genih (slika 2.2b) za uporabljene biološke podatke.
Slika 2.1: V vrsticah so celice, v stolpcih geni.
(a) Po celicah. (b) Po genih.
Slika 2.2: Porazdelitev števila ničelni vrednosti.
Diplomska naloga 5
2.2 Povprečje, uteženo povprečje, mediana
Pri bolj enostavnih načinih imputacije za vsak posamezen gen izračunamo
ocene na podlagi podanih vrednosti, ki so večje od nič (gen se je izrazil), in
izračunano oceno vstavimo tja, kjer se gen ni izrazil oziroma vrednost manjka.
Posamezne ocene lahko računamo na različne načine. Povprečje računamo
enostavno tako, da seštejemo vse vrednosti in delimo vsoto s številom teh
vrednosti. Mediana je srednja vrednost v urejenem zaporedju. Če je zapo-
redje sodo je mediana povprečje srednjih dveh vrednosti. Uteženo povprečje
dobimo tako, da vsako vrednost pomnožimo s pripadajočo utežjo, vse sku-
paj seštejemo in potem delimo s seštevkom uteži. Vprašanje je, kakšne naj
bodo uteži? Uporabimo tisto porazdelitev za katero domnevamo, da je naj-
bolj ustrezna oz. nam bo dala najbolǰse rezultate. Obstaja več študij, kjer
predlagajo različne porazdelitve genske ekspresije. Med njimi najbolj prevla-
dujeta negativna binomska porazdelitev in Poissonova porazdelitev [12, 14].
2.3 Metoda scVI
Metodo single-cell Variational Inference (scVI ) so predstavili Lopez in so-
delavci na univerzi Berkeley [13]. Metoda se loči od ostalih predvsem v tem,
da ne predpostavlja linearnosti podatkov. Poleg tega pa so drugi algoritmi
zapleteni za uporabo in se slabo izkažejo na podatkih z več tisoč oz. več
milijoni celic.
Koncept delovanja metode je razmeroma preprost. Osnovna ideja je,
da z nevronskimi mrežami poskušamo simulirati nelinearnosti v podatkih.
Osnovni model (slika 2.3) deluje tako, da na podlagi nizko dimenzionalnega
vektorja iz latentnega prostora (zn) poskušamo oceniti posamezne vrednosti
izražanja genov za dano celico (xng). Najprej na podlagi latentnega vektorja
(zn) in opcijske konstante (γ), s katero zajamemo variabilnost procesiranja
podatkov, treniramo nevronsko mrežo, ki nastavi parametre funkciji Gama,
s katero ocenimo naključnost izražanja gena za dano celico (wng). To pa še
naprej vstavimo, kot parameter za Poissonovo funkcijo, s katero določimo
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dejansko oceno izražanja določenega gena za dano celico (yng).
Poleg ocene yng, končni rezultat xng, določimo še na podlagi tega ali je
bila meritev zaradi tehničnih razlogov sekvenciranja morda neizmerjena. To
naredimo tako, da Bernoullijevi porazdelitvi z učenjem dodatne nevronske
mrežne nastavimo parametre. Na vhodu nevronske mreže imamo začeten
nizko dimenzionalen vektor (zn) in prej omenjeno opcijsko konstanto (γ).
Slika 2.3: Model metode scVI. Naključni vektor zn iz latentnega prostora in
ocena izražanja xng gena g v celici n [13].
2.4 Metoda scvis
Kanadski raziskovalci Ding, Condon ter Shah so razvili metodo scvis [10].
Metoda je kompleksna. Od metode scVI se razlikuje v tem, da poleg zame-
njave ničel z ocenami izražanja genov (imputacijo), hkrati zmanǰsa dimenzijo
podatkov in vrne latentni prostor podatkov. Glede na to, da so podatki viso-
kodimenzionalni (več tisoč in tudi milijon celic, vrstic v tabeli), metoda vrne
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prostor z veliko manj dimenzijami. Posamezen vektor v prostoru predstavlja
različen tip celic v vhodnih podatkih.
Verjetnostni generativni model se nauči parametrično preslikavo visokodi-
menzionalnih podatkov v latentni prostor, omogoča dodajanje novih podat-
kov v obstoječi model in lahko določi tudi negotovost preslikave, kar omogoča
bolǰso interpretacijo podatkov. Metoda je odporna na šum, nenavadne me-
ritve in deluje na obsežnih podatkih.
Metoda modelira podatke tako, da vzame naključen nizko dimenziona-
len vektor (zn), katerega porazdelitev narekuje dejanski izražen vektor (xn).
Latentni vektor je porazdeljen s posteriorno porazdelitvijo celega modela po
enačbi:
p(xn|θ) = p(zn|θ)p(xn|zn, θ) (2.1)
Prvi del desne strani p(zn|θ) je skupek standardnih normalnih porazdelitev,
s katerimi poskuša zaobjeti obliko podatkov, drugi del p(xn|zn, θ) pa je po-
razdelitev za položaj in velikost prej omenjene oblike podatkov. Položaj in
velikost sta funkciji zn, ki ju parametrizira z nevronskimi mrežami. Metoda
mora za napoved izračunati posteriorno porazdelitev:
p(zn|xn, θ), (2.2)
ki se je ne da natančno izračunati, jo pa aproksimira.
2.5 Metoda pCMF
Ding in sodelavci [11] so predlagali metodo pCMF (ang. Probabilistic Count
Matrix Factorization). Da bi lahko dobro zajeli raznolikost tipov celic v
bioloških podatkih, je potrebno izbrati metodo za modeliranje podatkov. Za
zmanǰsevanje dimenzijonalnosti podatkov se uporablja uveljavljena metoda
PCA, ki poskuša zajeti variabilnost v podatkih z Gaussovo porazdelitvijo.
Metoda pCMF temelji na porazdelitvi Poisson-Gama. S porazdelitvijo
Gamma modelira podatke, s Poissonovo porazdelitvijo pa modelira neizmer-
jene podatke zaradi tehnike sekvenciranja. Model je izpeljan z uporabo al-
goritma EM, ki se dobro skalira na visokodimenzionalne podatke.
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Od ostalih metod se loči predvsem po tem, da bolje zajame variabil-
nost podatkov, poveča zmogljivost metod za nadaljnjo obdelavo in se bolje
prilagodi podatkom pridobljenih z metodo scRNA-seq za sekvenciranje po-
sameznih celic.
Model pCMF poskuša razdeliti matriko s podatki Xn×p na matriko Un×K
in matriko V p×K , kjer je K dimenzija latentnega prostora. Model to naredi
tako, da se poskuša s Poissonovo nenegativno matrično faktorizacijo približati
vrednostim podatkov:
X ∼ ℘(UV T ) (2.3)
Kvaliteto modela ocenimo tako, da izračunamo odstopanje med X in ma-
tričnim produktom in Û V̂ T .
2.6 Ocenjevanje uspešnosti imputacije
Uspešnost metod za imputacijo smo ocenjevali na dva načina: ocenjevanje
uspešnosti v prostoru podatkov in ocenjevanje uspešnosti v latentnem pro-
storu vložitev. Prvi način je primeren za večino uporabljenih metod. Drugi
način pa je primeren za metodo scvis, saj le ta ne vrne imputiranih vrednosti
vhodnih podatkov, temveč le preslikavo podatkov v latentni prostor.
V obeh primerih smo si zapomnili del znanih začetnih vrednosti v matriki
in jih nadomestili z vrednostjo nič. Tako pripravljena matrika je bila vhod v
posamezno metodo za imputacijo. Posamezno imputirano matriko smo nato
primerjali z znanimi začetnimi vrednostmi v celicah, ki smo jih predhodno
nadomestili z nič. Pri metodi scvis pa smo opazovali, kako se sosednost v
latentnem prostoru spreminja v odvisnosti od tega, če metodi ponudimo vse
začetne vrednosti v matriki ali če del vrednosti nadomestimo z nič.
2.6.1 Primerjava v prostoru podatkov
Naključno izbran del vhodnih matrike podatkov postavimo na vrednost nič.
Nato nad podatki izvedemo metodo za imputacijo, ki vrne imputirano ma-
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triko. Imputirano matriko primerjamo s pravimi vrednostmi začetne matrike,
še preden so bile nastavljene na nič.
Za primerjavo uspešnosti uporabimo Spearmanovo korelacijo, ki jo raču-
namo med pripadajočimi profili celic (vrstice) in profili genov (stolpci) med
pravo matriko in imputirano matriko. Torej, prvi profil celic (prvo vrstico) v
pravi matriki primerjamo s prvim profilom celic (prvo vrstico) v imputirani
matriki in dobimo neko vrednost korelacije. Potem primerjamo druga dva
profila celic, itd. Tako dobimo množico korelacij, ki jo še povprečimo in do-
bimo enotno mero za uspešnost imputacije. To naredimo posebej po profilih
celic (po vrsticah) in posebej po profilih genov (po stolpcih).
Podobno naredimo še enkrat. Toda tokrat si pri nastavljanju naključnih
vrednosti na nič na začetku zapomnimo, katere so bile pobrisane vredno-
sti. Tako lahko potem enako primerjamo pravo in imputirano matriko, le
da maskiramo vrednosti, ki jih prej nismo nastavljali na nič. Tako primer-
jamo le vrednosti, ki so bile imputirane in dobimo še bolj natančno mero za
uspešnost imputacije. Ponovno izračunamo vse korelacijske koeficiente in jih
povprečimo.
Uporabili smo Spearmanov korelacijski koeficient za določanje uspešnosti,
ker ima lahko imputirana matrika precej različne razpone vrednosti od vre-
dnosti v pravi matriki. Še vedno pa je lahko korelacija, ko primerjamo profile
celic in genov, zelo visoka. Z drugimi besedami, velikosti red oz. merska le-
stvica v podatkih ni tako pomembna. To je tudi razlog, zakaj nismo uporabili
evklidske razdalje za računanje napake.
2.6.2 Primerjava v latentnem prostoru vložitev
Primerjava v latentnem prostoru je specifična za metodo scvis. Metoda nam
ne vrne imputirane matrike, ampak samo latentni prostor, kamor se preslikajo
posamezni profili celic iz vhodnih podatkov.
Primerjavo uspešnosti v tem primeru naredimo tako, da naključni del vho-
dnih podatkov nastavimo na vrednost nič. Dobljeno matriko nato podamo
metodi scvis, ki nam vrne preslikavo v prvi latentni prostor. V latentni pro-
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stor preslikamo še prave vhodne podatke, z vsemi znanimi vrednostmi, in
dobimo drugo preslikavo v latentni prostor na podlagi modela, ki smo ga
dobili v prvem preslikovanju. Obe latentni preslikavi podatkov si morata biti
čim bolj podobni, saj mora model preslikati tako podatke z manjkajočimi
vrednostmi kot podatke z znanimi vrednostmi čim bolj enako.
Nato na vsakem od latentnih prostorov izračunamo paroma po profilih
celic (vrsticah) Spearmanov koeficient in tako dobimo mero sosednosti med
posameznimi profili celic. Tisti pari celic, ki so blizu skupaj v prvem laten-
tnem prostoru, morajo biti blizu skupaj tudi v drugem latentnem prostoru
in obratno. Tisti, ki so daleč narazen v prvem latentnem prostoru, morajo
biti daleč narazen tudi v drugem latentnem prostoru. Torej, razlika med
korelacijo para celic iz prvega latentnega prostora in korelacijo iz drugega
latentnega prostora mora biti blizu ničle.
Poglavje 3
Razviti modul scimpute
Knjižnico smo implementirali v obliki modula, v jeziku Python. Metode za
imputacijo smo implementirali v razredu ScImpute znotraj modula scimpute.
V modulu je tudi generator sintetičnih podatkov in funkcija zero inflate(), ki
poskrbi za umetno nastavljanje naključnih vrednosti na nič v podani matriki.
Večina metod v razredu ScImpute ter funkciji generate() in zero inflate()
so implementirane z uporabo ustreznih knjižnic. Implementiranje je bilo
bolj ali manj samo uporaba ustreznih metod ali funkcij, ki jih ponujajo
v nadaljevanju naštete knjižnice. Razviti modul je dostopen na povezavi
https://github.com/Gasperforyou/Imputation-module.git
3.1 Funkcija generate()
S funkcijo generate() pridobimo primer vhodnih podatkov. Po uvozu modula
scimpute lahko funkcijo preprosto kličemo in dobimo matriko tipa numpy
velikosti 100 × 300. Matrika vsebuje podatke, ki simulirajo heterogenosti
v pravih bioloških podatkih. Matrika ne vsebuje ničelnih vrednosti, ki jih
potrebujemo za nadaljnjo imputacijo podatkov.
1 import scimpute
2 data = scimpute.generate()
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Pri implementaciji s knjižnico pCMF [2] je bilo potrebno uporabiti knjižnico
rpy2 [1]. Razlog je v tem, da je knjižnica pCMF [2] napisana za programski
jezik R. Sama implementacija je bila enostavna, saj je koda za generiranje
podatkov že napisana na spletni strani knjižnice pCMF [2].
3.2 Funkcija zero inflate()
Funkcija nastavi eno tretjino vrednosti v podani matriki na nič. Funkcija
vrne matriko istih dimenzij kot je vhodna matrika, le da so naključne vredno-
sti v matriki nastavljene na nič. Poleg tega vrne tudi matriko iste velikosti,
ki vsebuje enke in ničle. Enke so na mestih v matriki, kjer so bile vrednosti
nastavljene na nič, ničle pa povsod drugje. Funkcijo uporabimo za maskira-
nje vrednosti za kasneǰso primerjavo uspešnosti imputacije. Zadnja matrika,
ki jo funkcija vrne, je sestavljena iz ničel in enk, kjer so bile že pred klica-
njem funkcije vrednosti v podatkih ničelne. Zadnja matrika je ravno tako
uporabna pri kasneǰsi primerjavi uspešnosti imputacije, saj želimo ločevati
med dejanskimi ničlami in ničlami, ki so posledica manjkajočih meritev.
1 import scimpute
2 data = scimpute.generate()
3 data, mask, zeros = scimpute.zero_inflate(data)
Funkcijo smo ravno tako napisali v programskem jeziku R, za kar smo morali
uporabiti knjižnico rpy2 [1].
3.3 Razred ScImpute
Razred ScImpute vsebuje metode za imputacijo in metodi compare() ter com-




Metoda average() je preprosta za uporabo. Potrebno je, tako kot pri vseh
metodah, najprej ustvariti objekt ScImpute. Poleg tega se tudi nastavijo
vhodni podatki. Nato se izvede metoda za imputacijo, ki vrne imputirano
matriko. Objekt ScImpute poleg tega tudi shrani imputirano matriko za
kasneǰso primerjavo uspešnosti.
1 sc = scimpute.ScImpute(data)
2 imputirano = sc.average()
Metoda je implementirana tako, da za vsak gen posebej razdeli tabelo na
celice, kjer obstaja vrednost pri danem genu, in celice, kjer vrednosti ni. Na
podlagi celic z vrednostmi metoda izračuna povprečje in oceno vstavi v vre-
dnosti, kjer celice pri danem genu nimajo vrednosti. Povprečje je izračunano
z metodo average() iz knjižnice numpy [6].
3.3.2 Metoda median()
Metoda je po načinu uporabe enaka metodi average. Prav tako je potrebno
najprej ustvariti objekt, mu podati vhodne podatke in potem klicati metodo.
1 sc = scimpute.ScImpute(data)
2 imputirano = sc.median()
Metoda je implementirana podobno kot metoda average. Mediana je izraču-
nana z metodo median() iz knjižnice numpy [6].
3.3.3 Metoda WMean chisquared()
Enako kot pri preǰsnih dveh primerih velja tudi za to metodo. Od metode
average() se razlikuje samo v tem, da so uteži pri povprečenju izbrane na-
ključno po distribuciji hi-kvadrat.
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1 sc = scimpute.ScImpute(data)
2 imputirano = sc.WMean_chisquared()
Metoda je implementirana podobno kot metoda average in median. Uteženo
povprečje je izračunano z metodo average() iz knjižnice numpy [6]. Uteži so
izračunane z metodo random.chisquare() ravno tako iz knjižnice numpy [6].
3.3.4 Metoda pCMF
Metoda pCMF se uporablja enako, kot pri preǰsnjih primerih, le da je mogoče
pri klicanju funkcije nastaviti parametre pri katerih naj se izvede imputacija.
Na primer.
1 sc = scimpute.ScImpute(data)
2 imputirano = sc.pCMF(k = 3, verbose = False)
Obstaja še nekaj drugih parametrov, ki se jih da nastaviti. Z ustreznimi
parametri se da izbolǰsati imputacijo. V spodnjem seznamu so napisane
privzete vrednosti:
• k = 2 (število heterogenosti v podatkih)
• verbose = True (Ali naj se izpǐse izpis na zaslon)
• zero inflation = False
• sparsity = False
• ncores = 8
Metoda je implementirana s knjižnico pCMF [2], za kar je bila potrebna tudi
knjižnica rpy2 [1]. Implementacija je bila bolj kot ne samo uporaba ustreznih
funkcij iz knjižnice. Težava pa je bilo pretvoriti podatke v ustrezen format.
Zato smo s knjižnico tempfile [9] ustvarili začasno mapo, kamor smo zapisali




Metoda scVI se prav tako uporablja s parametri, kot metoda pCMF.
1 sc = scimpute.ScImpute(data)
2 imputirano = sc.scvi(n_epochs = 1000)
Privzete nastavitve so:
• n epochs = 1500
• lr = 1e-4
• use batches = True
• use cuda = True
• tr size = 0.8
• freq = 5
Tudi pri tej metodi je bila implementacija bolj kot ne samo uporaba ustreznih
funkcij in metod iz knjižnice scvi [3]. Tudi tukaj je bilo potrebno spraviti
podatke v pravi format, za kar smo uporabili začasno mapo iz knjižnice
tempfile [9].
3.3.6 Metoda scvis()
Za razliko od ostalih metod, metoda vrne dva latentna prostora v seznamu.
Prvi latentni prostor je preslikava podatkov po vstavljanju ničel, kjer se nauči
model po katerem preslikuje podatke. Drugi latentni prostor pa je preslikava
vhodnih (znanih) profilov celic v latentni prostor na podlagi naučenega mo-
dela.
1 dat, mas, zero = scimpute.zero_inflate(data)
2 sc = scimpute.ScImpute(data)
3 imputirano = sc.scvis(dat, learning_rate = 0.0003)
Privzete vrednosti so:
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• learning rate = 0.007
• batch size = 12
• max epoch = 10
• regularizer l2 = 0.1
• perplexity = 5
• seed = 1
• latent dimension = 15
Knjižnico scvis [4] moramo klicati iz ukazne vrstice, za kar smo uporabili
modul subprocess [8]. Poleg tega pa je ravno tako potrebno podatke spraviti
v ustrezen format, za kar smo uporabili knjižnico tempfile [9].
3.3.7 Metoda compare()
Objekt ScImpute shrani imputirano matriko. Metodi compare je potrebno
podati še matriko, s katero naj se imputirana matrika primerja. Če metodi
compare podamo samo en argument, ki je pogosto originalna (prava) ma-
trika, nam metoda vrne primerjavo uspešnosti posebej po profilih celic in po
profilih genov. Če ji podamo drugi argument (matrika z enkami in ničlami)
naredi metoda compare primerjavo uspešnosti še po maskiranih profilih celic
in genov. Če pa ji podamo še tretji argument, ki je matrika sestavljena iz
ničel in enk, pred vsemi primerjavami umetno nastavimo imputirani matriki
ustrezne vrednosti na nič. Torej tiste, ki so bile še pred vstavljanjem ničel
v pravo matriko, ničelne vrednosti. Tako delno izločimo vpliv imputacije
dejansko ničelnih vrednosti v originalni matriki.
Metoda vrne seznam povprečij vseh korelacij posebej in seznam seznamov
s korelacijami za profile celic, genov, maskiranih profilih celic in maskirane
profile genov posebej.
Primer metode compare za biološke podatke po metodi average imputi-
ranimi podatki:
1 dat, mas, zero = scimpute.zero_inflate(dataset.X)
2 sc = scimpute.ScImpute(dat)
Diplomska naloga 17
3 res = sc.average()
4 cor, data = sc.compare(dataset.X, mas, zero)
Spearmanov koeficient izračunamo z uporabo funkcije spearmanr() iz knjiž-
nice scipy [7].
3.3.8 Metoda compare embedded()
Metoda compare embedded() je narejena za primerjavo uspešnosti metode
scvis, ki nam vrne samo seznam latentnih prostorov. Kot argument sprejme
dva seznama koordinat preslikanih podatkov v latentni prostor in vrne rezul-
tate prav tako kot metoda compare() v dveh delih. Prvi del je seznam pov-
prečij Spearmanovih koeficientov, drugi del pa so seznami vseh izračunanih
koeficientov.
1 sc = scimpute.ScImpute(data)
2 res = sc.scvis()
3 cor, dat = sc.compare_embedded(res)
Spearmanov koeficient izračunamo z uporabo funkcije spearmanr() iz knjiž-
nice scipy [7].
3.4 Testiranje metod
Pri testiranju metod smo najprej pognali ustrezno metodo za imputacijo in
ustrezno metodo za oceno uspešnosti imputacije. Za lažjo primerjavo smo
risali grafe enega zraven drugih. Za risanje grafov smo uporabili knjižnico
matplotlib [5]. Najprej smo izrisali prave podatke, nato imputirane podatke
ter razliko med njimi. Nato smo prikazali še histograme obeh matrik in





Metode smo ovrednotili na umetno generiranih podatkih in na pravih bi-
oloških podatkih. Zaradi lažje berljivosti, rezultate nekaterih primerjav ni-
smo vključili v diplomsko nalogo. Vsi rezultati so dostopni na povezavi
https://github.com/Gasperforyou/Imputation-module.git.
4.1 Rezultati na sintetičnih podatkih
Za pripravo podatkov smo uporabili generator sintetičnih podatkov iz knji-
žnice pCMF. Ta v podatke umetno vključi heterogenosti, ki jih poskušamo
z imputacijo in nadaljnjimi postopki odkriti. Tako dobro simulira enocelične
biološke podatke. Teste s sintetičnimi podatki smo naredili tako, da smo
primerjali umetno generirano matriko z imputirano matriko.
4.1.1 Povprečje, uteženo povprečje, mediana
Testi z metodami povprečje, uteženo povprečje in mediana so si izredno po-
dobni, zato smo v diplomsko nalogo vključili samo primer s povprečjem.
Primerjava med sintetičnimi podatki in imputiranimi podatki (slika 4.1)
pokaže, kako so stolpci matrike pri imputiranih podatkih veliko bolj enoviti.
Torej, manjkajoče vrednosti so pri sintetičnih podatkih zapolnjene z ocenami
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pri imputiranih podatkih. Slika razlike med matrikama pokaže vrednosti, ki
so bile dejansko imputirane (spodnji del slike 4.1).
Na sliki 4.2a so prikazani histogrami podatkov, iz katerih je razvidna zelo
majhna razlika med pravimi in imputiranimi podatki. Vrednosti, ki niso
ničelne so tiste, ki odstopajo od pravih vrednosti. Primerov z veliko razliko
je zelo malo, kar nakazuje na relativno dobro imputacijo.
Na sliki 4.2b so prikazane na različne načine izračunani Spearmanovi koe-
ficienti. Pri korelaciji po profilih celic in maskiranih profilih celic, se vidi vrh,
ki ni blizu vrednosti 1 ampak je malo manǰsi. Gre za profile celic, v katerih
je veliko imputiranih vrednosti, ki malo odstopajo od pravih vrednosti. Zato
je korelacija manǰsa.
Na histogramu korelacij po maskiranih profilih genov vidimo, da so vre-
dnosti zbrane okoli ničle. Razlog je v tem, da so vse imputirane vrednosti
po posameznih profilih genov enake. Torej, za vsak profil genov vstavimo
isto vrednost v manjkajoče vrednosti. To je tudi glavna slabost metod za
imputacijo kot je metoda average (slike 4.1, 4.2a in 4.2b).
Slika 4.1: Sintetični podatki in podatki imputirani z metodo average.
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(a) Porazdelitev vrednosti in razlike
med sintetičnimi in z metodo average
imputiranimi podatki.
(b) Porazdelitev Spearmanovega koe-
ficienta med sintetičnimi in z metodo
average imputiranimi podatki.
Slika 4.2
4.1.2 Metode scvi, scvis, pCMF
Prikazali bomo rezultate samo za metodi pCMF in scvis. Metoda scVI je
zelo podobna metodi pCMF.
Na sliki 4.3 so si vsi trije grafi zelo podobni. Razlog, zakaj je razlika
tako podobna sintetičnim podatkom je, da metoda pCMF poleg imputacije
podatkov spremeni velikostni red podatkov, ki je zelo majhen. Zato je raz-
lika skoraj čisto podobna pravim podatkom. Omenjeno se lepo vidi tudi na
sliki 4.4a. Vrednosti imputiranih podatkov so izredno majhne v primerjavi s
pravimi podatki.
Za primerjavo so torej najbolj zgovorne korelacije po profilih celic in po
profilih genov. Na sliki 4.4b lahko vidimo precej močne korelacije tako po
maskiranih kot po nemaskiranih vrednostih. To pomeni, da je bila imputacija
v resnici zelo dobra.
Pri metodi scvis imamo prikazana latentna prostora 4.5, ki nam ju da
metoda iz znanih podatkov in podatkov po procesu vstavljanja ničel. Na
naslednji sliki 4.6 pa imamo razliko med istoležnimi pari korelacij sosednosti
celic.
Idealno bi bile vse vrednosti nič. Na sliki 4.6 so namesto tega vrednosti
precej dobro zbrane okoli ničle. Tako da lahko rečemo, da je bila imputacija
22 Gašper Jelovčan
pri sintetičnih podatkih zelo uspešna (slike 4.3, 4.4a, 4.4b, 4.5 in 4.6).
Slika 4.3: Sintetični podatki in podatki imputirani z metodo pCMF.
(a) Porazdelitev vrednosti in razlike
med sintetičnimi in z metodo pCMF
imputiranimi podatki.
(b) Porazdelitev Spearmanovega koe-




Slika 4.5: Latentna prostora pri metodi scvis za sintetične podatke.
Slika 4.6: Porazdelitev razlik Spearmanovega koeficienta med sintetičnimi in
z metodo scvis imputiranimi podatki.
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4.2 Rezultati na bioloških podatkih
Biološki podatki, ki smo jih uporabili za vrednotenje metod za imputacijo,
so dostopni na povezavi https://github.com/Gasperforyou/Imputation-
module/tree/master/data. Zaradi lažje berljivosti, tudi tukaj nismo prika-
zali vseh rezultatov.
4.2.1 Povprečje, uteženo povprečje, mediana
Podobno kot pri sintetičnih podatkih se lahko na sliki 4.7 razloči, da so
vrednosti po profilih genov (v stolpcih) bolj enovite pri imputirani matriki kot
pri pravih podatkih. To se vidi tudi pri izračunanih korelacijah po maskiranih
profilih genov, kjer so vrednosti zbrane okoli vrednosti nič.
Na sliki 4.8a se prav tako pokaže, da je razlika med biološkimi podatki in
imputiranimi vrednostmi zbrana okoli nič. To je ravno tako pokazatelj, da
imputirane vrednosti odstopajo od pravih, in da zato morda niso tako dobra
ocena (slike 4.7, 4.8a in 4.8b).
Slika 4.7: Biološki podatki in podatki imputirani z metodo average.
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(a) Porazdelitev vrednosti in razlike
med biološkimi in z metodo average im-
putiranimi podatki.
(b) Porazdelitev Spearmanovega koefi-
cienta med biološkimi in z metodo ave-
rage imputiranimi podatki.
Slika 4.8
4.2.2 Metode scvi, scvis, pCMF
Na slikah za metodo scVI 4.11 in 4.12a se pokaže, da so vrednosti dru-
gačnega velikostnega reda. Klub temu se vizualno vidi, da so podatki tudi
slabše imputirani kot pri metodi pCMF (sliki 4.9, 4.11). Tukaj bi morali biti
imputirani biološki podatki podobni biološkim podatkom, le da so namesto
ničel pri imputiranih podatkih vstavljene ocene.
Pri korelacijah po profilih celic in genov za metodo scVI 4.12b lahko
vidimo, da so bili podatki dokaj dobro imputirani. Čeprav so rahlo slabši od
metode pCMF pri bioloških podatkih 4.10b. Tukaj je bolje, da so korelacije
čim večje, oz. blizu vrednosti 1.
Na slikah 4.13 in 4.14 smo primerjali tudi imputacijo pri metodi scvis. Na
sliki 4.13 se vidi, da sta oba latentna prostora v grobem podobna. Kar kaže
na kvaliteto imputacije. Na sliki 4.14 vidimo, da so vrednosti zbrane okoli
ničle samo pri zgornjem grafu, pri spodnjem pa niso. Torej, imputacija ni
bila tako dobra, kot bi lahko bila. (slike 4.9, 4.10a, 4.10b, 4.11, 4.12a, 4.12b,
4.13 in 4.14).
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Slika 4.9: Biološki podatki in podatki imputirani z metodo pCMF.
(a) Porazdelitev vrednosti in razlike
med biološkimi in z metodo pCMF im-
putiranimi podatki.
(b) Porazdelitev Spearmanovega koe-




Slika 4.11: Biološki podatki in podatki imputirani z metodo scVI.
(a) Porazdelitev vrednosti in razlike
med biološkimi in z metodo scVI im-
putiranimi podatki.
(b) Porazdelitev Spearmanovega koefi-




Slika 4.13: Latentna prostora pri metodi scvis za biološke podatke.
Slika 4.14: Porazdelitev razlik Spearmanovega koeficienta med biološkimi in
z metodo scvis imputiranimi podatki.
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4.3 Sklep
Na podlagi pridobljenih rezultatov sklepamo, da metode average, median in
uteženo povprečje niso najbolj primerne za imputacijo podatkov. Najbolǰsa
za imputacijo podatkov se je, zaradi podobnosti s pravimi podatki in do-
brimi rezultati korelacij, izkazala metoda pCMF. Takoj za njo bi postavili
metodo scVI, ker podobno dobro imputira podatke, vrednosti korelacij po
različnih profilih pa so nižje od metode pCMF. Ne moremo trditi, da je me-
toda scvis najslabša. Težko jo primerjamo z ostalimi metodami, ker smo
naredili drugačno primerjavo uspešnosti za to metodo. Zato jo tudi posta-
vljamo nekje v sredino. Težko rečemo, da je bila katera izmed metod posebej
slaba, bi pa za dane podatke v diplomski nalogi, predvsem zaradi visokih




V diplomskem delu smo na kratko predstavili podatke sekvenciranja posa-
meznih celic (ang. single cell) in težave z redkostjo le-teh. V procesu se-
kvenciranja posameznih celic mnogokrat ne zabeležimo vrednosti ekspresije
naključne podmnožice genov, kljub temu, da so se geni izrazili v celici. Zato
potrebujemo metode za imputacijo podatkov, ki poskušajo oceniti manj-
kajoče vrednosti.
V diplomskem delu smo najprej predstavili metode za imputacijo viso-
kodimenzionalnih podatkov. Od najpreprosteǰsih metod kot so povprečje,
uteženo povprečje in mediana, do bolj kompleksnih kot so metode pCMF,
scvis, scVI. V istem poglavju smo opisali postopek za primerjavo uspešnosti
metod.
Nato smo predstavili razviti modul scimpute. V njem smo implementirali
razred ScImpute, kjer so zbrane metode za imputacijo ter metodi za primer-
javo uspešnosti. Modul poleg tega razreda vsebuje tudi funkcijo za umetno
generiranje podatkov in funkcijo za umetno napihovanje podatkov z ničlami
(vstavljanje ničel). Poleg tega smo na kratko predstavili knjižnice, ki smo jih
uporabili za implementacijo naših rešitev.
Na koncu smo še prikazali rezultate vrednotenja metod in jih na kratko
pokomentirali. Ugotovili smo, da imajo metode povprečje, uteženo povprečje
in mediana svoje pomanjkljivosti. Zato smo testirali še metode pCMF, scvis,
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scVI, ki dajo bolǰse rezultate. Pokazali smo tudi, da je metodo scvis težko
primerjati z ostalimi, ker je način izračuna ocene uspešnosti zanjo drugačen
kot za ostale metode. Naredili smo sklep, da podatke najbolje imputira
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