Gr obner basis method
The algebra leading to the theory described in this paper assumes that the observations and the design points are without error, that is we study the identi ability of the GLM component o f a g i v en model. In other words Gr obner basis methods treat the identi ability problem for the deterministic part of linear regression models given a design. We recall very brie y some basic notions. A design is here a nite set of distinct points in R m where m is the number of independent factors in 1 the experiment. We consider models of the type (x) = X x + "(x) (1) where the sum is nite, x runs over R m and x 's are monomials or terms: x = thus the theory of polynomial ideals can be applied. 3 The Gr obner basis methods lead to a very natural class of identi able models. 11 
Term-orderings
One of the main objects in this paper is a term-ordering. A term-ordering is a total ordering on the set of all monomials, x or GLM components of any possible polynomial model in a given number of factors. Moreover such a total ordering has to be compatible with the simpli cation of monomials, that is x x if x divides x , equivalently if there exists x , 6 = ( 0 : : : 0) such t h a t x = x x . In particular x 1 for all 6 = ( 0 : : : 0).
Given a term-ordering, , a nite subset G of a polynomial ideal I is a Gr obner basis of I with respect to if (i) G generates I, that is for all f 2 I, f = P g2G s g g for certain polynomials s g (ii) hLT (f) : f 2 Ii = hLT (g) : g 2 Gi where for a set of polynomials A, hAi is the ideal generated by A according to (i) and LT (f) is the largest term in f with respect to .
Given a term-ordering, , a G r obner basis of the design ideal, G = fg 1 : : : g t g is computed. A R-vector space basis of the quotient space R x 1 : : : x m ]=hGi = R x 1 : : : x m ]=Ideal(D) is given by the monomials not dividing any of the leading terms of the Gr obner basis. We call this set of monomials Est where the subscript stresses the dependency on the term-ordering. Sometimes we write Est (D) w h e r e D is the design. The set Est is a saturated set, that is it has as many elements as design points, and can be used as support for an identi able, saturated linear model as in (1)
where 's are identi able parameters, M holds the model terms and`( (x)) is the deterministic component of the model (x). The set Est has the structure of an order ideal, equivalently it gives a hierarchical model structure. McCullagh and Nelder speak of functional marginality. 9 That is if a higher order term is included in Est then its factors are also included. In particular the intercept is always identi able. Notice that the matrix X for the design D and the model M is full rank and for M = Est the matrix X is invertible.
The above t e c hnology makes use of computer algebra packages such a s M a p l e and CoCoA. 2 4 As an example consider the two-dimension ve-point design
We c hose the term-ordering given by the matrix A (see Section 3) The key to the present w ork is to translate the kind of structural requirements of the design (blocking, favourite factors, etc.) into the structure of the matrix A.
Note rst that a term-ordering has associated an initial order on the factors:
x j precedes x i in the initial order if x i x j in the term-ordering. Next, under a lexicographic ordering such a s plex all possible monomial terms in x 1 would appear in Est before those involving x 2 etc. Under a \graded" ordering such a s tdeg all possible terms of total degree r would appear before those of degree s, r < s . Recall that the total degree of x is P m i=1 i . We can combine these two ideas together by blocking the ordering matrix It is important to note that the term \blocking" here is di erent from the usual meaning in experimental design. Between blocks a plex type ordering operates but within a block, x (t) the monomial ordering would be as given by A t . For example the \within-block" ordering could be tdeg.
Thus factors in block A k will appear in Est before factors in other blocks. A simple but important example is where one factor has a complex output relationship and the other factors are simpler, something which occurs in repeated measurements. 7 Then, factor one would be in a block on its own and the remaining factors treated with, say, tdeg.
One could build up total term-orderings in m factors in more general ways which include the above b l o c king method. It is clear that a term-ordering on m factors induces an ordering on each subset of factors by projection. The blocking method is one way of building orderings from the bottom up. Referring to the integer representation of term-ordering de ned in Equation (2), separated orderings on Z p and Z q are combined to de ne an ordering on Z p+q .
Blocking and classical structures
Simple crossed experiments correspond to the so-called minimal fan designs and have a unique Est, whatever the monomial ordering. In this case Est consists of crossed models and we write, for example, A B. Thus for a full factorial design with l i levels in the ith dimension (i = 1 : : : m ) the corresponding Est is the \full factorial" model with terms x k1 3 and only mention the main de nition and theorem as S-polynomials are the main tool to prove t h a t a polynomial set is a Gr obner basis. Given a term-ordering, the S-polynomial associated with two polynomials f and g is
where LCM stands for least common multiple. One can prove that a set G is a Gr obner basis for an ideal I with respect to if G I and the remainder of the division of the S-polynomial for each pairs (f g) w i t h f g2 G is zero. The relationship between term-ordering blocking, described above, and the classical structures makes itself felt in the analysis of variance, via special orthogonal polynomials associated with the term-ordering. We simply construct orthogonal polynomials in the usual way considering terms in the ordering determined by the term-ordering. 6 Finally we refer to Fontana, Pistone and Rogantin (1999) for the analysis of two-level factorial fraction designs. 5 5. Applications
Favoured factors
We present now an example where certain factors are favoured. The design is a subset of a much larger design for an engine emission experiment. In the considered design there are eight factors and 105 distinct data points. Two factors are speed and load and the other six factors are engine design factors. For twelve c o m bination of speed/load there are 26 combinations of the design factors. In general in engine mapping, speed and load can be favoured over design factors. This is achieved by choosing a term-ordering where engine speed and load are in a smaller block and design factors in a higher block. Within a block a tdeg term-ordering applies. This choice of term-ordering will make higher order terms in speed-load favoured over those for the design factors. The design was given as a matrix whose rst column corresponds to speed, the second to load and so on. The matrix for the term-ordering is then The Gr obner basis computation was performed using the computer algebra package CoCoA 2 and it took less than 35.81s of cpu time on a SiliconGraphics machine (see http://euridice.tue.nl). Tables 1 and 2 give the set of leading terms of the Gr obner basis and the set of identi able terms respectively. Notice that the linear and the constant terms are all identi able. Also all the second order interactions involving x 1 and x 2 are identi able, except x 2 1 .
Higher powers of x 2 are favoured over powers of x 1 . This follows from the fact that amongst the leading terms there is a lower power of x 1 , namely x 2 1 and a higher power of x 2 . The initial ordering corresponding to the term-ordering given by A above i s x 3 : : : x 8 x 1 x 2 . By swapping the rst and the second column in the ordering matrix A for the ordering above the initial ordering on the factors changes to x 3 : : : x 8 x 2 x 1 . In this case the factor x 1 would have been favoured over x 2 and higher powers of x 1 would appear in Est instead of powers of x 2 .
The set Est can be used as a starting set of terms on which t o o p e r a t e a b a c kward stepwise regression or similar methods in order to t a model to the data set.
Above w e h a ve suggested that by c hanging the ordering di erent Est sets can be obtained. In Section 5.2 this idea is developed leading to the notion of fan of a design. Sometimes it is useful to orthogonalise the obtained Est set of identi able terms with respect to the term-ordering used to compute Est itself. 6 In our example the terms involving x 1 and x 2 only would be orthogonalised rst as they are smaller in the chosen ordering. For completeness Ta b l e 3 s h o ws the set Est ordered with respect to the ordering given by A, smaller terms come last.
Maximal fan designs
The Gr obner basis method provides a background theory for constructing designs which maximise the number of di erent i d e n ti able models, a type of robustness. Given a design D on R m one could vary all the possible term-orderings and determine all the Est-type models identi able by D. The set so obtained is called the algebraic fan and is a subset of all the models identi able by D, with an order ideal structure and with exactly as many terms as there are design points. This last set is called the statistical fan. A classical result in algebraic geometry tells us that the algebraic fan is nite, despite the fact that there are in nite term-orderings. 15 Moreover the fan de nes an equivalence relation over the set of term-orderings, that is two term-orderings 1 and 2 belong to the same class of equivalence with respect to a design D if they give rise to the same identi able set. The identi able sets are called leaves of the fan.
Designs may be classi ed according to how m a n y l e a ves are in their fans. Thus we talk of minimal fan designs for designs whose statistical fan has only one leaf. Examples are full factorial designs and echelon designs. The term maximal fan designs refers to those designs whose fan (both algebraic and statistical) includes all the models with an order ideal structure and with exactly as many terms as there are design points. There always exists a design whose statistical fan is maximal. 1 The algorithms to compute directly the algebraic fan of a design, and known to the authors, are computationally too intensive to actually be useful in large complex designs. Nevertheless it has been noted that a random design is maximal fan with probability one. 1 Work on maximal fan designs is in progress.
Mixture experiments
Understanding confounding and orthogonality in mixture experiments remains a problematic area in the design of experiments. Mixture experiments present a particularly interesting class of problems for application of the Gr obner basis method. This is because the simplex condition P m i=1 x i = 1 (sum of proportions is one) imposes an additional algebraic condition and the polynomial P m i=1 x i ; 1 belongs to the design ideal. By applying directly the Gr obner basis method at least one of the factors will never be in the identi able set because of the simplex condition. The polynomial models which arise as models under this new condition are not fully determined in that the condition allows transformation between di erent representations.
As an example let us consider the following three factor 6-point design Notice that the mixture condition x 1 + x 2 + x 3 ; 1 comes directly as a G-basis element, and shows that this holds on the design points. For some design/termordering pair, namely when more than one linear term does not appear in Est, the simplex condition is not an element of the (reduced) Gr obner basis but still it belongs to the design ideal.
The leading terms for the previous example are is identi able as the design matrix is invertible. But the Sche e model will never be recovered directly as an Est set because it has not an order ideal structure. For example it does not include the constant term 1. Nevertheless it can be retrieved by exploiting the aliasing conditions de ned by the Gr obner basis equations. 12 Note that the four models above, including the Sche e model, are vector space bases of the quotient s p a c e R x 1 x 2 x 3 ]=Ideal(D).
Each element of the quotient space represents models aliased with each other and in particular models that have the same values at the design points. In the example x 1 is aliased with 1 ;x 2 ;x 3 because of the equation x 1 + x 2 + x 3 ; 1 = 0 . Thus the e ects of including x 1 or 1 ; x 2 ; x 3 in a regression model are the same.
We now look at a problem derived from a real case study. Table 4 represents the experimental design for a mixture experiment with factors x 1 : : : x 9 . It is not the role of this paper to discuss the nature or quality of the design. Also the outputs are not considered as the present w ork is concerned with the e ect of using di erent term-orderings on the identi able set. The background is that x 1 : : : x 9 are proportions of materials in an experiment on the design of composite materials.
Classical mixture experiments o er various identi able models. For example for quadratic models with the constrain x 2 x 3 x 5 x 6 x 7 x 8 x 9 x 2 x 7 x 2 x 8 x 2 x 9 x 3 x 7 x 3 x 8 x 3 x 9 x 5 x 7 x 5 x 8 x 5 x 9 x 6 x 7 x 6 x 8 x 6 x 9 x 2 7 x 7 x 8 x 7 x 9 x 2 8 x 8 x 9 x 2 9 In this version the two factors x 1 and x 4 are not included in the model. This is due both to the simplex condition and choice of the term-ordering for which monomials involving x 4 and x 1 are larger than monomials not involving x 4 and x 1 . Recall that the rst column of the matrix B is multiplied by x 1 , the second column by x 2 and so on according to (2) .
It is advisable to use statistical techniques to help in the choice of the initial term-ordering and the term-ordering in general. For example, a prior screening on the initial factors can suggest an initial ordering. In the example above such an analysis suggested that x 1 and x 4 were the less in uential factors. This, coupled with some knowledge of the speci c case study, makes Gr obner bases a powerful tool in the analysis of non standard experiments. 
