Multiple neural network systems have been demonstrated to improve performance on tasks such as classification and regression when compared to single neural networks. Whilst there has been significant focus on understanding the theoretical properties of certain types of these multi-net systems, such as ensembles, there has been little theoretical work on understanding the properties of the generic combination of networks. In this paper we provide an abstract, formal framework in which the generic combination of neural networks can be described, and in which the properties of the system can be rigorously analyzed. We achieve this by describing multi-net systems in terms of partially ordered sets and state transition systems. By way of example, we explore an abstract version of backpropagation applied to a generic multi-net system that can combine an arbitrary number of networks in sequence and in parallel. By using the framework we show with a constructive proof that if it is possible to train the generic system, then training can be achieved by an abstract version of backpropagation.
Introduction
Neural network research has reached the stage where we have at least good understanding of the most popular architectures and algorithms (cf. [4] ), and yet there remains a significant gap between the capabilities of such networks compared to the capability, say, of the human brain. Whilst improved learning algorithms allow us to achieve good levels of performance on tasks such as regression or classification, neural networks fall short of the equivalent complexity of biological systems. One way in which the performance and capability of artificial neural systems has been improved is through the combination of multiple networks [19, 23] . These multinet systems [33] are simply ways in which networks can be combined into a cohesive architecture, often with a specific learning algorithm (for example [6, 13, 20] ), and whilst they still fall short of biological complexity, they have been used to demonstrate improved performance and capability in a number of areas, including regression [29] , classification [23] and, perhaps more relevantly, computational modelling [19] .
Whilst these combined systems have proven popular, our formal understanding of their properties and capabilities is not complete.
For ensembles, our understanding depends upon the task, either regression or classification [8] . Other architectures require a more specific configuration of the components and choice of learning algorithm [22] . In general this means that the choice of an optimum topology and parameterization is a matter for experience driven trial-and-error, often without knowing if convergence to a stable solution is possible, or whether a simpler solution is better. To overcome this, a formal understanding of these systems is therefore desirable to remove such uncertainties. Whilst statistical analysis is proving useful for specific architectures [7, 14, 34, 37] , there has been little work on expanding this to a generic framework in which all such multi-net systems may be described.
In this paper we provide an abstract, general theory of multi-net systems using a framework in which the generic combination of networks can be described, and in which the properties of the system can be rigorously analyzed. To achieve this we use partially ordered sets to describe the topology and parameterisation of the combination and components, together with notions of transition systems to describe the dynamics of the interaction of the components during the feedforward and learning phases. Such techniques have been used successfully in a number of domains. This novel application of set theory provides a framework in which we can prove properties of combined systems.
In particular, we provide a constructive proof of the existence of a supervised learning algorithm, based upon an abstract notion of backpropagation, which can be used to train a generic multi-net system, such that the parameters of the system converge to meet a specific criterion function. Importantly, this is achieved without resorting to specific details of the components involved, except to provide necessary constraints. In section 2 of this paper we provide a background to multi-net systems and existing work on formalism. In section 3 we provide the framework to formally define the topology, parameterization and learning algorithm of a multi-net system. In section 4, we consider how an abstract form of backpropagation can be used to train a generic multi-net system for a supervised learning task. In section 5 we conclude with a discussion on the limitations of the proposed framework and put this into context with current work.
Multi-net systems
The idea of combining components together to form a cohesive system which is more capable than its individual parts is not a new one, even for neural networks. For example, Hebb's discussion on learning includes the concept of 'superordinate' systems built from integrating cell assemblies [18] , which for us of combinations of networks.
This idea of a combination of neural components has been used successfully for computational models of cognitive abilities (for example, [16, 31] ), appear to be a natural extension of the neural modelling paradigm, building from neurons, to layers, to networks [19] , and some such architectures have even been linked to functional specialism [15] .
Particular multi-net architectures, or in general combinations of statistical learning techniques, have demonstrated tangible performance improvement on tasks such as regression [29] and classification [23] . Broad types of combination include ensemble, modular and hybrid systems [33] , but more detailed taxonomy do not recognize such clear divisions, with the behaviour of parallel, sequential and hybrid types of architecture dependent upon the process of learning [28] . Here, the choice of learning algorithm can make such systems cooperative (typically ensembles), competitive (modular), static (pre-configured prior to combination) or dynamic (configured in-situ), for the same or similar configurations [32] .
Exemplars of modular systems are the mixture-ofexperts (ME) and the hierarchical mixture-of-experts (HME) architectures [20, 21] , in which a task is automatically decomposed into sub-tasks solved by individual expert networks using a competitive algorithm to essentially allocated patterns to experts. With a particular configuration and algorithm, convergence properties are known [22, 27 ], yet such a specific result does not apply to the more general use of ME, some of which has proven popular for different simulations [2, 12] Ensemble systems have also proven popular with the development of algorithms such as AdaBoost [13] and negative correlation (NC) learning [25] . Whilst properties of ensembles for regression problems are mostly well understood [7, 29] , especially with the recent linkage of the Ambiguity [24] and the bias-variance-covariance [35] decompositions to learning in NC, which results in being able to understand how to construct an accurate regressor, given the use of a quadratic error function [9] , there is only limited theory [14, 34] for ensembles of classifiers (multiple classifier systems) with no complete understanding of how accurate ensemble classifiers can be constructed.
Whilst there is a good theoretical understanding of ME and HME, and a developing understanding of ensembles, there is no such theory for other types of multi-net system. Examples include sequential systems [11, 26] , hierarchical clustering techniques, or adaptive combinations [36] . Furthermore, architectures consisting of ad-hoc combinations of networks are also popular in computational models of brain function and behaviour, such as language [1] , numeracy [16] and emotion. Yet despite a lack of understanding of the properties of the combined system, we know significantly more about the individual components, which it would be useful to apply to the combined system.
Attempts have been made to define a theoretical framework that can be used to describe a more general class of multi-net system. Parallel (cf. ensembles) and sequential combinations of networks were formalized by Bottou and Gallinari [5] , in which they explored ways in which combinations of learning algorithms could be defined. Amari [3] defined a stochastic model of neural networks that was used to describe both single network and multi-net systems (the ME architecture), and which could be extended to other types of combination. In a similar way, the formal definition of the HME architecture and algorithm [21] could also be extended to more general types of multi-net system. Kittler, Hatef, Duin and Matas [23] also recognized the need for a theoretical framework for describing combinations of classifiers, but their work was restricted to a particular configuration, namely the parallel combination of classifiers (or networks), as used in an ensemble. Whilst each of these have abstracted some of the properties of the components, for example the types of component [23] , none consider how properties of the whole system might be rigorously analysed. If we are to understand such properties of a more general class of multi-net system, important perhaps for the construction of improved models of the brain and other more complex systems, then we must develop a generic formal understanding of these systems and use knowledge of the components to infer properties of the whole -something that can only be achieved in a rigorous formal framework.
In this paper we view multi-net systems from the perspective of set theory using partially ordered sets. The starting point for the work reported here is Casey [10] . He used directed trees to define the generic architecture of multi-net systems, together with a framework for the description of the associated learning algorithm. However, like previous work, this lacked sufficient rigor to explore the properties of such systems further. In this paper we build upon this work by considering combined systems generically by developing an abstract model of multi-nets. The model is abstract in that it represents multi-net topologies in terms of partially ordered sets, with weights considered non-numerically in terms of abstract parameterizations, together with activation functions dealt with as functions. We also formalize the notion of a feedforward state of the system (the production of an output given a set of inputs), and the concept of learning as a strategy to change the parameterization of the system to one that satisfies a predicate function (more properly, an extension of a predicate), modelling convergence to some defined state. We provide this formal description so that the abstract properties of the generic class of multi-net systems can be analyzed.
However, whilst providing a formal framework is useful to consistently define multi-net architectures, it is only really useful when used to discover properties of the combined system that were not previously known. Consequently, in this paper we present results from the application of the formalism to understanding how supervised learning can be achieved in a generic system. The system is generic in the sense that we do not specify topological constraints on the components, such as the type of network or neurons. In particular, we describe a simple multi-layer perceptron (MLP) as a multi-net system, go on to define the abstract notion of backpropagation learning in this system, and then prove that, if we have any type of feedforward multi-net system used for a supervised learning task, that if we can precisely define the convergence predicate, then there exists a learning algorithm, based upon the abstract form of backpropagation, that can be used to train the system. Whilst this is perhaps intuitive given that we have defined an MLP as a multi-net, the significance is in the generality of the result: we do not require that the system consists of neurons, perceptrons or indeed, and other type of network, rather, our constraint lies in being able to describe the system using the formalism only, with the concepts of feedforward stable states, but only in the necessity to define a suitable convergence function. The limitation is that, whilst this is a demonstration of the usefulness of abstracting combinations of networks, in order to prove practical, the detail of the strategy and associated predicate must be provided, something that we do not provide, since we only show existence.
From multi-nets to state transition systems
In this section we present the basic mathematical concepts underlying the work presented here. The first of these is that of a partially ordered set, which we use instead of directed trees to describe the topology of a multi-net system (and visually via a Hasse diagram). The second is that of a transition system, which provides us with the means to model dynamical aspects of these systems (both feedforward and backward).
Partial orders
Casey [10] pictures multi-nets as directed trees, but we shall find it convenient to treat these from the point of view of partially ordered sets. A partially ordered set consists of a set V and a relation on V , which we shall denote by ≤ . If V v u ∈ , , then we shall interpret v u ≤ to mean that is either equal to or lies below u v , where the root of the tree lies above all other nodes. In general, the relation ≤ satisfies three conditions; if
, then:
We write v u < if v u ≤ and v u ≠ , and we write v u ≤ / if v u ≤ is false. We add an additional constraint to this formulation to avoid two separate branches of the tree from being connected 1 . For :
Finite partial orders (that is to say, partial orders where is a finite set) may be represented pictorially by a Hasse diagram, in which elements of the set are represented by nodes, and the existence of a sequence of arrows from, say, to indicates
. Fig. 1a ) shows a Hasse diagram for an ensemble where three networks are combined in parallel. In this diagram
. In general, we say that A framework, is a finite, non-empty partially ordered set with a root node, satisfying (1) . We also define a relation < on V by: 
is a leaf of and in general, we define:
So far we have provided a formal notation and informal depictions (via a Hasse diagram) of how we can describe a multi-net system. Indeed, this description is quite generic and does not yet constrain the characteristics of the nodes themselves. We next look at how the dynamics of a multinet system can be described.
Transition systems
In our discussion of the dynamics of feedforward multinet systems, we shall use the language of transition systems.
A transition system T is composed of a non-empty set of states, a non-empty set Q A of actions and a relation , the transition relation of T . by an arrow from to q labelled .
If we consider a feedforward multi-net system, such as an ensemble, then states describe static conditions of the multi-net, and actions transform one static situation into another. Such an action occurs when an individual node takes the values on its inputs, evaluates the output, which will also depend on its current local parameterization, and transmits it, either to a parent node or to the output of the entire multi-net. In this way the networks within the system take input, change state and pass on their output.
At the beginning of the feedforward sweep, the inputs to the nodes and the local parameterizations have specific values (for example, the weights). Changes to this state as a result of applying the input depend upon these parameters and the node functions. A state, therefore, is embodied by a function associating nodes to values and parameterizations. An action involves an activation of a node, altering the value at its output. These dynamics may be described by execution sequences.
If x is a sequence of actions and , then we define , providing that:
We shall say that an execution is maximal from if and only if for no and
such that q′ is the maximal state from . We shall prove 
Multi-net systems: feedforward state
We now use the idea of a framework and of a transition system to define a feedforward multi-net system.
One of the points of this paper is that many aspects of the combination of networks can be described and analysed with no reference to numerical issues. For example, Theorem 2 (section 4.3) shows that any reasonable training scheme can be achieved by backpropagation. The proof would be much more complicated if we focussed on the numerical properties and such systems. However, once the existence of the proof is established, it is necessary to make it more concrete to be of use.
With this in mind, we take an abstract view of a multinet system. We assume that each node is a network or some combination (such as a weighted average), and that instead of referring to weights, we suppose that each node V v ∈ is associated with a set of parameters v Θ . Likewise, we do not refer to an activation function, but that each node V v ∈ is associated with a function v φ that takes the values on the node's inputs and calculates an output, depending on the current value of its local parameters. We shall also assume that each node is associated with a set of output values.
v is not a leaf node, then there are distinct nodes such that , for each so that . We can therefore consider inputs to to be vectors with coordinates . Technically, an input vector to
a function that maps the children of v to the union of the outputs of each child:
with the property that
. The set of all such vectors x constitutes the input space of v in V and will be denoted by . For uniformity, in the case of nodes , we shall define , so that the inputs to will belong to a set , which are the overall inputs to the system. The input space of may now be defined as for non-root nodes. We are now in a position to give a formal definition of a multi-net.
A multi-net is defined to be a triple , where:
is a multi-net framework (Definition 1);
is an indexed family of parameterization sets Θ 
We shall now describe the feedforward dynamics of the system. If we consider the parameterization of the multinet to be fixed (learning will be dealt with later), then what changes during the feedforward sweep are the values on the outputs of the nodes. We assume for the moment that the external inputs to the multi-net remain unchanged. We may therefore define a feedforward state to be a function that maps the framework to the union of the outputs of each node feeding the system output:
where
gives the value residing on the output of the node , and
gives the value on the input to the leaf v . Let N Σ denote the set of all feedforward states of the multi-net . What will change a state is the activation of some node, as it computes its output from the current input. We may therefore consider V as the set of actions. The transition relation for these states will depend on the parameterization of the multi-net. We may represent a parameterization by a function that maps the framework to the union of all the node parameterizations:
We are now interested in describing relations 
and so we can define a vector
What we are interested in is the output of the system for a given state, defined as the feedforward state of each component node -we give inputs to the system and propagate these through to the output in a single pass. To achieve this, we define the notion of stability. Let us say that a node V v ∈ is stable in state
, otherwise, it is unstable.
A node is stable in a given state with respect to a given parameterization if its output equals the value computed by the node from its inputs in that state and its local parameters.
We may now define
which is the operation of the action v θ → that moves the node from state v σ to state ′ σ , where stable with respect to θ . For completeness of the formalism, we need to determine whether we have an output defined for a stable multi-net. Such an output is obtained by feeding inputs to the system and allowing them to propagate up to the output nodes, such that each node itself becomes stable. The output state is the maximal execution of the system. 
which is the set of nodes , such that all are stable. We observe:
We may now argue by induction on
so σ is stable, from 1), and
. cannot be stable, since if it were, with w
By induction, there exists a maximal execution
is a maximal execution. □ Given a stable state of the system, we need to know that the system output is predictable, such that whenever we have two states of the system with identical parameterizations that the same inputs lead to the same stable states, i.e. outputs. 
Proof. Define
which is the set of nodes , such that all the outputs of the nodes from the two states are equal. We observe that
. It is also the case that
We
T w ∈
, the required contradiction. □ Given these two propositions, we may now describe the function computed by a multi-net in a given configuration. But first we need to define the input and output sets of a network. 
In this section we have defined the feedforward operation of a multi-net system using partially ordered sets and state transitions. Along the way we have had to provide formal proof of certain properties of these systems to ensure completeness and rigor (such as the stable and predictable output of the system). Whilst this is perhaps lengthy, this formal approach is necessary in order to provide a solid foundation for the exploration of multi-net system properties. However, as yet, we have not discussed the concept of learning in these systems, which we tackle next.
Multi-net systems: strategies for learning
We now turn to the training of multi-nets, and specifically to systems governed by some criterion function that can be used to measure the convergence of the system to the criterion. The criterion is liberal in the sense that it can specify any required stopping condition. For convenience, we can treat such criterion functions as error functions used in supervised learning systems, where the error is measured to be within a certain value. However, this does not exclude other criteria or types of learning, such as unsupervised learning systems, in which our criterion may be measured in a way not necessarily related to a target response, for example through a simple number of learning cycles.
Taking our abstract view, we consider training to be the application of an operator to parameterizations. Thus, for a given (uniform) multi-net , a parameterization
and an output , the operator will generate a new parameterization
In fact, the elements θ , x and are all aspects of a state of the multi-net. As training will take place only at stable states, we may consider to be represented by a family of functions
with the interpretation that if the multi-net has parameterization Θ ∈ θ in state ) ( N Σ ∈ θ σ Stbl , then the parameterization will be changed to ) (σ θ S .
We shall also assume that the strategy is non-trivial, that it actually does something, that is:
The feedforward process may then be reapplied to give a new stable state ) (σ θ T which is defined to be the unique .□ Training will have some form of goal, of course, and we shall suppose that this is expressed by a set; strictly speaking, the extension of a predicate:
P expresses a goal in the sense that training has
; P may be considered as the extension of a predicate defining successful training. We shall say that the family is a training strategy with respect to
In other words, the strategy converges to a parameterization in which the multi-net computes a function that satisfies the criterion.
Supervised learning for multi-net systems
So far we have provided a formal definition of a multinet system and its associated learning algorithm. The most important aspect of this approach is that it does not constrain the type of networks that can be combined. All that is required is a suitable topology, set of feedforward functions, parameters and learning strategy functions. However, whilst this definition is perhaps interesting, to be useful we need to consider example systems in which we can start to use this formal foundation to infer properties of the combined system.
In this section we consider a multi-layer perceptron (MLP) using the backpropagation algorithm [30] as a multi-net system. In this way we can think of individual layers as separate networks. This allows us to generalize the notion of an MLP to be a generic sequential (and parallel for partially connected networks) combination of feedforward networks that can be trained using an abstract algorithm (based on backpropagation).
System definition
We start by considering the simple MLP as shown in Fig. 2 , which, without loss of generality, we have considered as a two-layer network with an arbitrary number of inputs, hidden layer neurons and outputs. Each unit operates using the logistic sigmoid on the weighted summation of its inputs, and follows the standard backpropagation algorithm [30] .
We define
as a multi-net, by 1) , with and ; 
Learning as a backward pass
We now consider how this simple system is trained using backpropagation, before extending this to the concept of a multi-net system. In backpropagation, each node receives some form of instruction from its parent. Depending upon this instruction, and its current parameterization and output, it will modify its parameters and propagate an instruction down to its children. This suggests that at each node v we have a set of instructions implemented as a set of adjustment functions . We assume that each set of instructions contains an element , which is the instruction to do nothing. The adjustment functions give a new node parameterization from the output of the node:
To propagate the changes back through the system, we have instruction propagation functions:
Intuitively, modifies the parameterization at according to an instruction, its current output and current parameterization. Based on the same information,
propagates an instruction down to its child node u .
In view of the interpretation of the elements , we require:
. In fact, we would not expect any other instruction to propagate a or to leave a local parameterization as it is. We require further that:
. We shall refer to this as the strictness condition.
We adopt a state-based approach to the description of the backpropagation process. That is to say, we conceive of the multi-net going through a series of changes as the backpropagation sweeps down from the root, much like we treated the feedforward state.
A state is an instantaneous snapshot the system. Given the purpose of the and functions, we see that what the state must record are the instructions, outputs and parameters currently at each node. Consequently, we define a feedback state to be a function that maps the nodes to the union of instructions, outputs and parameterizations for each node: Putting together the node modifications together in the case of backpropagation is not quite as simple as in the case of the feedforward formalism as there is no concept corresponding to a stable state, which guarantees that each node is only modified once during a sweep. We have to impose this explicitly here. Essentially, the idea is that no node should be modified until every node has been modified. We should therefore consider sequences of the form
such that . Note that this means . Any such sequence is called a topological sort of and we denote the set of all topological sorts of V by
. We now have a function:
given by
On the face of it, it would seem that the application of the algorithm depends on the order in which it is applied to the nodes. Fortunately, this is not the case, as the following result shows.
Proposition 3. With the above notation
, if ) ( , V TS ∈ ′ α α , then ) , ( ) , ( ρ α ρ α ′ = R R , for all N Ψ ∈ ρ .
Proof. Let and define
If , then define if and only if there exists and such that
be the reflexive transitive closure of . Informally,
or α′ may be obtained from α by commuting adjacent nodes satisfying
Together, these imply the proposition. For 1), suppose that
. We also note that if 
, and as all the occur in
, and so
, by the first part of the proof, and
. Hence α α ′ ≡ , by transitivity.□ As a result, we have a function
is the new feedback state following one sweep of the algorithm. There is one further matter to consider and that is how the backward pass is initiated. We propose that this depends on a function
which compares the input with the output and issues an instruction at the node accordingly.
Let us now put all this together. We take an element
In words, ) (σ ρ represents the situation in which a feedforward has just completed with parameterization θ , no node except the root is being instructed to change and the root is to receive the instruction computed by on the basis of the current input and output of the multi-net.
Q
Although formal, this provides the necessary foundation for a backward pass of learning, but does not deal with convergence.
Convergence strategy
Definition 4 An abstract backpropagation algorithm (ABPA) for a multi-net is a triple , where
is an indexed family of instruction propagation functions , ;
is an indexed family of adjustment functions , .
We may now show how an ABPA determines a multinet learning strategy in that the strategy allows us to perform a series of adjustments to the multi-net which converges to a parameterization that meets the criterion. 
Hence, if is a topological sort of V and
. But, we observe that for any
Applying this observation to the execution sequence
, we see that
Consequently, Proof. We know that is a training strategy with respect to . We must prove strictness. Suppose that 
completing the induction step. □ In fact, strictness is all that is required for a converse to the proposition.
Theorem 2.
is a strict training strategy with respect to B S P if and only if there exists an ABPA such that
Proof. Suppose that is a strict strategy for with respect to a criterion
and for each , define
For all and , define
For the definition of the functions we need to make an observation. Since is strict, we must have 
We shall prove that B is an ABPA and that
To show that is an ABPA, we need to establish the strictness conditions. By definition , and we have noted that in this case
Next, suppose that 
Discussion
The significance of this result is as follows. If it is possible to express precisely the aims of training a multinet, that is, as an extension to a predicate, then if training is possible at all, it may be achieved somehow by abstract backpropagation.
Here then, we have considered the general form of an MLP as a multi-net system. Within the definition, although we have illustrated this with a specific topology and set of functions, we have not used these parameters to provide the constructive proof. Indeed, one aspect that we have not considered is the generality of our description of an MLP as a multi-net. We have considered, without loss of generality, a system in which there are two components (the hidden layer and the output layer), with the leaf node feeding sequentially the root node. Because of the generality of this situation, we could consider a similar system in which there are two or more leaf nodes feeding the root. This corresponds to the class of MLPs that consist of partial connections between the hidden and output layers. Furthermore, since we have not constrained the operation of the root node in terms of how it combines the outputs of the leaves, this may be achieved simply via a weighted combination without activation, or indeed weight adjustment during learning. Such a combination also describes a simple ensemble. Therefore, with one example we have considered the class of systems that encompasses fully connected MLPs, partially connected MLPs and some ensembles. Indeed, this can be further extended to those ensemble systems that use more complex combination techniques, or indeed even the ME system. A similar result was considered by Brown in his thesis [7] when he proposed the linkage between NC learning [25] , Dyn-Co [17] and ME [20] .
However, whilst we have shown the existence of a supervised training algorithm for this general class of multi-net systems, we have not made this concrete in any way.
The proof of existence is powerful, but consequently limited. To be of use, making such an algorithm concrete is essential, but obviously relies upon the ability of defining appropriate functions and parameters, something which is not trivial in itself.
Conclusion
In this paper we have provided a formal framework in which the general class of multi-net systems can be described. Furthermore, we have proven that, given an appropriately constructed partially ordered set, that there exists a learning algorithm that can be used to train the system to a given criterion, although we do not know what this algorithm might be. By way of proof, we have used backpropagation to demonstrate how such an algorithm can be constructed for this generic class of neural system.
We feel that a key contribution of this paper is that it takes a formal, abstract view of the area, abstract in that no reference is made in the model to numbers. Of course, in practical applications we need to make this concrete, but we believe that a considerable amount of neural network theory can be elucidated in its absence. Essentially, we are offering a different, and we believe novel, perspective on the problem area. This poses an interesting mathematical problem. Give an abstract multinet system and criterion, is it possible to encode the various parameters and functions so that the latter are computable, that is recursive, and that the resulting system is isomorphic (does exactly the same thing as the abstract system)?
A positive result would enhance the consequences of Theorem 2.
The next stages of this research are to consider what implications this has on existing multi-net architectures, and in particular whether this helps us to understand better multiple classifier systems, as well as exploring what properties of individual system components can be used to inform us about properties of the system as a whole. In the first instance this means looking at the properties of the combined system in order to systematically them break down to their component parts (sub-multi-nets), so that these can then be put back together to infer properties of the whole once again. 
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