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 A deterministic SIS model of dynamics on networks is presented.
 A control analysis is implemented to understand and control epidemics on networks.
 This is a practical tool which outperforms other methods of intervention.
 The sites to target emerge from interplay between dynamics and network structure.
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a b s t r a c t
In cases where there are limited resources for the eradication of an epidemic, or where we seek to
minimise possible adverse impacts of interventions, it is essential to optimise the efﬁcacy of control
measures. We introduce a new approach, Epidemic Control Analysis (ECA), to design effective targeted
intervention strategies to mitigate and control the propagation of infections across heterogeneous
contact networks. We exemplify this methodology in the context of a newly developed individual-level
deterministic Susceptible-Infectious-Susceptible (SIS) epidemiological model (we also brieﬂy consider
applications to Susceptible-Infectious-Removed (SIR) dynamics). This provides a ﬂexible way to
systematically determine the impact of interventions on endemic infections in the population.
Individuals are ranked based on their inﬂuence on the level of infectivity. The highest-ranked individuals
are prioritised for targeted intervention. Many previous intervention strategies have determined
prioritisation based mainly on the position of individuals in the network, described by various local
and global network centrality measures, and their chance of being infectious. Comparisons of the
predictions of the proposed strategy with those of widely used targeted intervention programmes on
various model and real-world networks reveal its efﬁciency and accuracy. It is demonstrated that
targeting central individuals or individuals that have high infection probability is not always the best
strategy. The importance of individuals is not determined by network structure alone, but can be highly
dependent on the infection dynamics. This interplay between network structure and infection dynamics
is effectively captured by ECA.
& 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/3.0/).
1. Introduction
Traditionally, epidemic models and control strategies have
been considered in homogeneous populations where each indivi-
dual is the same, so the transmission of infection between any two
individuals is equally likely and all individuals have the same
probability of recovery (Anderson and May, 1992; Murray, 1993).
However, real populations typically consist of individuals that have
biological, physiological, social, behavioural, spatial, or other
differences (Amaral et al., 2000; Anderson and May, 1992;
Diekmann and Heesterbeek, 2000). The underlying connectivity
between individuals, as well as other heterogeneities, can be
represented by a network (or graph) (Behzad et al., 1979;
Dorogovtsev and Mendes, 2003), which is a collection of units
(the nodes) interacting via links. Each node represents an indivi-
dual and every link between two nodes represents an interactive
relationship. Networks have also been used to represent connec-
tions between nodes comprising of collections of individuals such
as cities, communities and organisations. The impact that the
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contact structure can have on epidemic propagation has prompted
extensive studies of epidemics on networks (Bansal et al., 2007;
Danon et al., 2011; Keeling and Eames, 2005). Such studies have
increased understanding of the factors that affect the spread of
epidemics on networks, which is fundamental to the formulation
of strategies for their control. Classic control strategies apply
interventions (for example vaccinate or increase biosecurity) to
individuals chosen uniformly at random (Anderson and May,
1992), but for heterogeneous contact structures such control
strategies can be impractical. For example, on scale-free networks
it has been shown that when applying uniformly random inter-
ventions, almost all individuals have to be removed from the
transmission process in order to eradicate an epidemic (Albert
et al., 2000; Callaway et al., 2000; Cohen et al., 2000). More
generally, constraints on the number of available resources due to,
for example, limitations in the budget, time and medical person-
nel, or the possible severe side effects of interventions, necessitate
the design of targeted strategies.
Many of the existing targeted intervention strategies rank and
target nodes according to centrality measures (Borgatti, 2005)
which give an indication of how ‘central’ a node is in the contact
structure, ignoring the dynamics of the infection. Here we develop
a targeted intervention strategy that takes into account both the
impact of the contact network and the infection dynamics. We
show that by using a class of epidemic model (Sharkey, 2008,
2011) which transforms stochastic systems into approximate
deterministic ones, a systematic sensitivity analysis, or Epidemic
Control Analysis (ECA), can be performed. A practical tool for the
systematic sensitivity analysis of these random epidemic processes
on networks has not been developed in previous studies. To a large
extent this is due to the stochastic nature of these systems, making
the direct impact of speciﬁc targeted interventions difﬁcult to
determine.
We focus on infections that can remain endemic in the
population leading to a quasi-stationary distribution in the num-
ber of infectious individuals. To delineate the present study, we
mainly limit ourselves to epidemic models of the Susceptible-
Infectious-Susceptible (SIS) type (Anderson and May, 1992; Weiss
and Dishon, 1971). In these models, susceptible individuals can
become infectious through a contact with infectious individuals
and then, after a period of time, recover and return to the
susceptible state. We assume that transmission and recovery are
governed by Poisson processes. Despite their simplicity, SIS-type
models are widely applicable and have received considerable
attention, especially in the context of diseases caused by bacteria,
such as the sexually transmitted disease gonorrhea (see for
example Hethcote and Yorke, 1984). Apart from their application
to modelling the spread of diseases in human and animal popula-
tions, these models also have a range of other applications such as
modelling of the spread of viruses in computer networks (see for
example Kephart and White, 1991). We also brieﬂy consider the
generalisation of ECA to Susceptible-Infectious-Removed (SIR)
epidemic dynamics in which infectious individuals recover from
the infection permanently (Anderson and May, 1992; Hethcote,
2000; Kermack and McKendrick, 1927).
In the next section we discuss the structure of the underlying
SIS model and the ECA methodology. In addition to synthetic
networks, we also apply this to two real-world networks, the
Guppy network (Croft et al., 2004) and the Co-authorship network
(Newman, 2006), to investigate real-world heterogeneous struc-
tures which are not found in more idealised networks. Although
not directly derived from epidemic observations, these networks
represent social interactions which typically underpin epidemic
dynamics. We then show that ECA gives superior results to other
methods and uncover some novel and possibly emergent proper-
ties of control. Matlab codes for the solution of the SIS model and
for the implementation of ECA on arbitrary networks are provided
as Supplementary material.
2. Methods
We ﬁrst describe the individual-level moment-closure SIS
model and the implementation of ECA. We also discuss how we
could apply ECA to SIR-type dynamics. This is followed by a
description of four methods for identifying inﬂuential nodes on
contact networks which we use to benchmark the ECA
methodology.
2.1. The SIS moment-closure model
We develop an approximate deterministic SIS model at the
individual level for the study of complex epidemic dynamics on
arbitrary static networks. The model is based directly on the
construction of the deterministic SIR epidemic models of
Sharkey (2008, 2011) (see also Nagy and Simon, 2013 where the
same SIS model has been developed in the special case of
epidemics propagated on the cycle graph).
A network of N nodes can be described by the adjacency matrix
G, where Gij ¼ 1 if node j is connected to node i and Gij ¼ 0
otherwise, and where i; jAf1;2;…;Ng. We assume that there are
no self-contacts; Gii ¼ 0 8 iAf1;2;…;Ng.
For SIS dynamics, we suppose that a node iAf1;2;…;Ng is
either in the susceptible state with probability 〈Si〉, or the infec-
tious state with probability 〈Ii〉¼ 1 〈Si〉. We assume that the
transition between the two states is described by a Poisson
process. The transmission of the infection between the nodes
can be represented by the transmission matrix Twhere element Tij
is the rate at which an infectious node jAf1;2;…;Ng transmits the
infection to a susceptible node iAf1;2;…;Ng through a direct
contact and Tii ¼ 0 8 iAf1;2;…;Ng. Tij is thus a weighted adjacency
matrix. An infectious node i recovers and enters the susceptible
state with recovery rate γi. The stochastic dynamics are consistent
with the following equations:
_〈Si〉 ¼ ∑
j
T ij〈SiIj〉þγi〈Ii〉; _〈Ii〉 ¼∑
j
T ij〈SiIj〉γi〈Ii〉; ð1Þ
_〈SiSj〉 ¼  ∑
k;ka j
T ik〈IkSiSj〉 ∑
k;ka i
T jk〈SiSjIk〉þγj〈SiIj〉þγi〈IiSj〉; ð2Þ
_〈SiIj〉 ¼ ∑
k;ka i
Tjk〈SiSjIk〉 ∑
k;ka j
T ik〈IkSiIj〉Tij〈SiIj〉γj〈SiIj〉þγi〈IiIj〉; ð3Þ
_〈IiIj〉 ¼ ∑
k;ka j
T ik〈IkSiIj〉þ ∑
k;ka i
T jk〈IiSjIk〉þTij〈SiIj〉þTji〈IiSj〉γi〈IiIj〉γj〈IiIj〉;
ð4Þ
where 〈AiBj〉 is the probability that node i is in state A and node j is
in state B. Similarly, 〈AiBjCk〉 denotes the probability that nodes i, j
and k are in states A, B and C, respectively.
Here, we close the system at the level of pairs by approximating
the probabilities 〈AiBjCk〉 in terms of pair-level and individual-level
probabilities. In particular, the probability of a closed triple 〈AiBjCk〉
in which there is a link between nodes k and i (in addition to some
link between i and j and between j and k) is approximated as
〈AiBjCk〉
〈AiBj〉〈BjCk〉〈CkAi〉
〈Ai〉〈Bj〉〈Ck〉
: ð5Þ
The probability of the open triple 〈AiBjCk〉 in which nodes i and k
are not connected in any direction is approximated by the
following expression:
〈AiBjCk〉
〈AiBj〉〈BjCk〉
〈Bj〉
: ð6Þ
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Closure approximations such as these were developed in theore-
tical physics (Kirkwood, 1935) and later in other ﬁelds including
epidemiology and ecology (Eames and Keeling, 2002; Keeling,
1999; Matsuda et al., 1992; Rand, 1999; van Baalen, 2000).
Although these closure approximations introduce a degree of
inaccuracy to the model, it has been shown that they perform
very well on a range of networks (see for example Sharkey, 2008,
2011; Sharkey et al., 2013).
We shall refer to the system (1)–(4) together with the closure
approximations (5) and (6) as the individual-level pairwise (IPW)
SIS model. The model could also be closed at the level of triples or
higher but this would increase both the complexity and the
number of equations, making it less practical. We could also close
the model using Eqs. (1) together with statistical independence
between individuals, 〈SiIj〉¼ 〈Si〉〈Ij〉. Although clearly less compu-
tationally expensive, this model can be signiﬁcantly less accurate
than the pair level variant. Hence, we apply the IPW model, which
represents a good compromise between accuracy and computa-
tional complexity. Computer code programmed in Matlab to solve
the IPW SIS model on arbitrary networks is provided as Supple-
mentary material.
2.2. Epidemic control analysis
The accuracy provided by the deterministic description of
stochastic epidemic processes through the IPW SIS model enables
a systematic sensitivity analysis, or Epidemic Control Analysis (ECA),
to determine the importance of each of the nodes on the infection
dynamics. Here we consider important nodes to be those that,
when targeted, result in the largest reduction in population-level
prevalence in the steady state. From Eqs. (1), we obtain that in the
steady state, the probability of node i being infectious is
〈Ii〉¼
1
γi
∑
j
T ij〈SiIj〉: ð7Þ
In what follows, we shall assume that all quantities correspond to
an endemic steady state of the system. The sum of the infection
probabilities of the nodes gives the expected number of infectious
nodes in the population, ½I, that is
½I ¼∑
i
〈Ii〉: ð8Þ
In our model, a node intervention can be achieved either by an
increase in its rate of recovery, or by a decrease in the rate at
which infection is transmitted through the direct links connected
to it. Here, we focus on the inﬂuence of the increase of the
recovery rate of each node.
A perturbation in the recovery rate γi of a node iAf1;2;…;Ng has
a direct impact on the probability of node i being infectious in the
endemic state, 〈Ii〉, but it might also alter the infection probability 〈Ij〉
of any other node jAf1;2;…;Ng, ja i. To quantify the effect of a
perturbation in γi on 〈Ij〉 we deﬁne the control of the infectivity on
node j by node i, Cij, as the ratio of the change of the probability of
node j being infectious in the endemic steady state of the system and
the relative change in the recovery rate of node i:
Cji ¼
Δ〈Ij〉
Δγi=γi
; ð9Þ
where Δ〈Ij〉 represents the difference in the infection probability of
node j in the steady state before and after the perturbation Δγi in γi.
We will refer to the coefﬁcient Cij as an individual epidemic control
coefﬁcient. This quantity is very analogous to the ﬂux and concentra-
tion control coefﬁcients ofMetabolic Control Analysis (MCA) (Fell, 1997;
Heinrich and Rapoport, 1974; Kacser and Burns, 1973), an established
methodology for the quantitative sensitivity analysis of metabolic
systems to speciﬁc perturbations of system parameters. The MCA
control coefﬁcient determines how the steady state in a system
variable, such as pathway ﬂux or concentration of metabolites,
responds to a change in a parameter, such as enzyme amount.
The total control that node i exerts on the entire infectivity of
the population in the steady state is determined by the population
epidemic control coefﬁcient which is deﬁned as
C½Ii ¼∑
j
Cji ¼
Δ½I
Δγi=γi
: ð10Þ
Hence, targeting nodes with the largest population epidemic
control coefﬁcient will lead to the greatest reduction of global
prevalence in the endemic state (for MCA, the equivalent global
quantiﬁer is not as obviously meaningful). Note that in the case of
inﬁnitesimal perturbations in the recovery rates, we can perform a
sensitivity analysis in the vicinity of the (stable) steady state based
on linearising the system of equations about the reference steady
state (see Appendix A, and Reder, 1988 for the related method
in MCA).
Here we considered the special case in which an intervention in
a node i results in the decrease of its infectious period to zero
(1=γi ¼ 0); that is, the targeted node is excluded from the trans-
mission process. This is equivalent to the complete removal of the
node from the network, along with its network links, and results
in the largest preventative perturbation that we can apply to an
individual node. In practice, we calculated the population epi-
demic control coefﬁcient of a node i by
C½Ii ¼∑
j
Δ〈Ij〉¼Δ½I: ð11Þ
The complete removal of nodes is often a reasonable assumption
in real situations where, for example, a vaccine against a disease
exists and results in the full recovery and immunisation of
individuals that receive it. The removal of nodes is also a good
representation of the situation when individuals are isolated, for
example using isolation wards or quarantine measures, to prevent
any contacts with other individuals and thus to reduce the chance
of infection transmission.
In principle, C½Ii may be large simply due to the reduction in
infectivity caused to the node i itself, rather than the reduction
that the intervention on i causes to the infection probability of
other nodes. To test for this, we can also calculate
C½Ii ¼ ∑
j;ja i
Δ〈Ij〉: ð12Þ
Computer code programmed in Matlab to calculate the epi-
demic control coefﬁcients and return the ranking of nodes based
on their population epidemic control coefﬁcient is provided as
Supplementary material enabling the reproduction of our results
and further applications to other networks and dynamic model
parameters.
Although not the main focus of this ﬁrst study, it is also
valuable to consider how such an analysis might work for
epidemic dynamics such as SIR. In place of Eqs. (1)–(4), we use
the SIR equations discussed in Sharkey (2008, 2011). To apply ECA,
we deﬁne a global measure of epidemic ﬁnal size by selecting
homogeneous initial conditions 〈Ii〉¼ I0=N; 8 iAf1;2;…;Ng, where
I0 is the average number of initial infectious nodes (note that the
number of initially infectious nodes is binomially rather than
uniformly distributed). In contrast to endemic prevalence, the
ﬁnal epidemic size in SIR dynamics depends on the initial condi-
tions. The use of homogeneous initial conditions is therefore
essential to avoid adding bias. We then target nodes based on an
alternative control coefﬁcient which determines the impact on the
ﬁnal epidemic size rather than endemic prevalence (see also
Keeling and Shattock, 2012 for work in this direction); the
population epidemic control coefﬁcient of a node i in this case is
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deﬁned as in (10), but with the difference in the ﬁnal epidemic size
before and after the perturbation in the recovery rate γi in the
place of Δ½I.
2.3. Benchmarking methods
The predictions of ECA are compared with those of four
intervention strategies. According to these strategies, nodes are
ranked and targeted based on the following quantities:
 Degree Centrality (CD) (Freeman, 1978): In an undirected net-
work (where links between two nodes act in both directions) of
size N, the degree centrality of a node i, CD(i), iAf1;2;…;Ng,
measures the number of nearest neighbours and is frequently
called the degree of the node. In terms of the adjacency matrix,
it is given by
CDðiÞ ¼∑
j
Gij ¼∑
j
Gji: ð13Þ
 Betweenness Centrality (CB) (Freeman, 1977): The betweenness
centrality of a node iAf1;2;…;Ng is deﬁned as
CBðiÞ ¼ ∑
s; t
sat
σstðiÞ
σst
; ð14Þ
where σst is the total number of shortest paths between the
distinct nodes s and t, and σstðiÞ the number of those shortest
paths that pass through node i.
 maxΔλ: The reduction in the largest eigenvalue of the
adjacency matrix of the network caused by the removal of a
node (Chakrabarti et al., 2008; Restrepo et al., 2006; Tong et al.,
2010; Wang et al., 2003).
 Infection Probability (IP): The probability of nodes being infec-
tious in the endemic steady state. This is calculated by the
results of stochastic simulations (see also Christley et al., 2005).
2.4. Designing intervention strategies
We apply two methods for intervention based on the ECA
control coefﬁcients. The ﬁrst is to determine (either by Eq. (11) or
Eq. (12)) C½Ii for all nodes iAf1;2;…;Ng on the original network
and remove the nodes in descending order. We call this method
the simultaneous method. The second method accounts for the fact
that the network is changed when nodes are removed, and so the
population epidemic control coefﬁcients are recalculated on the
updated network whenever the most important node is removed
in order to identify the next one (see also Holme et al., 2002). This
method of removing each of the nodes sequentially will be called
the sequential method. We note that the best strategy for the
removal of mZ1 nodes requires the solution of all Nm
 
possible
combinations of removal ofm nodes to select the combination that
gives the maximal reduction; however, this is usually computa-
tionally prohibitive. The sequential method enables a step towards
this ideal. Other methodologies for this purpose can also be
adopted (see for example Tong et al., 2010 in a different context).
For comparison, the benchmarking measures are also applied
according to the simultaneous and sequential methods.
3. Results
We explored the effect of the removal of up to ten nodes
following both the simultaneous and sequential methods and we
compared the efﬁcacy of ECA with that of intervention strategies
that prioritise nodes based on CD, CB, maxΔλ and IP.
All the networks we considered were static. The networks were
also undirected and unweighted (or uniformly weighted), so that
Gij ¼ Gji and T ¼ τG, where τ is the homogeneous transmission
rate. A homogeneous recovery rate was also assumed; γi ¼ γ
8 iAf1;2; …;Ng. Speciﬁcally, the impact of weights serves to skew
the importance of certain nodes in a reasonably straightforward
way, and directionality clearly allows some nodes to have a high
likelihood of being infectious while contributing little to the
onward propagation of infection in the network. Thus, while the
consideration of directed and weighted networks is both mathe-
matically and biologically interesting, and ECA can be applied to
such networks without limitation, ignoring these heterogeneities
presents the most interesting case for this initial study. This also
enables us to make a fair comparison with well-known existing
methods and facilitates uncovering novel and possibly emergent
properties of control in complex networks.
In our numerical analysis, we observed that the ECA prediction
of the ﬁrst few most important nodes when calculating the
population epidemic control coefﬁcients according to Eqs. (11)
and (12) was typically the same. After some removals, deviation
occurred but there was no clear indication of which method was
better in generating the most signiﬁcant global reduction in
endemic level. Here we present just the results obtained using
Eq. (12). It should be noted that the values of all the endemic levels
presented here to determine the change before and after the
interventions suggested by ECA and the benchmarking methods
have been derived by performing stochastic simulations.
3.1. Application to simulated networks
In many artiﬁcially generated networks, such as random
(Bollobás, 1985; Erdős and Rényi, 1959) and scale-free networks
(Albert and Barabási, 2002; Barabási and Albert, 1999), which can
be described by their degree distribution, the different quantities
for measuring node importance are highly correlated (see Fig. 1).
Thus, in general, nodes with a higher population epidemic control
coefﬁcient tend also to have higher benchmarking quantiﬁers as
well. The implementation of the various targeted intervention
schemes on such networks showed that at least the ﬁrst few most
inﬂuential nodes predicted by each of them are the same, follow-
ing both the simultaneous and sequential methods (see also
Christley et al., 2005; Holme et al., 2002). Moreover, at least in
networks with power-law degree distributions, removing just a
small fraction of the most important nodes might be enough to
result in the disintegration of the network so that the infections
cannot persist, especially in cases of low infection rates and small
population sizes (see for example Albert et al., 2000; Cohen et al.,
2001; Pastor-Satorras and Vespignani, 2002). Although many real
networks have features of these idealised networks (for example
Barabási and Albert, 1999; Jeong et al., 2000; Liljeros et al., 2001),
many others are characterised by more complex interactions, and
most of the methods fail to consistently prioritise nodes based on
their responsibility for propagating infections. This is illustrated in
the next section where the application of the various targeted
intervention strategies to two real-world networks is considered.
3.2. Application to real-world networks
We present applications of ECA to two real network datasets.
The ﬁrst network represents the contacts of a well-known fresh-
water ﬁsh species, the guppy (Poecilia reticulata), also known as
the millionﬁsh (Croft et al., 2004). It consists of 99 nodes and 726
undirected links, where each node represents a guppy and each
link a social interaction between two guppies. The average
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connectivity of each node is 14.7 and the clustering coefﬁcient
(Watts and Strogatz, 1998) of the network is 0.77. This network is
complex and highly structured, and exhibits small-world network
properties (Watts and Strogatz, 1998). In Croft et al. (2004) there is
a detailed consideration of some local and global parameters of
the Guppy network, such as the average geodesic, and other social
characteristics. The second network represents co-authorship
between scientists working on network theory (Newman, 2006).
This is also a complex network consisting of 1589 nodes. Each
node represents an author of a paper on the topic of networks and
each link joins two co-authors of a paper. Here, we study the
performance of the various targeted intervention strategies on the
largest connected component of this network (the largest con-
nected subgraph (Bollobás, 1985)) which consists of 379 nodes and
914 undirected links. The average connectivity in the largest
connected component is 4.82 and the clustering coefﬁcient is
0.74. Although the above two datasets are both weighted net-
works, for reasons explained earlier we converted these to
unweighted networks.
In Appendix B (Tables B1 and B2) we present the ranking order
of the ten most important nodes of the two networks as predicted
by the different intervention strategies following the simultaneous
and sequential methods for two different sets of infection
parameters.
For both the simultaneous and sequential methods we found
that in almost all instances ECA performs best in ranking the most
inﬂuential nodes in the transmission of an infection through both
the Guppy and Co-authorship networks (see Figs. 2 and 3). Cases
in which ECA exhibited poorer performance than other strategies
were observed mainly after a number of removals when the
simultaneous method was followed (see Fig. 2(C–D)). This is
unsurprising because in the simultaneous method, the predictions
are made on the initial network and the modiﬁcation of the
network due to node removals is not taken into account. The
sequential method overcomes such shortcomings and in most of
the numerical examples it performed as well or better than the
simultaneous method.
Although the investigation and the comparison of the perfor-
mance of the other intervention strategies considered in this work
is outside the scope of this paper, it should be noted that their
efﬁciency in identifying the critical nodes is highly dependent on
the network structure as well as the dynamic process and any
comparison between them cannot be generalised (see also
Borgatti, 2005 which provides an analytic study of the assump-
tions behind various widely used centrality measures and tests
their efﬁciency for a number of different processes). For example,
in the Guppy network, both in the simultaneous and sequential
methods, the effectiveness of the strategy based on CB was
distinguished (mainly after a number of removals and relatively
large τ=γ) when compared to the strategies based on CD, maxΔλ
and IP, whose performance was similar in the examples consid-
ered. However, in the Co-authorship network this strategy was not
so effective and the strategies based on CD and IP typically did
better.
In some contact networks and for some parameters of the
infection dynamics, the population epidemic control coefﬁcients
may be highly correlated with some of the other measures, such as
the degree and betweenness centrality (see for example
Figs. 4 and 5 which illustrate the correlation between the popula-
tion epidemic control coefﬁcients and the other quantities for two
parameter sets in the Guppy and Co-authorship networks). How-
ever, there are a number of nodes for which the various quantities
are signiﬁcantly different. ECA was able to predict nodes that could
not be identiﬁed by the other strategies (see Tables B1 and B2).
Efﬁcacy of the removal of these nodes is illustrated in Figs. 2 and 3
showing the results from stochastic simulations. Hence, even
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nodes with very high centrality measures are not necessarily the
ones that should be given priority for intervention (see also
Jonkers et al., 2010). This is an interesting observation, although
much more analysis on a range of networks would be required to
determine whether these nodes are a typical feature of real-world
networks.
A key observation from these results is that the important
nodes to target, depending on the network structure, may vary
signiﬁcantly with the infection dynamics (see also Klemm et al.,
2012). For example, as shown in Tables B1 and B2, ECA suggests
different prioritised lists when τ=γ varies. Apart from ECA, the
strategy based on IP also takes into account the dynamics.
However, this is usually less effective at controlling the infection
than ECA; in many cases, nodes with a high probability of being
infectious were not the best ones to target (see Figs. 2 and 3). This
can become more pronounced once weighted and directed links
are introduced. The dependence on the infection dynamics is also
shown in the scatter diagrams of the population epidemic control
coefﬁcients against the other quantities (Figs. 4 and 5). It is
observed that the correlation between the control coefﬁcients
and the benchmarking measures varies with the change of the
infection parameters and in particular, in the examples considered,
the higher the ratio τ=γ is, the lower the correlation coefﬁcient.
3.3. Application to SIR dynamics
In this section we apply ECA following the simultaneous
method to the individual-level pairwise model developed in
Sharkey (2008) to rank the nodes based on their importance in
SIR dynamics. The ﬁrst 10 most important nodes predicted by ECA
in the Guppy and Co-authorship networks starting the propaga-
tion of the infection from two different states are presented in
Appendix B (see Table B3). The transmission and recovery rates in
these examples are the same as those used in the case of the SIS
model in the previous section.
It should be stressed that in contrast to endemic prevalence in
the SIS model, in the SIR model the ﬁnal epidemic size discussed
here and the probability of the infection to take off and become an
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Fig. 2. Percentage reduction in the infectivity level in the Guppy and Co-authorship networks when following the simultaneous method. Nodes are targeted based on the
Degree Centrality (CD), the Betweenness Centrality (CB), the maxΔλmethod, the Infection Probability (IP) and the Epidemic Control Analysis (ECA). The results in the Guppy
network are illustrated in (A) and (B), where in (A) τ=γ ¼ 0:1=0:5 and in (B) τ=γ ¼ 0:1=0:2. The results in the Co-authorship network are illustrated in (C) and (D), where in (C)
τ=γ ¼ 0:1=0:2 and in (D) τ=γ ¼ 0:1=0:1. The steady states have been calculated by averaging the predictions of 1000 stochastic simulations.
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epidemic depend on the initial conditions. Additionally it should
be noted that there are two merged factors contributing to this
ﬁnal size measure and thus to the determination of the prioritised
lists of nodes: (1) the probability that the epidemic takes off and
(2) the ﬁnal size achieved given successful invasion.
A comparison of the results in the SIR model with the results in
the SIS model reveals differences in the nodes that should be
prioritised for intervention. This preliminary study thus veriﬁes
that the importance of nodes in the transmission of infections
varies with the parameters of a particular infection dynamics as
well as with the type of dynamics.
4. Discussion
We have introduced a novel strategy, ECA, to address the
problem of developing optimal targeted interventions for combat-
ing infectious diseases propagated on contact networks. The
method is founded on a deterministic model that can accurately
describe stochastic epidemic processes on a wide range of contact
networks (Sharkey, 2008, 2011; Sharkey et al., 2013). This is an
individual-level model that allows heterogeneity in the transmis-
sion and recovery rates of nodes (see also Gómez et al., 2010).
Here, ECA was mainly applied to identify those nodes with the
largest impact on the level of infectivity in the ‘endemic state’ of
SIS dynamics with Poisson transmission and removal processes.
Computer code that solves the deterministic SIS model on
arbitrary networks and performs ECA has been developed and
is provided as Supplementary material. This methodology is
similar to and partly inspired by Metabolic Control Analysis
(MCA) (Fell, 1997; Heinrich and Rapoport, 1974; Kacser and
Burns, 1973). For MCA, relationships among the ﬂux and concen-
tration control coefﬁcients, known as the summation theorems,
have been proved. However, there are no obvious direct analogies
of such theorems for ECA. MCA has also inspired an application to
ecological systems (Röling et al., 2007; Westerhoff et al., 2002)
which has also been termed ECA for Ecological Control Analysis,
although the models considered there are already at the popula-
tion level and deterministic, allowing a direct control analysis to
be performed.
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Fig. 3. Percentage reduction in the infectivity level in the Guppy and Co-authorship networks when following the sequential method. Nodes are targeted based on the
Degree Centrality (CD), the Betweenness Centrality (CB), themaxΔλmethod, the Infection Probability (IP) and the Epidemic Control Analysis (ECA). The results in the Guppy
network are illustrated in (A) and (B), where in (A) τ=γ ¼ 0:1=0:5, and in (B) τ=γ ¼ 0:1=0:2. The results in the Co-authorship network are illustrated in (C) and (D), where in (C)
τ=γ ¼ 0:1=0:2 and in (D) τ=γ ¼ 0:1=0:1. The steady states have been calculated by averaging the predictions of 1000 stochastic simulations.
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We compared the efﬁcacy of ECA with existing interven-
tion strategies based on degree centrality (Freeman, 1978) and
on betweenness centrality (Freeman, 1977). Additionally, ECA was
compared with a strategy based on targeting the most likely nodes
to be infectious when the infectious disease is endemic, and with
a strategy based on maxΔλ (Chakrabarti et al., 2008; Restrepo
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Fig. 4. Scatter diagrams of the population epidemic control coefﬁcients of nodes against the Degree Centrality (CD), the Betweenness Centrality (CB), the maxΔλ and the
Infection Probability (IP) in the Guppy network. The solid lines indicate the best linear ﬁts. The value of the (Pearson) correlation coefﬁcient in each case is indicated by r.
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Fig. 5. Scatter diagrams of the population epidemic control coefﬁcients against the Degree Centrality (CD), the Betweenness Centrality (CB), the maxΔλ and the Infection
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et al., 2006; Tong et al., 2010; Wang et al., 2003) which relies on an
approximate relationship between the largest eigenvalue of the
adjacency matrix and an ‘epidemic threshold’. The last strategy is
directly related to the strategy based on the eigenvector centrality
(Bonacich, 1972), which gives a more detailed measure of con-
nectivity with and between hub nodes (Restrepo et al., 2006;
Masuda, 2009). The two strategies predicted very similar results in
our examples.
In most cases, ECA outperformed these benchmarking strate-
gies. Its effectiveness was signiﬁcantly higher for real-world net-
works that can possess structural properties which do not
normally occur in idealised synthetic networks. More importantly,
we demonstrated that the most critical nodes to target for the
effective reduction in the level of infectivity are not necessarily the
most central ones, or those most likely to be infectious, but rather
emerge via some interplay between network structure and infec-
tion dynamics. This interplay is effectively captured by ECA.
Although we benchmarked ECA against four particular mea-
sures, many other metrics have been devised in the literature to
reﬂect the importance of nodes. Examples include the closeness
centrality (Freeman, 1978), the betweenness centrality based on
random walks (Newman, 2005), and the local clustering coefﬁcient
of a node (Barrat and Weigt, 2000; Keeling, 1999; Newman, 2003;
Watts and Strogatz, 1998). We implemented all of these centrality
measures but did not include the results because their predictions
were usually very close to the predictions of the measures
presented. An alternative intervention strategy is also to target
the links between nodes rather than the nodes themselves (Girvan
and Newman, 2002; Holme et al., 2002; Cheng et al., 2010; Enns
et al., 2012; Marcelino and Kaiser, 2009; Omić et al., 2010;
Restrepo et al., 2006). ECA methodology could be applied to the
identiﬁcation of the key links in the network by replacing the
systematic removal of nodes with the systematic removal of links.
ECA is an effective targeting scheme which enables us to explore
in a practical way various outbreak scenarios and design and
evaluate effective methods of intervention. In contrast to many of
the previous methods that are based on purely topological mea-
sures, ECA can be effectively applied to directed and/or weighted
networks. It is clear that this method is typically more computa-
tionally expensive, and the computational cost increases signiﬁ-
cantly with the number of equations. For instance, the number of
equations of the IPW SIS model on a k-regular undirected network
of N nodes is Nþ2kN, and the implementation of ECA requires the
solution of Nþ1 systems of differential equations when following
the simultaneous method and mð2Nmþ3Þ=2 systems when
following the sequential method for the prediction of the m most
important nodes. However, the computational cost is much smaller
than that of stochastic individual-based simulation models (where
there are also issues of non-stationarity), making it a more practical
tool. This enables us to systematically analyse the effect of inter-
ventions at the individual level on the dynamics of the infection at
the population level. Moreover, it should be noted that the
approximations made in the moment closure model which we
used for the implementation of ECA leads to limitations in some
cases. In particular, the IPW SIS model neglects the absorbing state
where infection becomes extinct leading ECA to potentially identify
nodes in populations in which the infection becomes extinct in a
relatively short time period. This is more pronounced when the
population size is small and the infection rate is close to the
epidemic threshold. However, in these instances, the issue of
optimal control becomes less important. In addition, the imple-
mentation of ECA requires fairly detailed network and parameter
information. Although beyond the scope of the present paper, it
would be interesting to determine the extent to which uncertainty
on the knowledge of either the topological or the dynamical
properties of the system affect the performance of the method.
We made a small step towards applying ECA to epidemics with
no endemic state by using an SIR moment-closure model. We
initiated the system from a state with all nodes being infectious
with equal probability I0=N, such that on average there were I0
initial infectious, and prioritised nodes according to their impact
on the ﬁnal size of the epidemic. We noted that in this case,
homogeneous initial conditions are required to avoid bias. This
preliminary analysis established that an ECA methodology could
be applied to SIR dynamics.
The ECA method presented here is intended as a proof of
principle and there are several obvious areas in which it can be
developed. Similar methodologies for targeted control could also
be developed for Susceptible-Exposed-Infectious-Recovered-Sus-
ceptible (SEIRS) dynamics. It would be interesting to study the
variation of the critical nodes with the change of the dynamics
away from Poisson processes (Wilkinson and Sharkey, 2014), and
also to consider extensions to dynamic networks in which nodes
and links evolve as the epidemic evolves (Gross et al., 2006;
Starnini et al., 2013; Taylor et al., 2012; Volz and Meyers, 2007).
ECA provides a ﬂexible way to carry out a systematic analysis
for identifying key nodes to control epidemic dynamics on net-
works of arbitrary complexity. The use of this tool on complex
networks should enable new aspects of control to come to light
and assist in our qualitative understanding of how the network
structure and the dynamics it supports interact to generate
important nodes for targeted interventions.
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Appendix A. Sensitivity analysis by linearisation
The response of the steady state toward small perturbations in
the recovery rates of individuals can be systematically analysed in
the following way.
Let x be a column vector of the v variables of the IPW SIS
model:
x¼ 〈I1〉;…; 〈IN〉; 〈S1S2〉;…; 〈S1I2〉;…; 〈I1I2〉;…ð ÞT ; ðA:1Þ
where care must be taken to exclude dependent variables (note for
example that 〈Si〉þ 〈Ii〉¼ 1 and 〈SiSj〉þ 〈SiIj〉þ 〈IiSj〉þ 〈IiIj〉¼ 1).
Let Ffx;Γg be a column vector of the rates of change of the
variables of the system. F is itself a function of the column vectors
x and Γ, where Γ is a vector with the recovery rates of individuals,
Γ ¼ γ1;…; γN
 T . Hence, the system (1)–(4) can be written in the
form:
_x ¼ Ffx;Γg: ðA:2Þ
Suppose that xn is a steady state of system (A.2) for a given vector
Γn; that is
Ffxn;Γng ¼ 0: ðA:3Þ
We are interested in the quantitative effect that a slight change in
the recovery rate of any individual around Γn will have on the
steady state of the system. We assume that after a very small
perturbation in Γn, the system converges to a new steady state, x,
in the neighbourhood of xn. Hence,
Ffx;Γg ¼ 0 ðA:4Þ
C. Hadjichrysanthou, K.J. Sharkey / Journal of Theoretical Biology 365 (2015) 84–9592
for all Γ in the neighbourhood of Γn. Using Taylor's theorem, the
steady state x can be approximated by
x¼ xnþ ∂x
∂Γ
ðΓΓnÞþ…; ðA:5Þ
where ‘…’ denotes higher order terms of the Taylor expansion that
are neglected as the perturbation ðΓΓnÞ is assumed to be very
small. Hence, in the linear system, the matrix ∂x=∂Γ determines
the change in the steady state due to perturbations in the
recovery rates.
Differentiating F with respect to Γ at ðxn;ΓnÞ we get
∂Ffxn;Γng
∂Γ
¼ 0 ) ∂F
∂Γ
þ∂F
∂x
∂x
∂Γ
¼ 0) ∂x
∂Γ
¼  ∂F
∂x
 1 ∂F
∂Γ
; ðA:6Þ
where we have assumed that the matrix of partial derivatives of F
with respect to x, ∂F=∂x, which is the Jacobian matrix of the
system, is invertible.
M¼ ∂x=∂Γ is thus a vv matrix where element Mði; jÞ deter-
mines the ratio of the change in variable j in the steady state and a
small change in γi. The (scaled) population epidemic control
coefﬁcient of individual i, C½Ii , is given by
C½Ii ¼ ∑
N
j ¼ 1
Mði; jÞΓðiÞ: ðA:7Þ
Appendix B. The ranking lists of the most important nodes
See Tables B1, B2 and B3.
Table B1
The ten most important nodes in the Guppy and Co-authorship networks as predicted by the various targeted intervention strategies when following the simultaneous
method. Node index indicates the number of the row (or column) representing the corresponding node in the adjacency matrix of the initial network. In each of the
prioritised lists, nodes with the same superscript have their corresponding centrality measure equal. Indices in bold indicate nodes that are prioritised only by ECA.
The Guppy network
Node index
Degree Centrality, CD 48 68 37n 69n 86n 831 841 17 41 47
Betweenness Centrality, CB 27 6 47 48 17 15 41 37 11 68
maxΔλ 86 48 69 84n 83n 68 37 41 87 63
s=c¼ 0:1=0:5¼ 0:2
Infection Probability, IP 48 86 69 68 37 84 83 41 17 47
Epidemic Control Analysis, ECA 6 27 11 47 15 41 17 37 68 48
s=c¼ 0:1=0:2¼ 0:5
Infection Probability, IP 48 68 86 69 37 83 84 41 17 47
Epidemic Control Analysis, ECA 47 27 6 1 17 28 3 11 15 41
The Co-authorship network
Node index
Degree Centrality, CD 34 35n 79n 55 217 220 282 54 971 1511
Betweenness Centrality, CB 79 151 517 282 217 35 757 302 132 204
maxΔλ 34 55 35 54 133 134n 563n 135n 562n 841
s=c¼ 0:1=0:2¼ 0:5
Infection Probability, IP 34 35 55 79 220 217 54 151 757 328
Epidemic Control Analysis, ECA 79 34 128 217 47 302 152 195 282 73
s=c¼ 0:1=0:1¼ 1:0
Infection Probability, IP 34 35 79 55 217 220 54 282 151 328
Epidemic Control Analysis, ECA 79 34 47 97 282 122 137 304 46 72
Table B2
The ten most important nodes in the Guppy and Co-authorship networks as predicted by the various targeted intervention strategies when following the sequential method.
Node index indicates the number of the row (or column) representing the corresponding node in the adjacency matrix of the initial network. Indices in bold indicate nodes
that are prioritised only by ECA.
The Guppy network
Node index
Degree Centrality, CD 48 68 37 69 86 41 83 47 84 17
Betweenness Centrality, CB 27 95 6 1 47 17 48 37 41 68
maxΔλ 86 48 69 37 68 84 47 83 77 17
s=c¼ 0:1=0:5¼ 0:2
Infection Probability, IP 48 86 69 68 37 84 83 47 41 54
Epidemic Control Analysis, ECA 6 27 11 15 47 21 68 37 41 48
s=c¼ 0:1=0:2¼ 0:5
Infection Probability, IP 48 68 69 86 37 83 84 47 41 17
Epidemic Control Analysis, ECA 47 27 95 6 1 17 11 15 8 21
The Co-authorship network
Node index
Degree Centrality, CD 34 79 35 55 217 220 282 97 328 152
Betweenness Centrality, CB 79 302 757 517 31 548 35 34 151 52
maxΔλ 34 35 217 308 1146 269 282 31 70 52
s=c¼ 0:1=0:2¼ 0:5
Infection Probability, IP 34 35 79 220 151 217 55 328 152 269
Epidemic Control Analysis, ECA 79 34 128 308 302 54 217 47 35 55
s=c¼ 0:1=0:1¼ 1:0
Infection Probability, IP 34 35 79 220 217 55 151 328 152 97
Epidemic Control Analysis, ECA 79 34 47 97 195 122 282 151 137 304
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Appendix C. Supplementary data
Supplementary data associated with this article can be found in
the online version at http://dx.doi.org/10.1016/j.jtbi.2014.10.006.
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