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SOME ALGEBRAIC STRUCTURES
IN THE KPZ UNIVERSALITY
NIKOS ZYGOURAS
Abstract. We review some algebraic and combinatorial structures that underlie models
in the KPZ universality class. Emphasis is given on the Robinson-Schensted-Knuth corre-
spondence and its geometric lifting due to A.N.Kirillov and we present how these are used
to analyse the structure of solvable models in the KPZ class and lead to computation of
their statistics via connecting to representation theoretic objects such as Schur, Macdon-
ald and Whittaker functions. We also present how fundamental representation theoretic
concepts, such as the Cauchy identity, the Pieri rule and the branching rule can be used,
alongside RSK correspondences, and can be combined with probabilistic ideas, in order to
construct stochastic dynamics on two dimensional arrays called Gelfand-Tsetlin patterns,
in ways that couple different one dimensional stochastic processes. The goal of the notes
is to expose some of the overarching principles, that have driven a significant number of
developments in the field, as a unifying theme.
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1. Introduction
The Kardar-Parisi-Zhang equation is the nonlinear (Hamilton-Jacobi type), stochastic
partial differential equation
∂h
∂t
=
1
2
∆h+
1
2
|∇h|2 + W˙ (t, x), x ∈ Rd, t > 0, (1.1)
proposed in [KPZ86] as a universal object governing the fluctuations of randomly growing
interfaces. W˙ is the space-time white noise, which is a distribution valued Gaussian process,
delta correlated in space and time as
E
[
W˙ (t, x)W˙ (s, y)
]
= δ(t− s) δ(x− y).
Through a dynamical renormalization analysis, based also on earlier studies on the sto-
chastic Burgers equation by [FNS77], it was predicted that, in dimension one, the fluctua-
tions of models within this class are governed by a t1/3 scaling, while one expects to observe
spatial correlations at scales t2/3. Roughly speaking, this means that asymptotically for
large time t, the solution to (1.1) behaves as
h(t, x) ≈ µt+ t1/3h( x
t2/3
)
, (1.2)
where µ is a macroscopic constant (which in the case of the KPZ solution turns out to be
1/24) and h(·) is a random function.
Even though the exponents 1/3 and 2/3 were predicted in [KPZ86], the arguments there
do not allow for a prediction on the nature of the process h(·). The indication of what
this should be came through the analysis of discrete models, within the KPZ univerallity
class, which showed the remarkable fact that the statistics of h(·) are related to statistics in
random matrix theory. The first work that set the grounds of this link is the work of Baik-
Deift-Johansson [BDJ99] on the statistics of the longest increasing subsequence in a random
permutation of length n (also known as “Ulam’s problem”), which exhibited rigorously not
only the n1/3 scaling but also the link to the Tracy-Widom GUE law, which describes the
asymptotic statistics of the largest eigenvalue of an ensemble of random, hermitian matrices
with gaussian entries. At the same time the work of Prähofer and Spohn [PS00, PS02] in-
troduced the Airy process as the law of the process h(·). Crucial in these breakthroughs was
a combinatorial algorithm known as the Robinson-Schensted-Knuth corespondence (RSK).
This is a correspondence between (generalised) permutations and a pair of Young tableaux
(with the latter being an object of central importance in representation theory). The link
to probability and KPZ emerges from the fact that the length of a longest increasing sub-
sequence in a permutation is encoded via a certain observable in the Young tableaux (the
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length of its first row) when viewed as the image of a permutation under the Robinson-
Schensted-Knuth correspondence. The significance of this correspondence, though, goes
into much greater depths as it encodes a profound structure shared by models in the KPZ
class, which otherwise would remain hidden.
Around the same time as the works of Baik-Deift-Johansson and Prähofer-Spohn, the
works of Okounkov [O01], Okounkov-Reshtikhin [OR03] on “Schur Measures” and “Schur-
Processes”, respectively, consolidated the link between probabilistic models in the KPZ
class to integrable and representation theoretic objects and in particular to the theory of
symmetric functions (centred around Schur functions). Moreover, the works of Johansson
[J01b], Okounkov [O00] and Borodin-Okounkov-Olshanksi [BOO00] extended the link be-
tween permutations and Young tableaux beyond just the equality of the length of the longest
increasing subsequence and the length of the first row. This amounted to clarifying the link
between the rest of the lines of the Young tableaux and observables in random permutations
and also performing asymptotics that consolidated the link to statistics of eigenvalues of
random matrices. Reference [BO01] provides an interesting account of relations between the
Robinson-Schensted-Knuth correspondence, measures on partitions, random matrix distri-
butions and the representation theory of the infinite symmetric group.
These breakthroughs followed a decade of intense activity where KPZ / Tracy-Widom
fluctuations and Airy processes were discovered within a large class of models, ranging
from interacting particle systems, domino tilings, Aztec diamonds and growth models. The
analysis of such models was facillited by combinatorial algorithms, such as RSK, and con-
structions which connected to ensembles of non intersecting paths and led to the expression
of probabilities in terms of determinantal measures. These developments created what is
now known as the framework of determinantal processes [B11]. The asymptotic analysis of
such measures and processes was then possible by imitating or using techniques developed
earlier in the context of random matrix theory. One can look at the book [BDS16] or the
reviews [J01, J05, J17] for reference to those developments.
However important were the outcomes and the methods developed during that period,
they were restricted to models at “zero temperature”. Here, “temperature” is to be under-
stood as a certain range of parameters of the system which may impose a certain rigidity
or relaxation of its stochastic dynamics. For example, if one considers a system of particles
moving on a line, then zero temperature is to be interpreted as the particles moving only
towards one direction (e.g. right) while positive temperature should be understood as parti-
cles being able to move towards both right and left directions (but with a drift towards one
of the directions, e.g. right). Or, if one considers polymer models, then zero temperature
corresponds to considering a single (polymer) path that achieves the maximum in a ran-
dom variational problem (known as last passage percolation), while at positive temperature
we consider a thermal average over all admissible paths. Even though the breakthroughs
during the first decade of the millennium confirmed the KPZ prediction for several models
within this class, the restriction of those methods to “zero temperature” were not sufficient,
for example, to prove that the solution to the KPZ equation itself (interpreted in a certain
rigorous sense [BG95]) obeys these predictions.
At this point, a second wave of breakthroughs took place, which allowed not only to han-
dle models at positive temperature, but also to expand significantly the KPZ universality
class with new stochastic models as well as new methods and links between disparate scien-
tific areas. Some of the highlights of this progress can be summarised to be: (i) Tracy and
Widom’s solution of the asymmetric exclusion process (ASEP) [TW08a, TW08b, TW09]
via the Bethe Ansatz, which subsequently led to the confirmation of the Tracy-Widom
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fluctuations for the solution to the KPZ equation at a single point [SS10, ACQ11] and to
simultaneous works with similar result in the physics literature [D10, CLeDR10], (ii) the
analysis of the combinatorial structure, via Kirillov’s geometric lifting of RSK [K01], of two
random polymer models, the Brownian or O’Connell-Yor polymer [O12] and the log-gamma
polymer [COSZ14] (the latter was originally introduced by Seppäläinen [S12], inspired by
earlier works on the ASEP [BS10]), (iii) the introduction of the Macdonald processes by
Borodin-Corwin [BC14] as a deformation of Okounkov-Reshetikhin’s “Schur processes”.
Exposing all the developments, the methods and the results obtained in the understand-
ing of KPZ universality, especially after this second wave of developments, is impossible in
a single review. The purpose of these notes is to expose only some of the key algebraic and
combinatorial structures underlying discrete models in the KPZ universality class, which
provide the necessary tools to study their statistical properties. The emphasis will be on
and around the Robinson-Schensted-Knuth correspondence and its geometric lifting due to
Kirillov (Sections 3, 4) and how these lead to connections with representation theoretic
objects and related special, symmetric functions such as Schur, Whittaker and Macdonald
functions (in subsequent sections). Our hope with these notes is to unravel some of the over-
arching principles that run as a backbone in the theme and can be used as a motivation and
inspiration for further developments. In particular, we would like to draw some parallelism
between the first set of breakthroughs at the end of nineties and the second one from around
2010 onwards. In this efforts we have chosen to present RSK and geometric RSK correspon-
dences in an intertwined fashion highlighting conceptual similarities between the two and
showing how one can lift or reduce properties of one to the other. A main probabilistic ex-
ample that we will use, in order to demonstrate the power of the Robinson-Schensted-Knuth
correspondence (and its geometric lifting), will be the last passage percolation (Section 5)
and the log-gamma random polymer model (Section 7), whose analysis we will present in a
parallel fashion drawing lines between their similarities and differences. But we will also link
to dynamics of particle systems (Section 8), inspired partly by viewing the RSK algorithm
as a dynamical procedure, rather than a bijective map, and partly by certain representa-
tion theoretic structures, such as the Cauchy identity, the Pieri rule and the branching rule.
In particular, we will try to show how these three principles can be used as a guide to
produce interesting stochastic dynamics that couple different particle systems. Finally, we
will also give an idea of the general principles that drive the asymptotic analysis, towards
Tracy-Widom and Airy process laws (Section 6) and also give an idea of the current status
and limitations in the “positive temperature” situation. The whole discussion will start in
Section 2 with some of the main examples of models in the KPZ class. The list here is
far from exhaustive, especially taking into account the large number of models that have
been constructed in the recent years. However, the models presented in Section 2 are chosen
as being suitable (and distinguished) discretizations of the “solution” to the KPZ equation,
which after a number of simplifications lead to the fundamental problem of the length of the
longest increasing subsequence in a random permutation - a problem that has undoubtedly
been the cornerstone of all the developments around the integrability of KPZ.
Before closing this introduction, let us mention that there is a number of other reviews
that expose different aspects of this multifaceted field, to which these notes have a comple-
mentary purpose and focus, and which can provide source of further reading and comparison.
Without being exhaustive let us highlight the following ones. Krug and Spohn [KS92] pro-
vide a physical background of stochastic growth. Johansson [J01, J05, J17], Kriecherbauer-
Krug [KK10] as well as the book of Baik-Deift-Suidan [BDS16] provide a comprehensive
ALGEBRAIC STRUCTURES IN KPZ 5
account of mostly the early breakthroughs that led to the link between KPZ models, de-
terminantal structures and random matrices. The “Lectures on Integrable Probability ” by
Borodin and Gorin [BG16] and Borodin and Petrov [BP14] expose the recent developments
in relation to Macdonald Processes [BC14], while the lecture notes by Borodin and Petrov
[BP16a] expose links to other distinguished integrable, statistical mechanics models such as
the stochastic six-vertex model, which we will not discuss here. Reviews [S10a, S17] expose
more probabilistic techniques (large deviations, Busemann functions, Burke’s property) that
have been developed to capture the t1/3 fluctuations of the solvable corner growth (with the
solvability there encoded via the knowledge of the “stationary process”) as well as the asym-
metric exclusion process. For reviews more focused on the KPZ equation itself and related
Airy processes one could refer to [C12, QR14, QS15]. Finally, for martingale approaches to
general (non solvable) random polymer models one can refer to [C17, CSY04] as well as
[denH09]; in the latter, questions on polymers outside the KPZ scope are also explored.
2. Examples of discrete models
The mere existence of a solution to (1.1) and the sense that this could be given is far from
obvious. The reason is that due to the presence of the white noise, any possible solution
should look locally like Brownian motion in space, meaning that its spatial derivative exists
only as a distribution, i.e. a Dirac delta-like function. The difficulty then arises when one
tries to consider the nonlinear term |∂xh|2, since one cannot give a meaning to the square
of a delta function. The problem of well posedness of the KPZ equation has now been
settled with methods emanating both from stochastic analysis [H13, GP17] and particle
systems [BG95, GJ14]. Even so, these approaches do not capture the asymptotics (1.2). In
order to study the statistical properties of the solution to (1.1) and in particular (1.2) one
resorts to suitable discrete models and combinatorial or integrable methods which yield the
corresponding asymptotics for these. From thereon one can use approximations of the KPZ
by discrete systems, eg via [BG95], in order to transfer asymptotics of discrete models to
KPZ. Our focus in this section is to present some of the discrete models, which are amenable
to analysis. These models have a certain parameter, e.g. inverse temperature in polymer
models or asymmetry of transition probabilities in interacting particle systems, which when
tuned suitably lead to approximation of the solution to KPZ. The structure of such models
is typically “more” transparent when the parameter takes particular, extreme values, e.g.
“zero-temperature” in polymers (giving rise to last passage percolation type models) or total
asymmetry in interacting particle systems.
2.1. Directed Polymer in Random Medium. Let us assume for the moment that
the white noise in (1.1) is replaced by a smooth, random function W˜ and let us perform
the change of variables
h(t, x) = log u(t, x).
This transformation is known as Hopf-Cole transformation and transforms (1.1) to
∂u
∂t
=
1
2
∂2u
∂x2
+ W˜u, x ∈ R, t > 0, (2.1)
which is a linear, parabolic equation and assuming initial condition f(·) it can be solved
via the Feynman-Kac formula as
u(t, x) = Ex
[
f(B(t)) e
∫ t
0
W˜ (t−s,B(s)) ds
]
, (2.2)
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where B(·) is one-dimensional Brownian motion and Ex denotes expectations with respect
to its law, when starting from location x ∈ R. We may assume that the initial condition
to (2.1) is a delta function, in order to obtain its fundamental solution. More precisely, we
assume that f(x) = δ0(x) and then making the time change s 7→ t − s in (2.2) and using
the time reversal invariance of the Brownian Bridge, (2.2) has the same distribution as
E0
[
δx(B(t)) e
∫ t
0
W˜ (s,B(s)) ds
]
. (2.3)
Attempting to repeat the same argument back to the case of white noise W˙ falls into the
problem of giving a meaning to the quantity exp
( ∫ t
0 W˙ (t − s,B(s))ds
)
, as it amounts to
integrating the white noise field which takes values ±∞. It turns out that this can be done in
dimension one by first molifying spatially the noise and applying a variation of the Feynman-
Kac formula suitable for white-in-time potential and then removing the molification. This
was done by Bertini-Cancrini in [BC95]. However, motivated by (2.2) one may also be led
to study a discrete, lattice analogue where
(i) the space-time white noise
(
W˙ (t, x)
)
t>0,x∈R
is replaced by a family of independent,
identically distributed (i.i.d.) variables (ω(n, x))n∈N,x∈Z,
(ii) Brownian motion (B(t))t>0 is replaced by its discrete analogue, which is a simple,
symmetric random walk (Sn)n≥1 ,
(iii) integration is replaced by summation.
Making these replacements (2.3) is replaced by
ZωN,β(x) := E0
[
1{SN=x} e
β
∑N
n=1 ω(n,Sn)
]
. (2.4)
This is the point-to-point partition function of the model of Directed Polymer in Random
Medium, where we have also included an inverse temperature parameter β, which tunes the
strength of the disorder (β = ∞ will amount to what we have called “zero temperature”;
we will come back to this in a subsequent paragraph). Notice that, contrary to (2.3), (2.4)
is perfectly defined and one expects that its large time asymptotics should agree with (1.2).
This means that the asymptotic behaviour
ZωN,β(x) ≈ f(β)N + σ(β)N1/3 h
(
̺(β)N−2/3x
)
, as N →∞, (2.5)
should hold, exhibiting the same universal exponents 1/3 and 2/3 and fluctuation process
h(·) as for the KPZ (1.2) (f(β), σ(β), ̺(β) will be model specific constants). In particular,
one expects these asymptotics to be universal, irrespective of the distribution of the random
variables (ωn,x)n∈N,x∈Z, as long as they posses enough (five) moments (the conjectures on
the number of required moments is more recent, see [D07, BBP07, GDBR15, DZ16]). The
non universal parameter f(β) is known as the free energy.
2.2. Corner growth. KPZ was proposed in an attempt to describe fluctuations in
randomly growing processes. Let us describe a prototypical such process, which is known as
the corner growth process. At time t = 0 consider a corner like the one depicted in Figure
2. After a random time, a unit square fills the corner with bottom vertex at (0, 0). Now,
two more corners with bottom vertices (1, 1) and (−1, 1) are formed and each one is filled
with a unit square after random times, which are independent of each other as well as the
previous filling time. At each step the corners of the interface are filled with a unit square
and the time that it takes for each corner to be filled is independent of all other times. Let
us now map the features of the process to the terms of (1.1)
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1
1
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1 0 1
1 0 1 0
0
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0 1 0
0
Figure 1. A corner growth process and its mapping to TASEP
• The fact that unit squares fill corners is consistent with the smoothing effect of the
Laplacian;
• Parts of the interface which are very stretched (that is they have very few corners,
e.g. the corner marked by the string “1000” ) in Figure 2), grow slower than other
parts with many corners (e.g. the sequence of corners marked by the string “10100”
in Figure 2). This is consistent with the growth of the interface being proportional
to |∂xh|2 (strictly speaking this slower effect should correspond to a negative sign in
front of |∂xh|2 but in terms of statistical properties this is immaterial upon consider
−h, instead);
• The randomness and independence of the waiting times until corners are filled is
consistent with the presence of the space-time white noise W˙ .
2.3. Interacting particle systems - exclusion process. We can map the in-
terface and the dynamics of the corner growth process, described in the previous paragraph,
to an interacting particle system as follows: To each downward edge of the corner interface
we assign the number 1 and to each upward the number 0. This configuration can also be
projected onto the one dimensional lattice 12Z, with 1’s corresponding to particles and 0’s
corresponding to empty sites. All corners are encoded by a sequence (· · · 10 · · · ) and when a
corner (encoded via a string “10”) is filled then the configuration of zeros and ones changes
to “01”. Projected down to the line 12Z this change corresponds to a particle (encoded via
a “1” in the string) jumping to the empty site (encoded via a “0” in the string) on its
immediate right. Recall that the corner growth can only grow at corners, which means that
a particle can only jump if its right neighbouring site is empty. In the case that the waiting
times are exponentially distributed, then this particle process is Markovian and known as
the Totally Asymmetric Exclusion Process (TASEP).
For each x ∈ 12Z let us denote by
ηt(x) := 1{a particle occupies site x at time t}.
Then we see that ηt(x) = (h(t, x) − h(t, x − 1) + 1)/2. This is in fact the discrete version
of another standard PDE transformation, which transforms a Hamilton-Jacobi equation to
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Figure 2. Last passage percolation path
a conservation law. More specifically, setting ̺ := ∂xh in (1.1) leads via differentiating the
equation in space to
∂̺
∂t
=
1
2
∂2̺
∂x2
+ ̺
∂̺
∂x
+
∂W˙
∂x
(t, x). (2.6)
This is the Stochastic Burgers equation and describes the density fluctuations of the TASEP.
2.4. Last Passage Percolation. We can describe the time τx,y that it takes for the
corner growth interface to cover a corner with bottom site (x, y) (x being the horizontal
cartesian coordinate and y the vertical one) in terms of a variational problem: Notice that
in order for the site (x, y) to be covered it is necessary that both its neighbouring sites
(x − 1, y − 1) and (x + 1, y − 1) are already covered. Once both of these are covered, they
form a corner which will then be covered after an additional time wx,y. We, therefore, have
the recursive equation
τx,y = max(τx−1,y−1, τx+1,y−1) + wx,y. (2.7)
Iterating this and denoting by Πx,y the set of directed, up-left or up-right paths from (1, 1)
to (x, y), we derive the variational formula
τx,y = max
π∈Πx,y
∑
v∈π
wv.
This is depicted in Figure 2. This quantity is known as Last Passage Percolation time and
its statistics are linked to the statistics of the height via
P
(
h(t, x) ≥ y) = P(τx,y ≤ t).
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Figure 3. An optimal path in the Hammersley process.
2.5. Hammersley Process and Longest Increasing Subsequenses. One
may consider the following, degenerate last passage percolation problem: In the square with
side length N and lower-left corner (0, 0) we have a Poisson Point Process with intensity 1
and we ask what is the maximum number of Poisson points that can be collected by going
from (0, 0) to (N,N) via an up-right path, see Figure 3. This is known as Hammersley
problem.
One can read the length of such maximal path (with which we mean the maximal number
of points collected by an up-right path) as follows: From each point draw a horizontal and
vertical line going rightwards and upwards, respectively. If two such rays meet, they cancel
each other. As is obvious form the picture, the length of the longest path (i.e. the maximal
number of points collected by an up-right path) equals the number of rays that reach either
the top or right side of the square.
Remark 2.1. From this construction one may realise the difficulty associated to this
problem: if one only looks at the number of rays that reach the sides of the square, one
cannot see the cancellations that take place inside it. So, in order to handle this problem,
we would need to develop a method that would allow us to track down the cancellations.
The combinatorial methods that we will expose in these notes do exactly this.
One can also map the Hammersley problem to the problem of longest increasing subse-
quence in a random permuation. This is done as follows: Order the horizontal and vertical
coordinates of the Poisson points in the square as 1, 2, 3... according to the order of their
projections. We then write the coordinates (x, y) of each point in the form of a biletter(
x
y
)
. In the example of Figure 3, we represent all the points in the form of a double array as(
1 2 3 4 5 6 7 8 9 10
1 10 2 4 7 5 6 9 3 8
)
,
and we see that the Poisson points are mapped to a permutation. Moreover, the length
of the longest upright path through these points (which in this example is 6) equals the
length of the/a longest increasing subsequence in the permutation (which in this case is
1, 2, 4, 5, 6, 9).
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The problem of longest increasing subsequence is also related to last passage percola-
tion as follows: A permutation σ ∈ SN of {1, 2..., N} is encoded through the permuta-
tion matrix (aij)1≤i,j≤N where aij = δi,σ(i), with δij the Kronecker delta. The length of
the longest increasing subsequence in the permutation σ can be easily seen to equal to
maxπ:(1,1)→(N,N)
∑
(i,j)∈π aij , where π : (1, 1) → (N,N) is a down-right path from entry
(1, 1) to entry (N,N).
3. Robinson-Schensted-Knuth correspondence
A partition of a number n is a sequence of non-increasing numbers λ1 ≥ λ2 ≥ · · · such
that λ1+λ2+ · · · = n. A partition can be depicted by Young diagrams. These are arrays
of left justified unit boxes, the first row of which has λ1 boxes, the second row λ2 boxes etc.
For example:
λ = (4, 3, 1) ←→
The boxes in a Young diagram are usually filled with (integer) numbers giving rise to either
a standard Young tableau, if the content of the boxes are strictly increasing along rows
and columns, or a semistandard Young tableau, if the contents are strictly increasing
along columns but weakly increasing along rows. The vector (λ1, λ2, ...) of the lengths of
the rows of the Young tableau T is called the shape of the tableau and we denote it by
sh(T ).
3.1. Robinson-Schensted correspondence. Young tableaux are of significance
in representation theory as, among others, they classify the irreducible representations of
the symmetric group. We refer to [F97] for the use of Young tableaux in combinatorics,
representation theory and geometry. Of importance to us is that Young tableaux encode
information on quantities like the longest increasing subsequence in a permutation. This is
done via the Robinson-Schensted (RS) algorithm, which gives a one-to-one correspondence
between a permutation σ ∈ SN and a pair of standard Young tableaux, which we will denote
by (P,Q). The algorithm is as follows: Consider a permutation
σ =
(
1 2 · · · N
x1 x2 · · · xN
)
,
where we denote xi := σ(i). Then,
• Starting from a pair of empty tableaux (P0, Q0) = (∅, ∅), assume that we have inserted
the first i biletters
( i
xi
)
, 1 ≤ i ≤ N , of the permutation σ ∈ SN and we have obtained
a pair of Young tableaux (Pi, Qi).
• Next, we (row) insert the biletter ( i+1xi+1) as follows: If the number xi+1 is larger or
equal † than all the numbers of the first row of Pi, then a box is appended at the
end of the first row of Pi and its content is set to be xi+1. This is then the tableau
Pi+1. Also a box is appended at the end of the first row of Qi and its content is set
to be i+ 1, giving the tableau Qi+1. If, on the other hand, there is a box in the first
row of Pi with content strictly larger than xi+1, then the content of the first such
box becomes xi+1 and the replaced content, call it b, drops down and is row inserted
in the second row of Pi following the same rules and creating (possibly) a cascade of
†in the case of a permutation the “or equal” condition is void but it becomes relevant in the Robsinson-
Schensted-Knuth generalisation
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dropdowns (called bumps). Eventually a box will be appended at the end of a row
in Pi or below its last row, in which case it creates a new row, and the content of this
box will be the last bumped letter. At the same, corresponding location a box will be
added at Qi and its content will be set to be i+ 1.
• We repeat the above steps until all biletters have been row inserted.
Let us see how this algorithm works via an example. Consider the permutation(
1 2 3 4 5 6 7
3 5 1 6 2 4 7
)
The sequence is as follows:
(∅, ∅) 3−→ 3 1 5−→ 3 5 1 2 1−→ 1 5
3
1 2
3
6−→ 1 5 6
3
1 2 4
3
2−→
2−→ 1 2 6
3 5
1 2 4
3 5
4−→ 1 2 4
3 5 6
1 2 4
3 5 6
7−→ 1 2 4 7
3 5 6
1 2 4 7
3 5 6
.
In words, we have that we start by row inserting ‘3’ and creating a box with content ‘3’,
identified with tableau P1, and a box with content ‘1’ constructing tableau Q1. Then ‘5’ is
row inserted in P1 and since it is larger than ‘3’ it bypasses the box with content ‘3’ and
sits in a new box in the right of ‘3’, creating P2. A box with content ‘2’ is also created in
the right of the box with content ‘1’ in Q1 creating tableau Q2. Then ‘1’ is row inserted
to P2 and being smaller than ‘3’ it bumps ‘3’ and sits in the first box of P2. ‘3’ is then
row inserted in the second row and since this is empty, it creates a new box whose content
becomes ‘3’. At the same time a new box in the second row of Q2 is created whose content
is ‘3’, giving Q3. The procedure continues in this way.
There are a few observations to be made from this example.
• Tableaux P and Q have the same shape, i.e. the lengths of the successive rows at each
tableau are equal.
This is a general fact. The tableaux that RS produces have the same shape. This can be
easily seen as at any stage of the algorithm a box is created at the same location in both
the P and Q tableau.
• Tableaux P and Q are actually equal.
This is not a general fact but a consequence of the fact that the permutation matrix associ-
ated to the above permutation, is symmetric, or that σ = σ−1. In general, as we will state
below, if (P,Q) is the output of a permutation σ, then the output of permutation σ−1 is
(Q,P ). Thus, if σ = σ−1, then P = Q.
• A third observation that we make is that the length of the first row of either the
P or Q tableau (which in this case is 4) equals the length of the longest increasing
subsequence in the permutation (3, 5, 1, 6, 2, 4, 7), which, for example (as there are
more than one such), is the sequence (3, 5, 6, 7). Moreover, the length of the second
longest increasing subsequence (1, 2, 4) equals the length of the second row of the
output tableaux.
This is also not a coincidence and goes under the name of Greene’s theorem [G74], an
extension of Schensted’s theorem [S61], who related the lengths of the longest increasing
and decreasing subsequences in a permutation to the length of the first row and column,
respectively, of the corresponding Young tableaux .
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The above observations are summarised in the following theorems
Theorem 3.1 (Schensted). The RS correspondence is a bijection between permutations
and pairs of standard Young tableaux (P,Q) of the same shape. If σ ∈ SN and (P,Q) =
RS(σ) is the image of σ under RS-correspondence, then (Q,P ) = RS(σ−1), where σ−1 is
the inverse of permutation σ. In particular, if σ = σ−1, then P = Q.
Theorem 3.2 (Greene). Let σ ∈ SN and (P,Q) = RS(σ). Then, the length λ1 of the first
row of the output tableaux P or Q equals the length of the longest increasing subsequence in
σ. Moreover, the sum λ1+λ2+ · · ·+λr of the lengths of the first r rows equals the maximum
possible length of unions of r increasing subsequences in σ.
We do not provide proofs of these theorems here as we will derive them later on as a corol-
lary to a matrix formulation of the algorithm, which also covers the Robinson-Schensted-
Knuth correspondence and its geometric lifting, see (end of) Section 4.1
3.2. Robinson-Schensted-Knuth correspondence. Bearing in mind that per-
mutations are identified with matrices whose entries are either 0 or 1 and no two 1’s are
in the same row or column (permutation matrices), one can see the RS correspondence as
a bijection between permutation matrices and pairs of standard Young tableaux. Knuth’s
generalisation constituted in extending RS as a bijection between matrices with nonnega-
tive integer entries and pairs of seminstandard Young tableaux. We can think of a matrix
W = (wij) 1≤i≤n
1≤j≤N
, where i indicates rows and j columns, as a sequence of n words
wi := 1w
i
1 · · ·NwiN := 1 · · · 1︸ ︷︷ ︸
wi1
2 · · · 2︸ ︷︷ ︸
wi2
· · · N · · ·N︸ ︷︷ ︸
wiN
(3.1)
with letters 1, 2, ..., N , such that wij symbolises the number of letters j in word i. Knuth’s
extension of RS correspondence, named Robinson-Schensted-Knuth (RSK), runs via RS-
inserting the letters of words w1, w2, ..., wN (in this order) with the letters of each word wi
as in (3.1) being read from left to right.
Berenstein and Kirillov’s (max,+) formulation. Berenstein and Kirillov [BK95]
adopted a different point of view of the RSK correspondence, which was to encode the
combinatorial transformations via piecewise linear transformations. This is a particularly
useful approach for applications in the probabilistic models we are interested in and we
will now describe. The exposition here follows mainly the presentation in Noumi-Yamada
[NY04].
Let us describe how the P tableau is constructed. This is done by successive row insertions
of words w1, w2, ... as described in the RS correspondence. Let us start by inserting w1, that
is the sequence of letters
1 · · · 1︸ ︷︷ ︸
w11
2 · · · 2︸ ︷︷ ︸
w12
· · · N · · ·N︸ ︷︷ ︸
w1N
.
Since the letters in w1 are ordered from smaller to larger, the insertion of w1 will produce
the one-row tableau
P1 =
w11
1 1
w12
2 2
w1N
N N
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We note that we can identify the row of a tableau with words by reading the letters from
left to right. In the case of P1, the tableau can be identified with the single word (recall the
notation introduced in (3.1))
p1 := 1p
1
12p
1
2 · · ·Np1N = 1w112w12 · · ·Nw1N = w1.
Next, we insert word w2 into P1 and this insertion will produce a new tableau P˜1. We
denote this schematically as
w2
P1 −→y P˜1.
This insertion will change the first row p1 of P1 by (possibly) bumping some letters out of it
and replacing them with letters from w2. The bumped letters will form a word, which will
then be inserted in the second row of the tableau, which in the case of P1 is ∅. We denote
this schematically as
w2
p1 −→y p˜ 1,
v2
with p 1 denoting the first row of P1, p˜
1 the first row of P˜1 and v
2 the word that will form
from the bumped down letters from P1 after the insertion of w
2.
This picture is a building block of RSK, since the row insertion of a word w in a tableau
P consisting of rows p1, p2, ..., pn, can be decomposed as
w =: v1
p1 −→y p˜ 1
v2
p2 −→y p˜ 2
...
vn
pn −→y p˜n.
vn+1
(3.2)
This picture means that the letters that will drop down from p1, after the insertion of
v1 = w, will form a word v2 which will be inserted in p2, forming a new row p˜ 2, and will
bump down letters which will then form a new word v3 to be inserted into p3 and so on.
An important remark is that row pi, which is constructed via the RS algorithm, will only
include letters with value larger or equal to i. This is an easy consequence of the algorithm.
For example, p2 will not include 1’s as ‘1’ is the smallest possible letter and so when a ‘1’
is inserted in the first row it will stay there, bumping out 2’s, 3’s,...
It will be important to have an explicit, algebraic expression of the transformation
a
x −→y x˜
b
, where variables x := ixi(i + 1)xi+1 · · ·NxN and a := iai(i + 1)ai+1 · · ·NaN ,
for i ≥ 1, are considered as input variables (x corresponds to the generic case of an i-th row
in a tableau) and x˜ := ix˜i(i+1)x˜i+1 · · ·N x˜N and b := (i+1)bi+1(i+ 2)bi+2 · · ·N bN are output
variables, with x˜ being the new row after the insertion of a and b being the bumped down
letters (as explained in the previous paragraphs, b will only have letters strictly larger than
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i). In particular, we want to express x˜i, x˜i+1, ... and bi+1, bi+2, ... as piecewise linear trans-
formations of xi, xi+1, ... and ai, ai+1, ... To do so, it will be more convenient to introduce
cumulative variables
ξj := xi + · · · + xj , and ξ˜j := x˜i + · · ·+ x˜j, for j ≥ i.
We derive the piecewise linear transformations as follows: When inserted into x, the a1
letters i will bypass the already existing letters i in x and will be appended after the last i
in x. Thus, the new total number of letters i will be
ξ˜i = ξi + ai.
When this insertion is completed a number of (i+ 1)’s will be bumped off x. The number
of these will equal
bi+1 = min
(
ξ˜i − ξi, ξi+1 − ξi
)
= min
(
ξ˜i, ξi+1
)− ξi. (3.3)
This is to be understood as follows: either ai is smaller than the number of (i + 1)’s in x,
which equals xi+1 = ξi+1 − ξi, and so there will only be ai = ξ˜i − ξi number of (i + 1)’s
bumped down or ai is larger than or equal to xi+1, in which case all of the (i + 1)’s in x,
the number of which equals ξi+1 − ξi, will be bumped down.
We also record an alternative formula for the number of bumped (i+ 1)’s, which is
bi+1 = ai+1 + xi+1 − x˜i+1 = ai+1 + (ξi+1 − ξi)− (ξ˜i+1 − ξ˜i), (3.4)
where the first equality is to be understood as that the number of (i + 1)’s, which will be
bumped, equals the number of (i+1)’s that existed in x (denoted by xi+1) plus the number
of (i+1)’s that we inserted (denoted by ai+1) minus the number of (i+1)’s that we finally
see in x˜ (denoted by x˜i+1). This is depicted in the following figures, where blocks marked
with i or i+ 1 indicate consecutive boxes occupied by i or i+ 1. The first figure shows the
case where the i’s inserted in x do not bump out all (i+ 1)’s:
i i / i+ 1 i+ 1
xi+1 ai+1
bumped
(i+ 1)’s
replaced by i’s
x˜i+1
and the next figure depicts the situation where the i’s inserted in x have bumped out all
(i+ 1)’s:
i i i+ 1
xi+1 ai+1
the inserted i’s have
bumped all (i+ 1)’s in x
x˜i+1
in which case x˜i+1 = ai+1 and so bi+1 = ai+1 + xi+1 − x˜i+1 = xi+1.
We now want to get an expression for ξ˜i+1, which denotes the total number of numbers
up to i + 1 that exist in the output word x˜. Again, either the i’s that we inserted from a
did not bump all the (i + 1)’s that existed in x (first of the two figures above), in which
case the ai+1-many of (i + 1)’s, which are inserted from a will be appended at the end of
the last (i + 1) in x, giving ξ˜i+1 = ξi+1 + ai+1, or the ai-many i’s in a bumped all the
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(i+ 1)’s in x (second of the two figures above), in which case the new (i+ 1)’s from a will
be appended after the i’s in x˜. In this case, ξ˜i+1 = ξ˜i + ai+1. Altogether, we have that
ξ˜i+1 = max
(
ξ˜i, ξi+1
)
+ ai+1. (3.5)
We can now iterate this procedure through diagram (3.2). The RSK row insertion via
piecewise linear transformations can be summarised as
Proposition 3.3. Let 1 ≤ i ≤ N . Consider two words x = ixi(i + 1)xi+1 · · ·NxN and
a = iai(i+ 1)ai+1 · · ·NaN . The row insertion of the word a into the word x denoted by
a
x −→y x˜
b
,
transforms (x,a) into a new pair (x˜, b) with x˜ = ix˜i(i + 1)x˜i+1 · · ·N x˜N and b = (i +
1)bi+1 · · ·N bN , which in cumulative variables
ξj = xi + · · ·+ xj , and ξ˜j = x˜i + · · · + x˜j , for j ≥ i, (3.6)
is encoded via 
ξ˜i = ξi + ai,
ξ˜k = max
(
ξ˜k−1, ξk
)
+ ak, i+ 1 ≤ k ≤ N
bk = ak + (ξk − ξk−1)− (ξ˜k − ξ˜k−1), i+ 1 ≤ k ≤ N,
(3.7)
for i < N . If i = N , then ξ˜N = ξN + aN and the output b is empty and we write b = ∅.
It is worth noticing that the recursion
ξ˜k = max
(
ξ˜k−1, ξk
)
+ ak,
is actually the same as the recursion of last passage percolation (2.7). To see this more
clearly, we can consider the example of x = 1x12x2 · · ·NxN ,a = 1a12a2 · · ·NaN and for
ξj = x1 + · · · + xj and ξ˜j = x˜1 + · · · x˜j we iterate as
ξ˜N = max
(
ξ˜N−1 + aN , ξN + aN
)
= max
(
max
(
ξ˜N−2 + aN−1 + aN , ξN−1 + aN−1 + aN ) , ξN + aN
)
...
= max
1≤j≤N
(
ξj + aj + · · ·+ aN )
= max
1≤j≤N
(
x1 + · · ·+ xj + aj + · · ·+ aN ), (3.8)
which, as shown in the figure below, is a last passage percolation on a two-row array
maxj
∑
weights of nodes
along red path a
x
j
(3.9)
This is an indication of the relevance of RSK, and in particular this formulation, for last pas-
sage percolation and other models in the KPZ class. Moreover, this formulation is amenable
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to a generalisation which will be important in treating the positive temperature case relating
to directed polymers. In Section 4.1 we will prove this connection in more detail.
3.3. Gelfand-Tsetlin parametrisation. Gelfand-Tsetlin (GT) patterns are trian-
gular arrays of number (zij)1≤j≤i≤N , which interlace, meaning that
zi+1j+1 ≤ zij ≤ zi+1j , (3.10)
and for this reason they are depicted as
z11
z22 z
2
1
z33 z
3
2 z
3
1
. .
.
. .
. . . .
. . .
zNN z
N
N−1 . . . z
N
2 z
N
1 .
(3.11)
They provide a particularly useful parametrisation of Young tableaux: given a Young tableau
consisting of letters 1, 2, ..., N (not all of which have to appear in the tableau) the Gelfand-
Tsetlin variables zij are defined as
zij :=
i∑
k=j
♯{ k’s in the jth row} (3.12)
Given this definition, the left inequality in (3.10) is immediate, while the right one is a
consequence of the fact that entries along columns in a Young tableau are strictly increasing.
The bottom row of a GT pattern is called the shape, since zNi equals the length of the
i-th row of the corresponding tableau and thus the collection of zN1 , z
N
2 , ... determines the
shape of the tableau. We will denote the shape of a GT pattern Z by sh(Z) and similarly
the shape of a tableau P by sh(P ). We will also often identify a GT pattern Z with the
corresponding Young tableau P .
Notice that definition (3.12) is in agreement with definition (3.6) of the cumulative vari-
ables ξj and ξ˜j and so Gelfand-Tsetlin patterns provide the natural parametrisation for the
framework of RSK as described in Proposition 3.3. Moreover, as we will see they provide a
structure, which couples models in the KPZ class, e.g. longest increasing subsequence or last
passage percolation, with Random Matrices. To give a preliminary idea of how this comes
about, we point that entry zN1 of a Gelfand-Tsetlin pattern is equal to the length of the first
row of a Young Tableau, which if viewed as an output of RSK, Schensted’s theorem says
that zN1 is equal to the length of the longest increasing subsequence in a generalised per-
mutation of {1, 2, ..., N}. On the other hand, it turns out that in certain situations random
Gelfand-Tsetlin patterns have a bottom row with law identical to the law of the eigenvalues
of certain random matrices, see e.g. [B01]. Therefore, the element zN1 has a dual nature: it
is an observable of models within the KPZ class and at the same time its distribution is
identical (or closely related) to the distribution of the largest eigenvalue of certain random
matrices. This coupling has played a central role in formulating the integrable structure of
models in the KPZ universality and will take a flavour of it in the coming sections.
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An important “invariant” of RSK is the type of a tableau P , denoted by type(P ). In GT
parametrisation, this is defined to be the vector(|zi| − |zi−1| : i = 1, ..., N), with |zi| := i∑
j=1
zij ,
and the convention that |z0| = 0. Considering a pair of Gelfand-Tsetlin patterns (Z,Z′)
as the output of RSK with input matrix W = (wij : 1 ≤ i ≤ n, 1 ≤ j ≤ N), that is
(Z,Z′) = RSK(W ), with Z corresponding to the P tableau and Z′ to the Q tableau in the
RSK correspondence, then it holds that
|zk| − |zk−1| =
n∑
i=1
wik. (3.13)
This is due to the fact that both sides represent the number of letters k inserted from W
via RSK. This is clear for the right hand side, since (by definition) wij is considered as the
number of letters j in word i, while for the left hand side this follows from
|zk| − |zk−1| =
k∑
j=1
zkj −
k−1∑
j=1
zk−1j = z
k
k +
k−1∑
j=1
(zkj − zk−1j )
= ♯{k’s in word k}+
k−1∑
j=1
♯{k’s in word j}.
The type plays an important role in exactly solvable, via RSK, probability models, as we
will see in Sections 5 and 7.
4. A geometric lifting of RSK - Kirillov’s “Tropical RSK”
As we have seen in Proposition 3.3, RSK can be encoded in terms of piecewise linear
recursive relations, using the (max,+) algebra. Kirillov [K01] replaced the (max,+) in the
set of RSK’s piecewise linear relations with relations (+,×), thus establishing a geometric
lifting of RSK, which he named tropical RSK. This name was given by Kirillov in honour of
P. Schützenberger, who due to his liking for doing mathematics in the tropics, he used the
term “tropical” to characterise unusual, “exotic” mathematical structures. However, since the
term tropical has been reserved for the passage from the (+,×) algebra to the (max,+),
the term geometric RSK (gRSK) has now prevailed for the geometric lifting of the RSK
correspondence. In this section we will present the construction of gRSK following mostly
a matrix reformulation by Noumi and Yamada [NY04] motivated by discrete integrable
systems. The approach is closely related to that of Proposition 3.3. Let us start with the
definition of the geometric row insertion.
4.1. Geometric RSK via a matrix formulation. We start with the following
definition (compare to Proposition 3.3):
Definition 4.1. Let 1 ≤ i ≤ N . Consider two words x = (xi, ..., xN ) and a = (ai, ..., aN ).
We define the geometric lifting of row insertion or shortly geometric row insertion
of the word a into the word x denoted by
a
x −→y x˜
b
,
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as the transformation that takes (x,a) into a new pair (x˜, b) with x˜ = (x˜i, · · · x˜N ) and
b = (bi+1 · · · bN ), which in cumulative variables
ξj = xi · · · xj , and ξ˜j = x˜i · · · x˜j, for j ≥ i. (4.1)
is encoded via 
ξ˜i = ξi · ai,
ξ˜k = ak
(
ξ˜k−1 + ξk
)
, i+ 1 ≤ k ≤ N
bk = ak
ξk ξ˜k−1
ξk−1 ξ˜k
, i+ 1 ≤ k ≤ N.
(4.2)
for i < N . If i = N , then ξ˜N = ξN · aN and the output b is empty and we write b = ∅.
It was observed by Noumi and Yamada that the geometric row insertion (x,a) 7→ (x˜, b),
described in Definition 4.1 via relations (4.2), is equivalent to a system of equations, related
to discrete Toda systems (see [NY04], Lemma 2.2 and Remark 2.3):
aixi = x˜i, and ajxj = x˜jbj for j ≥ i+ 1,
1
ai
+
1
xi+1
=
1
bi+1
, and
1
aj
+
1
xj+1
=
1
x˜j
+
1
bj+1
for j ≥ i+ 1. (4.3)
The derivation of the system of equations in (4.3) from (4.2) is a matter of a simple algebraic
manipulation. (4.3) can be put into a matrix form as:
1
. . .
1
a¯i 1
a¯i+1 1
. . .
. . .
1
a¯N


1
. . .
1
x¯i 1
x¯i+1 1
. . .
. . .
1
x¯N

(4.4)
=

1
. . .
1
x˜i 1
x˜i+1 1
. . .
. . .
1
x˜N


1
. . .
1
1
b¯i+1 1
. . .
. . .
1
b¯N

where we have used the notation
x¯ :=
1
x
,
for a nonnegative real x. For a vector x with nonnegative real entries, we will denote by x¯
the vector with entries the inverses of the corresponding entries in x. In the above matrices
the entries that are left empty are equal to zero. Moreover, in the first three matrices the
upper left corner is an identity matrix of size i − 1, while in the fourth matrix the upper
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left corner is an identity matrix of size i. We put this matrix equation in a more concrete
notation as follows: For a vector x = (xi, ..., xn) we define the matrix
Ei(x) :=
i−1∑
j=1
Ejj +
N∑
j=i
xjEjj +
N−1∑
j=i
Ej,j+1, (4.5)
where for 1 ≤ i, j ≤ n we define the matrices Eij := (δaiδbj)1≤a,b≤n with δab being the
Kronecker delta. In other words, Eij has entry (i, j) equal to 1 and all others equal to zero.
We will denote E1(x) simply by E(x). Then (4.4) is written more concretely as
Ei(a¯)Ei(x¯) = Ei(x˜)Ei+1(b¯) (4.6)
The entries of matrices Ei(x), with x = (xi, ..., xN ), can be readily read graphically from
the following diagram
x
j1
1
N
Nj + 1i
i
where on the diagonal edges and on the first (i−1) vertical edges we assign the value 1 and
on the rest of the vertical edges we assign the values xi, xi+1, . . . , xN in this order. Then
the (k, ℓ) entry of Ei(x) is given by Ei(x)(k,ℓ) =
∑
π : (1,k)→(2,ℓ) wt(π), where the sum is over
all down-right paths, along existing edges, starting from site k in the top row to site ℓ in
the bottom row and the weight of the path π is given by the product of the weights along
the edges that path π traces. Furthermore, one can easily check that for products of the
form E(y1, ...,yk) := E1(y
1)E2(y
2) · · ·Ek(yk), where we understand that for i = 1, ..., k
the vector yi = (yii, ..., y
i
N ), the entries can be read graphically from the following diagram:
y1
yk
i
j
where a vertical edge connecting (a, b) to (a+ 1, b) (in matrix coordinates) is assigned the
weight yab and all the diagonal edges are assigned weight one. Entry (i, j) of the matrix
E(y1, ...,yk) is given by E(y1, ...,yk)(i,j) =
∑
π : (1,i)→(k∧j+1,j)wt(π), where the sum is over
all down-right paths, along existing edges, from site (1, i) (in matrix coordinates) in the top
row to site (k ∧ j +1, j) along the lower border and the weight of a path wt(π) =∏
e∈π we,
where the product is over all edges e that are traced by the path π.
More remarkably, minor determinants of matrices E(y1, ...,yk) have also a similar graphi-
cal representation. If we denote by detE(y1, ...,yk)i1,...,irj1,...,jr the determinant of the sub-matrix
of E(y1, ...,yk) which includes rows i1 < · · · < ir and columns j1 < · · · < jr then
detE(y1, ...,yk)i1,...,irj1,...,jr =
∑
π1,...,πr ∈Π
i1,...,ir
j1,...,jr
wt(π1) · · ·wt(πr) (4.7)
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where Π i1,...,irj1,...,jr is the set of directed, non intersecting paths, starting at locations i1, ..., ir
in the top row and ending at locations j1, ..., jr at the bottom border of the grid :
y1
yk
i1 ir
j1 jr
Since E(y1, ...,yk)(i,j) =
∑
π : (1,i)→(k∧j+1,j)wt(π), (4.7) is a consequence of the Lindström-
Gessel-Viennot theorem [L73, GV89, S90]. This theorem has played a central role in the
developments around determinantal processes as it gives determinantal expressions for the
weights (or probability) of non-intersecting paths. Its precise statement is as follows:
Theorem 4.2 (Lindström-Gessel-Viennot). Let G = (V,E) be a directed, acyclic graph
with no multiple edges, with each edge e being assigned a weigth wt(e). A path π on G is
assigned a weight wt(π) =
∏
e∈π wt(e). We say that two paths on G are non-intersecting
if they do not share any vertex. Consider, now, (u1, ..., ur) and (v1, ..., vr) two disjoint
subsets of V and denote by Πu1,...,urv1,...,vr the set of all r-tuples of non-intersecting paths π1, ..., πr
that start from u1, ..., ur and end at v1, ..., vr, respectively. We assume that {u1, ..., ur} and
{v1, ..., vr} have the property that for i < j and i′ > j′, any two paths π ∈ Πuivj and π′ ∈ Π
ui′
vj′ ,
which start at ui, ui′ and end at vj , vj′, necessarily intersect. Then
det
( ∑
π∈Π
ui
vj
wt(π)
)
1≤i,j≤r
=
∑
π1,...,πr ∈Π
u1,...,ur
v1,...,vr
wt(π1) · · ·wt(πr)
There is also a dual set of matrices to Ei(x), which we now introduce, the entries and
minor determinants of which are given in terms of polymer partitions corresponding to the
standard up-right directed paths. Let us start with the i = 1 case, where we recall the
convention that E1(x) = E(x), and define
H(x) := DE(x¯)−1D−1, with D = diag
(
(−1)i−1)N
i=1
. (4.8)
An easy computation shows that H(x) =
∑
1≤i≤j≤N xixi+1 · · · xjEij, that is, the (i, j) entry
of H(x) equals xixi+1 · · · xj if i ≤ j and zero otherwise.
In general, for k ≥ 1, and x = (xk, ..., xn), we define
Hk(x) :=
[
Ik−1 0
0 H(x)
]
where Ik−1 is a (k− 1)× (k− 1) identity matrix. Then (4.6) can be equivalently written as
Hi(x)Hi(a) = Hi+1(b¯)Hi(x˜) (4.9)
Similarly to E(y1, ...,yk), products of the form H(y1, ...,yn) := H(y1) · · ·H(yn) or more
generally H(y1, ...,yk) := Hk(y
k) · · ·H1(y1) have the property that their entries and their
minor determinants are given via ensembles of non intersecting paths. This is again a
consequence of the Lindström-Gessel-Viennot theorem: denoting by detH(y1, ...,yk)i1,...,irj1,...,jr
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the minor determinant of H(y1, ...,yk) consisting of rows i1 < · · · < ir and columns j1 <
· · · < jr, then
detH(y1, ...,yk)i1,...,irj1,...,jr =
∑
π1,...,πr
wt(π1) · · ·wt(πr)
where the sum is over up-right, non crossing paths, starting at locations i1, ..., ir at the
bottom border (including possibly the diagonal part) and ending at locations j1, ..., jr at
the top row of the grid.
y1
yk
j1 jr
i1
ir
Each vertex (a, b) of the grid is assigned a weight yab and in this case the total weight of a
path is wt(π) =
∏
(a,b)∈π y
a
b .
Noumi and Yamada [NY04] used these observations in order to give a matrix reformula-
tion of geometric RSK allowing to express the output of geometric RSK in terms of partition
functions of ensembles of non intersecting paths. The main theorem towards this is the fol-
lowing whose origins are in studies around total positivity [BFZ96] (but see also [K01]).
Theorem 4.3. Given a matrix X := (xij : 1 ≤ i ≤ n, 1 ≤ j ≤ N) =: (x1, ...,xn)T the
matrix equation
H(x1)H(x2) · · ·H(xn) = Hk(yk)Hk−1(yk−1) · · ·H1(y1), k = min(n,N), (4.10)
has a unique solution (y1, ...,yk) with yi := (yii, ..., y
i
N ), given by
yii =
τ ii
τ i−1i
, and yij =
τ ij τ
i−1
j−1
τ i−1j τ
i
j−1
for i < j, (4.11)
where
τ ij :=
∑
π1,...,πi∈Π
1,...,i
j−i+1,...,j
wt(π1) · · ·wt(πi) (4.12)
is a partition function corresponding to an ensemble of i non intersecting, down-right paths
π1, ..., πi, along the entries of X, starting from (1, 1), ..., (1, i) and ending at (n, j − i +
1), ..., (n, j), respectively, with the weight of a path πr given by wt(πr) :=
∏
(a,b)∈πr
xab .
Proof. The existence of a unique decomposition (4.10) follows from a more general result
of Berenstein-Fomin-Zelevinsky [BFZ96], which states that any upper triangular matrix
A = (aij)1≤i,j≤n such that
• aij = 0, if j < i or j > i + m for some m ≤ n, i.e. A is a “band” upper triangular
matrix in which case we also ask that aij = 1 for j = i+m,
• the minor determinants
Qi,j := Qi,j(A) := detA
1,...,j−i+1
i,i+1,...,j ,
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are non zero for all i, j such that i ≤ j and i ≤ m,
can be written uniquely in the form Hk(y
k)Hk−1(y
k−1) · · ·H1(y1). We refer for this general
result and the omitted proofs to [NY04], Propositions 1.5, 1.6 and Theorem 2.4.
It is easy to check that the left hand side of (4.10) satisfies the above conditions. Here
we will only prove that the solution to (4.10) is given via (4.11), which shows the relation
between the minor determinants of products (4.10) and partition functions of paths.
From the graphical representation of the minor determinants of H(x1)H(x2) · · ·H(xn),
we have that
τ ij = det
(
H(x1)H(x2) · · ·H(xn))1,...,i
j−i+1,...,j
.
But by (4.10) this is equal to det
(
Hk(y
k)Hk−1(y
k−1) · · ·H1(y1)
)1,...,i
j−i+1,...,j
and again from
the graphical representation we see that this equals
∑
γ1,...,γr
wt(γ1) · · ·wt(γr) ≡
∑
γ1,...,γr
(4.13)
where the summation is over non intersecting, up-right paths on the trapezoidal lattice with
weights y, that start from vertices (1, 1), ..., (i, i) in the lower-left border of the lattice and
go to vertices (1, j − i + 1), ..., (1, j) at the upper border. As seen in the figure in relation
(4.13), there is only one such i-tuple of paths with total weight
∏
1≤a≤i , a≤b≤j y
a
b . Writing
similarly τ i−1j , τ
i−1
j−1, τ
i
j−1 we see that
τ ii
τ i−1i
= yii, and for i < j
τ ij τ
i−1
j−1
τ i−1j τ
i
j−1
= yij.

Let us now describe how geometric RSK can be encoded in this matrix formulation. We
will make reference to the following diagram (refer to Section 3.2 and relation (3.2) for a
reminder on the notation):
x1 x2 =: x2,1 x3 =: x3,1
∅ −→y y1,1 −→y y2,1 −→y y3,1 · · ·
x2,2 x3,2
∅ −→y y2,2 −→y y3,2 · · ·
x3,3
∅ −→y y3,3 · · ·
∅ · · ·
where xi = (xi1, ..., x
i
N ) for i ≥ 1, is a sequence of words, which are successively row
inserted via geometric RSK. We should keep in mind the useful identification of entries xij
with number of letters ‘j’ in a ‘word ’ xi as in (3.1).
Let us now describe geometric RSK in this matrix language translating essentially from
the language of RSK as described in Section 3.2. For this reason we will be using the terms
tableau, row insertion, word etc.
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Initially, we have an empty tableau ∅ to which we insert the first word x1 as
x1
∅ −→y y1,1
∅
.
Of course, in this situation the output tableau will only have one row y1,1 and y1,1 = x1,
which we trivially encode via the matrix equation
H(x1) = H(y1,1). (4.14)
Next, to the single-row tableau y1,1 we insert x2 as
x2
y1,1 −→y y2,1
x2,2
. Here, y2,1 corresponds
to the updated first row of the new tableau and y2,2 = x2,2 to its second row. We notice
that x2,2 is the word consisting of the dropdown letters after the insertion of x2 into y1,1,
which are then inserted into the empty second row and this is the reason why the second
row of the updated tableau y2,2 equals x2. This second set of insertions can be be encoded
via a matrix equation, which is derived by multiplying (4.14) on the right by H(x2) and
using (4.10) to obtain
H(x1)H(x2) = H1(y
1,1)H(x2)
(4.10)
= H2(y
2,2)H1(y
2,1). (4.15)
The fact that this matrix multiplication and the output variables y2,2,y2,1 give the output
of geometric row insertion with input x1,x2 is a consequence of Definition 4.1, its matrix
reformulation (4.6), (4.10) and finally Theorem 4.3.
In a similar way, we encode the third group of row insertions :
x3
y2,1 −→y y3,1
x3,2
[word x3 is row inserted to the first line y2,1 of the current tableau],
x3,2
y2,2 −→y y3,2
x3,3
[word x3,2 formed by the dropped down letters are row
inserted to the second line y2,2 of the current tableau],
x3,3
∅ −→y y3,3
∅
[the dropdown letters from the previous insertion form the new row y3,3],
via multiplying on the right (4.15) by H(x3) and using successively relation (4.10) as
H(x1)H(x2)H(x3) = H2(y
2,2)H1(y
2,1)H(x3)
(4.10)
= H2(y
2,2)H2(x
3,2)H1(y
3,1)
(4.10)
= H3(x
3,3)H2(y
3,2)H1(y
3,1) = H3(y
3,3)H2(y
3,2)H1(y
3,1)
We point out that the second equality above is a matrix representation of the diagram
x3
y2,1 −→y y3,1
x3,2
, the third equality of the diagram
x3,2
y2,2 −→y y3,2
x3,3
and the fourth of the
(trivial) diagram
x3,3
∅ −→y y3,3
∅
.
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This procedure continues during the firstN insertions at which stage the resulting tableau
will have full depth of N rows. After that, no additional rows will be created in the subse-
quent tableaux and the process continues as follows
xN+1 =: xN+1,1 xN+2 =: xN+2,1 xN+3 =: xN+3,1
yN,1 −→y yN+1,1 −→y yN+2,1 −→y · · ·
xN+1,2 xN+2,2 xN+3,2
yN,2 −→y yN+1,2 −→y yN+2,2 −→y · · ·
xN+1,3 xN+2,3 xN+3,3
yN,3 −→y yN+1,3 −→y yN+2,3 −→y · · ·
xN+1,4 xN+2,4 xN+3,4
...
...
...
...
...
...
...
xN+1,N xN+2,N xN+3,N
yN,N −→y yN+1,N −→y yN+2,N −→y · · ·
∅ ∅ ∅
Overall, the above, two-step procedure is encoded via the matrix equation
H(x1)H(x2) · · ·H(xn) = Hn(yn,n)Hn−1(yn,n−1) · · ·H1(yn,1), if n ≤ N
H(x1)H(x2) · · ·H(xn) = HN (yn,N )HN−1(yn,N−1) · · ·H1(yn,1), if n ≥ N
(4.16)
We have seen how to encode (geometric) row insertion in a matrix formulation, thus
producing the P tableau of geometric RSK. We can state the geometric RSK as a one-to-
one correspondence between input matrices X = (xij : 1 ≤ i ≤ n, 1 ≤ j ≤ N) and two sets
of variables P := (pij : 1 ≤ i ≤ N ∧ n, i ≤ j ≤ N) and Q := (qij : 1 ≤ i ≤ N ∧ n, i ≤ j ≤ n).
These will be the analogues of the P and Q tableaux in the standard RSK correspondence.
For a full proof of this theorem (in particular the reconstruction of X from (P,Q)), we refer
to [NY04], Section 3 and Theorem 3.8.
Theorem 4.4. Consider a matrix X := (xij : 1 ≤ i ≤ n, 1 ≤ j ≤ N) with nonnega-
tive entries and denote by (x1, ...,xn) its rows and by (x1, ...,xN ) its columns. Then there
exists a one-to-one correspondence between X and set of variables p i := (pii, ..., p
i
N ) for
i = 1, ...,min(n,N) and q i = (q ii , ..., q
i
n) for i = 1, ...,min(n,N), which are uniquely deter-
mined via equations
H(x1)H(x2) · · ·H(xn) = Hk(pk)Hk−1(pk−1) · · ·H1(p1), k = min(n,N), (4.17)
H(x1)H(x2) · · ·H(xN ) = Hk(qk)Hk−1(qk−1) · · ·H1(q1), k = min(n,N), (4.18)
Variables (pij) and (q
i
j) are given in terms of the input variables (x
i
j) via relations (4.10)
and (4.12).
An immediate consequence of the formulation of gRSK as in Theorem 4.4 and in particular
the matrix equations (4.17), (4.18) is that if the input matrix X is symmetric then the P
and Q tableaux of gRSK are equal.
Geometric RSK on (geometric) Gelfand-Tsetlin patterns. It is useful to put geo-
metric RSK and Theorem 4.4 under a Gelfand-Tsetlin framework. To this end, if p1, ...,pk
ALGEBRAIC STRUCTURES IN KPZ 25
and q1, ..., qk are as in (4.17), (4.18), set
zij := p
j
j p
j
j+1 · · · p ji−1 p ji for 1 ≤ j ≤ i ≤ N, and j ≤ n ∧N,
(zij)
′ := q jj q
j
j+1 · · · q ji−1 q ji for 1 ≤ j ≤ i ≤ n, and j ≤ n ∧N.
Then Theorem 4.4 establishes a bijection between matrices X := (xij : 1 ≤ i ≤ n, 1 ≤ j ≤ N)
with nonnegative entries and a pair (Z,Z′) = gRSK(X). We will call the arrays Z = (zij : 1 ≤
j ≤ i ≤ N, j ≤ n ∧N) and Z′ = ((zij)′ : 1 ≤ j ≤ i ≤ n, j ≤ n ∧ N), geometric Gelfand-
Tsetlin patterns, even though in general they do not satisfy the interlacing constraints
zi+1j+1 ≤ zij ≤ zi+1j (however, they do degenerate to genuine Gelfand-Tsetlin patterns in
the combinatorial limit described in the next paragraph). For short we will often denote
geometric Gelfand-Tsetlin patterns by gGT, while other times, when it is clear from the
context, we may omit the adjective “goemetric”.
Bearing in mind property (4.11) we obtain that variables zij are given in terms of ratios
of partition functions
zij =
τ ji
τ ji−1
=
∑
π1,...,πj
wt(π1) · · ·wt(πj)∑
π1,...,πj−1
wt(π1) · · ·wt(πj−1) , (4.19)
where the sum in the numerator is over directed, non intersecting paths along entries of
X starting from (1, 1), ..., (1, j) and ending at (n, i − j + 1), ..., (n, i), respectively, and the
denominator is over directed, non intersecting paths starting from (1, 1), ..., (1, j − 1) and
ending at (n, i− j + 2), ..., (n, i), respectively. In particular,
zN1 =
∑
π : (1,1)→(n,N)
wt(π) =
∑
π : (1,1)→(n,N)
∏
(a,b)∈π
xab , (4.20)
which defines the partition function of the directed polymer model.
Passage to standard (combinatorial) RSK setting. We will now see how the geo-
metric RSK framework degenerates to the standard RSK framework described in Section
3.2 and how in this way we can obtain via Theorem 4.4 both Schensted’s and Greene’s
theorems as well as the links between RSK and last passage percolation alluded to in (3.8)
and (3.9).
Replacing in (4.2) variables ξk, ξ˜k, ak, bk by e
ξk/ε, eξ˜k/ε, eak/ε, ebk/ε, taking the log on both
sides of each relation therein and multiplying by ε, the set of equations (4.2) writes as
ξ˜i = ξi + ai,
ξ˜k = ak + ε log
(
eξ˜k−1/ε + eξk/ε
)
, i+ 1 ≤ k ≤ N
bk = ak + (ξk − ξk−1)− (ξ˜k − ξ˜k−1), i+ 1 ≤ k ≤ N.
(4.21)
Taking now the limit ε → 0 these reduce to the piecewise linear transformations (3.7)
defining the standard RSK correspondence. Replacing also the variables xij, p
i
j , q
i
j in Theorem
4.4 by ex
i
j/ε, ep
i
j/ε, eq
i
j/ε we obtain in the limit ε → 0 the RSK correspondence, in the sense
that variables (pij) and (q
i
j) encode the P and Q tableaux of the standard RSK.
In particular, the solution to the degeneration, as ε → 0, of problem (4.17) is given via
the degeneration of relations (4.11), (4.12) as:
pii = σ
i
i − σi−1i and pij = σij + σi−1j−1 − σi−1j − σij−1 for i < j,
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with σij := max
π1,...,πi∈Π
1,...,i
j−i+1,...,j
i∑
k=1
wt(πk)
being last passage percolation functionals corresponding to ensembles of i non intersecting,
down-right paths π1, ..., πi, starting from (1, 1), ..., (1, i) and ending at (n, j−i+1), ..., (n, j),
respectively. The weight of a path πr in this case is wt(πr) :=
∑
(a,b)∈πr
xab .
Passing to the Gelfand-Tsetlin variables, we set
zij := p
j
j + p
j
j+1 + · · ·+ p ji−1 + p ji = σ ji − σ ji−1
for 1 ≤ j ≤ i ≤ N, and j ≤ n ∧N . From this we get that
zN1 + · · · zNj := σ jN ,
which in the case j = 1 is Schensted’s theorem (see also (3.9)) and for j > 1 is Greene’s
theorem.
4.2. RSK and geometric RSK via local moves and volume preserving
properties. RSK and geometric RSK can be considered as a bijection between matrices
with nonnegative entries by gluing together the output (geometric or standard) Gelfand-
Tsetlin patterns (Z,Z′). In particular, if X = (xi,j)1≤i≤n,1≤j≤N we can consider RSK(X) or
gRSK(X) as the n×N matrix T = (ti,j)1≤i≤n,1≤j≤N with
ti,j =

zn−i+jn−i+1 , for 1 ≤ i ≤ n, 1 ≤ j ≤ N, with i− j ≥ n−N
(zN+i−jN−j+1)
′ , for 1 ≤ i ≤ n, 1 ≤ j ≤ N, with i− j ≤ n−N
(4.22)
More suggestively, we can look at the following pictures
Z
Z′
glued GT patterns when n ≤ N
Z
Z′
glued GT patterns when n ≥ N
where on the dashed line we put the shape variables (zN1 , ..., z
N
n∧N ) =
(
(zn1 )
′, ..., (znn∧N )
′
)
,
with zN1 = (z
n
1 )
′ occupying the lower-right corner and z11 , (z
1
1)
′ occupying the lower-left
and the upper-right corners, respectively. Notice that when n < N , then the number n
of inserted words is smaller than the number N of letters in the alphabet and then the
Z pattern does not have full triangular shape, while when n ≥ N , then Z will have full
triangular shape of depth N . Similar considerations hold for the Z′ pattern.
As a bijection between nonnegative matrices, gRSK has a remarkable volume preserving
property as noted in [OSZ14]
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Theorem 4.5. Let X = (xi,j)1≤i≤n,1≤j≤N be a matrix with nonnegative entries and T =
gRSK(X), where T = (ti,j)1≤i≤n,1≤j≤N is produced by gluing together the Gelfand-Tseltin
patterns of gRSK, as in (4.22). Then the mapping
(log xi,j : 1 ≤ i ≤ n, 1 ≤ j ≤ N) 7→ (log ti,j : 1 ≤ i ≤ n, 1 ≤ j ≤ N),
has Jacobian ±1.
This property is not obvious and its deeper meaning warrants further investigation. It
also appears to be difficult to derive this from Noumi-Yamada’s matrix formulation but it
turns out to be easily checked once a different point of view on the gRSK is adopted, which
amounts to a decomposition of gRSK (as well as RSK) into a set of local moves, which we
will now describe. Crucial towards this point of view are relations
bi+1 = min
(
ξ˜i, ξi+1
)− ξi, (4.23)
(see also (3.3)), which in the standard RSK setting records the number of letters i being
bumped down from a row after the insertions of letters ‘i’ from a new word, and relation
ξ˜i+1 = max
(
ξ˜i, ξi+1
)
+ ai+1, (4.24)
(see also (3.5)), which in the standard RSK setting records the length up to letter ‘i + 1’
of a row in a Young tableau after the insertion of the string of letters ‘i+ 1’ from the new
word. The geometric lifting of these relations (i.e. replacing (max,+) operations with (+×))
writes as
bi+1 =
ξ˜i ξi+1
ξi(ξ˜i + ξi+1)
and ξ˜i+1 = ai+1
(
ξ˜i + ξi+1
)
.
Keeping these in mind for the moment, let us define the local moves: The fundamental
transformation is the mapping ℓi,j, for 2 ≤ i ≤ n and 2 ≤ j ≤ N , which transforms a matrix
X by replacing only its 2× 2 submatrix (leaving all other entries unchanged)(
xi−1,j−1 xi−1,j
xi,j−1 xi,j
)
by its image under the map(
a b
c d
)
7→
(
b ∧ c− a b
c d+ b ∨ c
)
or
(
a b
c d
)
7→
( bc
a(b+c) b
c d(b+ c)
)
in the combinatorial (standard) RSK or geometric setting, respectively. In the case j = 1,
transformation ℓi,1 only changes the subarray(
xi−1,1
xi,1
)
7→
(
xi−1,1
xi,1 + xi−1,1
)
or
(
xi−1,1
xi,1
)
7→
(
xi−1,1
xi,1 · xi−1,1
)
while in the case i = 1 transformation ℓ1,j only changes the subarray (x1,j−1 , x1,j) to
(x1,j−1 , x1,j+x1,j−1) in the combinatorial setting or to (x1,j−1 , x1,j ·x1,j−1) in the geometric
setting. Transformation ℓ1,1 is the identity.
Based on this, the row insertion of the kth row of the input matrix X, which we denote
by Rk, is decomposed as
Rk = ̺
k
N ◦ · · · ◦ ̺k2 ◦ ̺k1
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with
̺ij :=

ℓ1,j−i+1 ◦ · · · ◦ ℓi−1,j−1 ◦ ℓi,j if i ≤ j,
ℓi−j+1,1 ◦ · · · ◦ ℓi−1,j−1 ◦ ℓi,j if i ≥ j.
Examples of of ̺42 and ̺
4
5 are shown in the following figure
(Z,Z′)− GT patterns before update
not yet inserted X entries
←− currently inserted X-row
ℓ4,5
ℓ3,4
ℓ2,3
ℓ1,2
ℓ4,2
ℓ3,1
The blue nodes indicate the entries that will be modified after application of ̺42 and the
red those that will be modified after application of ̺45. The circles indicate the entries that
are involved in the ℓ operation appearing in the center of the circles. The above figure shows
two snapshots of the insertion of the fourth row, R4. Before insertion R4 the first three lines
are the Z and Z′ patterns, which are glued together, and the rest of the lines are the rows
(x4,j)j≥1, (x5,j)j≥1, ... which are waiting to be inserted via R4, R5, .... After R4 the array
will look like
updated patterns (Z˜, Z˜′) after R4
not yet inserted X entries
The fact that the composition Rn ◦ · · · ◦ R1 in the geometric setting is equivalent to
Noumi-Yamada’s matrix formulation was shown in [OSZ14]. Moreover, it is easy to check
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that transformations ℓi,j are volume preserving in logarithmic variables, which immediately
leads to Theorem 4.5.
Let us try to explain this decomposition. We do so by looking at the example of trans-
formations R4 and ℓ4,5 in the combinatorial setting. We start by noticing that R4 will
eventually transform the fourth row of the array to z˜1, i.e the first diagonal of the new
Gelfand-Tsetlin pattern. After application of ̺41, ̺
4
2, ̺
4
3, ̺
4
4 the first four entries of the fourth
row will be transformed to the updated values of the Gelfand-Tsetlin pattern: z˜ 11 , z˜
2
1 , z˜
3
1
and z˜ 41 , respectively. Now, ℓ4,5 will be applied as z41 z51
z˜ 41 x4,5
 7→
 min (z˜ 41 , z 51 )− z 41 z 51
z˜ 41 x4,5 +max
(
z˜ 41 , z
5
1
)
 .
Comparing to (4.23) and (4.24) we see that the bottom-right entry in the right hand side is
just z˜ 51 , the total length up to letter ‘5’ in the first row of the P tableau after insertion of
x4,5-many 5’s during the fourth insertion R4. On the other hand, the top-left entry in the
right hand side records the number of letters ‘5’ that have been bumped down and which will
then be inserted via ℓ3,4 to the next row of the Gelfand-Tsetlin pattern (or corresponding
tableau) and so on.
We note that the local moves in the combinatorial setting can be identified with Fomin’s
construction of RSK [F86, F95], see also [Kr06]. The geometric setting corresponds to a
geometric lifting of this to the (+,×) algebra.
One more advantage of the local move decomposition of RSK and gRSK is that it can
be generalised as a bijective map between polygonal arrays of the form of Young tableaux
type as:
X = (xi,j) 7→ T = (ti,j)
This mapping has the property that the outer corners of the output array T are equal to
the last passage percolation times or polymer partition functions of down-right paths from
(1, 1) to the corresponding corners. More precisely consider X =
(
xi,j : (i, j) ∈ ind(X)
)
a
polygonal array with a suitable index set ind(X); if (i, j) is such that (i, j) ∈ ind(X) and
(i+ 1, j), (i, j + 1) /∈ ind(X) then
ti,j = max
π : (1,1)→(i,j)
∑
(i,j)∈ ind(X)
xi,j for T = RSK(X) or
ti,j =
∑
π : (1,1)→(i,j)
∏
(i,j)∈ ind(X)
xi,j for T = gRSK(X).
(4.25)
This is depicted in the following picture where the coloured vertices in the right hand side
are equal to the last passage percolation or polymer partition functions of the paths with
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the same colour in the left hand side:
7−→
This property has been useful towards identifying joint, multi-point laws of last passage
percolation and polymer models [J03, NZ17] (with the former leading to a full convergence
result towards the Airy process).
5. A solvable Last Passage Percolation model
We now have all the tools to analyse an exactly solvable model in the KPZ class. This is
last passage percolation with geometric variables. The adjective geometric here has the more
standard probabilistic interpretation and is not related to the way it was used to describe
the geometric lifting of RSK earlier. To set things up, we consider a matrix W = (w ij )1≤i≤m,
1≤j≤n
,
where we assume that the entries are independent random variables with geometric distri-
bution
P(wij = w
i
j) = (1− piqj)(piqj)w
i
j , 1 ≤ i ≤ m, 1 ≤ j ≤ n, (5.1)
where pi, qj are parameters in (0, 1). The first question we want to ask is whether we can
compute the law of
τm,n := max
π∈Πm,n
∑
(i,j)∈π
w ij ,
where Πm,n is the set of down-right paths going from site (1, 1) to site (m,n). For simplicity,
let us assume that m = n = N , although the general case can also be treated following sim-
ilar reasoning. For conciseness we will also denote τN,N by τN . The answer to this question
is affirmative and the reason is because the geometric distribution fits the framework and
the properties of RSK. In particular, we can accomplish this with the following steps:
Step 1. Combinatorial analysis. RSK gives a bijection between a matrix with non-
negative entries and a pair of Young tableaux (P,Q) or equivalently a pair of GT patterns
(Z,Z′). In particular, τN equals the length of the first row of the tableaux P,Q, which in
GT parametrisation is zN1 = (z
N
1 )
′.
This step may naturally bring up the question: “since we are only interested in zn1 why
do we need all the extra quantities (zij , (z
i
j)
′; 1 ≤ j ≤ i ≤ N) coming from RSK ” ? To
give an answer to this, let us look back at the Hammersley process, Figure 3. In order to
find the length of the up-right path that collects the largest number of points, we have to
count how many vertical or horizontal lines reach the upper or right side of the square. The
difficulty lies on the fact that there are many cancellations of rays inside the square (when
a horizontal and a vertical line meet they annihilate each other) that are not directly visible
on the top or right sides of the square. We can try to recover lost information as follows:
from the annihilation points we draw a second (red) generation of vertical and horizontal
rays, which again annihilate each other when they meet. Then from the annihilation points
ALGEBRAIC STRUCTURES IN KPZ 31
of the red rays we start a third (blue) generation of vertical and and horizontal rays, which
again annihilate each other when they meet and so on as in the following figure
Having all the generations of rays arriving at the two sides of the square is enough to restore
the whole information. The information of the rays of all generations that arrive to the sides
is actually the information that is contained in RSK (this description of cancelling rays is
actually Viennot’s construction of RSK). Having now all the information the question comes
down to whether the probability distribution of the image of RSK as well as the marginal
over the quantity of interest zN1 are tractable. This is handled in the next two steps.
Step 2. Push forward law. The law of W can be written explicitly in terms of GT
variables as
P(W = {wij}) =
∏
i,j
(1− piqj)
∏
i
p
∑
j w
i
j
i
∏
j
q
∑
i w
i
j
j
=
∏
i,j
(1− piqj)
∏
i
p
|(zi)′|−|(zi−1)′|
i
∏
j
q
|zj |−|zj−1|
j . (5.2)
Here we related
∑
iw
i
j to the type of the P -tableau,
(|zj | − |zj−1|)
j=1,...,N
as
∑
iw
i
j =
|zj | − |zj−1| and the sum ∑j wij to the type of the Q-tableau |(zi)′| − |(zi−1)′| as ∑j wij =
|(zi)′| − |(zi−1)′|. The former is just (3.13), while the latter follows from the fact that
if RSK(W) = (P,Q) = (Z,Z′), then RSK(Wt) = (Q,P ) = (Z′,Z).
Step 3. Marginalisation and determinantal measures. We are now ready to com-
pute P(τN ≤ u). Using the previous two steps we have that
P(τN ≤ u) =
∑
λ : λ1≤u
∑
(Z,Z′)pair of GT patterns
with shape λ
P
(
RSK(W) = (Z,Z ′)
)
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and by (5.2) this equals
∏
i,j
(1− piqj)
∑
λ : λ1≤u
∑
(Z,Z′)pair of GT patterns
with shape λ
∏
i
p
|(zi)′|−|(zi−1)′|
i
∏
j
q
|zj|−|zj−1|
j
=
∏
i,j
(1− piqj)
∑
λ : λ1≤u
∑
Z : GT pattern
with shape λ
∏
j
q
|zj |−|zj−1|
j
∑
Z′ : GT pattern
with shape λ
∏
i
p
|(zi)′|−|(zi−1)′|
i ,
and now each of the two rightmost summands are recognised to be some very distinguished
special functions called Schur functions, which read as
sλ(q) :=
∑
Z : GT pattern
with shape λ
∏
j
q
|zj |−|zj−1|
j . (5.3)
Thus, the above induces that (this step is really a change of notation)
P(τN ≤ u) =
∏
i,j
(1− piqj)
∑
λ : λ1≤u
sλ(q) sλ(p). (5.4)
We have, thus, computed the law of last passage percolation in terms of special functions,
which furthermore possess many nice properties. In particular, they can be written in terms
of determinants and in fact there are more than one such formulae. For example, if λ =
(λ1, λ2, ...) is a partition of N and p1, p2, ..., pN are nonnegative parameters (or variables),
then
sλ(p) =
det
(
p
λj+N−j
i
)
1≤i,j≤N
det
(
pN−ji
)
1≤i,j≤N
, (5.5)
where in the denominator one recognises the Vandermonde determinant, which can be
computed as ∆N (p) :=
∏
1≤i<j≤N (pi − pj).
The next question we want to ask is whether we can perform asymptotic analysis. For
this, we have
Step 4. Fredholm determinants. Relation (5.5) allows to express (5.4) as a Fredholm
determinant, in a from that is suitable to take the asymptotic limit and prove convergence
to Tracy-Widom GUE distribution. We will introduce the notion of a Fredholm determinant
and some of its properties in the next section. The significance of expressing (5.4) and other
such probabilities in terms of Fredholm determinants is that it facilitates the limit as N
tends to infinity. In (5.4) N is the number of varables λ1, ..., λN , over which the sum in (5.4)
is taken. Thus, taking the limit N → ∞ corresponds to taking the limit in the dimension
of the sum and, consequently, the state space and the meaning of this limit is not clear at
this stage. The key to this is the notion of Fredholm determinants, which re-expresses such
sums and integrals in a way that the limit in N becomes unambiguous and tractable. We
will see how this is done in the next section.
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6. Fredholm determinants, determinantal measures and
asymptotics
In many statistical models, usually at the so-called “zero temperature ”, we encounter
probability measures of the form
µN (f) :=
ZN (f)
ZN
, (6.1)
where µN (f) denotes expectation of a functional f ∈ L2(X , µ) on a measure space (X , µ)
and
ZN (f) :=
∫
XN
det
(
φi(xj)
)
1≤i,j≤N
det
(
ψi(xj)
)
1≤i,j≤N
f(x1) · · · f(xN ) µ(dx1) · · ·µ(dxN )
(6.2)
ZN = ZN (1) is known typically as the partition function. This type of measures with
the determinants the way they appear in the right hand side are known as determinantal
measures, a term introduced by Borodin. For more regarding determinantal measures and
processes we refer to [B11, J05].
Due to (5.5) we see that the Schur measure
P(λ) :=
∏
i,j
(1− piqj) sλ(q) sλ(p). (6.3)
(see (5.4)) on partitions λ is a determinantal measure. This measure was introduced by
Okounkov [O01].
Determinantal probabilites such as (5.4) can be written in terms of objects called Fred-
holm determinants and this is crucial in obtaining asymptotics. We will exhibit this in the
example of the Schur measure and last passage percolation with geometric weights.
Let us first define the notion of Fredholm determinant. Given an integral operator K
acting on L2(X , µ) of a measure space (X , µ) by
Kf(x) =
∫
X
K(x, y)f(y)µ(dy),
we define the Fredholm determinant associated to K by
det(I +K)L2(X ,µ) := 1 +
∞∑
n=1
1
n!
∫
Xn
det
(
K(xi, xj)
)
n×n
µ(dx1) · · · µ(dxn). (6.4)
Here I is the identity map. Of course, one has to make sure that this infinite series are
convergent. This is usually guaranteed by requiring that K is a trace class operator. We
refer to [S79] for more details, but let us go through a quick sketch: For a compact operator
K on a Hilbert space, say L2(X , µ), we define its trace class norm as ‖K‖1 := Tr
√
K∗K,
where K∗ is the adjoint of K and the square root can be defined via operator calculus, since
K∗K is self-adjoint. In the case of a trace class norm operator one can obtain that (6.4) is
well defined and the Fredholm determinant is bounded by
|det(I +K)L2(X ,µ) | ≤ e‖K‖1 .
Moreover, one has the following continuity result
|det(I +K1)L2(X ,µ) − det(I +K2)L2(X ,µ) | ≤ ‖K1 −K2‖1 e‖K‖1+‖K‖2+1. (6.5)
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A consequence of this inequality is that if we would like to establish convergence of certain
Fredholm determinants, it is enough to establish the convergence of the corresponding
operators in the trace class norm.
A way to get a feeling about definition (6.4) is to consider the case where K is an N ×N
matrix and let λ1, ..., λN denote its eigenvalues. Then
det(I +K) =
N∏
i=1
(1 + λi) = 1 +
N∑
m=1
∑
1≤i1<···<im≤N
λi1 · · · λim. (6.6)
From the standard property of trace,
∑N
i=1 λi = TrK =
∑
xK(x, x), one sees immediately
the identification of the first non-trivial terms in (6.4) and (6.6). The rest of the terms have
similar interpretation as traces of tensor products of K, see [S79] for details.
We will now state two important tools that will allow to relate determinantal measures
to Fredholm determinants.
Proposition 6.1 (Cauchy-Binet or Andreief identity). Consider a collection of func-
tions
(
φi(·)
)
1≤i≤N
and
(
ψi(·)
)
1≤i≤N
, which belong to L2(X , µ) of a measure space (X , µ).
Then
1
N !
∫
XN
det
(
φi(xj)
)
1≤i,j≤N
det
(
ψi(xj)
)
1≤i,j≤N
µ(dx1) · · · µ(dxN )
= det
(∫
X
φi(x)ψj(x)µ(dx)
)
1≤i,j≤N
.
Proposition 6.2. Consider trace class operators A : L2(Y, ν)→ L2(X , µ) and B : L2(X , µ)→
L2(Y, ν). Then
det
(
I +AB
)
L2(X ,µ)
= det
(
I +BA
)
L2(Y ,ν)
.
Both proposition can be proven easily by expanding the determinants and essentially
using Fubini, see [AGZ10]. We can now prove a general result
Proposition 6.3. Consider a collection of functions
(
φi(·)
)
1≤i≤N
and
(
ψi(·)
)
1≤i≤N
, which
belong to L2(X , µ) of a measure space (X , µ). Define the matrix
Gij :=
∫
X
φi(x)ψj(x)µ(dx) (6.7)
and assume that it is invertible. Define also the operator K with kernel
K(x, y) :=
∑
i,j
ψi(x)
(
G−1
)
ij
φj(y). (6.8)
Then, following notation (6.2), it holds that
ZN (1 + g)
ZN
= det
(
I + gK
)
L2(X ,µ)
.
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Proof. The proof is a consequence of Propositions 6.1 and 6.2. Let f = 1 + g. By the
Cauchy-Binet we have that
ZN (f) = det
( ∫
X
φi(x)ψj(x) f(x) dµ
)
1≤i,j≤N
= det
( ∫
X
φi(x)ψj(x) +
∫
X
φi(x)ψj(x)g(x) dµ
)
1≤i,j≤N
= det
(
Gij +
∫
X
φi(x)ψj(x)g(x) dµ
)
1≤i,j≤N
,
where by setting g = 0 or equivalently f = 1 we see that ZN = detG. Using the multiplica-
tivity of determinants, ie det(AB) = det(A) det(B) and denoting by (G−1)ij the (i, j) entry
of matrix G, we see that
ZN (1 + g)
ZN
= det
(
δij +
∑
k
(G−1)ik
∫
X
φk(x)ψj(x)g(x) dµ
)
1≤i,j≤N
= det
(
δij +
∫
X
g(x)
∑
k
(G−1)ik φk(x)ψj(x) dµ
)
1≤i,j≤N
(6.9)
and, now, we will use Proposition 6.2 with
A : L2(X , µ)→ ℓ2({1, ..., N}) with A(i;x) :=
∑
k
(G−1)ik φk(x)
and
B : ℓ2({1, ..., N}) → L2(X , µ) with B(x; i) := g(x)ψi(x)
Then, by Proposition 6.2, (6.9) writes as
ZN (1 + g)
ZN
= det
(
I +AB
)
ℓ2({1,...,N})
= det
(
I +BA
)
L2(X ,µ)
where
BA(x, y) =
N∑
ℓ=1
B(x; ℓ)A(ℓ, y) = g(x)
∑
1≤ℓ,k≤N
ψℓ(x) (G
−1)ℓ,k φk(y)
completing the proof. 
The difficulty that arises when one would like to apply concretely Proposition 6.3 is to
actually invert the matrix G. In some situations this can be done, as we will now see by
applying this to last passage percolation with geometric weights. We have
Proposition 6.4. Consider a matrix W = (wij)1≤i,j≤N with distribution P as in (7.1) and
τN = maxπ∈ΠN,N
∑
(i,j)∈π w
i
j. Then
P
(
τN ≤ x
)
= det
(
I + gNK
LPP
N
)
L2(N)
,
with gN = 1[x+N,∞) and
KLPPN (t, s) =
1
(2πι)2
∫
γ1
dζ
∫
γ2
dη
ηsζt
1− ζη
N∏
j=1
(1− ηqj
η − pj
) N∏
i=1
(1− piζ
ζ − qi
)
(6.10)
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where γ2 is the circle in the complex plane with centre at zero and radius one and γ1 the
circle centred at zero of radius r < 1. Without loss of generality, we assume that the latter
contains all qi, 1 ≤ i ≤ N .
Proof. Using (5.4) and (5.5) we can write
P
(
τN ≤ x
)
=
∏
1≤i,j≤N(1− piqj)
∆N (p)∆N (q)
∑
x≥λ1≥λ2≥···≥λN≥0
det
(
p
λj+N−j
i
)
1≤i,j≤N
det
(
q
λj+N−j
i
)
1≤i,j≤N
,
(6.11)
where ∆N (p) and ∆N (q) are Vandermonde determinants. To bring this into form (6.1),
(6.2), we make the change of variables tj := λj +N − j and write it as∑
x+N−1≥t1>t2>···>tN≥0
det
(
p
tj
i
)
1≤i,j≤N
det
(
q
tj
i
)
1≤i,j≤N
Noticing that this sum is symmetric in variables t1, ..., tN and that the summand vanishes,
if two of these are equal to each other due to the determinants, we can extend the sum via
symmetrization and write it as
1
N !
∑
t1,...,tN∈N
det
(
p
tj
i
)
1≤i,j≤N
det
(
q
tj
i
)
1≤i,j≤N
1[0,x+N−1](t1) · · · 1[0,x+N−1](tN ).
Thus, we can write (6.11) in the form (6.1) and (6.2) with φi(t) = p
t
i, ψj(t) = q
t
j and
t ∈ {0, 1, ...}. We will now use Proposition 6.3 and in this setting we compute
Gij =
∑
t≥0
(piqj)
t =
1
1− piqj . (6.12)
To invert this matrix we will use Cramer’s formula, which reads as(
G−1
)
ij
=
(−1)i+j detG ji
detG
, (6.13)
where G ji denotes the minor matrix derived from G by deleting row j and column i. One
of the computable determinants goes under the name of Cauchy determinant and is
det
( 1
ai − bj
)
1≤i,j≤N
= (−1)
n(n−1)
2
∆N (a)∆N (b)∏
1≤i,j≤N (ai − bj)
and so
detG =
∏
1≤k<ℓ≤N(pk − pℓ)
∏
1≤k<ℓ≤N(qk − qℓ)∏N
k,ℓ=1(1− pkqℓ)
(6.14)
one can also compute detG ji observing that this is also a Cauchy determinant of the same
type and so the same formula as in (6.14) will be valid, just without terms which contain
variables pi and qj. Thus, we obtain that(
G−1
)
ji
=
∏
1≤ℓ≤N (1− pjqℓ)
∏
1≤k≤N (1− pkqi)
(1− pjqi)
∏
ℓ 6=j(pj − pℓ)
∏
k 6=i(qi − qk)
.
Inserting this into (6.8) with the choice ψi(t) = q
t
i and φj(s) = p
s
j , we obtain that (6.11)
can be written as a Fredholm determinant
P
(
τN ≤ x
)
= det
(
I + gNK
LPP
N
)
L2(N)
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with
KLPPN (t, s) =
∑
1≤i,j≤N
qtip
s
j
∏
1≤ℓ≤N (1− pjqℓ)
∏
1≤k≤N (1− pkqi)
(1− pjqi)
∏
ℓ 6=j(pj − pℓ)
∏
k 6=i(qi − qk)
.
Using the Residue Theorem we can write this kernel in an integral form
KLPPN (t, s) =
1
(2πι)2
∫
γ1
dζ
∫
γ2
dη
ηs ζt
1− ζη
N∏
j=1
(1− ηqj
η − pj
) N∏
i=1
(1− piζ
ζ − qi
)
finishing the proof. 
Last Passage Percolation with exponential weights. If we scale the parameters of
the pi, qj of the geometric random variables w
i
j in (7.1) as pi 7→ e−βiε and qj 7→ e−αjε , then
the rescaled geometric random variables εwij converge, as ε → 0 to exponential variables
with parameters αj+βi. It, therefore, follows that last passage percolation with exponential
variables with parameters αj + βi is also solvable and the kernel of the corresponding
Fredholm determinant KexpN (t, s) is derived from the limit
KexpN,α ,β(t, s) = limε→0
ε−1KLPPN,εα,εβ
( t
ε
,
s
ε
)
, (6.15)
which can be computed after a change of variables ζ 7→ e−εz and η 7→ eεy giving
KexpN,α,β(t, s) =
1
(2πι)2
∫
Γ1
dz
∫
Γ2
dy
1
z − y
e−tz
e−sy
N∏
j=1
αj − y
βj + y
N∏
i=1
βi + z
αi − z , (6.16)
where contour Γ1 is a straight, vertical line with fixed, positive real part and with parameters
αj lying on its right and Γ2 is a straight, vertical line with real part zero. The reason for
scaling as in (6.15) comes from the series expansion of the Fredholm determinant and scaling
the integrals in that expansion with ε accordingly.
6.1. Few words on asymptotics and Tracy-Widom law. We will now give a
sketch of how asymptotics are performed and how the N1/3 and Tracy-Widom law emerges.
In a single phrase this can be described as
Steepest descent method and Taylor expansion up to the third order
Let us start by briefly describing the principles of the steepest descent method. A nice
account of this, as well as other classical asymptotic methods can be found in [AF03].
Another pedagogical account via examples on eigenvalue statistics of random matrices can
be found in [R12].
Suppose that one is interested in the asymptotic behaviour of the integral∫
I
f(x) eNg(x) dx, as N →∞,
where f, g are real functions and I is an open interval in R. If g has a unique maximum,
say x0 ∈ I, then Laplace asymptotics tell us that the main contribution to this integral
will come from a neighbourhood around x0. In fact, if g
′′(x0) < 0, then a Taylor expansion
(up to the second order) g(x) = g(x0) +
1
2g
′′(x0) (x− x0)2 + o
(
(x− x0)2
)
will give that the
integral will be asymptotic to
f(x0) e
Ng(x0)
∫
(x0−ε,x0+ε)
eN
(
1
2 g
′′(x0) (x−x0)2+o((x−x0)2)
)
dx ≈
( 2π
−Ng′′(x0)
)1/2
f(x0) e
Ng(x0),
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where the last approximation follows from an evaluation of a Gaussian integral. We now
want to consider asymptotics when the integral is over a complex contour γ with f, g being
complex valued, i.e. ∫
γ
f(z) eNg(z) dz, as N →∞.
The idea in this situation is to reduce to Laplace asymptotics by deforming the contour
(using Cauchy’s theorem) so that it passes through the critical point(s) of g in a way such
that the contribution along the contour away from the critical point is negligible. This can,
for example, be achieved if the real part of g is negative along the contour, away from the
critical point, while its imaginary part is (ideally) equal to zero.
Let us see how this idea can be applied in the example of last passage percolation with
exponential weights. We will look at the Fredholm kernel we derived in (6.16) and set the
parameters αi = βj = a for all i, j. In this case, the kernel writes as
KexpN,a(t, s) =
1
(2πι)2
∫
Γ1
dz
∫
Γ2
dy
1
z − y
e−tz
e−sy
(a− y
a+ y
)N(a+ z
a− z
)N
,
Since ℜ(z − y) > 0 we can write (z − y)−1 = ∫∞0 e−λ(z−y) dλ. Setting
g(z) = log(a+ z)− log(a− z)
we have that
KexpN,a(t, s) =
1
(2πι)2
∫ ∞
0
dλ
∫
Γ1
dz eNg(z)−(λ+t)z
∫
Γ2
dy e−Ng(y)+(λ+s)y . (6.17)
Since we expect that τ expN ∼ fN + σN1/3 × (fluctuations) for some constant f † which
represents the macroscopic behavior and a σ which represents the standard deviation, we
want to compute the asymptotics of
P
(
τ expN ≤ fN + σN1/3x
)
= det
(
I +KexpN
)
L2(fN+N1/3x,∞)
= det
(
I +KexpN (·+ fN + σN1/3x, ·+ fN + σN1/3x)
)
L2(0,∞)
,
which by the Fredholm expansion (6.4) and the continuity of Fredhom determinants (6.5),
amounts to computing the limit of
lim
N→∞
σN1/3KexpN (σN
1/3 t+ fN + σN1/3x, σN1/3 s+ fN + σN1/3x). (6.18)
Given expression (6.17), and setting
G(z) = log(a+ z)− log(a− z)− fz,
computing (6.18) amounts to computing the asymptotics of(
σN1/3
)2
(2πι)2
∫ ∞
0
dλ
∫
Γ1
dz eNG(z)−σN
1/3(λ+t+x)z
∫
Γ2
dy e−NG(y)+σN
1/3(λ+s+x)y, (6.19)
where we have scaled λ as λ 7→ σN1/3λ. The two contour integrals have essentially the
same structure, so let us focus on the z-integral. We notice that G(0) = 0 and if f = 2/a
then also G′(0) = 0, so that z = 0 is a critical point of G. However, at z = 0 we also have
that G′′(0) = 0, so in the Taylor expansion towards identifying the steepest descent contour
†the macroscopic scale N is indeed expected from applications of sub-additive ergodic theorem, although
the value of f is not a priory known; even though it seems as if we cheat since we “know” the lower order
term N1/3 this would actually come naturally out of the asymptotic analysis that we are about to scketch
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we will need, this time, to go up to the third order, thus NG(z) = N (G′′′(0)z3/6 + o(z3) )
around z = 0, with G′′′(0) = 4/a3, which implies that
• the scale z 7→ N−1/3z makes the leading term G′′′(0)Nz3/6 independent of N . More-
over, as one can estimate (we omit an elementary computation needed here), the
contribution away from a neighbourhood of order N−1/3 from the critical point is neg-
ligible, thus allowing to localize to a neighbourhood within this scale. Notice also that
this change of variables turns the term σN1/3(λ+ t+ x)z in (6.19) into σ(λ+ t+x)z,
making it invariant under scaling with N . These facts make the emergence of the
exponent N1/3 clear.
• if z = re±ιπ/3 with r positive real, then z3 = −r3 < 0. Thus the appropriate steepest
descent contour (at least in an O(N−1/3)-neighbourhood around z = 0) is
γ1 = {re−ιπ/3 : r ∈ (−∞, 0)} ∪ {reιπ/3 : r ∈ (0,∞)},
traced upwards.
Changing the Γ1 contour in (6.19) to γ1 and ignoring the contribution outside a neighbour-
hood B(0, N−1/3R), for some R > 0 which will eventually tend to infinity, we have the
asymptotics
σN1/3
2πι
∫
γ1∩B(0,N−1/3R)
eN(G
′′′(0)z3/6+o(z3))−σN1/3(λ+t+x)z dz
=
σ
2πι
∫
γ1∩B(0,R)
eG
′′′(0)z3/6−σ(λ+t+x)z dz −−−−→
R→∞
σ
2πι
∫
γ1
eG
′′′(0)z3/6−σ(λ+t+x)z dz.
Changing variables z 7→ (2/G′′′(0))1/3 z in the last integral and choosing σ = (G′′′(0)/2)1/3 ,
we have that the above integral equals
1
2πι
∫
γ1
ez
3/3−(λ+t+x)z dz = Ai(λ+ t+ x),
where Ai(·) is the so-called Airy function given precisely by the last contour integral.
In the same manner, contour Γ2 in (6.19) (which has to lie on the left of Γ1) should be
deformed to contour −γ1 and the same localization procedure around z = 0 leads to
σN1/3
2πι
∫
Γ2
e−NG(y)+σN
1/3(λ+s+x)y −−−−→
N→∞
1
2πι
∫
−γ1
e−z
3/3+(λ+s+x)z dz = Ai(λ+ s+ x).
Put together, we have that for f = 2/a and σ = (G′′′(0)/2)1/3 = (2/a3)1/3
lim
N→∞
σN1/3KexpN (σN
1/3 t+ fN + σN1/3x, σN1/3 s+ fN + σN1/3x)
=
∫ ∞
0
Ai(λ+ t+ x)Ai(λ+ s+ x) dλ = KAiry2(t+ x, s + x),
which is the Airy2 kernel of the Fredholm determinant expression for the Tracy-Widom law
describing the limit of the probability that the largest eigenvalue of a random matrix from
the Gaussian Unitary Ensemble (GUE) is less than x, [AGZ10]. Thus, we have shown that,
for the f, σ as above
lim
N→∞
P
(
τ expN ≤ fN + σN1/3x
)
= det
(
I +KAiry2
)
L2(x,∞)
.
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6.2. A word about multipoint distributions and Airy process. Let us
start with a discussion on spatial correlations. In the previous paragraphs we saw how to
obtain the scaling limit of the law of the last passage percolation time from (1, 1) to a fixed
point (N,N). In particular, in the case of exponential passage times we just checked that
lim
N→∞
P
(
τ expN ≤ fN + σN1/3x
)
= det
(
I +KAiry2
)
L2(x,∞)
,
with f, σ explicitly computed. However, one is also interested in spatial correlations and a
rigorous statement of the asymptotics of the type of (1.2). Cast in the framework of last
passage percolation one is interested to know if there is a limit as N →∞ of the process{
τN+̺N2/3 z,N−̺N2/3 z − fN
σN1/3
}
z∈R
, (6.20)
for suitable constants f, σ, ̺ (in the case of exponential weights, f, σ should be as computed
in the previous section). It turns out [J03] that (for explicitly computable constants f, σ, ̺)
the process (6.20) converges to the process
{Ai2(z)− z2}z∈R, where Ai2(z) is the so-called
Airy-two process, originally introduced by Prähofer and Spohn [PS02]. The “two ” here
refers to the link with eigenvalue statistics of GUE random matrices which are characterised
by a parameter β = 2. The Airy-two process is a stationary, continuous process and the
distribution of its one-point marginal coincides with the Tracy-Widom GUE law. Its finite
dimensional distributions are given by
P
(Ai2(z1) ≤ ξ1, ...,Ai2(zk) ≤ ξk) = det(I − f KextAiry2 f)L2({z1,...,zk}×R), (6.21)
where for ℓ = 1, ..., k we define f(zℓ, u) := 1{u≥ξℓ} and K
ext
Airy2
is the extended Airy2
kernel defined by
KextAiry2(z, ξ; z
′, ξ′) :=

∫∞
0 e
−λ(z−z′)Ai(ξ + λ)Ai(ξ′ + λ)dλ, if z ≥ z′,
− ∫ 0−∞ e−λ(z−z′)Ai(ξ + λ)Ai(ξ′ + λ)dλ, if z < z′,
with Ai(·) being the Airy function. The expansion of the Fredholm determinant in (6.21)
writes as
det(I − f KextAiry2 f)L2({z1,...,zk}×R) (6.22)
= 1 +
∞∑
n=1
(−1)n
n!
∑
s1,...,sn∈{z1,...,zk}
∫ ∞
ξ1
· · ·
∫ ∞
ξn
det
(
KextAiry2(si, yi; sj, yj)
)
n×n
dy1 · · · dyn.
The convergence of the joint laws of last passage percolation to the Airy process was first
achieved by Prähofer-Spohn [PS02] and Johansson [J03] via the analysis of a model called
polynuclear growth model (PNG). This model can be viewed as the construction of RSK via
the local moves described in Section 4.2. This construction leads to an ensemble of non-
intersecting paths, where the Lindström-Gessel-Viennot theorem can be applied to give an
extended determinantal measure from which a Fredholm determinant can be derived for the
joint law of the last passage times following the general scheme of Section 6. For details we
refer to [PS02, J03] as well as the review [J05] where the universality of the Airy process is
demonstrated via convergence of more models to it.
Contrary to the well understood spatial correlations (at least at the level of exactly solv-
able, zero temperature models), temporal correlations are proven to be more difficult in their
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understanding. For example, one is interested in computing finite dimensional distribution
limits of the type
lim
N→∞
P
(
τtiN+c1̺i(tiN)1/3 , tiN−c1̺i(tiN)1/3 ≤ c2 (tiN) + c3ui(tiN)2/3, for i = 1, ..., k
)
for 0 < t1 < · · · < tk, u1, ..., uk ∈ R and with c1, c2, c3 suitable constants. Such limit in
the case k = 2 has only recently been established in [J17b] and [J18] for the Brownian and
geometric last passage percolation respectively; an expression as an integral of a Fredholm
determinant appears. Moreover, in the case of periodic TASEP, Baik and Liu [BL18] have
established asymptotics of multi-time correlations, again in the form of an integral of a Fred-
hom determinant. Beyond these exact computations of finite dimensional spatio-temporal
correlations, constructions of space-time processes have been recently achieved in [MQR17]
and [DOV18]. Still a large number of questions remain open in the understanding of KPZ
as a spatio-temporal process.
6.3. A word on other geometries. Besides looking at last passage percolation
where the maximum is computed over all directed paths with fixed end point, one is inter-
ested in knowing the asymptotic statistics in cases where the end point of paths is allowed to
run freely along a curve. In terms of the KPZ equation this would correspond to solving the
KPZ starting from different initial conditions (with the point-to-point case corresponding to
the initial condition being a Dirac delta function). One of the basic alternative geometries
is the flat one, which corresponds to the case where the end point of paths lies on a straight
line as:
τflatn = max
red paths
ending on the diagonal
It turns out that in this case the process{
τflat
N+̺1N2/3 t,N−̺1N2/3 t
− f1N
σ1N1/3
}
t∈R
, (6.23)
has also a limit (in the case of solvable geometrically or exponentially distributed passage
times) given by the so-called Airy-one process Ai1. This is also a continuous, stationary
process whose marginals are given by
P
(Ai1(t1) ≤ ξ1, ...,Ai1(tk) ≤ ξk) = det(I − f KextAiry1 f)L2({t1,...,tk}×R), (6.24)
where for ℓ = 1, ..., k we define f(tℓ, u) := 1{u≥ξℓ} and K
ext
Airy1
is the extended Airy1
kernel defined by
KextAiry1(t1, ξ1; t2, ξ2) := −
(
e−(t2−t1)∆
)
(ξ1, ξ2)1t2>t1 +
(
e−t1∆B0 e
−t2∆
)
(ξ1, ξ2),
where ∆ denotes Laplacian and
e−t∆(ξ1, ξ2) :=
1√
2πt
exp
(
− (ξ2 − ξ1)
2
2t
)
, (6.25)
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denotes the heat kernel semigroup and the operator B0 is given by
B0(x, y) := Ai(x+ y), for x, y ∈ R,
with Ai(·) being the Airy function. The one dimensional marginals of the Airy-one process
coincide with the Tracy-Widom GOE distribution, which describes the asymptotic limit of
the largest eigenvalue of large Gaussian Orthogonal Ensembles (GOE) of random matrices.
The fact that gaussian orthogonal ensembles are characterised by a parameter β = 1 justifies
the Airy-one name.
The Airy-one process was constructed by Sasamoto [Sa05] via studying the TASEP with
flat (periodic) initial conditions via use of Schütz formula [S97] and it was further developed
in [BFPS07, BFS08]. The convergence of the one point marginal of last passage percolation
with exponential weights to GOE, was recently performed in [BZ18] via an alternative ap-
proach which parallels the four-step procedure outlined in Section 5 and in which symplectic
Schur functions appeared.
Recently, the approach of [BFPS07] was developed further in [MQR17] to obtain deter-
minantal formulae for TASEP with general initial conditions and thus derive asymptotic
results in this generality, which includes convergence to the so-called KPZ-fixed point.
7. An exactly solvable Random Polymer model
7.1. The log-gamma polymer and Whittaker functions. The positive tem-
perature solvable counterpart to last passage percolation is the log-gamma polymer
model. To define it let us consider a matrix W = (w ij : 1 ≤ i ≤ m, 1 ≤ j ≤ n). The
partition function of the polymer model is defined as
Zm,n :=
∑
π∈Π(m,n)
∏
(i,j)∈π
w ij ,
where Π(m,n) is the set of down-right paths from entry (1, 1) to entry (m,n) (in matrix
notation). We immediately notice that the polymer partition Zm,n fits the framework of
gRSK, encoded as the rightmost entries zm1 = (z
m
1 )
′ of the output Gelfand-Tsetlin patterns
(Z,Z′) = gRSK(W), see (4.20).
The integrable distribution on W amounts to considering entries (wij) as independent
random variables with an inverse-gamma distribution
P(wij = wij) =
1
Γ(αi + βj)
w
−αi−βj
ij e
−1/wij
dwij
wij
, 1 ≤ i ≤ m, 1 ≤ j ≤ n, (7.1)
where Γ(·) is the Gamma function and αi, βj real parameters with αi+ βj > 0. The reason
this model is called “log-gamma” and not “inverse-gamma” is due to the fact that the inverse-
gamma variables wij appear naturally when the more standard formulation (2.4) for the
polymer partition function is used with disorder ω(n, x) distributed as log-gamma variables.
The log-gamma polymer was introduced by Seppäläinen [S12] inspired by ideas from hy-
drodynamics [BCS06], [BS10]. In particular, he observed that the inverse-gamma variables
are the unique solutions-in-law to the following set of transformations:
if U, V, Y are independent, positive random variables, then the variables
U ′ := Y (1 + UV −1), V ′ := Y (1 + V U−1), Y ′ := (U−1 + V −1)−1 (7.2)
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have the same distribution as (U, V, Y ) if and only if U−1 ∼ Gamma(ϑ, r),
V −1 ∼ Gamma(µ− ϑ, r) and Y −1 ∼ Gamma(µ, r), for some parameters
0 < ϑ < µ.
This is Lemma 3.2 in [S12]. The role of variables U is played by ratios of partition functions
Zm,n/Zm−1,n, of V by ratios Zm,n/Zm,n−1, while the role of Y is played by variables w
m
n
and equations (7.2) are derived directly from the recursive equation Zm,n = w
m
n (Zm−1,n +
Zm,n−1), first by dividing both sides by Zm−1,n, then by Zm,n−1 and finally by both Zm,n
and wmn .
In terms of hydrodynamics, the ratios Zm,n/Zm−1,n and Zm,n/Zm,n−1 can be thought of
as a (geometric lifting of) “flow” through edges {(m−1, n), (m,n)} and {(m,n−1), (m,n)},
respectively and the invariance of transformations (7.2) indicate that this “flow” is station-
ary; a property related to Burke’s theorem from queueing theory, [BCS06], [OY01]. Ideas of
relating longest increasing subsequence problems (and thus also last passage percolation /
polymer models) to hydrodynamics can be traced back to the work of Aldous and Diaconis
[AD95] (see also [CG06]).
A dynamic analysis of the log-gamma polymer based on Noumi-Yamada’s matrix formu-
lation of gRSK and intertwinning of Markov processes was performed in [COSZ14]. We will
come back to the dynamic approach in Section 8. Here we will expose a bijective approach
based on the local moves formulation of gRSK (Section 4.2), which parallels the steps of the
solution of last passage percolation. Let us start by summarising the steps (compare also
with the corresponding steps in Section 5) before exposing some of the details:
Step 1: Combinatorial Analysis. The first step is to analyse the combinatorial structure
of the polymer and this is done with the use of gRSK. As we have seen gRSK maps
an input matrix to two (geometric) Gelfand-Tsetlin patterns, the bottom-right corner
of each one being identical to the random polymer partition function, see (4.20).
Step 2: Push forward measure. Next we need to determine the push forward measure
P ◦ gRSK−1 under gRSK. At this step the choice of an inverse-gamma measure is
crucial as it maps to a tractable measure.
Step 3: Special functions and harmonic analysis. Once the push forward measure is
identified, we compute its marginal on the shape of the geometric GT patterns and
at this point special functions, called Whittaker functions emerge. These play the
counterpart role of Schur functions in last passage percolation. Whittaker functions
are eigenfunctions of integrable operators and possess a Plancherel (Fourier analysis)
theory. This helps to compute the Laplace transform of the first coordinate of the
shape, which coincides with the polymer partition function. It is a remarkable fact
that Whittaker functions appear in many different fields of mathematics such as mir-
ror symmetry [Giv97, Rie12, L13] and number theory [Gold06]. Their appearance in
probability is a further surprise.
Step 4: Contour integrals. The Plancerel theory of Whittaker functions is combined
with the evaluation of certain integrals of Whittaker functions, which are expressed
in terms of Gamma functions, leading to an n-fold contour integral for the Laplace
transform of the polymer partition function that involves products of Gamma func-
tions. Let us remark that even though this integral looks complicated, it is already
a simplification as originally the polymer partition function is a function of m × n
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variables and so the computation of the Laplace transform involves an m × n-fold
integral.
Step 5: Fredholm determinant and asymptotics. The last step is to turn the contour
integral of the previous step into a Fredholm determinant. This essentially reduces
the asymptotic analysis to that of contour integrals of a single variable, where the
dimension n of the contour integral in Step 4 appears now as a parameter in the
integrand. The asymptotic analysis can now be performed via the use of the Steepest
Descent method as described in Section 6.1.
Steps 1-4 were performed in [OSZ14] via a bijective approach and in [COSZ14] via a dynamic
approach, while Step 5 was performed in [BCR13]. Notice that compared to the four-step
solution to the last passage percolation model, the solvability of the log-gamma polymer
contains an extra step (Step 4). This step bypasses the lack of a determinantal structure
in Whittaker functions, which was present in the last passage percolation and Schur case.
Still, the absence or lack of a full understanding of a determinantal structure makes the
derivation of the Fredholm determinant (Step 5), currently, ad hoc.
Let us now present some details of the above outline. Step 1 has already been described in
Section 4, see (4.20). To perform Step 2, we need to uncover some interesting properties of
gRSK, which are summarised in the following theorem. For simplicity we state the theorem
for the case of a square input matrix W. This theorem was proved in [OSZ14].
Theorem 7.1. Let (Z,Z′) = gRSK(W) be the output of gRSK with input matrix W =
(wij : 1 ≤ i, j ≤ n) with Z = (zij : 1 ≤ j ≤ i ≤ n) and Z′ = ((zij)′ : 1 ≤ j ≤ i ≤ n) being the
corresponding Gelfand-Tsetlin patterns. Then it holds that
1.
n∏
i=1
wij =
zj1 · · · zjj
zj−11 · · · zj−1j−1
for j = 1, ..., n and
n∏
j=1
wij =
(zi1)
′ · · · (zii)′
(zi−11 )
′ · · · (zi−1i−1)′
for i = 1, ..., n.
2. ∑
1≤i,j≤n
1
wij
=
1
znn
+
∑
1≤j≤i≤n
(
zij
zi+1j
+
zi+1j+1
zij
)
+
∑
1≤j≤i≤n
(
(zij)
′
(zi+1j )
′
+
(zi+1j+1)
′
(zij)
′
)
=:
1
znn
+ E(Z) + E(Z′)
where the last line is the definition of the energy E(Z) of a geometric GT pattern Z.
3. the mapping
(logwij : 1 ≤ i, j ≤ n) 7→ (log zij, log(zij)′ : 1 ≤ j ≤ i ≤ n)
has Jacobian ±1.
Item 1. in the above theorem is the geometric lifting of (3.13), which relates the ‘type’
of the geometric Gelfand-Tsetlin patterns to the input matrix W. Item 3. is the volume
preserving property of gRSK, see Theorem 4.5. Item 2 can be proved using the local moves
and induction. However, one can also obtain and alternative proof via Noumi-Yamada’s
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matrix formalism and Gauss LDU decomposition [Z14], which hints that a deeper structure
might be lying below.
The push forward measure P ◦ gRSK−1 can be now easily derived via Theorem 7.1. For
a (geometric) Gelfand-Tsetlin patter Z = (zij : 1 ≤ j ≤ i ≤ n), we define the type, denoted
by type(Z), as the vector
type(Z) :=
( zi1 · · · zii
zi−11 · · · zi−1i−1
; i = 1, ..., n
)
,
and for a vector α = (α1, ..., αn) ∈ Cn we also denote
type(Z)−α :=
n∏
i=1
type(Z)−αii .
We can now write the push forward measure P ◦ gRSK−1. We start by
P
(
wij ∈ dwij for 1 ≤ i, j ≤ n
)
=
1∏
i,j Γ(αi + βj)
∏
i,j
w
−αi−βj
ij e
−1/wij
dwij
wij
=
1∏
i,j Γ(αi + βj)
∏
i
(∏
j
wij
)−αi∏
j
(∏
i
wij
)−βj
e
−
∑
i,j
1
wij
∏
i,j
dwij
wij
=
1∏
i,j Γ(αi + βj)
type(Z)−βtype(Z′)−α e−1/znn−E(Z)−E(Z
′)
∏
1≤j≤i≤n
dzij
zij
d(zij)
′
(zij)
′
. (7.3)
The first equality in the above sequence is just the definition of the inverse-gamma proba-
bility law of the array W = {wij}, while the last equality should be viewed as a change of
variables from W 7→ (Z,Z′) via the use of the properties of gRSK listed in Theorem 7.1.
We now observe from (7.3) that the push forward measure essentially factorizes over
the Z and Z′ variables, conditionally on fixing their (common) bottom rows, which are the
shape variables of each pattern
sh(Z) := (znj : j = 1, ..., n) and sh(Z
′) := ( (znj )
′ : j = 1, ..., n) (7.4)
and which coincide. Therefore, the marginal of this measure on the common shape of the
geometric GT patterns Z,Z′ can be easily computed:
To proceed further, we introduce the GLn(R)-Whittaker functions via Givental’s [Giv97]
integral formula
Ψ
gln
λ (x) :=
∫
gGT(x)
type(Z)−λ exp
(
− E(Z)
) ∏
1≤j≤i≤n−1
dzij
zij
, (7.5)
for a vector x ∈ Rn, with the integral running over all geometric Gelfand-Tsetlin pat-
terns Z with shape (bottom row) equal to x. It is worth noticing the similarity of this
integral formula to formula (5.3) of Schur functions. In fact, it is not difficult to check
that ε
n(n−1)
2 Ψ
gln
ελ (e
x1/ε, ..., exn/ε) converges as ε → 0 to a Riemann sum version of (5.3).
We should remark at this point on a confusing notational convention between Whittaker
Ψ
gln
λ (x) and Schur sλ(x) functions: the ‘shape’ variables x in Ψ
gln
λ (x) corresponds to λ in
sλ(x) and the parameter variables λ (also called ‘spectral variables’) of Ψ
gln
λ (x) correspond
to the argument x in sλ(x).
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Given, now, the integral formula (7.5) and (7.3), (7.4), we can write
P
(
sh(Z) = sh(Z′
) ∈ dx) = 1
Γα,β
e−1/xnΨglnα (x)Ψ
gln
β (x)
n∏
i=1
dxi
xi
, (7.6)
where we denoted Γα,β :=
∏
i,j Γ(αi + βj). (7.6) is a result of integrating (7.3) over all
variables (zij) and ( (z
i
j)
′ ) except the shape variables znj = (z
n
j )
′, j = 1, ..., n, which are fixed
to be equal to xj for j = 1, ..., n .
Let us observe that integrating (7.6) over all x ∈ Rn+ yields the identity∫
R
n
+
e−1/xnΨglnα (x)Ψ
gln
β (x)
n∏
i=1
dxi
xi
=
∏
i,j
Γ(αi + βj). (7.7)
Even though the parameters α, β are real the above identity can be extended in the case
of complex parameters such that ℜ(αi + βj) > 0. This type of identity is known in the
number theory literature as Bump-Stade identity and plays an important role in the theory
of automorphic forms. Identity (7.7) was conjectured by Bump [Bum84] and was proven by
Stade [Sta02] via the use of Mellin transformations and Mellin-Barnes type integrals (these
are special integrals of products and ratios of Gamma functions). Here we have obtained
the Bump-Stade identity as a direct consequence of gRSK and its properties. Identity (7.7)
can also be viewed as the analogue of Cauchy identity, which we will discuss later on in
Section 8.3.
Identity (7.7) is an important ingredient in Step 4, but first we need to complete Step 3
whose basic ingredient is the Plancherel theory for GLn(R)-Whittaker functions which we
now state
Theorem 7.2. The integral transform
fˆ(λ) =
∫
(R+)n
f(x)Ψ
gln
λ (x)
n∏
i=1
dxi
xi
defines an isometry from L2((R+)
n,
∏n
i=1 dxi/xi) onto L
sym
2 ((ιR)
n, sn(λ)dλ), where L
sym
2 is
the space of L2 functions which are symmetric in their variables (the variables λ1, λ2, ... are
unordered), ι =
√−1 and
sn(λ) =
1
(2πι)nn!
∏
i 6=j
Γ(λi − λj)−1, (7.8)
is the Sklyanin measure. That is, for any two functions f, g ∈ L2((R+)n,
∏n
i=1 dxi/xi), it
holds that ∫
(R+)n
f(x)g(x)
n∏
i=1
dxi
xi
=
∫
(ιR)n
fˆ(λ)gˆ(λ)sn(λ)dλ.
We are now in a position, using the Plancherel theorem and identity (7.7), to compute
the Laplace transform of the polymer partition function in a terms of a contour integral.
We have
Theorem 7.3. Let Zn = Z(n,n) the point-to-point partition function of a log-gamma polymer
with parameters (α, β) as in (7.1). Then its Laplace transform is given by the contour integral
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formula
E
[
e−sZn
]
=
∫
ℓnδ
dλ sn(λ)
∏
1≤j,j′≤n
Γ(λj − βj′)
n∏
j=1
s
−λj
n
∏
1≤i≤n Γ(αi + λj)
s−βj
∏
1≤i≤n Γ(αi + βj)
(7.9)
where sn(λ) is the Sklyanin measure (7.8) and the contour line ℓδ is a vertical line with real
part δ > 0 chosen so that the β parameters lie at its left and the α parameters lie at its
right so that the arguments of the Gamma functions appearing in the above expression have
positive real parts.
Proof. Let (Z,Z′) = gRSK(W). We then have that the partition function Zn equals entry
zn1 = (z
n
1 )
′ of the Z and Z′ geometric GT patterns. Therefore.
E
[
e−sZn
]
=
∫
e−sz
n
1 P ◦ gRSK−1(dZ,dZ′)
(7.3)
=
1
Γα,β
∫
e−sz
n
1 type(Z)−βtype(Z′)−α e−1/znn−E(Z)−E(Z
′)
∏
1≤j≤i≤n
dzij
zij
d(zij)
′
(zij)
′
.
Integrating over all variables except the common shape, which we denote by x ∈ Rn, we
have
E
[
e−sZn
]
=
1
Γα,β
∫
R
n
+
e−sx1−1/xnΨglnα (x)Ψ
gln
β (x)
n∏
i=1
dxi
xi
,
and using the Plancherel theorem 7.2 we write this as
1
Γα,β
∫
iRn
dλ sn(λ)
( ∫
R
n
+
e−1/xnΨglnα (x)Ψ
gln
λ (x)
n∏
i=1
dxi
xi
)(∫
R
n
+
e−sx1Ψ
gln
β (x)Ψ
gln
−λ(x)
n∏
i=1
dxi
xi
)
,
(7.10)
The first parenthesis is given by (7.7) as∫
R
n
+
e−1/xnΨglnα (x)Ψ
gln
λ (x)
n∏
i=1
dxi
xi
=
∏
i,j
Γ(αi + λj). (7.11)
The second parenthesis also reduces easily to (7.7) via the properties of Whittaker functions
Ψglnα (sx) = s
−
∑
i αiΨglnα (x) and
Ψglnα (x) = Ψ
gln
−α(x
′) with x′i := 1/xn−i+1 for i = 1, 2..., n, (7.12)
both of which are easily checked via integral formula (7.5). Via the change of variables
xi 7→ 1/xn−i+1 this yields that∫
R
n
+
e−sx1Ψ
gln
β (x)Ψ
gln
−λ(x)
n∏
i=1
dxi
xi
=
∫
R
n
+
e−s/xnΨ
gln
β (x
′)Ψ
gln
−λ(x
′)
n∏
i=1
dxi
xi
(7.12)
=
∫
Rn+
e−s/xnΨ
gln
−β(x)Ψ
gln
λ (x)
n∏
i=1
dxi
xi
(7.7)
= s
∑n
j=1(βj−λj)
∏
1≤j,j′≤n
Γ(λj − βj′). (7.13)
Inserted in (7.10), relations (7.11), (7.13) lead to the desired formula after a contour shift in
the dλ integration by δ, which makes sure that the contour integral crosses no poles. This
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contour shift can be justified thanks to the sufficient decay at |ℑ(λi)| → ∞ for i = 1, ..., n
of the integrand in (7.9) as checked via the asymptotics of the Gamma function
lim
b→∞
|Γ(a+ ιb)|eπ2 |b||b| 12−a =
√
2π, a > 0, b ∈ R
Similarly, the asymptotics of the gamma function and (7.13) can be used to check the
legitimate application of the Plancherel theorem in (7.10), which amounts to checking the
L2(dλ) integrability of the parentheses in (7.10). 
Let us note that we presented the Laplace transform of Zn because in this case the
emergence of Whittaker functions in the proof is more transparent. However, a similar
formula holds for a general point-to-point partition function Z(m,n), with m ≥ n, which
reads as
E
[
e−sZ(m,n)
]
=
∫
ℓnδ
dλ sn(λ)
∏
1≤j,j′≤n
Γ(λj − βj′)
n∏
j=1
s−λj
∏
1≤i≤m Γ(αi + λj)
s−βj
∏
1≤i≤m Γ(αi + βj)
Having this formula as a starting point and employing intuition derived from Macdon-
ald Processes [BC14], Borodin-Corwin-Remenik [BCR13] were able to rewrite the Laplace
transform of the point-to-point log-gamma polymer with parameters (α, β) in terms of a
Fredholm determinant as
Theorem 7.4. Let us use the abbreviation DPRM for “directed polymer in random medium”.
Let Z(m,n) be the point-to-point partition function of a log-gamma DPRM with parameters
(α, β). Then its Laplace transform is given by the Fredholm determinant
E
[
e−uZ(m,n)
]
= det(I +KDPRMu,α,β )L2(Cδ1 )
, (7.14)
where the kernel KDPRMu,α,β : L
2(Cδ1)→ L2(Cδ1) equals
KDPRMu,α,β (v, v
′) =
1
2πι
∫
ℓδ2
dw
w − v′
π
sin(π(v − w))
uw
uv
∏m
i=1 Γ(αi − w)
∏n
j=1 Γ(v + βj)∏m
i=1 Γ(αi − v)
∏n
j=1 Γ(w + βj)
for 0 < δ1 < δ2, ℜ(αi) > δ2 for all i and |βj | < δ1 for all j. That is all βj lie at the left of
ℓδ2 and all αi lie at the its right.
It is instructive to compare the Fredholm determinant formula for the log-gamma polymer
to the Fredholm determinant for the last passage percolation with exponential weights
(6.16). For this, we set the log-gamma parameters to be (εα, εβ) and u = e−U/ε. Then,
using standard asymptotics, the Laplace transform of the log-gamma partition function
with parameters (εα, εβ) converges as
E
[
exp
(− e−Uε Z(εα,εβ)(m,n) )] = E[ exp (− e− 1ε (U−ε logZ(εα,εβ)(m,n) )] −−−→ε→0 P(τ (α,β)(m,n) < U),
where
τ
(α,β)
(m,n) = maxπ : (1,1)→(m,n)
∑
(i,j)∈π
ωij, with P(ωij ∈ dx) = (αi + βj)e−(αi+βj)x dx.
To see how the Fredholm determinant in (7.14) scales with ε we notice that when the
parameters of the log-gamma are taken to be (εα, εβ), we can choose the Cδ1 to be εCδ1
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and also scale the imaginary part of the line ℓδ2 by ε, which with an abuse of notation we
denote by εℓδ2 . By the expansion of the Fredholm determinant we have that
det(I +K
(εα,εβ)
exp(−U/ε))L2(εCδ1 )
= 1 +
∑
k≥1
1
k!
∫
εCδ1
· · ·
∫
εCδ1
det
(
K
(εα,εβ)
exp(−U/ε)(vi, vj)
)
dv1 · · · dvn
= 1 +
∑
k≥1
1
k!
∫
Cδ1
· · ·
∫
Cδ1
det
(
εK
(εα,εβ)
exp(−U/ε)(εvi, εvj)
)
dv1 · · · dvn
and
εK
(εα,εβ)
exp(−U/ε)(εv, εv
′) =
ε
2πι
∫
εℓδ2
dw
w − εv′
π
sin(π(εv − w))
e−wU/ε
e−vU/ε
∏m
i=1 Γ(εαi − w)
∏n
j=1 Γ(εv + εβj)∏m
i=1 Γ(εαi − εv)
∏n
j=1 Γ(w + εβj)
and changing variables w 7→ εw and taking the limit ε → 0, using that Γ(x) ∼ 1/x for
x ∼ 0, this converges to
K
(α,β)
U,exp(v, v
′) =
1
2πι
∫
ℓδ2
dw
(w − v′)(v −w)
e−wU
e−vU
∏m
i=1(αi − v)
∏n
j=1(w + βj)∏m
i=1(αi − w)
∏n
j=1(v + βj)
=
1
2πι
∫
ℓδ2
dw
(w − v′)
∫ ∞
0
dλ eλ(v−w)
e−wU
e−vU
∏m
i=1(αi − v)
∏n
j=1(w + βj)∏m
i=1(αi − w)
∏n
j=1(v + βj)
where in the second equality the use of (v − w)−1 = ∫∞0 eλ(v−w)dλ is justified by the fact
that ℜ(v − w) < 0, since δ1 < δ2 and v ∈ Cδ1 , w ∈ ℓδ2 . Considering, now, the operators
A(v, λ) := eλv and B(λ, v′) :=
1
2πι
∫
ℓδ2
dw
(w − v′) e
−λw e
−wU
e−vU
∏m
i=1(αi − v)
∏n
j=1(w + βj)∏m
i=1(αi − w)
∏n
j=1(v + βj)
and using the identity det(I +AB) = det(I +BA) we can write the Fredholm determinant
of K
(α,β)
U,exp(v, v
′) on L2(Cδ1) as a Fredholm determinant on L
2(R+) with respect to the kernel
K˜
(α,β)
U,exp(t, s) =
1
(2πι)2
∫
Cδ1
dv
∫
ℓδ2
dw
(w − v)
e−(t+U)w
e−(s+U)v
∏m
i=1(αi − v)
∏n
j=1(w + βj)∏m
i=1(αi − w)
∏n
j=1(v + βj)
which is equivalent (upon changing t+U and s+U to t and s, respectively) to the Fredholm
determinant on L2(U,∞) with kernel
K˜
(α,β)
U,exp(t, s) =
1
(2πι)2
∫
Cδ1
dv
∫
ℓδ2
dw
(w − v)
e−tw
e−sv
∏m
i=1(αi − v)
∏n
j=1(w + βj)∏m
i=1(αi − w)
∏n
j=1(v + βj)
.
7.2. Variants of the log-gamma polymer. We will present here a variant of
the log-gamma polymer and also discuss geometries other than the point-to-point.
The strict-weak polymer. The strict-weak polymer was introduced by Seppälläinen
[S10b] and was analysed in [CSS15, OO15]. In this polymer model the paths are directed
towards down and right but the right steps can only be south-east diagonal (instead of
straight east as in the usual polymer models, see (7.18)) and the disorder is gamma dis-
tributed and associated to the edges rather that on the sites. We will see, however, that the
strict-weak polymer falls within the same structure as that of the log-gamma polymer. We
will present here a different point of view than that of [CSS15, OO15].
Theorems 4.3 and 4.4 have shown that given a matrix W = {wij : 1 ≤ i ≤ m, 1 ≤ j ≤ n},
(assume that m ≥ n) then the Z = (zij)1≤j≤i≤n Gelfand-Tsetlin pattern of gRSK(W) can be
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represented as the solution of the matrix equation
H(w1)H(w2) · · ·H(wm) = Hn(pn)Hn−1(pn−1) · · ·H1(p1) (7.15)
where w1, ...,wn represent the rows of W, pk = (pkk, ..., p
k
n) ∈ Rn−k+1 and
zij = p
j
j p
j
j+1 · · · pji , for 1 ≤ j ≤ i ≤ n. (7.16)
Theorem 4.3, in particular, gives the representation of zn1 as the polymer partition function∑
π : (1,1)→(m,n)
∏
(i,j)∈π w
i
j , where the sum is over all paths that go from (1, 1) to (m,n) by
moving either down or right at each step. But one can also write equation (7.15) in terms
of the dual matrices Ei defined in (4.5) via relation (4.8) as
E(w¯n) · · ·E(w¯1) = E1(p¯1) · · ·EN (p¯n), m ≥ n. (7.17)
where we recall the notation that for a vector x = (x1, x2, ...) then x¯ = (1/x1, 1/x2, ...). As
we have seen in Section 4.1, the entries of either of the above matrix products have path
representations. In particular,
(
E(w¯n) · · ·E(w¯1)
)
1m
=
∑
π
w¯1
w¯2
w¯m
(7.18)
where the sum is over all directed paths from the upper-left corner to the lower-right one,
with the weights of the diagonal edges being equal to 1 and the vertical ones being equal
to wij . Moereover,
(
E1(p¯
1) · · ·EN (p¯n)
)
1m
=
∑
π
p¯1
p¯2
p¯n
where the set of paths and the assignment of weights is as above. However, in this case there
is only one admissible path and its weight is 1/pnn, which by (7.16) equals 1/z
n
n . Combining
the two, we have that (7.17), evaluated on both sides at entry (1,m), gives∑
π : (1,1)→(n,n)
π : strict-weak
∏
e∈π
1
we
=
1
znn
,
where the product is over edges traced by path π. If we assume that the weight matrix
W = {wij : 1 ≤ i ≤ m, 1 ≤ j ≤ n} is distributed according to the log-gamma measure
(7.1), then the left hand side is the partition function of the strict-weak polymer and we
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see that it equals the inverse of the bottom-left corner of the Gelfand-Tsetlin pattern of
(Z,Z′) = gRSK(W), while the partition function of the log-gamma polymer equals the
bottom-right corner zn1 of the same Gelfand-Tsetlin pattern. Thus both the strict-weak and
the log-gamma polymer fall within the same integrable structure and the steps described in
the previous section for the analysis of the log-gamma polymer can be applied to analyse
the strict-weak polymer and obtain Tracy-Widom fluctuations.
Multipoint correlations. Multipoint spatial correlations for positive temperature mod-
els, e.g. log-gamma polymer, KPZ equation etc., are much less understood compared to their
zero temperature counterparts. Even though one expects a statement of the form (1.2), as
this has been established for last passage percolation and described in Section 6.2, a full
theorem in the positive temperature case is still missing.
An indication of the convergence of the joint law of the solution to the KPZ equation
at spatially separated points (at the same time) to the two-point function of the Airy2
process has appeared in the physics literature [D13, D13b, D14]. This was done via the
non rigorous Bethe ansatz method and certain assumption. In the mathematics literature,
contour integral expressions for the joint Laplace transform of the point-to-point partition
functions of the log-gamma polymer Z(m1,n1), Z(m2,n2), for m1 ≤ n1,m2 ≥ n2 have been
derived in [NZ17] via the use of geometric RSK (in particular its local move formulation
as described in Section 4.2, see at the end of that section) and using the general scheme
described in the previous section. The formula from [NZ17] writes as
E
[
e−u1Z(m1,n1)−u2Z(m2,n2)
]
=
∫
(ℓδ)
m1
dλ sm1(λ)
∏
1≤i,i′≤m1
Γ(−αi + λi′)
m1∏
i=1
u−λi1
∏n1
j=n2+1
Γ(λi + βj)
u−αi1
∏n1
j=n2+1
Γ(αi + βj)
×
∫
(ℓδ+γ)
n2
dµ sn2(µ)
∏
1≤j,j′≤n2
Γ(−βj + µj′)
n2∏
j=1
u
−µj
2
∏m2
i=m1+1
Γ(µj + αi)
u
−βj
2
∏m2
i=m1+1
Γ(βj + αi)
×
∏
1≤i≤m1
1≤j≤n2
Γ(λi + µj)
Γ(αi + βj)
, (7.19)
where ℓδ, ℓδ+γ are the vertical lines δ + ιR and δ + γ + ιR, with δ, γ > 0 (with α < δ
and β < δ + γ), of the complex plane and sn(λ) is the Sklyanin measure (7.8). The most
interesting term in the contour integral is the last product involving Γ(λi + µj), which
couples the λ and µ variables. Without this term the two integrals decouple to essentially
the ones giving the Laplace transform of a single partition function, see (7.9). Thus this
term contains all the correlations. Its presence, though, obscures further asymptotic analysis
as it prevents from or hides a desirable determinantal structure. Convergence to the Airy2
process has been supported (but not yet resolved) by further analysis of formula (7.19),
under certain assumption of convergence of some relevant series, see [NZ17].
The resolution of the convergence to the Airy2 process for positive temperature mod-
els and the KPZ equation itself is currently one of the most interesting open problems.
Moreover, very interesting is the investigation of multi-time correlations for such models
for which, contrary to the zero temperature case, there are currently no rigorous results.
Point-to-line geometries. Similar difficulties as those encountered in the analysis for
the multipoint correlations appear when one wants to study the asymptotic fluctuations of
polymer models where the end point is free to lie on a a line. The partition function in the
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case of a flat line is
Zflatn :=
∑
m+ℓ=n+1
Zm,ℓ :=
∑
m+ℓ=n+1
∑
π∈Πm,ℓ
∏
(i,j)∈π
w ij ,
where as usual Πm,ℓ is the set of down-right (south-east) paths from (1, 1) to (m, ℓ). Picto-
rially, we have that
Zflatn =
∑
red paths
ending on the diagonal
It turns out that the Laplace transform of Zflat2n (notice that we constrain ourselves to even
polymer length 2n) for the point-to-line log-gamma polymer with weight distribution
1
wij
∼

Gamma(αi + βj) 1 ≤ i, j ≤ n ,
Gamma(αi + α2n−j+1) 1 ≤ i ≤ n , n < j ≤ 2n− i+ 1 ,
Gamma(β2n−i+1 + βj) 1 ≤ j ≤ n , n < i ≤ 2n− j + 1 ,
(7.20)
given by (inverse) Gamma variables as in (7.1) for some α, β ∈ Rn+, can also be expressed
in terms of Whittaker functions but this time corresponding to the orthogonal group
SO2n+1(R), [BZ17]. The formula, which remarkably parallels the one for the point-to-point
case reads as
E
[
e−uZ
flat
2n
]
=
u
∑n
i=1(αi+βi)
Γflatα,β
∫
R
n
+
e−ux1Ψso2n+1α (x)Ψ
so2n+1
β (x)
n∏
i=1
dxi
xi
, (7.21)
where Γflatα,β is the normalisation of the measure (7.20). The SO2n+1(R)−Whittaker functions
also admit a Givental type integral representation [GLO07] over geometric liftings of what
we will call BC-Gelfand-Tsetlin pattern. We derive the terminology from the fact that
B is typically used to refer to the orthogonal group SO2n+1(R) and C is typically used to
refer to the symplectic group Sp2n(R), which both share similar structure to their associated
Gelfand-Tsetlin patterns in the combinatorial setting. We consider BC-Gelfand-Tsetlin
patterns to be half-triangular arrays (zij : 1 ≤ j ≤ i ≤ 2n , 1 ≤ j ≤ ⌈ i2⌉)
z11
z21
z31z
3
2
z41z
4
2
z51z
5
2z
5
3
z61z
6
2z
6
3
where the arrows indicate “≤ ” in the standard, combinatorial setting (e.g. zi+1j → zij → zi+1j+1
means zi+1j ≤ zij ≤ zi+1j+1 with the wall assigned the value 0) and in the geometric lifting /
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Whittaker function setting arrows indicate the summation in the energy of the pattern as
EBC(Z) =
∑
a→b
za
zb
,
with the wall associated the value 1, similarly to the energy of usual geometric Gelfand-
Tsetlin patters as in Theorem 7.1. The type of these patterns is the vector defined similarly
as the one for the (full) Gelfand-Tsetlin patterns as
type(Z)i :=
∏⌈i/2⌉
j=1 z
i
j∏⌈(i−1)/2⌉
j=1 z
i−1
j
, for i = 1, . . . , 2n .
The SO2n+1(R)-Whittaker functions can be represented as ([GLO07])
Ψso2n+1α (x) :=
∫
GTBC(x)
type(Z)α
±
exp
(
− EBC(Z)
) ∏
1≤i<2n,
1≤j≤⌈i/2⌉
dzi,j
zi,j
, (7.22)
where α ∈ Cn and x ∈ Rn+, and the integration is over all geometric BC-Gelfand-Testlin
patterns of depth 2n with positive entries and (2n)-th row equal to x ∈ Rn+, and
type(Z)α
±
:=
n∏
k=1
type(Z)αk2k−1type(Z)
−αk
2k .
Formula (7.21) was derived in [BZ17]. The main idea was to apply the geometric RSK in
its local moves formulation to triangular arrays W = (wij : i + j ≤ 2n + 1). Given that
entries tij of array T = gRSK(W) with i + i = 2n + 1 are the point-to-point polymer
partition functions, see (4.25), the point-to-line partition function Zflat2n can be expressed as
Zflat2n =
∑
i+j=2n+1 t
i
j. Thus,
E
[
e−uZ
flat
2n
]
=
∫
exp
(
− u
∑
i+j=2n+1
tij
)
P ◦ gRSK−1(dT). (7.23)
The next step is to perform the change of variables tij 7→ (utij)−1 and then decompose the
integration in (7.23) first over variables (tij : i < j) (for which we will use a notation z
′ for
reasons that will become clear as this will identified as a geometric liftings of symplectic
GT pattern) and (tij : i > j) (for which we will use a notation z) and then over the diagonal
entries tii (for which we will use a notation x). Pictorially, the above integration, when
P ◦ gRSK−1(dT) is expanded out, as well as the resulting integration after the change of
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variables as in (7.3) and the decomposition described above is as follows:
t1,1 t1,2 t1,3 t1,4 t1,5 t1,6
t2,1 t2,2 t2,3 t2,4 t2,5
t3,1 t3,2 t3,3 t3,4
t4,1 t4,2 t4,3
t5,1 t5,2
t6,1
0
u
u
u
u
u
u
7→
x1 z′5,1 z
′
4,1 z
′
3,1 z
′
2,1 z
′
1,1
z5,1 x2 z′5,2 z
′
4,2 z
′
3,2
z4,1 z5,2 x3 z′5,3
z3,1 z4,2 z5,3
z2,1 z3,2
z1,1
u
0
0
0
0
0
0
In the figure, ta → tb denotes the terms ta/tb in the exponent of the integrands of (7.23)
and same for za → zb and z′a → z′b after the change of variables. When an entry is zero, e.g.
0 → t, this is to be interpreted as 1/t (here 0 plays the role of the “wall” in a symplectic
Gelfand-Tsetlin pattern). Finally, the dashed links tij − u or x1 − u in the above picture
denote multiplication terms utij and ux1 in the exponent of the integrand. In the right hand
side of the above picture, one immediately recognises two (geometric liftings) of symplectic
Gelfand-Tsetlin patterns and thus the integration over each one gives rise to the orthogonal
Whittaker functions in (7.21). Let us remark on the seemingly strange fact that SO2n+1-
Whittaker functions appear as integrals of symplectic Gelfand-Tsetlin patterns associated to
Sp2n. The explanation for this is a duality between SO2n+1 and Sp2n and the fact that, via
the so-called Casselman-Shalika formula [CS80], Whittaker functions associated to a group
are described as characters of a finite dimensional representation of the corresponding dual
group.
Having formula (7.21) one can use iteratively use the Plancherel Theorem 7.2 (accompa-
nied by the necessary estimates) as well as an identity of integrals that involve products of
an SO2n+1and a GLn Whittaker function [IS13] and arrive at the contour integral formula
E
[
e−uZ
flat
2n
]
=
u
∑n
k=1(αk+βk)
Γflatα,β
∫
(ε+ιR)n
sn(̺)d̺
∫
(δ+ιR)n
sn(λ)dλ u
−
∑n
i=1(λi+̺i)
×
∏
1≤i,j≤n Γ(λi + ̺j)Γ(λi + αj)Γ(λi − αj)Γ(̺i + βj)Γ(̺i − βj)∏
1≤i<j≤n Γ(λi + λj)Γ(̺i + ̺j)
.
(7.24)
One notices again the cross term
∏
i,j Γ(λi+ ̺j) which bears resemblance to the cross term
in the formula for the joint Laplace transform (7.19) and thus, currently, obscuring the
asymptotic analysis.
For completeness, we close this section with the statement of the Ishii-Stade identity
[IS13]
Theorem 7.5. Let α, β,∈ Cn, where ℜ(αi) > |ℜ(βj)| for all i, j. Then∫
R
n
+
Ψ
gln
−α(x)Ψ
so2n+1
β (x)
n∏
i=1
dxi
xi
=
∏
1≤i,j≤n Γ(αi + βj)Γ(αi − βj)∏
1≤i<j≤n Γ(αi + αj)
. (7.25)
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Let us note that the restriction on the parameters α, β in the above theorem is important
as otherwise the integral diverges. Let us also note that contrary to the Bump-Stade identity
(7.7), currently, there does not exist a combinatorial proof of the Ishii-Stade identity and it
would be interesting if such a proof could be obtained.
8. Dynamics on Gelfand-Tsetlin patterns and interacting
particle systems
8.1. Some motivating examples. We have seen that RSK (and geometric RSK) can
be considered as an evolution on Gelfand-Tsetlin patterns
(
Z(n)
)
n≥0
, starting from a given
initial Gelfand-Tsetlin pattern Z(0) at time zero, via the dynamics of row insertion
Z(n− 1) wn−−→ Z(n),
as this was described in Section 3.2 and summarised in Proposition 3.3 and Theorem 4.4. If
the sequence of words wn are random, then this evolution is a stochastic process, which is
readily seen to be Markovian. We will see that this Markovian evolution can be described
via an interacting particle system. Let us start with a simple example of a two column input
matrix W, whose entries are either 0 or 1 and we assume that no row contains two 1’s. For
example
WT =
(
0 1 1 0 0 · · ·
1 0 0 0 1 · · ·
)
. (8.1)
We recall the convention (3.1) by which columns of the array correspond to letters and
rows to words. In this case the first column will be associated to letter ‘1’ and the second
column to letter ‘2’, so in the case of example (8.1) array W is associated to the sequence
of letters 1221, which can also be viewed as a concatenation of the words (1)(2)(2)(∅)(1).
Let us simulate the dynamics of row insertion the way these were described in Section
3.1: Suppose we have inserted the first n rows of W and this insertion has resulted to a
Gelfand-Tsetlin pattern
Z(n) =
z11(n)
z22(n) z
2
1(n)
,
corresponding to a Young tableau
z11 z
2
1
1 1 2 2
2 2
z22
where in the figure we recall that z11 is the number of 1’s in the first row, z
2
1 is the number
of 1’s and 2’s in the first row and z22 is the number of 2’s in the second row. The evolution
of Z(n) to Z(n+ 1) can be described as follows:
• if wn+1 = (1, 0), meaning that a ‘1’ appears, then z11(n + 1) = z11(n) + 1, i.e. the
number of 1’s in the first row will increase by one, and
• if z11(n) = z21(n) (i.e. there are no 2’s in the first row of the corresponding Young
tableau), then z21(n+ 1) = z
2
1(n) + 1 and z
2
2(n+ 1) = z
2
2(n), but
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• if z11(n) < z21(n) (i.e. there are 2’s in the first row of the corresonding Young
tableau), then z21(n+1) = z
2
1(n) and z
2
2(n+1) = z
2
2(n)+1. i.e. a 2 will be bumped
from the first row and inserted into the second, thus increasing its length by one.
• if wn+1 = (0, 1), meaning that a ‘2’ appears, then z21(n+1) = z21(n)+1, which means
that the inserted ‘2’ will be appended at the end of the first row, thus increasing its
length by one, while the lengths z11 , z
2
2 will remain unchanged, that is z
1
1(n+1) = z
1
1(n)
and z22(n + 1) = z
2
2(n).
• if wn+1 = (0, 0), then nothing changes.
This type of dynamics can be immediately generalised to the general RSK framework where
instead of two letters {1, 2}, we have N letters {1, 2, ..., N} and the GT pattern consists
of an array
(
zij
)
1≤j≤i≤N
. The dynamics generated by RSK will be as follows (to have a
more clear picture, keep in mind the simpler case of n = 2 worked earlier and the bumping
process of the row insertion):
• particles {zi1 : i = 1, ..., N} are the only particles that jump on their own volition
and this happens if and only if wn+1 has a 1 in the i-th coordinate, meaning that
the letter ‘i’ appeared in the (n + 1)-th insertion. In this case zi1 jumps to the right
by one, meaning that the total length of letters up to i will increase by one, while
z11 , z
2
1 , ..., z
i−1
1 will remain the same. The jump at z
i
1 will propagate at the lower entries
of the Gelfand-Tsetlin pattern in a way which can be described inductively as follows:
• if for some 1 ≤ j ≤ i ≤ N particle zij jumps by one, i.e. zij(n+ 1) = zij(n) + 1, then it
will generate a jump of exactly one of its neighbours zi+1j or z
i+1
j+1, as follows
• if zij(n) = zi+1j (n), then zi+1j (n+ 1) = zi+1j (n) + 1, and
• if zij(n) < zi+1j (n), then zi+1j+1(n+ 1) = zi+1j+1(n) + 1
• this cascading procedure continues until we reach the bottom of the GT pattern.
These dynamics have a number of interesting properties, as we will see below. Even though
it is clear that
(
Z(n)
)
n≥0
is Markovian, it will turn out that in some particular situations
also the bottom row
(
zN (n)
)
n≥0
is Markovian. This is entirely not obvious and it is even
more surprising that the emerging Markov process turns out to be related to certain pro-
cesses “conditioned not to meet” and to processes related to Random Matrices, i.e. Dyson’s
Brownian Motion, which describe evolution of eigenvalues of random matrix ensembles
whose entries are independent Brownian motions up to the symmetries of the matrix en-
semble (e.g hermitian or orthogonal). The process
{
zii(n) : i = 1, ..., N
}
n≥0
on the right
diagonal of the pattern is also related to popular interacting particle systems, in particular,
the process known as Push-TASEP : in this process a particle attempts to jump but if it is
blocked by other particles ahead of it, then it pushes all the row of consecutive particles to
the right by one. We will explain these in the next section but let us first look at a number
of variations of the above dynamics:
Poissonian-RSK Dynamics. We can think of the input, {0, 1}-matrix W in the above
example as being continuous in the vertical direction with 1’s appearing on its ith row as a
Poisson Point Processes with rate xi, independent of the process of 1’s on the other rows.
Each time a 1 appears in the i-th row, a letter ‘i’ is row inserted in the GT pattern and
induces the continuous version of the discrete dynamics which were previously described.
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q-deformation of RSK. A q-deformation comes from perturbing algebraic quantities
using a parameter q ∈ (0, 1) in such a way that we obtain a meaningful interpolation when
varying q. We will describe here a q-deformation of RSK introduced by [OP13]. Although
at first this deformation might seem arbitrary, it is motivated by the structure of special
functions called q-Whittaker, which constitute a deformation of Schur functions. There also
exist other deformations coming from the more general family of Macdonald polynomials
(which generalize Schur and q-Whittaker functions) [BC14, BP16b] and we will see these in
Section 8.3.
The O’Connel-Pei deformation is as follows:
• particles {zi1(t) : i = 1, ..., N}t≥0 are the only particles that jump on their own volition.
Jumps are of size one to the right and happen independently according to Poisson
processes of rates xi, respectively.
• if a particle zij, 1 ≤ j ≤ i ≤ N , jumps (to the right by one), then with probability
Rj(z
i; zi+1) := qz
i+1
j −z
i
j
1− qzij−1−zi+1j
1− qzij−1−zij
it also pushes by one to the right particle zi+1j . While with probability Lj(z
i; zi+1) :=
1− Rj(zi; zi+1) it pulls by one to the right particle zi+1j+1.
We remark that:
• If zij = zi+1j and particle zij jumps then Rj(zi; zi+1) = 1, which means that necessarily
zi+1j is pushed to the right and the interlacing is respected.
• In the limit q → 0 we have that Rj(zi; zi+1) converges to 1zij=zi+1j and, thus, we have
the reduction to the RSK dynamics.
• If we make the choice q = e−ε and change variables zij := ε−2τ − (i+1−2j)ε−1 log ε+
ε−1ζ ij, for 1 ≤ j ≤ i ≤ N , we see that
Rj(z
i; zi+1) ≈ εeζij−ζi+1j
If we also speed up time as t := ε−2τ and change the rates of the Poisson processes
to xi := ενi, then the dynamics of the continuum Gelfand-Tsetlin pattern (ζ
i
j(t) : 1 ≤
j ≤ i ≤ N) are described by the system of coupled diffusions
dζ11 = dB
(1), dζ i1(t) = dB
(i) +
(
νi + e
ζi−11 −ζ
i
1
)
dτ, i = 2, ..., N,
dζ ij = dζ
i−1
j +
(
eζ
i
j+1−ζ
i
j − eζij−ζi−1j−1
)
dτ, 1 < j ≤ i ≤ N,
(8.2)
where we make the convention that terms which contain variables, which don’t belong
to the GT pattern, are excluded. This system of interacting diffusions was intoduced
by O’Connell [O12]. The analogue of Schensted’s theorem 3.1 in this setting is
ζN1 (t) =
∫
· · ·
∫
0<t1<···<tN=t
exp
( N∑
i=1
(
B(i)(ti)−B(i)(ti−1)
))
dt1 · · · dtN−1.
with the right hand side called the Brownian directed polymer or O’Connell-Yor poly-
mer as it was originally introduced by O’Connell and Yor [OY01]. The role of the
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noise is played here by N independent Brownian motions and the polymer paths are
piecewise constant paths with (upwards) jumps at times t1, ..., tN−1, that start at level
1 and time 0 and end at level N and time t.
Let us now come back to the question of whether the bottom row in the above variations
of RSK dynamics evolves as a Markov process with respect to its own filtration (meaning
the information generated by the history of the process). Since the whole Gelfand-Tsetlin
pattern Z(t) (we think of time t either discrete or continuous) evolves as a Markov process
and its bottom row can be regarded as a function of Z(t), which is nothing more than the
projection, we are led to the following elementary question:
When is a function of a Markov process Markov itself, with respect to its own filtration ?
A criterion for this has been provided by Pitman and Rogers [RP81] and is the following:
Theorem 8.1 (Pitman-Rogers). Consider a discrete time Markov process Z(·) on a
measurable space (Z, µ) with transition probability kernel Π and a measurable function
Φ : Z → X , with X a measurable space. Assume that there exists a kernel P(·, ·) : X ×
X → R such that for almost every x ∈ X , P(x, ·) is a probability measure and a kernel
K(·, ·) : X × Z → R satisfying:
(i) for all x ∈ X , K(x,Φ−1(x)) = 1,
(ii) the inter-twinning relation KΠ = PK holds.
If, for arbitrary x ∈ X , the initial distribution of the Markov process Z(·) isK(x, ·)/ ∫Z K(x, z)µ(dz),
then it holds that
(i) The process X(t) = Φ(Z(t)) is Markov with respect to its own filtration Xt := σ{Xs : s <
t} with transition probability kernel P, with initial condition X(0) = x,
(ii) For all x ∈ X and all bounded Borel functions f on Z,
E
[
f(Z(t))
∣∣X(s), s < t, X(t) = x] = (Kf)(x).
Let us remark that even though we stated the theorem for discrete time Markov processes,
it is also valid for continuous times. In this case we would need to check the intertwining for
the continuous times transition kernels Pt and Πt. Or it is enough to check the intertwining
for the infinitesimal generators of the processes, given by definition as
L = dΠt
dt
∣∣∣
t=0
and L =
dPt
dt
∣∣∣
t=0
,
in which case the intertwining writes as
KL = LK. (8.3)
In the next sections we will describe how we can construct processes on Gelfand-Tsetlin
patterns compatible with the Pitman-Rogers theorem.
8.2. The role of Pieri identity, Branching rule and Intertwinning.
One difficulty in applying the Pitman-Rogers theorem is that one is often given dynamics
recorded via Π (for example the dynamics described above coming from RSK, Poissonian-
RSK, Brownian-RSK, q-RSK and corresponding degenerations) and is requested to solve
the intertwining equation KΠ = PK to find both kernels K and P. Often, the solution
to this problem is based on error and trial guess work, starting from low rank cases, i.e.
ALGEBRAIC STRUCTURES IN KPZ 59
particle systems on GT patterns of small depths: two, three etc., until a pattern is recog-
nised. Nevertheless, in many cases this procedure can be guided by certain structures that
underlie special functions. Two such useful structures go under the names of Pieri rule and
Branching rule. We will here explain their role through Schur functions and Poissonian-
RSK dynamics.
Branching rule for Schur polynomials. Schur polynomials sλ(x) with parameters
x = (x1, ..., xn) and shape variables λ = (λ1, ..., λn) can be written as
sλ(x) =
∑
Z : GT pattern
with shape λ
n∏
i=1
Q ii−1(z
i, zi−1 ; xi), with Q
i
i−1(z
i, zi−1 ; xi) := x
|zi|−|zi−1|
i (8.4)
which leads to a recursive structure
sλ(x1, ..., xn) =
∑
µ : µ≺λ
Qnn−1(λ, µ ; xn) sµ(x1, ..., xn−1) (8.5)
where µ = (µ1, ..., µn−1) is a partition and µ ≺ λ means that µ interlaces with λ, that
is λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ · · · ≥ µn−1 ≥ λn. We make the convention that when n = 0
then sλ(x1, ..., xn) = s∅(∅) := 1. Such a recursive structure is often common among special
functions arising in representation theory and algebraic combinatorics and it is known with
the name branching rule. We refer to [Bum04] for more on the representation theoretic
background, but very briefly let us mention that if G is a group and H a subgroup of
it, then branching rule(s) describe how the irreducible representations of G decompose to
irreducibles when restricted to subroup H. In the case of Schur functions, the branching rule
shows how to decompose the irreducible representations of the group GL(n) (the general
linear group of n× n invertible matrices) into irreducibles of GL(n − 1).
An algebraically more common notation for (8.5) (which we will also use in later sections)
is
sλ(x1, ..., xn) =
∑
µ : µ≺λ
sλ/µ(xn) sµ(x1, ..., xn−1) (8.6)
where λ/µ denotes a skew partition, defined from partitions λ = (λ1, λ2, ...) and µ =
(µ1, µ2, ...) as λ/µ = (λ1 − µ1, λ2 − µ2, ...). In the case that λ = (λ1, ..., λn) and µ =
(µ1, ..., µn−1) we use the convention that λn − µn = λn. An example is depicted below
λ =
µ
In this figure the blue shaded area is the skew partition λ/µ. A skew partition λ/µ is called
horizontal strip if it contains no two boxes on top of each other, as for example in the
following figures
λ =
µ
or λ =
µ
(8.7)
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The summation in (8.6) is over skew partitions λ/µ which are horizontal strips that cor-
respond to the first of the two pictures above. This is because λ/µ will correspond to the
part of the Young tableau which is filled with letter n and by definition of a Young tableau
no two n’s can be on top of each other (recall that the entries of Young tableaux are by
definition strictly increasing along columns).
Let us denote the kernel
K(λ,Z) :=
n∏
i=1
Q ii−1(z
i, zi−1 ; xi)1zn=λ,
from which we readily have that
sλ(x) =
∑
Z is GT pattern
K(λ,Z). (8.8)
As we will see, the kernel K(λ,Z) will play an important role in intertwining.
The Pieri Rule for Schur polynomials. Let us introduce the complete homogeneous
symmetric polynomial of degree k in variables x1, ..., xn to be
hk(x1, ..., xn) :=
∑
1≤i1≤···≤ik≤n
xi1 · · · xik .
In the theory of Schur functions the Pieri rule is known as the identity
hksλ =
∑
ν≻kλ
sν ,
where the notation ν ≻k λ means that ν/λ is a horizontal strip, containing exactly k boxes.
We will restrict our attention on k = 1, in which case h1(x1, ..., xn) =
∑n
i=1 xi and the Pieri
rule writes as
h1sλ =
∑
ν≻1λ
sν =
n∑
i=1
sλ+ei . (8.9)
In fact, it is straightforward to check this special case of the Pieri rule via the representation
of the Schur function as a sum over Gelfand-Tsetlin patterns (8.4).
Intertwining: the Poissonian-RSK case. Let us now see how the branching rule (8.5),
(8.6), (8.8) and the Pieri rule (8.9) can be used to “guess” an intertwining in the case of
Poissonian-RSK dynamics on a GT patterns. We briefly recall the dynamics: on a GT pattern
Z = (zij : 1 ≤ j ≤ i ≤ n) only particles zi1, i = 1, 2, ..., n jump on their own volition and
they do so at exponential times at rate xi, respectively. The jumps are of one step to the
right and trickle down the pattern as follows: if particle zij jumps and before the jump took
place it was zij = z
i+1
j , then particle z
i+1
j is pushed one step to the right along with z
i
j .
If zij < z
i+1
j , then particle z
i+1
j+1 is pulled one step to the right along with z
i
j . The jumps
trickle down until they reach the bottom of the pattern. The generator of this process can
be easily written. Concretely, in the case n = 2, it writes as
Π(Z, Z˜) = x1 1{(z˜1,z˜2)=(z1+e1,z2+e1)}1{z11=z21} + x1 1{(z˜1,z˜2)=(z1+e1,z2+e2)}1{z11<z21}
+ x21{(z˜1,z˜2)=(z1,z2+e1)}
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where we denote the base vectors on R2 by e1 := (1, 0) and e2 := (0, 1). Observe that∑
Z˜
Π(Z, Z˜) = x1 + x2 = h1(x1, x2), (8.10)
the complete, symmetric function of degree one, in variables x1, x2.
Let us now write Pieri rule (8.9) by replacing the Schur function with the branching rule
representation (8.8) as
n∑
i=1
sλ+ei(x)
(8.8)
=
n∑
i=1
∑
Z˜
K(λ+ ei, Z˜)
(8.9)
= h1
∑
Z
K(λ,Z)
(8.10)
=
∑
Z,Z˜
K(λ,Z)Π(Z, Z˜).
An intertwining relation can be now guessed if we drop (seemingly rather arbitrarily) the
summation over Z˜ in the above equality and write
n∑
i=1
K(λ+ ei, Z˜) =
∑
Z
K(λ,Z)Π(Z, Z˜),
or, if we denote by P the operator with P (λ, ν) :=
∑n
i=1 1ν=λ+ei, we can write this more
concretely as
PK = KΠ. (8.11)
We have now arrived to a guess for an intertwining relation between the transition kernel
Π for the Poisson-RSK dynamics on the Gelfand-Tsetlin pattern Z and a transition kernel
for dynamics on its bottom row λ via the intertwining kernel K which appears in the com-
binatorial representation of Schur polynomials. Of course, it remains to check the validity
of (8.11). This is typically straightforward and can be done by hand even though the check
can be long. Let us just check this intertwining for n = 2. We compute
KΠ(λ, Z˜) =
∑
Z : GT pattern
with shape λ
K(λ,Z)Π(Z, Z˜) (8.12)
=
∑
z11
x
|z2|−|z1|
2 x
|z1|
1 1{z2=λ}
(
x1 1{(z˜1,z˜2)=(z1+e1,z2+e1)}1{z11=z21}
+ x1 1{(z˜1,z˜2)=(z1+e1,z2+e2)}1{z11<z21} + x21{(z˜1,z˜2)=(z1,z2+e1)}
)
= x
λ1+λ2−z˜11+1
2 x
z˜11
1
(
1{z˜11=λ1+1}
1{z˜21=λ1+1}
1{z˜22=λ2}
+ 1{z˜21=λ1}1{z˜22=λ2+1}1{λ2+1≤z˜11≤λ1} + 1{z˜21=λ1+1}1{z˜22=λ2}1{λ2≤z˜11<λ1+1}
)
= x
λ1+λ2−z˜11+1
2 x
z˜11
1
(
1{λ2≤z˜11≤λ1+1}
1{z˜21=λ1+1}
1{z˜22=λ2}
+ 1{z˜21=λ1}1{z˜22=λ2+1}1{λ2+1≤z˜11≤λ1}
)
,
where the last equality comes from combining the first and third terms in the parenthesis.
On the other hand we have
PK(λ, Z˜) =
∑
µ≻1λ
P (λ;µ)K(µ, Z˜) = K(λ1 + 1, λ2; Z˜) +K(λ1, λ2 + 1; Z˜)
= x
λ1+λ2−z˜11+1
2 x
z˜11
1
(
1{λ2≤z˜11≤λ1+1}
1{z˜21=λ1+1}
1{z˜22=λ2}
+ 1{z˜21=λ1}1{z˜22=λ2+1}1{λ2+1≤z˜11≤λ1}
)
which is the right hand side of (8.12).
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The intertwining in the general n case can be checked via induction. We leave the details
to the reader. An example of such an inductive procedure (in the case of the log-gamma
polymer and Whittaker functions) can be found in [COSZ14], in the proof of Proposition
3.4.
Normalization of kernels, Doob’s transform and non intersecting walks. Notice
that (8.11) is not quite in the form of the Pitman-Rogers theorem since the kernels K and
P are not probability kernels. This can be easily rectified by normalising K and P and
defining
K(λ,Z) :=
K(λ,Z)∑
Z K(λ,Z)
=
K(λ,Z)
sλ(x)
and P(λ, ν) :=
sν(x)
sλ(x)
P (λ, ν), (8.13)
for λ 6= ν, with sλ(x), sν(x) Schur functions corresponding to shapes λ, ν and parameters x ∈
Rn. It is immediate to check that with this definition Π,P and K satisfy the intertwining
relationship PK = KΠ.
The form of P(λ, ν) points to some sort of Doob’s h-transform. We refer to [RY13],
Chapter VIII for details on Doob’s transform and applications but let us only say a couple
of words about it: In general, given a positive kernel P : A × A → R+ on a state space
A, we can define a probability kernel P on the same state space A, which can serve as a
Markov transition kernel. The probability kernel P is defined as
P(a, b) :=
h(b)
h(a)
P (a, b), for a, b ∈ A,
where h(·) is a ground state eigenfunction for P by which we mean that ∑b P (a, b)h(b) =
h(a), for all a ∈ A. The original motivation for this transform was to define Markovian
processes conditioned on certain events (for example Brownian motion or random walks
conditioned never to visit zero).
Let us now see how the idea of Doob’s transform can be applied in our setting. First, we no-
tice that a direct consequence of Pieri’s rule is that the function h(λ) := x−λ11 · · · x−λnn sλ(x)
satisfies the equation
n∑
i=1
xi h(λ+ ei) = (
n∑
i=1
xi) h(λ). (8.14)
This is easily seen by multiplying both sides of (8.9) by x−λ11 · · · x−λnn . The fact that sλ(x) =
0, if λ does not belong to the Weyl chamber W n := {λ ∈ Rn : λ1 ≥ λ2 ≥ · · · ≥ λn}, implies
that h(λ) = 0 if λ /∈ W n. This, together with (8.14) implies that h(·) is harmonic for the
generator of an n-dimensional random walk whose coordinates jump at rates (xi)i=1,...,n
and which is killed upon exiting the Weyl chamber W n (i.e. Dirichlet boundary conditions
on the complement of W n). Let us denote by Q(λ, ν) the transition kernel of this random
walk, which takes values Q(λ, ν) = xi if ν = λ+ ei for i = 1, ..., n and zero otherwise. Since
for ν 6= λ it holds that
Q(λ, ν) =
xν11 · · · xνnn
xλ11 · · · xλnn
P (λ, ν)
for P (λ, ν) :=
∑n
i=1 1ν=λ+ei as defined in (8.11), we see that
P(λ, ν) :=
h(ν)
h(λ)
Q(λ, ν) =
sν(x)
sλ(x)
P (λ, ν), (8.15)
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(as defined in (8.13)) defines a Markovian kernel of a random walk conditioned not to exit
the Weyl chamber.
If we consider the coordinates of the process λ = (λ1, ..., λn) defined via (8.15) individu-
ally and actually “separate” them by considering ℓi := λi+n− i, so that ℓ1 > ℓ2 > · · · > ℓn,
then ℓ1, ..., ℓn evolve via (8.15) as n simple random walks conditioned never to meet. This
process is the discrete analogue of Dyson’s Brownian motion [Dy62, AGZ10], which consists
of n Brownian motions conditioned never to meet. Dyson’s Brownian motion describe the
evolution of the eigenvalues of Hermitian random matrices whose entries are independent
Brownian motions, up to the Hermitian symmetry. This provides one more explanation of
the relation between polymer models, RSK dynamics and random matrices.
8.3. The roles of Cauchy, skew-Cauchy identities and Macdonald
polynomials. The Cauchy identity reads as∑
λ
sλ(x)sλ(y) =
∏
1≤i,j≤n
1
1− xiyj ,
where x = (x1, ..., xn) ∈ Rn and y := (y1, ..., yn) ∈ Rn and the sum is taken over all partitions
λ = (λ1, ..., λn) with λ1 ≥ λ2 ≥ · · · . This identity can extend to the case of Schur functions
that correspond to vector parameters of different length, e.g. x ∈ Rn and y ∈ Rm or even of
infinite length, e.g. x = (x1, x2, ...) and y = (y1, y2, ...). As in the case of the branching and
Pieri rules, the Cauchy identity has a representation theoretic background (see [Bum04]
for more details). It describes the decomposition of the symmetric algebra over the tensor
product representation of GL(n)×GL(n) (or GL(n)×GL(m) in general). Combinatorially
the Cauchy identity is a consequence of the RSK correspondence as apparent from (5.4) by
letting u → ∞, therein. Seen from this angle, the Cauchy identity allows to introduce a
probability measure on partitions, called the Schur measure and introduced by Okounkov
[O01], which writes as
P(λ) =
∏
i,j
(1− xiyj) sλ(x) sλ(y).
Its marginal over λ1 is the law of last passage percolation with geometric weights, as mani-
fested by (5.4). The analogue of the Cauchy identity in the case of Whittaker functions is
the Bump-Stade identity∫
Rn+
e−1/xnΨglnα (x)Ψ
gln
β (x)
n∏
i=1
dxi
xi
=
∏
i,j
Γ(αi + βj),
which, as we already saw in Section 7 (see relation (7.6)), can analogously be derived via the
geometric RSK correspondence. Similarly to the Schur measure, the Bump-Stade identity
can be used to define a probability measure on Rn
1∏
i,j Γ(αi + βj)
e−1/xnΨglnα (x)Ψ
gln
β (x)
n∏
i=1
dxi
xi
,
the marginal of which on the first coordinate is the law of the partition function of the
log-gamma polymer (recall that the role of shape variables λ in Schur functions is played
by the x variables in the Whittaker functions).
Recently, an interesting approach of producing Cauchy identities based on integrable
methods around the six-vertex model and Yang-Baxter relations has been developed, e.g.
[BW16, BWZ15, BP17, WZ-J16] that also leads to various integrable stochastic models.
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Here, we will focus on seeing how Cauchy identities, in conjunction with branching and
Pieri rules, can be used to define natural dynamics on Gelfand-Tsetlin patterns. We will
expose this in the general framework of Macdonald functions as this was developed by
Borodin-Corwin within Madonald processes [BC14] . This setting has been subsequently
generalised in several situations and broader frameworks, for example [BP14, BP16b, BM18,
MP17] etc.
Macdonald polynomials in a nutshell and useful identities. Macdonald polyno-
mials were introduced by Macdonald [M88], see also [M98], as a new basis for symmetric
functions, which generalise Schur polynomials in the sense that they contain two parameters
q, t and when q = t they reduce to Schur functions. Furthermore, making different choices
on the parameters q, t Macdonald polynomials specialise to other special functions e.g. Jack
with parameter α when q = tα and t → 1, zonal symmetric functions when q = t2 and
t → 1, Hall-Littlewood when q = 0, etc (see [M88, M98]). For the purposes of the present
exposition we will not go into details of various constructions and properties, see [M98]
or [BC14] for such. Let us just present a combinatorial formula for Macdonald polynomi-
als, which was not their original definition given by Macdonald but it has the structure of
branching rule in analogy to what is available for Schur, as well as Whittaker functions and
fits our purposes.
Let x = (x1, ..., xn) ∈ Rn and λ, µ ∈ Rn be partitions. The Macdonald polynomials
Pλ/µ(x) and Qλ/µ(x) corresponding to skew partition λ/µ and parameter x admit the
combinatorial representation
Pλ/µ(x) =
∑
T : sh(T )=λ/µ
ψT x
T and Qλ/µ(x) =
∑
T : sh(T )=λ/µ
φT x
T , (8.16)
where the summations are over all skew, semi-standard Young tableaux T of shape λ/µ and
we have used the shorthand notation
xT = x
|λ(1)|
1 x
|λ(2)|−|λ(1)|
2 · · · x|λ
(n)|−|λ(n−1)|
n ,
with |λ(k)| = ∑j≥1 λ(k)j and µ = λ(1) ≺ λ(2) ≺ · · · ≺ λ(n) = λ. When µ = ∅ the above
expressions can be written in Gelfand-Tsetlin notation, see Section 3.3, by identifying λ(k)
with the k-th row zk = (zk1 , ..., z
k
k ) ∈ Rk of a Gelfand-Tsetlin pattern with shape (i.e. bottom
row) λ. The weights ψT and φT for tableaux T with sh(T ) = λ/µ are given by
ψλ/µ =
n∏
i=1
ψλ(i)/λ(i−1) and φλ/µ =
n∏
i=1
φλ(i)/λ(i−1) ,
and for λ/µ a horizontal strip, see (8.7) and recall that λ(i)/λ(i−1) is a horizontal strip since
λ(i−1) ≺ λ(i), we have that
ψλ/µ =
∏
1≤i≤j≤ℓ(µ)
f(qµi−µj tj−i)f(qλi−λj+1 tj−i)
f(qλi−µj tj−i)f(qµi−λj+1 tj−i)
,
φλ/µ =
∏
1≤i≤j≤ℓ(λ)
f(qλi−λj tj−i)f(qµi−µj+1 tj−i)
f(qλi−µj tj−i)f(qµi−λj+1 tj−i)
,
(8.17)
with
f(u) =
(tu; q)∞
(qu; q)∞
,
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with the q-Polchammer symbol defined as (a; q)∞ :=
∏∞
i=1(1− aqi−1). When q = t we have
that f(u) = 1 and then, evidently from (8.16),
Pλ/µ(x) = Qλ/µ(x) =
∑
T : sh(T )=λ/µ
xT = sλ/µ(x),
which shows that Macdonald polynomials are identical to Schur polynomials.
We will also use the following “coefficients” when we later discuss Pieri identities:
ψ′λ /µ =
∏
i<j : λi=µi , λj=µj+1
(1− q µi−µj t j−i−1)(1− q λi−λj t j−i+1)
(1− q µi−µj t j−i)(1− q λi−λj t j−i) ,
for λ/µ a vertical r-strip. The latter means that the Young diagrams λ′ and µ′ - obtained
from λ and µ by making the rows of λ, µ be the columns of λ′, µ′ - are such that λ′/µ′ is a
horizontal strip (see (8.7)) containing r boxes.
It will also be useful to distinguish the case of Macdonald polynomials of one variable
x1 ∈ R: in this case, if λ/µ is a horizontal strip then
Qλ/µ(x1) = φλ/µ x
|λ|−|µ|
1 and Pλ/µ(x1) = ψλ/µ x
|λ|−|µ|
1 . (8.18)
We can then write the branching rule for Macdonald polynomials with parameter x =
(x1, ..., xk) as
Pλ(x) =
∑
λ(1)≺···≺λ(k)=λ
Pλ(1)(x1)Pλ(2)/λ(1)(x2) · · ·Pλ(k)/λ(k−1)(xk), (8.19)
and similarly for Qλ(x), in analogy to the branching formula for Schur polynomials (8.4).
Pieri identity for Macdonald polynomials.
Let er := er(x1, ..., xn) :=
∑
1≤i1<···<ir≤n
xi1 · · · xir be the elementary symmetric poly-
nomial of degree r in variables x1, ..., xn and gr := gr(x1, ..., xn) := Q(r)(x1, ..., xn) the
Q-Macdonald polynomial corresponding to a partition (r), represented by a Young dia-
gram of a single row containing r boxes. There is a number of Pieri identities (see [M98],
Chapter VI). We will just use the following two
Pµ gr =
∑
λ : λ≻r µ
φλ/µPλ =
∑
λ : λ≻r µ
Qλ/µ(1)Pλ and Pµer =
∑
λ : λ′≻r µ′
ψ′λ/µPλ, (8.20)
where in the second identity we recall the notation λ′ which means the Young diagram
whose rows are the columns of λ. In the case that |λ/µ| = 1, that is r = 1 and λ ≻1 µ,
it holds that ψ′λ/µ =
1−t
1−qφλ/µ =
1−t
1−qQλ/µ(1). Given that e1 =
∑n
i=1 xi, we will see that,
similarly to the Schur case, either of the Pieri identities (which in the case r = 1 are identical
up to a constant) can be used to define a Markovian evolution on Gelfand-Tsetlin patterns,
whose total rate of change will be
∑n
i=1 xi.
Cauchy and skew-Cauchy identity for Macdonald polynomials. The Cauchy
identity for Macdonald polynomials writes as∑
κ
Pκ(x)Qκ(y) = H(x; y), (8.21)
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for x = (x1, ..., xn) and y = (y1, ..., yn) and the summation is over all partitions κ of length
ℓ(κ) ≤ n. The right hand side of the identity is
H(x; y) :=
∏
i,j
(txiyj; q)∞
(xiyj; q)∞
. (8.22)
As in other situations this Cauchy identity can be extended to vectors x = (x1, ..., xn), y =
(y1, ..., ym) of different dimensions or even of infinite dimensions x = (x1, x2, ...) and y =
(y1, y2, ...).
Cauchy identity plays an important role in defining the family of Macdonald polynomi-
als Pκ(·), Qκ(·) as a bi-orthogonal basis for symmetric functions under a particular inner
product; this was Macdonald’s original construction [M88]. In fact, the Cauchy identity is
equivalent to the bi-orthogonality of Macdonald polynomials under that particular inner
product, see Proposition (2.6) in [M88].
The Cauchy identity can be generalised to a skew-Cauchy identity in the form∑
µ
Pµ/λ(x)Qµ/ν(y) = H(x; y)
∑
µ
Qλ/µ(y)Pν/µ(x). (8.23)
In the case that λ = ∅, then (8.23) becomes∑
µ
Pµ(x)Qµ/ν(y) = H(x; y)Pν(x), (8.24)
which in a sense generalises Pieri’s rule (8.20). We refer to [M98], Chapter VI.7 for details
and proofs of the above Cauchy identities.
Macdonald tailored dynamics on Gelfand-Tsetlin patterns. We now have the in-
gredients to present Borodin-Corwin’s [BC14] general construction of dynamics on Gelfand-
Tsetlin patterns under which the evolution of the bottom row is Markovian and arise from
Pieri’s rule via a Doob’s transform in a similar way as this was done in the Schur case,
see (8.13). The idea of this construction has been subsequently generalised, see for example
[BP16b, MP17]. This type of constructions can be traced back to works of Borodin-Ferrari
[BF08] and Diaconis-Fill [DF90].
We start by defining a Markovian evolution kernel on a single row coming from the Pieri
rule as
Pk(µ, ν) =
1
H(x1, ..., xk; ̺)
Pν(x1, ..., xk)
Pµ(x1, ..., xk)
Qν/µ(̺), (8.25)
for partitions µ = (µ1, ..., µk) and ν = (ν1, ..., νk) such that ν ≻ µ. The parameter ̺ will
play the role of time. We refrain from using the symbol t for time as this is used here for
one of the two parameters of Macdonald polynomials. This is the analogue of (8.13) in
the Macdonald setting: it is a Doob’s transform defining stochastic dynamics out of the
eigenvalue problem induced by Pieri’s rules (8.20), (8.24).
We also define the so called stochastic links
Λkk−1(µ, ν) =
Pν(x1, ..., xk−1)
Pµ(x1, ..., xk)
Pµ/ν(xk). (8.26)
These will play the role of sampling the (k − 1)-th row ν of a Gelfand-Tsetlin pattern
knowing its k-th row µ. The fact that Λkk−1 is a probability kernel follows immediately
from the branching rule for Macdonald polynomials (8.19). We remark that, by definition
Pµ/ν(xk) = 0 (and thus so is Λ
k
k−1(µ, ν)), if µ ⊁ ν.
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The significance of these definitions is that they lead to an intertwining between consec-
utive rows of Gelfand-Tsetlin patterns, which can then be lifted to an intertwining on the
whole pattern.
Proposition 8.2. Let k ≥ 1 and the operators Λkk−1 and Pk as in (8.26) and (8.25). Then
∆kk−1 := Λ
k
k−1Pk−1 = PkΛ
k
k−1. (8.27)
Proof. Let λ = (λ1, ..., λk) and ν = (ν1, ..., νk−1) be partitions. Then, on the one hand we
have
Λkk−1Pk−1(λ, ν) =
1
H(x1, ..., xk−1; ̺)
∑
µ
Pµ(x1, ..., xk−1)
Pλ(x1, ..., xk)
Pλ/µ(xk) ·
Pν(x1, ..., xk−1)
Pµ(x1, ..., xk−1)
Qν/µ(̺)
=
1
H(x1, ..., xk−1; ̺)
Pν(x1, ..., xk−1)
Pλ(x1, ..., xk)
∑
µ
Pλ/µ(xk)Qν/µ(̺), (8.28)
and on the other that
PkΛ
k
k−1(λ, ν) =
1
H(x1, ..., xk; ̺)
∑
µ
Pµ(x1, ..., xk)
Pλ(x1, ..., xk)
Qµ/λ(̺) ·
Pν(x1, ..., xk−1)
Pµ(x1, ..., xk)
Pµ/ν(xk)
=
1
H(x1, ..., xk; ̺)
Pν(x1, ..., xk−1)
Pλ(x1, ..., xk)
∑
µ
Qµ/λ(̺)Pµ/ν(xk)
=
H(xk; ̺)
H(x1, ..., xk; ̺)
Pν(x1, ..., xk−1)
Pλ(x1, ..., xk)
∑
µ
Pλ/µ(xk)Qν/µ(̺), (8.29)
where in the last equality we used the skew Cauchy identity (8.23). We now see that (8.29)
agrees with (8.28) upon noticing that H(x1, ..., xk; ̺) = H(x1, ..., xk−1; ̺)H(xk; ̺). 
Proposition 8.2 allows now to build dynamics on Gelfand-Tsetlin patterns. In particular,
define the transition matrix Π̺(Z, Z˜) (we include the dependence on the time parameter ̺)
between Gelfand-Tsetlin patterns Z and Z˜ as
Π̺(Z, Z˜) = P1(z
1, z˜ 1)
n∏
k=2
Pk(z
k, z˜ k)Λkk−1(z˜
k, z˜ k−1)
∆kk−1(z
k, z˜ k−1)
, (8.30)
if
∏n
k=2∆
k
k−1(z
k, z˜ k−1) > 0 and zero otherwise. Notice also that
Pk(z
k, z˜ k)Λkk−1(z˜
k, z˜ k−1)
∆kk−1(z
k, z˜ k−1)
= δ{z˜ kj =zkj+1}
if z˜ k−1j = z
k
j + 1 for some j ≤ k,
(8.31)
where δ is a delta function taking the value one if z˜ kj = z
k
j + 1 and zero otherwise. This
ensures that the interlacing of the Gelfand-Tsetlin patter is preserved. We will now see that
Π̺ intertwines with Pn via the kernel
K(λ,Z) =
n∏
i=1
Λii−1(z
i, zi−1)1zn=λ.
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Let us check this in the case n = 2:
KΠ̺(λ,Z) =
∑
Z˜
K(λ, Z˜)Π̺(Z˜,Z) =
∑
z˜1
Λ21(λ, z˜
1)P1(z˜
1, z1)
P2(λ, z
2)Λ21(z
2, z1)
∆21(λ, z
1)
= P2(λ, z
2)Λ21(z
2, z1) = P2K (λ,Z),
by using
∑
z˜1 Λ
2
1(λ, z˜
1)P1(z
1, z˜1) = ∆21(λ, z
1) from (8.27), thus checking the intertwining
property. The general n case follows the same root by summing successively over z˜ n, ..., z˜ 1
and using (8.27) to cancel each of the corresponding denominators ∆kk−1(z˜
k, zk−1).
An example: the q-Whittaker 2d growth model. In order to make the previous
general construction more concrete and derive an example, we simplify (by just performing
the obvious cancellations) the terms in product (8.30) and write
Pk(µ, ν)Λ
k
k−1(ν, λ)
∆kk−1(µ, λ)
=
Pν/λ(xk)Qν/µ(̺)∑
ν Pν/λ(xk)Qν/µ(̺)
,
and making an informal change of variables ν 7→ ν/λ in the denominator and then using
(8.24) and (8.18) we can write this as
Pν/λ(xk)Qν/µ(̺)∑
ν/λ Pν/λ(xk)Q(ν/λ)
/
(µ/λ)
(̺)
=
Pν/λ(xk)Qν/µ(̺)
H(xk; ̺)Pµ/λ(xk)
=
1
H(xk; ̺)
ψν/λ
ψµ/λ
φν/µ (̺xk)
|ν|−|µ|.
Then (8.30) can be written (in Gelfand-Tsetlin pattern notation) as
Π̺(Z, Z˜) =
1
H(x1; ̺)
ψ z˜ 1
ψ z1
φ z˜ 1/ z1 (̺x1)
|z˜ 1|−|z1|
n∏
k=2
1
H(xk; ̺)
ψ z˜ k/ z˜ k−1
ψ zk/ z˜ k−1
φ z˜ k/ zk (̺xk)
|z˜ k|−|zk|.
(8.32)
which we write in the shorthand notation
Π̺(Z, Z˜) =
n∏
k=1
U (k)̺
(
zk, z˜ k | zk−1, z˜ k−1) (8.33)
with the obvious notation for U
(k)
̺ (zk, z˜ k | zk−1, z˜ k−1) as derived from (8.32).
When the skew partition λ/µ consists of a single box and the parameter t of the Macdon-
ald polynomials is set to zero, then another easy computation shows that the expressions
for ψλ/µ and φλ/µ simplify. More precisely, if we first set t = 0 in (8.17), we obtain that
H(x; ̺) = 1/(̺x; q)∞ and that
φλ/µ = (q; q)
−ℓ(λ)
∞
ℓ(λ)∏
i=1
(qλi−µi+1; q)∞ (q
µi−λi+1+1; q)∞
(qµi−µi+1+1; q)∞
,
ψλ/µ = (q; q)
−ℓ(µ)
∞
ℓ(µ)∏
i=1
(qλi−µi+1; q)∞ (q
µi−λi+1+1; q)∞
(qλi−λi+1+1; q)∞
,
and then if λ/µ consists of a single box, that is, there exists j such that λi = µi for i 6= j
and λj = µj + 1, then the above writes as
φλ/µ =
1− q µj−1−µj
1− q and ψλ/µ =
1− q µj−µj+1+1
1− q .
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Moreover, if two partitions λ, ν are such that for some j it holds that λi = νi for i 6= j and
λj = νj + 1, then an easy cancellation gives that (still we consider the parameter t = 0)
ψλ/µ
ψν/µ
=
(1− qµj−1−νj) (1− qνj−νj+1+1)
(1− qνj−µj+1) (1 − qνj−1−νj) .
Thus, we obtain that, if in a Gelfand-Tsetlin pattern only the j-th coordinate zkj of z
k jumps
by one (forming z˜ kj ) and all other entries remain the same, then
U (k)̺ (z
k, z˜ k | zk−1, z˜ k−1) = 1
H(xk; ̺)
ψ z˜ k/ z˜ k−1
ψ zk/ z˜ k−1
φ z˜ k/ zk (̺xk)
|z˜ k|−|zk|
=
̺xk
(̺xk; q)∞
· 1− q
z˜ k−1j−1 −z
k
j
1− q z kj −z˜ k−1j +1
· 1− q
zkj−z
k
j+1+1
1− q (8.34)
In order to reduce ourselves to the situation of a “single jump” we look at continuous
time dynamics, that is ̺ is continuous, and we compute the infinitesimal generator of Π̺
as
L = dΠ̺
d̺
∣∣∣
̺=0
=
∑
i≤n
∏
k 6=i
U (k)̺ (z
k, z˜ k | zk−1, z˜ k−1) dU
(i)
̺ (zi, z˜ i | zi−1, z˜ i−1)
d̺
∣∣∣
̺=0
To evaluate the derivative at ̺ = 0, we use (8.34) as well as the Taylor expansion 1/H(x; ̺) =
1− (1− q)−1(x̺) + o(̺) for ̺→ 0 and get
dU
(i)
̺ (zi, z˜ i | zi−1, z˜ i−1)
d̺
∣∣∣
̺=0
= xi
{
1|z˜ i|=|zi|+1
ψ z˜ i/ z˜ i−1
ψ zi/ z˜ i−1
φ z˜ i/ zi −
1|z˜ i|=|zi|
1− q
}
=
xi
1− q
{ i∑
j=1
(1− q z˜ i−1j−1−zij ) (1− q zij−zij+1+1)
1− q z ij−z˜ i−1j +1
1 {only zij jumps by one}
− 1|z˜ i|=|zi|
}
,
(8.35)
Since there is no jump in the (i−1)-th row, we have that z˜ i−1 = zi−1 and thus (8.35) writes
as
xi
1− q
{ i∑
j=1
(1− q z i−1j−1−zij ) (1− q zij−zij+1+1)
1− q z ij−z i−1j +1
1 {only zij jumps by one}
− 1|z˜ i|=|zi|
}
,
Notice also that ∏
k 6=i
U
(k)
̺=0(z
k, z˜ k | zk−1, z˜ k−1) = 0, (8.36)
unless |z˜ k| = |zk| for all k 6= i. Moreover, this product will also be zero if ψz˜ i+1/z˜ i = 0,
which happens if the jump at row zi violates the interlacing i.e. leads to a violation of
z˜ i+1 ≻ z˜ i. This means that if zij (for some j with j ≤ i) attempts to jump but zij = zi+1j
then this will force particle zi+1j to jump in order that ψz˜ i+1/z˜ i 6= 0 and thus the rate of
this jump is also non zero. This jump will propagate in similar fashion on the whole string
of particles zi+1j , z
i+2
j , ... which are equal to z
i
j before z
i
j jumped. Finally, given also (8.31)
which determines the rates of the above trickle down sequence of pushes, we see that if
product (8.36) is non zero, then it will equal one.
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Thus, the above construction defines the particle system (notice that the factor (1− q)−1
that appears in (8.34) and (8.35) can be ignored as it only corresponds to time change in
the dynamics)
Definition 8.3 ( q-Whittaker 2d growth model). Let x1, ..., xn be positive numbers.
Each of the particles zkj in a Gelfand-Tsetlin pattern (z
k
j : 1 ≤ j ≤ k ≤ n) jumps, indepen-
dently of others, to the right by one step at rate
xk
(1− qzk−1j−1−zkj )(1− qzkj−zkj+1+1)
1− qzkj−zk−1j +1
, (8.37)
and when it jumps it pushes along the string of particles zk+1j , z
k+2
j , ... with the property that
zkj = z
k+1
j = z
k+2
j = ... Notice that if z
k
j = z
k−1
j−1 then the jump of z
k
j is suppressed (the rate
in this case is equal to zero), which is consistent with presrving the interlacing property. We
implicitly use the convention that terms which contain particles that are not included in the
Gelfand-Tsetlin pattern are omitted from expression (8.37).
Let us remark that the q-Whittaker dynamics are different than the dynamics induced
by RSK, since in the latter independent jumps only take place on the diagonal zk1 with
k = 1, ..., n and the jumps propagate to the rest of the Gelfand-Tsetlin pattern while in
the q-Whittaker dynamics each particle has its own independent exponential clock that
initiates jumps.
Notice that the rates of particles (zkk : k = 1, ..., n) are just given by xk(1 − qz
k−1
k−1−z
k
k ),
which means that the evolution (zkk : k = 1, ..., n) is also Markovian: it is a q deformation of
TASEP, called q-TASEP. Thus, we see again that particle znn has a double nature: on the
one hand that of the smallest particle in a string of q-TASEP and on the other that of the
smallest particle in a Dyson-like process as this is given by (8.25) for k = n. The fact that
a Fredholm determinant formula can be derived (via properties of Macdonald polynomials)
for certain functionals of the latter (q-Laplace transform), immediately gives a Fredholm
formula for the last particle in q-TASEP thus leading to Tracy-Widom asymptotics [BC14].
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