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Abstract
We study regularity properties of solutions of a parabolic equation (t −  · a · + b · +
 · b̂)u = 0 in R+ × Rd , d3 under fairly general conditions on the drift term coefﬁcients.
The results are already new for the case a = I , b̂ = 0, b = b(x) and div b = 0.
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1. Introduction
In 1957, Nash proved Hölder continuity of bounded solutions of a parabolic equation
of the form
(
t − x · a(t, x) · x
)
u(t, x) = 0, x ∈ Rd , t ∈ R+ =]0,∞[,
where the matrix is uniformly elliptic. Namely, he proved the existence of constants
C and  > 0, depending on dimension and ellipticity, such that, for (t, x), (s, y) in a
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parabolic cube [t0 − r2, t0] × |x0 − z|r ,
|u(t, x) − u(s, y)|C
(√|t − s| + |x − y|
r
)
‖u‖∞.
During the next decade his result had been extended (using mainly ideas of De
Giorgi and Moser) to the general equation containing lower order terms [LU,AS].
The Lq,p classes of the drift term coefﬁcients were introduced and the difﬁcult case Lt
= t −  · a ·  + b ·  +  · b̂ was treated. In terms of these classes the conditions
guaranteeing existence, boundedness and continuity of (weak) solutions to Ltu = F
are known to be optimal or almost optimal [LSU]. The quest for more general classes
continues.
A remarkable return to the Nash ideas during the past two decades has brought not
only long awaited clarity to the basis of the theory [FS,Da,VSC,Fa,Se1] but led to new
results [No,Se1,LS,Se2].
The current paper conﬁrms the depth of the Nash method—it works in the most
difﬁcult case when the Gaussian upper bound on the fundamental solution does not
exist. See Theorems 1.1, 1.3 and 1.4 below. A similar situation is overcome in [MS] by
introduction of desingularizing weights within Nash method, which we further develop
here. I am indebted to Pierre D. Milman for the fruitful discussions in connection with
this work.
Main results. We consider ﬁrst a parabolic equation(
t − x · a(t, x) · x + b(t, x) · x
)
u(t, x) = 0 (1.1)
in D := R+ × Rd under the following general assumptions on a and b:
a = aT : D → Rd ⊗ Rd , D := R+ × Rd , R+ := [0,∞[.
There are constants 0 <  <  < ∞ such that, for a.e. (t, x) ∈ D,
Ia(t, x)I.
b : D → Rd , b2 ∈ L1loc(D).
We will develop the regularity theory for (1.1) imposing the following condition:
There are constants c1 < 4, c2 and a function g ∈ L1loc(R+) such that, for all
h ∈ C∞0 (D),∫
R+
〈b(t, ·) · a−1(t, ·) · b(t, ·)|h(t, ·)|2〉 dt  c1
∫
R+
〈a(t, ·) · h(t, ·),h(t, ·)〉 dt
+
∫
R+
(
c2 + g(t)
)〈|h(t, ·)|2〉 dt. (1.2)
Here and later 〈F(t, ·)〉 := ∫Rd F (t, x) dx, 〈f, h〉—the inner product in L2(Rd).
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We can rewrite (1.2) shortly
b · a−1 · bc1(− · a · ) + g + c2
c1 < 4, g ∈ L1loc(R+), c2 < ∞.
Condition (1.2) admits fairly singular b’s. For instance, any b satisfying the pointwise
inequality
|b(t, x)|22c1
(d − 2
2
)2|x0 − x|−2 + c|t0 − t |−1[ log(e + |t0 − t |−1)]−1−ε, ε > 0
is admissible.
We will study the Cauchy problem in D
−t u(t, x)=
(− x · a(t, x) · x + b(t, x) · x)u(t, x),
u(+0, t)= u0(x) ∈ Lploc(Rd) (1.3)
for any ﬁxed p ∈]pc,∞[, where pc := (1 − √c1/4)−1.
Condition(1.2) dictates the following:
Deﬁnition 1.1. A real-valued function u(t, x) is called a weak solution to (1.1) if
(i) u ∈ L∞loc
(
R+, Lploc(R
d)
)
.
(ii) |u|, |b · u| ∈ L1loc
(
R+, L1loc(R
d)
)
.
(iii) u|u| p2 −1 ∈ L2loc
(
R+,W 1,2loc (R
d)
)
.
(iv) The integral identity∫
R+
〈u, t〉 dt =
∫
R+
(〈a · u,〉 + 〈u, b〉) dt (1.31)
is valid for all  ∈ C∞0 (D).
A weak solution to (1.1) is called a weak solution to the Cauchy problem (1.3) if
∃ lim
t→+0 〈u(t, ·), f (·)〉 = 〈u0, f 〉 (1.32)
for all f ∈ Lp′(Rd) with compact support.
We remark that the standard deﬁnition of a weak solution to (1.1) is:
u ∈ L2loc
(
R+,W 1,2loc (R
d)
)
and satisﬁes (1.31). If, in addition, u0 ∈ L2loc(Rd) and
(1.32) holds with p′ = 2, then u is called a weak solution to (1.3).
In fact, when in (1.2) c1 < 1 and g ∈ L∞loc(R+) one can use the standard deﬁnition
and, by the standard arguments, show that
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(1) A weak solution u(t, x) to (1.3) belongs to L∞loc
(
R+, L2loc(R
d)
)
and is continuous
in L2loc(R
d)-norm as a function of t ∈ R+.
(2) For all  ∈ C∞0 (Rd) and t0, t1 such that 0 t0 < t1T < ∞ there exists a constant
c = c(, , d, c1, c2, T , ‖g‖L∞([0,T ])) such that the following energy inequality:
sup
t∈[t0,t1]
〈22〉 +
∫ t1
t0
〈||22〉 dtc
(
〈22〉
∣∣∣
t=t0
+
∫ t1
t0
2||2〉 dt
)
(1.4)
is valid, where (t, x) = u(t, x)e−t ,  ∫ T0 g(t) dt + c2.
(3) From (1.4) one concludes that a weak solution to (1.3) from L2([0, T ], L2(Rd)) is
unique on [0, T ] × Rd .
Our main result concerning (1.3) is
Theorem 1.1. Suppose that the coefﬁcients a and b satisfy our general assumption
plus (1.2). Let u(t, x) be a weak solution to (1.3) in the sense of Deﬁnition 1.1. Then
(1) u ∈ L∞loc
(
R+, Lploc(R
d)
)
and is continuous in Lploc(R
d) norm as a function of
t ∈ R+.
(2) For all  ∈ C∞0 (Rd) and all t0, t1 such that 0 t0 < t1T < ∞, there is a constant
c such that the following energy inequality:
sup
t∈[t0,t1]
〈||p2〉 +
∫ t1
t0
〈||p−2||22〉 dt
c
(
〈||p2〉
∣∣∣
t=t0
+
∫ t1
t0
〈||p||2〉 dt
)
(1.4p)
is valid, where v = u(t, ·)e−t , c2 +
∫ T
0 g(t) dt .
(3) A weak solution to (1.3) with u0 ∈ Lp(Rd), p > pc exists and is unique in the
class Lp
([0, T ], Lp(Rd)), T < ∞. For any (t, x) ∈ R+ × Rd , u(t, x) is bounded and
Hölder continuous.
(4) Given T ∈]0,∞[, there is a constant C such that, for all 0s < tT ,
‖u(t, ·)‖∞C(t − s)−d/(2p)‖u(s, ·)‖p.
Moreover, when in Condition (1.2) c2 = 0 and g ∈ L1(R+), the constant C is inde-
pendent of T and
‖u(t, ·)‖p‖u0‖pe‖g‖1/(p
√
c1).
Remarks. 1. When a = a(x) and b = b(x) the following theorem can be proved:
Theorem (Semenov [Se2]). Suppose that a and b are time independent, satisfy the
general assumptions plus (1.2) with g = 0. Then
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(1) For each p ∈]pm,∞[, where pm :=
(
1 − d−2
d
√
c1
4
)−1
, there is an operator re-
alization  of − · a ·  + b ·  in Lp(Rd), d3 such that − is the generator of
holomorphic semigroup.
(2) Ep ⊂ W 1,2loc (Rd), where Ep :=
⋃
t>0
e−t[Lp(Rd)], and
〈f, h〉 = 〈a · f,h〉 + 〈f, bh〉
for all f ∈ Ep and h ∈ C∞0 (Rd).
(3) For any (t, x) ∈ R+ × Rd , u(t, x) := (e−tu0)(x), u0 ∈ Lp(Rd), is bounded and
Hölder continuous.
(4) ‖e−t‖p→∞ct−d/(2p)et .
(5) For each p ∈ [pc,∞[, the semigroup (e−t, t0) is quasi contractive, where
(recall) pc = (1 − √c1/4)−1.
Simple examples (e.g.  ⊃ − + b · , b(x) = cd x|x|2 ) show that [pc,∞[ is the
maximal interval for which (5) holds. The interval ]pm,∞[ is also maximal for which
(1) and (4) hold.
If p ∈]pm, pc[ then in general the semigroup (e−t, t0) is only ( quasi) bounded.
2. The condition b2c1(−)+ c2 was introduced in [KS]. The case a = I and b =
b(x) is special and much simpler. For instance, if d3 and c1 < min
(
1,
(
2
d−2
)2)
,
then u(t, x) = (e−tu0)(x) is more regular. Namely, for every t > 0,
e−t[L2(Rd)] ⊂ W 1,q(Rd)
for some q > d , and q = q(c1, d) → ∞ as c1 → 0. [KS].
3. In Section 6, we consider the Cauchy problem in C1
([0, T ], L2(Rd))
{
d
dt
u(t) = −u(t),  ⊃ −+ b · ,
u(0) = u0 ∈ L2(Rd)
under the most relaxed conditions on b(x) which still guarantee that u(t, x) ∈ L∞(Rd)
for any t ∈]0, T ].
Namely, we suppose that b: Rd → Rd , d3, |b| ∈ L1(Rd) + L∞(Rd) and |b|
c1(−)1/2 + c2 for some c1 < 1. Under these conditions we construct − ⊃ − b ·,
the generator of holomorphic semigroup on L2(Rd), of domain D(−) ⊂ W 3/2,2(Rd)
such that (i) the equality
〈f, g〉 = 〈f,g〉 + 〈f, bg〉
is valid for all f ∈ D() and g ∈ W 1,2(Rd);
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(ii) for all t ∈]0, T ], T < ∞,
‖e−t‖2→∞cT t−d/4.
Note, that W 3/2,2(R3) ⊂ ⋂
2p<∞
Lp(R3).
We now turn to Eq. (1.1) under the free divergence condition
〈b(t, ·) · h(·)〉 = 0 (1.5)
for all h ∈ C∞0 (Rd) and t0.
Our goal here is to understand how (1.5) inﬂuences the results of Theorem 1.1. Can
we release Condition (1.2) and include drift term coefﬁcients having critical singularities
in both time and spatial variables? Is there any gain in regularity of the solutions?
At least for the case a = I , Eq. (1.1) under Condition (1.5) is the target of intensive
study over decades. We brieﬂy review some of the important results.
Let a(t, x) satisfy the general assumption and let b: D → Rd be from [L1loc(D)]d
and obey (1.5). Consider the following Cauchy problems in D:(
t − x · a(t, x) · x + x · b(t, x)
)
u(t, x)= 0,
u(+0, x)= u0(x) ∈ L2(Rd) (1.6)
and
(t −  · a · +  · b)u= 0,
u(+0, x)= u0(x) ∈ L∞(Rd). (1.6′)
By deﬁnition, u ∈ L2loc
(
R+,W 1,2loc (R
d)
)
is a weak solution to (1.6) ((1.6′)) if
|b(t, x)u(t, x)| ∈ L1loc(D), the integral identity∫
R+
〈ut h〉 dt =
∫
R+
(〈a · u,h〉 − 〈bu,h〉) dt (1.61)
holds for all h ∈ C∞0 (D), and
∃ lim
t→+0〈u(t, ·), f (·)〉 = 〈u0, f 〉 (1.62)
for all f ∈ L2(Rd) with compact support.
(1) Approximation: Let {an}, {bn} be sequences of smooth bounded coefﬁcients such
that an → a a.e. in D, IanI , bn → b strongly in [L1loc(D)]d , div bn = 0,
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n = 1, 2, . . . . Consider the Cauchy problems(
t − x · an(t, x) · x + bn(t, x) · x
)
un(t, x)= 0
un(+0, x)= u0(x) ∈ L2(Rd) (1.6(n))
in H := L2(]0, T ],W 1,2(Rd)), T < ∞.
From (1.6(n)) one deduces the following inequalities:∫ T
0
(〈u2n〉 + 〈|un|2〉) d+ 〈u2n(t, ·)〉(2 + T )〈u20(·)〉, (1.7)
‖un(t, ·) − u˜n(t, ·)‖2‖u0(·) − u˜0(·)‖2, ∀t ∈ [0, T ], (1.71)
‖u˜n(t, ·)‖∞‖u˜0‖∞, ∀t ∈ [0, T ], (1.72)
where u˜0 ∈ C∞0 (Rd) and u˜n are solutions (1.6(n)) with u˜n(0, x) = u˜0(x).
(1.7) implies existence of a subsequence {uk} such that
uk → u weakly in L2
(]0, T ],W 1,2(Rd)), (1.73)
uk(t, ·) → u(t, ·) weakly in L2(Rd). (1.74)
Let Un(t, x; s, y) denote the fundamental solution to (1.6(n)). Then
〈Un(t, ·; s, y)〉 = 〈Un(t, x; s, ·)〉 = 1,
0 < Un(t, x; s, y)[4	(t − s)]−d/2 [CL,Na, p. 936].
The latter and (1.74) imply that
‖u(t, ·)‖2‖u0‖2, ‖u(t, ·)‖∞[4	t]−d/4‖u0‖2
and u satisﬁes the integral identity (1.61). Due to (1.71) and (1.72), (1.62) also holds
and hence a weak solution to (1.6) exists.
Thus, for a divergence free b, only the condition |b| ∈ L1loc(D) sufﬁces to guarantee
existence of a weak solution to (1.6) which is bounded for every t > 0.
(2) Qualitative properties of Un(t, x; s, y): There are positive constants c±, c±, ,
depending in general on n = 1, 2, . . . , such that, for all 0s < t < ∞ and x, y ∈ Rd ,
e−(t−s)c−c−(t−s)(x − y)Un(t, x; s, y)e(t−s)c+c+(t−s)(x − y). (1.7(n))
(t − s)
[∣∣∣∣ ddt Un(t, x; s, y)
∣∣∣∣+ ∣∣∣∣ dds Un(t, x; s, y)
∣∣∣∣] e(t−s)c+c+(t−s)(x − y).
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(t − s)/2[∣∣xUn(t, x; s, y)∣∣+ ∣∣yUn(t, x; s, y)∣∣]e(t−s)c+c+(t−s)(x − y),
= 1, 2.
Here and later (z) = (4	)−d/2 exp
(
− z24
)
.
(3) Quantitative upper bound on U(t, x; s, y) corresponding to(
t − x + x · b(t, x)
)
u(t, x) = 0.
Theorem (Carlen and Loss) [CL]). If ‖b(t, ·)‖∞B(t), where B(t) is a given function
continuous on ]s,∞[, then
U(t, x; s, y)(4	(t − s))−d/2 exp[−|x − y|2
4(t − s)
(
1 − 1|x − y|
∫ t
s
B() d
)2
+
]
for all x, y ∈ Rd , t > s. Here (·)+ = max(·, 0). In particular, if B(t) = B(t − s)−1/2,
then, for any 
 > 1,
U(t, x; s, y)C(
, B)
(t−s)(x − y),
where C(
, B) = 
d/2 exp[B2/(
− 1)].
In this paper we will prove the following:
Theorem 1.2. Let a and b satisfy the general assumptions (a(t, x) being uniformly
elliptic, |b| ∈ L1loc(D)) plus div b = 0 (1.5). Suppose additionally that the quadraticform inequality∫
D
|b(t, x)||h(t, x)|2 dt dx  B1
∫
R+
〈|·h(t, ·)|2〉1/2〈|h(t, ·)|2〉1/2 dt
+
∫
D
(
B2 + B(t)
)|h(t, x)|2 dt dx (1.8)
is valid for all h ∈ C∞0 (D) and some constants B1, B2, B and a function B()0,
locally integrable on R+ and such that
∫ t
s
B() dB
√
t − s for all 0s < t < ∞.
Then
(1) a weak solution to (1.6) exists.
(2) This solution is Hölder continuous for any t > 0 and x ∈ Rd .
(3) A weak bounded solution to (1.6′) exists.
(4) The unique weak fundamental solution U(t, x; s, y) to (1.6′) exists; (1.7(n)) holds
for both Un and U with the constants depending only on , , d, B, B1 and B2. Also,
〈U(t, ·; s, y)〉 = 〈U(t, x; s, ·)〉 = 1. Moreover, when B2 = 0 then in (1.7(n)) we can
put  = 0.
Yu.A. Semenov / Journal of Functional Analysis 231 (2006) 375–417 383
Let us discuss Condition (1.8) in more detail. First, we note that when some b:
D → Rd enjoys the inequality |b|B1(−)1/2, that is∫
D
|b(t, x)||h(t, x)|2 dt dxB1
∫
D
|(−x)1/4h(t, x)|2 dt dx ∀h ∈ C∞0 (D),
then it enjoys also the inequality
∫
R+
〈|b(t, ·)||h(t, ·)|2〉 dtB1
∫
R+
〈|h(t, ·)|2〉1/2〈|h(t, ·)|2〉1/2 dt
because of
〈(−)1/4h, (−)1/4h〉 = 〈(−)1/2h, h〉
 〈|(−)1/2h|2〉1/2〈h2〉1/2 = 〈|h|2〉1/2〈h2〉1/2.
In turn, b2B1(−) ⇒ |b|√B1(−)1/2 by the spectral theorem. The opposite im-
plication is false in general (even with different constants).
Comparing (1.2) with (1.8) further we see that any given g ∈ L2(R+) satisﬁes the
inequality
∫ t
s
|g()| d‖g‖2√t − s, while B() := c√|t0−| ∈ L
2([s, t]) if t0 ∈ [s, t]
but still
∫ t
s
|B()| d2|c|√t − s.
We consider now the Cauchy problem in D
L(t, x)u(t, x)= 0
u(+0, x)= u0(x) ∈ Lploc(Rd), p > pc =
(
1 −√c1/4)−1 (1.9)
for a parabolic operator L(t, x) = t −x · a(t, x) ·x + b(t, x) ·x +x · b̂(t, x). The
matrix a(t, x) will satisfy our previous assumptions, b̂: D → Rd will be such that
b̂2 ∈ Lq, := Lq(R+, L(Rd)), d2 + 1q < 1 (1.10)
and b: D → Rd will satisfy Condition (1.2) with the constant c1 < 4
(
1 − 1
)2
.
We say that u is a weak solution to L(t, x)u(t, x)=0 in D if u∈L∞loc
(
R+,Wploc(R
d)
)
,
|̂bu| + |u| + |b · u| ∈ L1loc
(
R+, L1loc(R
d)
)
, u|u| p2 −1 ∈ L2loc
(
R+,W 1,2loc (R
d)
)
and the
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integral identity∫
R+
〈ut h〉 dt =
∫
R+
(〈a · u,h〉 + 〈u, bh〉 − 〈̂bu,h〉) dt
is valid for all h ∈ C∞0 (D).
If, in addition, ∃ limt→+0〈u(t, ·), f (·)〉 = 〈u0, f 〉 for all f ∈ Lp′(Rd) with compact
support, then u is called a weak solution to the Cauchy problem (1.9).
The following theorem is the main result of the paper.
Theorem 1.3. Suppose that b̂ satisﬁes (1.10) and b—(1.2) with c1 < 4
(
1 − 1
)2
. Let
u0 ∈ Lp(Rd), ppc. Then a weak solution to (1.9) exists and is unique in the class
Lp
([0, T ], Lp(Rd)), T < ∞. For any (t, x) ∈ D the solution is bounded and Hölder
continuous.
Remarks. 1. Eq. (1.9) presents the next level of difﬁculty compared to (1.1). Theorem
1.3 extends and generalizes the standard and advanced result on Hölder continuity of
weak solutions to (1.9) when both b and b̂ satisfy (1.10). It is also stronger than the
time-dependent analogue of Stampacchia’s result for elliptic equations when b̂ satisﬁes
(1.10) and
b2 ∈ Lq,r , d
2r
+ 1
q
1. (1.11)
Let us note that such a b satisﬁes (1.2) with any c1 > 0, c2 = c2(c1). The class Lq,r
(1.11) does not contain elements having critical spatial singularities.
2. Our proof of Theorem 1.3 employs reﬁned perturbation techniques and depends
on Theorem 1.1 and its proof.
Finally, we present an interesting phenomenon for the parabolic equation(
t − + b · − 1 + ε4 V0
)
u = 0, (1.12)
where b(x) = c0 d−22 x|x|2 , 0 < c01, V0 =
(
d−2
2
)2 1
|x|2 and ε0.
First of all let us deﬁne the problem accurately. When 0 < c0 < 1 let 2[c0] be the
m-sectorial operator associated with the sesquilinear form
[u, v] = 〈u,v〉 + 〈u, bv〉, u, v ∈ W 1,2(Rd).
When c0 = 1 the form C∞0 (Rd), is closable. Let  denote the operator associated
with its closure ∼. The following facts are fundamental:
(a) D() ⊂ L2j (Rd), j = d
d−2 , d3, 0 < c0 < 1.
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(b) e−t[c0] → e−t strongly in L2 (as c0 → 1) and hence in Lp for any p ∈]pm,∞[.
(c) Setting b2n := min(b2, n) and Stn,ε := e−t (−
1+ε
4 b
2
n) we also have
str. Lp − lim
c0→1
e−t ([c0]−
1+ε
4 b
2
n) = Stn,ε.
(d) Moreover, for any ε0,
‖Stn,ε‖4→41, t > 0, n = 1, 2, . . . ,
str. L4 − limn→∞ Stn,ε exists and determines a strongly continuous positivity preserving
contraction semigroup.
Nonetheless, when ε > 0 we have
Theorem 1.4. For any ε > 0, t > 0, x ∈ Rd and u00, u0 ≡ 0,
lim
n→∞ (S
t
n,εu0)(x) = ∞.
In other words, positive solutions blow up instantly at each point in Rd .
The essential steps in the proof of Theorem 1.4 are:
(i) e−t(x, y)ct−d/2 exp
[
− |x−y|24c−t
]
, c− < 1, c > 0.
(ii) For all h ∈ C∞0 (Rd) and 0 < t1 < t2,
〈h,h〉 −
〈
1
2
(
div b + ε
2
b2n
)
h, h
〉
 1
t2 − t1
〈(
log
un(t1)
un(t2)
)
h, h
〉
,
where un(t) = Stn,εu0.
We now brieﬂy comment on the relationship between this work and related work of
previous researchers.
First, prior to [Se2] there was a gap between conditions guaranteeing the bounded-
ness of solutions to (1.3) and their Hölder continuity. Indeed, solvability of (1.3) under
condition (1.2) was known for a long time at least when c1 < 1, so that the standard
arguments based on the energy inequality are applicable and imply the (L2, L∞) esti-
mate ‖u(t, ·)‖∞CT t−d/4‖u0‖2, 0 < tT . The Hölder continuity of the solution was
available, however, for b2 ∈ Lq,r , d2r + 1q < 1.
Results related to Theorems 1.2 and 6.1 appeared in recent papers [LZ,Z1,Z2].
Theorem 1.4 relates to a result of Cabre and Martel [CM]. Its proof follows arguments
from [CM,GZ]. However, the lower bound on e−t(x, y), crucial for the results of this
kind on the whole, is extracted from [MS].
The Gaussian like upper and lower bounds on the fundamental solution for the
cornerstone equation (t −  · a · )u = 0 appeared in [Na]. The Gaussian upper and
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lower bounds ((GUB),(GLB)) were obtained in [Ar], where the equation (t −  · a ·
 + b ·  +  · b̂)u = 0 was treated for b2, b̂2 from Lq,r , d2r + 1q < 1, though the
problem concerning (GLB) had been completely resolved due to a work of Bombieri.
See e.g. [Mo]. From the modern point of view (GUB) and (GLB) for the full equation
follow from these bounds for the “unperturbated’’ equation (t −  · a · )u = 0 by
means of the standard perturbation techniques [Se1,LS].
2. Proof of Theorem 1.1
We split the proof into ﬁve parts. The ﬁrst two assertions (1), (2) and the existence-
uniqueness part of (3) are established in Section 2.1. The a priori estimates being the
most vital part of the proof are derived in Sections 2.2–2.5.
2.1. The proof of (1), (2) and the existence-uniqueness part of (3) does not contain
any new ideas
Nonetheless we cannot simply refer to the standard sources in view of our (broad)
assumption (1.2).
We use smoothering functions of a special kind [LSU, Chapter II]. Let h ∈ C10(D)
and deﬁne hε¯(t, x) = 1ε
∫ t
t−ε h(, x) d. If ε > 0 is sufﬁciently small, hε¯ ∈ C10(D)
too. One also has t hε¯ = (t h)ε¯, xhε¯ = (xh)ε¯ and
∫
R+〈vhε¯〉 =
∫
R+〈vεh〉 for any
v ∈ L1loc(D), where vε(t, x) := 1ε
∫ t+ε
t
v(, x) d.
Now, let u(t, x) be a weak solution to (1.3). We will consider the most interesting
case 1c1 < 4. Therefore pc2 and hence p > 2. Set v(t, x) = u(t, x)e−t . Then vε
is absolutely continuous in t for a.e. x and hence
−
∫
R+
〈v, t hε¯〉 dt =
∫
R+
〈t vε, h〉 dt.
From the integral identity (1.31) one then has
∫ t3
t2
(〈
(a · v)ε,(2h)
〉+ 〈(b · v)ε, 2h〉+ 〈vε, 2h〉) dt
= −
∫ t3
t2
〈t vε, 2h〉 dt, (2.1)
where [t2, t3] ⊃]t0, t1 − ε[ and  = (x) ∈ C10(Rd). Identity (2.1) extends to more
general functions h(t, x) by means of Lemmas 4.7 and 4.8 [LSU, Chapter II] so that
we can take h=vp−1ε,n , where vε,n:=(vε∨0)∧n≡min
(
max(vε, 0), n
)
, n=1, 2, . . . . With
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such chosen h we can perform integration by parts in the RHS of (2.1) and obtain
−
∫ t3
t2
〈t vε, 2h〉 dt = −
〈
2
[
vε − vε,n + 1
p
vε,n
]
v
p−1
ε,n
〉∣∣∣∣t3
t2
.
Due to the well-known properties of vε and vε,n and because (b ·v)ε → b ·v strongly
in L1loc(D) and hnp−1 we can pass to ε → 0 in the LHS of (2.1). Moreover,
taking the difference between two identities (2.1) with different ε and then setting
h = [(vε1 − vε2) ∨ 0]p−1 we conclude that the corresponding LHS convergences to 0
when ε1, ε2 → 0. Since the corresponding RHS times (−1) 1p
〈
2
{[
(vε1 − vε2) ∨ 0
]∧
n
}p〉
, we conclude that, for some subsequence {ε}, vε,n → v(n) strongly in Lploc(Rd)
uniformly in t ∈]0, T ] ∀T < ∞. All this allows to pass to the limit on ε and obtain
the inequality
∫ t3
t2
(〈
v · a · (2vp−1(n) )
〉+ 〈v, 2vp−1(n) 〉) dt + 〈2 [v − (1 − 1p
)
v(n)
]
v
p−1
(n)
〉∣∣∣∣t3
t2

∣∣∣∣∫ t3
t2
〈
b · v, 2vp−1(n)
〉
dt
∣∣∣∣ ≡ I,
where v(n) = (v ∨ 0) ∧ n. We estimate I using Condition (1.2) as follows:
I 
∫ t3
t2
〈v · a2vp−2(n) · v〉1/2
(
c1
〈
(vp/2(n) ) · a · (vp/2(n) )
〉
+ (c2 + g(t))〈2vp(n)〉
)1/2 dt.
Now, recalling that v ∈ L∞loc
(
R+, Lploc(R
d)
)
and tending n to ∞, we obtain
1
p
〈2vp+〉
∣∣∣t3
t2
+
∫ t3
t2
(〈
v · a · (2vp−1+ )
〉+ 〈2vpt 〉) dt

∫ t3
t2
〈v · a2vp−2+ · v〉1/2
(
c1
〈
(vp/2+ ) · a · (vp/2+ )
〉
+ (c2 + g(t))〈2vp+〉
)1/2 dt.
From this inequality one easily obtains the energy inequality (1.4p) for v+ and
t0 > 0. The case t0 = 0 follows now by using (1.32). The same argument works for
v− and hence (1.4p) is established.
Finally, let us prove the existence and uniqueness part of (3).
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Let {an}, {bn} be sequences of bounded smooth coefﬁcients which satisfy the ellip-
ticity condition IanI and (1.2), and such that strongly in L2loc(D)
|b − bn| → 0 and
d∑
i,j=1
|aij − a(n)ij | → 0.
Let un be a (unique) weak solution to the Cauchy problem in D(
t − x · an(t, x) · x + bn(t, x) · x
)
un(t, x)= 0,
un(+0, x)= u0(x) ∈ Lp(Rd). (CPn)
Multiplying Eq. (CPn) by 2(x)un(t, x),  ∈ C∞0 (Rd) and integrating over [ε, T ]×Rd ,
0 < ε < T < ∞, one readily obtains, using (2.2a) and (2.4a) proved in Section 2.2
below, the following inequality:
∫ T
ε
〈un · a2 · un〉 dtCT,,p‖u0‖2p +
1

Cε‖u0‖2p
∫ T
ε
‖bn(t, ·)(·)‖22 dt.
This inequality and (2.2a) immediately yield existence of u such that un → u weakly
in L2loc
(
R+,W 1,2loc (R
d)
)
for some subsequence {n} → ∞. Thus, for any h ∈ C∞0 (Rd),∫
R+
〈un, t , h〉 dt→
∫
R+
〈u, t , h〉 dt,
∫
R+
〈an · un,h〉 dt→
∫
R+
〈a · u · h〉 dt
and
∫
R+〈bn · un, h〉 dt →
∫
R+〈b · u, h〉 dt .
The latter shows that u satisﬁes the integral identity (1.31). Multiplying Eq. (CPn)
by 2un|un|p−2 and integrating over [t0, t1], 0 < t0 < t1T < ∞, one readily obtains
(1.4p). To include the case t0 = 0 one needs (1.32) to be established.
Thus, we are left to prove (1.32). Set n(t) := 〈un(t, ·), f (·)〉, f ∈ Lp′(Rd). By the
preceding and (2.2a)
n(t) → (t) = 〈u(t, ·), f (·)〉
for any t > 0. We want to show more: n(t) → (t) uniformly in t ∈]0, T ] for any
T < ∞. Then, since n(0) = 〈u0, f 〉, one concludes that (t) is a continuous function
on [0, T ] and hence (1.32) follows. First we note that by (2.2a),
sup
0 tT
‖un(t, ·)‖pcT ‖u0‖p
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and
sup
0 tT
‖un(t, ·) − ûn(t, ·)‖pcT ‖u0 − û0‖p,
where ûn is the solution to (CPn) with ûn(+0, x) = û0(x). For a given ε > 0 let us
ﬁx û0 and f̂ by the condition: ‖u0 − û0‖pε, ‖f − f̂ ‖p′ε; û0, f̂ ∈ C∞0 (Rd). Set
̂n(t) := 〈̂un(t, ·)f̂ (0)〉. We have
sup
n
t∈[0,T ]
|n(t) − ̂n(t)|2CT ε
and also, using the equation for ûn,∫ T
0
〈ûn · a2 · ûn〉 dtCT,,p‖û0‖2p +
1

CT ‖û0‖2∞
∫ T
0
‖bn(t, ·)(·)‖22 dt.
Thus, using the equation for ûn once more, we have, for any t0 ∈ [0, T ] and |t | < 1,
∣∣̂n(t0 + t) − ̂n(t0)∣∣ =
∣∣∣∣∣
∫ t0+t
t0
〈
t ûn(t, ·), f̂ (·)
〉
dt
∣∣∣∣∣
 C(T + 1)(t)
for some (t) → 0 as |t | → 0.
The above implies the uniform on [0, T ] convergence n → .
2.2. A priori integral bound on the fundamental solution to (1.3)
In this section (as well as in Sections 2.3–2.5) we will be assuming that the
coefﬁcients a, b from (1.3) are bounded smooth functions satisfying the ellipticity
condition IaI and Condition (1.2).
The constant c2 from (1.2) produces non essential factors in the estimates derived
below making them local in time. Thus without loss of generality we will consider the
case c2 = 0. By the same reasoning we will assume that g ∈ L1(R+).
Let A = A(t) be the closure of − · a(t, ·) · C∞0 (Rd) in L2(Rd), t0. Let
(t) := A(t) + b˜(t, ·) ·  of domain D() = D(A) = W 2,2(Rd), where b˜ ·  is the
extension of b · C∞0 (Rd) on W 2,2(Rd).
Let u(t) be the solution of (CP)
d
dt
u(t)= −(t)u(t), t ∈ R+
u(0)= u00
in Lp = Lp(Rd), p ∈ [pc,∞[.
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Then u(t) satisﬁes all of the requirements which are necessary for justiﬁcation of
the procedure below. We have, for ppc,〈(
t + (t)
)
u(t), u(t)p−1
〉 = 0.
Setting v := up/2, w := 〈v2〉 ≡ ‖u(t, ·)‖pp, J := ‖A1/2v‖22, we have by quadratic
estimates,
−1
2
d
dt
w = 2
p′
‖A1/2v‖22 + 〈v, bv〉, p′ = p/(p − 1),
|〈v, bv〉|  〈b · a−1 · bv, v〉1/2 · ‖A1/2v‖1/22
 (c1J + gw)1/2J 1/2,
− d
dt
w4
(
1
p′
−
√
c1
4
)
J −
√
1
c1
g(t)w. (2.1)
From (2.1) we obtain
− ddt w −
√
1/c1g(t)w, w(t)w(s)e
√
1/c1
∫ t
s g() d, or
‖u(t, ·)‖p‖u(s, ·)‖pe
1
p
1√
c1
∫ t
s g() d. (2.2a)
In particular,
‖u(t, ·)‖∞‖u(s, ·)‖∞. (2.2b)
Let p = 2pc. Using the Nash inequality [CL]
‖f ‖22CN 〈f 2〉1+
2
d /‖f ‖4/d1 ,
we obtain (from (2.1))
−dw
dt
c0w1+2/d/‖v‖4/d1 −
√
1/c1g(t)w,
where c0 = 4
(
1
p′ −
√
c1
4
)
CN .
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Therefore
d
2
d
dt
(w−2/d)c0‖u‖−
4pc
d
pc −
√
1/c1g(t)w−2/d .
The last inequality is linear with respect to æ(t) = w(t)−2/d . Thus setting
(t) = 2
d
√
c1
∫ t
s
g() d, we have using (2.2a),
d
dt1
(
e(t1)æ(t1)
)
 2c0
d
e(t1)‖u(t1, ·)‖−4pc/dpc
 2c0
d
e−(t1)‖u(s, ·)‖−4pc/dpc ,
e(t)æ(t)  2c0
d
‖u(s, ·)‖−4pc/dpc
∫ t
s
e−(t1) dt1
 2c0
d
‖u(s, ·)‖−4pc/dpc e−(t) · (t − s), or
‖u(t, ·)‖2pc
(
d
2c0
)d/4pc
e
‖g‖1
pc
√
c1 (t − s)− d2 ( 1pc − 12pc )‖u(s, ·)‖pc . (2.3)
Inequalities (2.3) and (2.2b) yield via extrapolation (see [VSC, p. 9])
‖u(t, ·)‖∞k(t − s)−d/(2p)‖u(s, ·)‖p ∀p ∈ [pc,∞[, (2.4a)
where k = k(d, , c1, ‖g‖1).
From (2.4a) we immediately obtain the desired estimate
〈Up′(t, x; s, ·)〉k(t − s)−d/2(p−1) ∀p ∈ [pc,∞[. (2.4b)
2.3. The M and Q bounds
We deﬁne two of Nash’s functions: an entropy
Q(s) = Q(s; t, x) := −〈U(t, x; s, ·) log U(t, x; s, ·)〉
and a moment
M(s) = M(s; t, x) := 〈|x − ·|U(t, x; s, ·)〉.
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The dynamic equation dds U(t, x; s, ·) = ∗(s)U(t, x, s, ·) and the conservation law〈U(t, x; s, ·)〉 = 1 yield
− d
ds
Q(s) = N (s) + 〈b(s, ·) · U(t, x; s, ·)〉 ≡
〈
U · a(s)
U
· U
〉
+ 〈b · U〉.
Theorem 2.1. There are positive generic constants C1, c± such that, for all x ∈ Rd
and 0s < t < ∞,
|Q(s) − Q˜(t − s)|C1, (NEE)
c−
√
t − sM(s)c+
√
t − s, (NMB)
where Q˜() := d2 log .
(A constant C is called generic if it depends on d, , , c1, ‖g‖L1(R+).)
Proof. We will heavily use 〈U(t, x; s, ·)〉 = 1 and (2.4).
Claim 1. Q(s)Q˜(t − s) − C0 where C0 = (r − 1) log k.
Indeed, by Jensen’s inequality,
Q(s) = −(r − 1)〈U log U1/(r−1)〉
 −(r − 1) log〈Ur ′(t, x; s, ·)〉
 −(r − 1) log (k(t − s)−d/2(r−1)).
Claim 2. N (s) − pcQ′(s) + g(s)/√c1, where Q′(s) = ddsQ(s).
Indeed, N (s) = −Q′(s) − 〈b(s) · U〉, and
|〈b · U〉|  〈b · a−1 · bU〉1/2N 1/2

(c1
4
N + g
)1/2 N 1/2

√
c1/4N + g/√c1. (2.5)
Claim 3.
M(s) 
√

{√
2
(
1 +√c1/4) 4√t − s [pc ∫ t
s
√
t − (− Q′()) d
+ 1√
c1
√
t − s‖g‖1
]1/2
+ √t − s‖g‖1/21
}
.
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Indeed,
−M ′(s) = −〈|x − ·|∗(s, ·)U(t, x; s, ·)〉
= −〈·|x − ·| · a(s) · ·U〉 − 〈·|x − ·|, bU〉

〈
(x − ·)
|x − ·| · a ·
x − ·
|x − ·|U
〉1/2
(N1/2 + 〈b · a−1 · bU〉1/2).
By aI , 〈U〉 = 1 and (2.5),
−M ′(s) 
√

[
N 1/2 +
(c1
4
N + g
)1/2]

√

[(
1 +√c1/4)N 1/2(s) +√g(s)].
Thus, by Claim 2,
−M ′(s)
√

[(
1 +√c1/4)(−pcQ′(s) + 1√
c1
g(s)
)1/2
+√g(s)] .
Since M(t) = 0,
M(s) 
√

[
(1 +√c1/4) ∫ t
s
(
−pc
√
t − Q′() +
√
t − √
c1
g()
)1/2 d
4√t − 
+
∫ t
s
√
g() d
]

√

[
(1 +√c1/4)(∫ t
s
d√
t − 
)1/2
×
(
pc
∫ t
s
√
t − (− Q′()) d+ √t − s√
c1
‖g‖1
)1/2
+ √t − s‖g‖1/21
]

√

[
(1 +√c1/4)√2 4√t − s (pc ∫ t
s
√
t − (− Q′()) d+ √t − s√
c1
‖g‖1
)1/2
+ √t − s‖g‖1/21
]
.
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Claim 4.
−
∫ t
s
√
t − Q′() d√t − s(Q(s) − Q˜(t − s) + C0 + d).
This is a simple corollary of Claim 1 and integration by parts.
Claim 5.
M(s)
√

{
K1(c1)
√
Q(s) − Q˜(t − s) + C0 + d + K2(c1)‖g‖1/21
}√
t − s.
where K1(c1) = 2(1 + √c1/4)√pc and K2(c1) = 2(1 + √c1/4)/ 4√c1 + 1.
Claim 5 is a simple corollary of Claims 3 and 4.
Claim 6. There is a constant cd such that
eQ(s)/dcdM(s).
Indeed, since U log U−U − e−1− for all real , one has, setting  = +m|x−·|
with m > 0 and integrating over Rd ,
Q(s)〈U(t, x; s, ·)〉 + mM(s) + e−1−〈e−m|x−·|〉, or
Q(s)+ mM(s) + e−1−c(d)m−d .
Setting  = −1 + log c(d) − d log m and m = d/M(s), one has
eQ(s)/d
(
c(d)/d
)1/d
M(s).
Claims 5 and 6 combined yield
Claim 7.
e2(Q(s)−Q˜(t−s))/d  2c2d
{
K21 (c1)
(
Q(s) − Q˜(t − s) + C0 + d
)
+K22 (c1)‖g‖L1(R+)
}
.
From Claim 7 one immediately concludes that for all 0s < t < ∞ there is a
generic constant C such that Q(s)− Q˜(t − s)C. Taking into account Claims 1, 5 and
6 we arrive at (NEE) and (NMB). Theorem 2.1 is proved. 
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2.4. The G-bound
We now deﬁne Nash’s third function
G(s) ≡ G(s; t, x, y) := 〈(t−s)(y − ·) log U(t, x; s, ·)〉
for any 0s < t < ∞ and all x, y ∈ Rd such that |x − y|√t − s. Here  > 1 is a
constant whose value we will specify below.
Theorem 2.2. There are generic constants  and C2 such that the inequality
G(s) − Q˜(t − s) − C2
is valid for all 0s < t < ∞.
Proof. Our proof of the G-bound follows the Nash original proof in general and relies
on the conservation law, the M-bound, the spectral gap inequality, the Geometry (the
volume growth of the Euclidean ball) and Integral bound (2.4). The main new idea is
hidden in Claims 2 and 3 below.
Claim 1. There is a generic constant ∗1 such that
−
(
G() + Q˜(t − ) + 5
4
∫ t

g(t1) dt1
)′
 
4(t − s)
〈
(t−s)(y − ·)| log U − G()|2
〉
for all  ∈
[
s, 12 (t + s)
]
and ∗.
Proof. Let J := 〈 log U · a ·  log U〉, J0 := 〈 log  · a ·  log 〉 where  =
(t−s), and let w := b · a−1 · b.
The dynamic equation yields
−G′() = −〈(/U)∗U〉 = J − 〈 · a ·  log U〉 − 〈b · 〉 + 〈b ·  log U〉.
By quadratic inequalities,
|〈 · a ·  log U〉|J 1/2J 1/20 , |〈b ·  log U〉|J 1/2〈w〉1/2
and |〈b · 〉|J 1/20 〈w〉1/2. Therefore, for ε,  ∈]0, 1[,
−G′()(1 − ε − )J − 1
2ε
J0 −
(
1
4
+ ε
)
〈w〉.
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Note that J0〈()2/〉 d2(t−s) and according to (1.2)
〈w〉 c1
4
〈()2/〉 + g() c1d
8
1
(t − s) + g().
Thus putting ε =  = 14 , we have
−G′() 1
2
J − 2 d
(t − s) −
5
4
g().
Taking ∗ = 4 and noticing that − 1t−s  − 1t− , we have
−
(
G() + Q˜(t − ) + 5
4
∫ t

g(t1) dt1
)′
 1
2
J.
At this point we use the spectral gap inequality
〈(t−s)||2〉 12(t − s)
〈
(t−s)|− 〈(t−s)〉|2
〉
obtaining
−
(
G() + Q˜(t − ) + 5
4
∫ t

g(t1) dt1
)′
 
4(t − s) 〈| log U − G()|
2〉. 
Claim 2. Set  := | log U(t, x; , ·) − G()|. Let  denote the indicator of the ball
B√(t−s)(x) centered at x. There is a generic constant c() > 0 such that
−
(
G() + Q˜(t − ) + 5
4
∫ t

g(t1) dt1
)′
c()(t − s)−1+ d2 2−rr−1 〈Ur ′/2〉2
for any rpc.
Proof. Since y ∈ B√t−s(x) we see that (t−s)(y − z)c(t − s)−d/2 for all z ∈
B√(t−s)(x) and hence obtain
〈(t−s)2〉c(t − s)−d/2〈2〉
(here we are using Hölder’s inequality)
c(t − s)−d/2〈Ur ′/2〉2/〈Ur ′ 〉
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(here we are using the inequality (2.4b): 〈Ur ′(t, x; , ·)〉k(t − )− d2(r−1) )
2d/2 c
k
(t − s) d2 2−rr−1 〈Ur ′/2〉2.
Therefore
−
(
G() + Q˜(t − ) + 5
4
∫ t

g(t1) dt1
)′
c()(t − s)−1+ d2 2−rr−1 〈Ur ′/2〉2,
where c() = 2−2− d2 c
k . 
Claim 3. Set  = r ′/2. Then
〈U〉〈U〉
[
−G + 1

log
〈U〉
〈〉
]
.
Proof. By the deﬁnition of ,
〈U〉〈U log U〉 − 〈U〉G.
Using again the inequality v log v − mv − e−1−m, v0, we have
〈U log U〉 − m

〈U〉 − e−1−m〈〉1

.
Putting here −1 − m = log 〈U〉〈〉 we have
〈U log U〉−1〈U〉 log 〈U
〉
〈〉
and hence
〈U〉〈U〉
[
−G + 1

log
〈U〉
〈〉
]
. 
Now, if c11, then pc = (1 − √c1/4)−12 and we take r = 2 in Claims 2 and 3.
In the most interesting case 1 < c1 < 4, rpc > 2.
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Claim 4. Let k be the constant from (2.4b): 〈Ur ′(t, x; , ·)〉k(t − )−d/2(r−1), r > 2.
Then
〈U〉(2d/2(r−1)k) 2−r2 (t − s) d4 r−2r−1 〈U〉r/2
and
〈U〉〈U〉[−G() − Q˜(t − ) + (r − 1) log〈U〉 − c′]
where c′ = (r−2)(r−1)2r log k + (d+2)(r−1)r log wd .
Proof. The ﬁrst inequality follows from Hölder’s inequality 〈U〉〈U〉r/2〈Ur ′ 〉(2−r)/2
because r > 2 and 〈Ur ′ 〉(2−r)/2k(2−r)/2(t − s) d(r−2)4(r−1) · 2 d(2−r)4(r−1) . The second inequal-
ity follows from the ﬁrst one, Claim 3 and the equality 〈〉 = VolB√(t−s)(x) =
wd
(
(t − s))d/2. 
Claim 5. Let us ﬁx a  max{∗, (2c+)2}, where ∗ and c+ are deﬁned in Claim 1
and Theorem 2.1, respectively. Then 〈U〉 12 .
Proof.
〈(1 − )U〉 =
∫
|x−z|
√
(t−s)
U(t, x; , z) dz

〈 |x − ·|√
(t − s)U(t, s; , ·)
〉
= 1√
(t − s)M()
 c+
√
t − √
(t − s)
1
2
and hence 〈U〉 = 1 − 〈(1 − )U〉1/2. 
Claims 4 and 5 combined yield
〈U〉〈U〉[−G() − Q˜(t − ) − c3],
where c3 = c′ + (r − 1) log 2 > 0 with r = max(2, pc).
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The last inequality and Claim 2 allow us to end the proof of Theorem 2.2 as follows.
Set
I0 = −G() − Q˜(t − ) − 54
∫ t

g(t1) dt1.
If I02c3 for all  ∈
[
s, t+s2
]
, then I0 − c3 12I0 > c3 > 0 and hence by Claim 2 and
then by Claim 4
d
d
I0  c()(t − s)−1+ d2 2−rr−1 〈U〉2
[
I0 − c3 + 54
∫ t

g(t1) dt1
]2
 c(t − s)−1I 20
or − ddI−10 c(t−s)−1. Integrating the latter over
[
s, t+s2
]
gives I−10 (s)
c
2 or I0(s)
2
c
or G(s) − Q˜(t − s) − 54‖g‖1 − 2c . If I0 < 2c3 for some  ∈
[
s, t+s2
]
, then by Claim
1 ddI00 and hence G(s) + Q˜(t − s) + 54‖g‖1G() + Q˜(t − ) + 54
∫ t
 g(t1) dt1− 2c3. 
As a result we have proven Theorem 2.2. 
2.5. The overlap estimate
The G-bound proved in Theorem 2.2 plays a crucial role in establishing the following
nonlinear estimate:
Theorem 2.3. Let x1, x2 ∈ B√t−s(o), o := 12 (x1 + x2). There is a strictly positive
generic constant C0 ≡ (|x1 − x2|/√t − s) such that
〈min[p1(s, ·), p2(s, ·)]〉(|x1 − x1|/
√
t − s). (2.6)
Here pi(s, ·) := U(t, xi; s, ·), i = 1, 2.
Proof. By Theorem 2.2, 〈 log[(t−s)d/2pi]〉−C2, i = 1, 2, where  := (t−s)(o−·).
Adding these inequalities and using the identity  + 
 = max(, 
) + min(, 
), we
have 〈max log[(t−s)d/2pi]+〈min log[(t−s)d/2pi]〉−2C2 and hence 〈 log[(t−
s)d/2 max pi]〉 + 〈 log[(t − s)d/2 min pi]〉 − 2C2. Since p1 + p2 max pi , we have
Ŵ + Wˇ ≡ 〈 log[(t − s)d/2(p1 + p2)]〉 + 〈 log[min pi]〉 − 2C2 − Q˜(t − s).
Let us estimate W˜ , Wˇ from above as follows:
Ŵ = 〈 log[(t − s)d/2(p1 + p2)]〉
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(by Jensen’s inequality)
 log〈(t − s)d/2(p1 + p2)〉
 log[(4	)−d/2〈p1 + p2〉]
(by 〈pi〉 = 1)
= log[2(4	)−d/2] =: C∗.
By Jensen’s inequality, Wˇ = 〈 log[min pi]〉 log〈min pi〉. Therefore
log〈min pi〉 − C∗ − 2C2 − Q˜(t − s), or
〈min pi〉(t − s)−d/2e−C∗−2C2 , or
〈e−|o−·|2/4(t−s) min pi〉(4	)d/2e−C∗−2C2 .
Finally, we obtain
〈min(p1, p2)〉(|x1 − x2|/
√
t − s) := (4	)d/(2e2C2).
Thus (2.6) is proven. The above proof also shows that the function  is decreasing.
As we have just seen, the overlap estimate is a direct consequence of the conser-
vation law 〈U(t, x; s, ·)〉 = 1 and the G-bound. Now we send the reader to p. 944
of Nash’s paper [Na] where Nash starts his beautiful iterative argument leading to
Hölder continuity of bounded solutions. We only note that the iterative argument is
fully abstract and exploits only the M-bound and the overlap estimate. 
3. Proof of Theorem 1.3 (a priori Hölder continuity)
Let V t,s and Ut,s denote the propagators for the Gauchy problems (1.9) and (1.3),
respectively. Our plan is to establish consecutively the following:
(1) There is a generic constant cT such that, for all s, t , 0s < tT , T < ∞,
‖V t,su(s)‖∞cT (t − s)−d/(2p)‖u(s)‖p,
where u(0) = u0 and p ∈ [pc,∞[. [Recall that pc = (1 − √c1/4)−1 and
c1 < 4
(
1 − 1
)2
.]
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(2) There are generic constants cT and r0 > 0 such that, for all s, t , 0 < t − sr0,
and for all x ∈ Rd ,
|〈V (t, x; s, ·)〉 − 1|cT (t − s),
where  = 12
(
1
q ′ − d2
)
≡ 12
(
1 − 1
q
− d2
)
(> 0).
(3) Deﬁne MV (t, x; s) := 〈|x − ·|V (t, x; s, ·)〉. There are positive generic constants
(< 1/2), r0 and KV such that, for all s, t , 0 t − sr0, and for all x ∈ Rd ,
MV (t, x; s)KV (t − s)/2.
(4) The G-bound (corresponding to V t,s).
(5) The overlap estimate.
(6) The Nash iterative argument.
We note that (1)–(3) are essentially “perturbation” results. (3) and (5) provide all
necessary tools to employ (6). Moreover, (1)–(3) are sufﬁcient for derivation of (4) and
(5) by repeating in essence the corresponding proofs for Ut,s . We leave this for the
reader as well as veriﬁcation of (6) in the setting.
3.1. Proof of (1)
We obtain (1) by repeating the corresponding proof for Ut,s (see (2.4)). Since any
b̂ such that b̂2 ∈ Lq,, d2 + 1q < 1 satisﬁes (1.2) with an arbitrary small c1 and
c2 = c2(c1); it is evident that we need only to prove the estimate
‖V t,sf ‖∞cT ‖f ‖∞ ∀f ∈ L1(Rd) ∩ L∞(Rd) (3.1)
with a generic cT .
In order to obtain (3.1) we use the DuHamel principle
V t,s = Ut,s −
∫ t
s
U t, · b̂()V ,s d. (3.2)
Let us introduce the function

(r) := sup
x∈Rd ,0
∫ +r

〈|̂b(, ·) · U(+ r, x; , ·)|〉 d
which will play the crucial role in the proof of (1)–(3).
Based on (3.2) the standard iteration process yields
‖V t,sf ‖∞ 11 − 
(r) exp
[
− t − s
r
log
(
1 − 
(r))] ‖f ‖∞
provided that 
(r) < 1 for some r > 0.
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We now will prove that 
(r)cT r which ends the proof of (3.1) and hence of (1).
Set I = ∫ t
s
〈|̂b(, ·) · U(t, x; , ·)|〉 d. By the quadratic inequality 〈|̂b · U |〉
〈Ub̂ · a−1 · b̂〉1/2〈U · a
U
· U〉1/2,
I
(∫ t
s
(t − )−〈Ub̂ · a−1 · b̂〉 d
)1/2 (∫ t
s
(t − )
〈
U · a
U
· U
〉
d
)1/2
.
By (2.4a)
〈Ub̂ · a−1 · b̂〉 1

〈Ub̂2〉 c

(t − )− d2p1 ‖b̂2(, ·)‖p1 , p1pc
and we put here p1 = .
Also, by the proof of Theorem 2.1 (see Claim 2),
NU() ≡
〈
U · a
U
· U
〉
 − pcQ′() + g()/√c1.
Thus, recalling that −− d2 = − 1q ′ , we obtain
I 
√
c/
(∫ t
s
(t − )− 1q′ +‖b̂2(, ·)‖ d
)1/2
×
(∫ t
s
(t − )(− pcQ′() + g()/√c1) d)1/2 ≡ √c/I1 · I2.
The factor I1 we estimate by the Hölder inequality as follows:
I1
(∫ t
s
(t − )−1+q ′ d
)1/(2q ′)(∫ t
s
‖b̂2(, ·)‖q d
)1/(2q)
c(t − s)/2‖b̂2‖1/2
Lq,
.
The factor I2 contributes (t − s)/2—just integrate—
∫ t
s
(t −)Q′() d by parts and use
(NEE) from Theorem 2.1.
Thus, IcT (t − s) and hence 
(r)cT r.
3.2. Proof of (2)
By (3.2),
〈V (t, x; s, z)〉z = 1 +
∫ t
s
〈̂
b · ·U(t, x; , ·), 〈V (, ·; s, z)〉z
〉
· d.
Setting K := sup0 t1−s r
y∈Rd
|〈V (t1, y; s, ·)〉 − 1|, we have KK
(r) + 
(r) or
K
(r)/
(
1 − 
()) for any rr0 where cT r0 = 1/2, say.
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3.3. Proof of (3)
Set ‖|V ‖|1 := sup∈[s,T ],z∈Rd 〈V (, z; s, ·)〉 and let MU(t, x; s) := 〈|x−·|U(t, x; s, ·)〉.
By (3.2),
MV (t, x; s) := 〈|x − ·|V (t, x; s, ·)〉
= MU(t, x; s) +
∫ t
s
〈̂
b(, z) · zU(t, x; , z), 〈|x − ·|V (, z; s, ·)〉·
〉
z
d.
Since 0 <  < 1 and hence |x − ·| |x − z| + |z − ·|, we have
MV (t, x; s)  MU(t, x; s) +
∫ t
s
〈|̂b(, z) · zU(t, x; , z)|〈|z − ·|V (, z; s, ·)〉·〉z d
+
∫ t
s
〈|̂b(, z) · zU(t, x; , z)||x − z|〈V (, z; s, ·)〉·〉z d
 MU(t, x; s) +
∫ t
s
〈|̂b · U |MV (, z, s)〉z d
+‖|V ‖|1
∫ t
s
〈|x − z| |̂b · U |〉z d.
It will be shown soon that there is a generic  ∈]0, 1/2[ such that∫ t
s
〈|x − z| |̂b · U |〉z dcT c+‖b̂2‖1/2Lq,(t − s)

2+. (3.3)
Therefore, we end the argument as follows.
Let t1, s1 be subjected to the conditions 0s1 t1T , t1−s1r0, where r0 > 0 is a
(generic) constant determined below. Deﬁne KV = KV (r0) to be the minimal constant
in the inequality
sup
z∈Rd
MV (t1, z; s1)KV (t1 − s1)/2.
(Of course, KV exists and is an increasing function of r0.) Using (3.3) we have, for
t − sr0,
MV (t, x; s)  MU(t, x; s) +
∫ t
s
〈|̂b · U |MV (, z; s)〉z d
+‖|V ‖|1cT c+‖b̂2‖1/2Lq,(t − s)

2+. (3.4)
By Theorem 2.1,
MU(t, x; s) = 〈|x − ·|U(t, x; s, ·)〉〈|x − ·|U〉〈U〉1−
 c+(t − s)/2.
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By the deﬁnition of KV ,∫ t
s
〈|̂b · U |MV (, z; s)〉z dKV
∫ t
s
(− s)/2〈|̂b · U |〉 d
and (see (3.4))
KV c+ + KV
∫ t
s
〈|̂b · U |〉 d+ ‖|V ‖|1cT c+‖b̂2‖1/2Lq,(t − s).
Finally, according to the proof of (1),∫ t
s
〈|̂b · U |〉 dc0(t − s)‖b̂2‖1/2Lq, , c0 = c0(, q)
and hence KV c+
1+k1r0
1−k2r0
, where k1 = ‖|V ‖|1cT ‖b̂2‖1/2Lq, and k2 = c0‖b̂2‖
1/2
Lq,
. The
constant r0 is ﬁxed by the condition k2r01/2.
We are left to show the existence of generic constant  ∈]0, 1/2[ such that (3.3)
holds. Here is a proof. By quadratic estimates,
〈|x − z| |̂b(, z) · zU(t, x; , z)|〉z  〈|x − z|2Ub̂ · a−1 · b̂〉1/2z
〈
U · a
U
· U
〉1/2
z
 1√

〈|x − z|2Ub̂2〉1/2N 1/2U (),
where (recall) NU() :=
〈
U · a
U
· U
〉
 − pcQ′() + g()/√c1. Therefore,
I :=
∫ t
s
〈|x − z| |̂b · U |〉z d
 1√

( ∫ t
s
〈|x − z|2Ub̂2〉z(t − )− d
)1/2
×
(∫ t
s
(t − )(− pcQ′() + g()/√c1) d)1/2
≡ 1√

I ′ · I ′′.
The term I ′′ has already been estimated: I ′′cT (t − s)/2. In order to estimate I ′, note
that
〈|x − z|2Ub̂2〉z〈|x − z|2r ′U〉1/r
′
z 〈Ub̂2r 〉1/rz , 1
r
+ 1
r ′
= 1
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and, by (2.4a),
〈Ub̂2r 〉cT (t − )−
d
2p1 ‖b̂2r‖p1 for p1 ∈ [pc, ].
Let us ﬁx r > 1 by the condition rp1 =  and deﬁne  = 12r ′ . Then ‖b̂2r‖p1 = ‖b̂2‖r
and, by Theorem 2.1,
〈|x − z|2r ′U〉 = 〈|x − z|U(t, x; , z)〉zc+(t − )1/2.
Thus,
〈|x − z|2Ub̂2〉zc2+ (t − )c1/rT (t − )−
d
2 ‖b̂2(, ·)‖.
The last inequality shows that
I ′ ≡
(∫ t
s
〈|x − z|2Ub̂2〉z(t − )− d
)1/2
 c+c
1/2r
T
(∫ t
s
(t − )−− d2 ‖b̂2(, ·)‖ d
)1/2
 c+c
1/2r
T
(∫ t
s
(t − )(−− d2 )q ′ d
)1/(2q ′) (∫ t
s
‖b̂2(, ·)‖q d
)1/(2q)
= c+c1/2rT C′(t − s)
+
2 ‖b̂2‖1/2
Lq,
,
where C′ =
[
1
+ · 1q ′
]1/(2q ′)
. Therefore, Ic+cT (t − s)

2+‖b̂2‖1/2
Lq,
and (3.3) is
derived.
4. Proof of Theorem 1.2
4.1. The Gaussian upper bound
There is nothing special in obtaining (GUB) in the conditions of Theorem 1.2 by
using any of the known methods—the condition div b = 0 equalizes all of them—so
each method is applicable to the current situation and yields the bound
U(t, x; s, y)C+c+(t−s)(x − y)ect , (GUB)
(B2 = 0 ⇒ c = 0).
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4.2. The Gaussian lower bound
Our proof of (GLB) is based on analysis of the Nash G-function. We take a rather
complicated G-function in order to overcome critical spatial and time singularities of
the drift term coefﬁcient b. Usually simple but effective quadratic estimates like
|〈e0b ·  log U〉|〈e0b · a−1 · b〉1/2〈e0 log U · a ·  log U〉1/2
do not work in Condition (1.8).
All these lead to a rather complicated, but interesting proof. To simplify the exposition
we make here two additional (though not essential) assumptions: B2 = 0 and |b| ∈
L1(D) (instead of |b| ∈ L1loc(D)).
4.3. The G-function (in the conditions of Theorem 1.2)
For any 0s < t < ∞ and all x, y ∈ Rd such that |x − y|√t − s, we deﬁne the
Nash G-function
G(t, s/y, x) := 〈(t−s)(y − ·) log U(t, x; s, ·)〉,
where  = c+ is the constant from the Gaussian upper bound
U(t, x; , z)C+c+(t−)(x − z), c+ > 1. (GUB)
Our goal is to prove the G-bound:
G(t, s/y, z) − Q˜(t − s) − C (G − bound)
for some constant C and all 0s < t , |x−y|√t − s, where (recall) Q˜(t1) = d2 log t1.
Without loss of generality we put s = 0 and y = x. Deﬁne
G() := 〈t (x − ·) log[U(t, x; , ·) + εt (x − ·)]〉·, 0 t/2
and note that in order to prove (G-bound) it is sufﬁcient to prove that there is a constant
C such that
G(0) − Q˜(t) − C (4.1)
uniformly in x ∈ Rd , ε ∈]0, 1] and t > 0.
We will start with G(, n) := 〈t (x − ·) log[Un(t, x; , ·) + εt (x − ·)]〉 where Un
is the fundamental solution corresponding to t − · an ·+ bn ·; an, bn are smooth
bounded coefﬁcients such that IanI , bn → b in [L1(D)]d .
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We will drop the subscript n below and write
 = t (x − ·), G′() = ddG(, n), U
′ = d
d
Un(t, x; , ·).
We have
−G′()=
〈

−U ′
U + ε
〉
=
〈

U + ε ( · a · +  · b)U
〉
=
〈
 log Û · a · U
U + ε
〉
−
〈
 · a · U
U + ε
〉
+
〈

b · U
U + ε
〉
= 〈 log Û · a ·  log Û〉 −
〈
 log Û · a · (ε)
U + ε
〉
− 〈 · a ·  log Û〉
+
〈
 · a · (ε)
U + ε
〉
+ 〈b ·  log Û〉 −
〈
b · (ε)
U + ε
〉
,
where Û := c0td/2[U(t, x; , ·) + εt (x − ·)] and the constant c0 > 0 is subjected to
the following constraint: For all x ∈ Rd , ε ∈]0, 1] and  ∈ [0, t/2],
Û exp
[ |x − ·|2
4c+t
]
1/e. (4.2)
For instance, one can take c0 = (2	c+)d/2/[e(1 + C+)].
Setting Ja = 〈 log Û · a ·  log Û〉, we proceed:
−G′()Ja − 2J 1/2a
〈
 · a

· 
〉1/2 + 〈b ·  log Û〉 − 〈|b|| log |〉,
〈
 · a

· 
〉
 〈()2/〉c
2
1(d)
2t
,
〈|b|| log |〉 
〈
|b| |x − ·|
2t

〉
 c2(d)
2
√
t
〈|b|2t 〉,
|〈b ·  log Û〉| = |〈b · ,− log Û〉|
 1√
t
〈|b|(− log Û )〉1/2
〈
|b| |x − ·|
2
4t
(− log Û )
〉1/2
≡ 1√
t
A
1/2
0 A
1/2
2 
1
2
√
t
(A0 + A2),
where
A0 = A0() := 〈|b|(− log Û )〉 =: 〈|b|〉,
A2 = A2() :=
〈
|b| |x − ·|
2
4t
(− log Û )
〉
≡: 〈|b|〉.
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Setting Y () := G() + Q˜(t − ) and J () := 〈( log Û )2〉 and assembling the
above estimates, we have
−Y ′()(1 − )J () + d
2
(
1 − c∗

) 1
t
− 1
2
√
t
[c2(d)〈|b()|2t 〉 + A0() + A2()],
where 0 <  < 1/3, c∗ = c∗(/, , d), c∗ = c∗(, x).
Multiplying this inequality by exp
{
k1
t + F()√t
}
, where the constant k1 will be de-
termined later, and F() := ∫ 0 B(t1) dt1, we obtain
−
(
e
k1
t + F()√t Y ()
)′
e
k1
t + F()√t
{
(1 − )J () + d
2
(
1 − c∗

) 1
t
−
(
k1
t
+ B()√
t
)
Y () − 1
2
√
t
[c2(d)〈|b()|2t 〉 + A0() + A2()]
}
. (4.3)
Next, there is a constant c˜ = c˜(d, ) such that Y () < c˜ for all  ∈ [0, t/2]. Indeed,
by the Nash initial estimate Un(t, x; , ·) ĉ(t − )−d/2, ĉ = ĉ(n), we have
〈t log(Un + εt )〉 log
(̂
c + ε(4	)−d/2)− Q˜(t − ).
Now set c˜ = log(̂c + 1).
Thus, avoiding division on possible zero, we obtain from (4.3)
{[
e
k1
t + F()√t (Y () − c˜)]−1}′(1 − 3)J () e−( k,t + F()√t )
(Y () − c˜)2 +M,
where
M :=
{
2J () + d
2
(
1 − c∗

) 1
t
−
(
k1
t
+ B()√
t
)
(Y () − c˜)
− 1
2
√
t
[
c2(d)
〈|b()|2t 〉+ A0() + A2()]} e−(
k1
t + F()√t )
(Y () − c˜)2 .
We will show that, for any t1 ∈ [0, t/2],∫ t1
0
{RHS of (4.3)} d0 (4.41)
and also ∫ t/2
0
M d0. (4.42)
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From (4.4) we immediately conclude that
−e(
k1t1
t +
F(t1)√
t
)
Y (t1) − Y (0) ∀t1 ∈ [0, t/2] (4.51)
and
e
−( k12+ F(t/2)√t )(Y (t/2) − c˜)−1 − (Y (0) − c˜)−1(1 − 3) ∫ t/2
0
J ()e
−( k1t +B
√
√
t
)
(Y () − c˜)2 d.
(4.52)
Finally, from (4.5) we will relatively easy obtain the G-bound.
Proof of (4.41). First of all, due to the approximation results and the construction of
G() (and hence Y ()) we easily pass in (4.4) from bn, Ûn, J () = 〈( log Ûn)2〉 to
b, Û , J () = 〈( log Û )2〉. Therefore, (4.51), (4.52) become a posteriori estimates.
Now, we will estimate
1
2
√
t
{
2c2(d)〈|b()|2t 〉 + A0() + A2()
}
in terms of J and B() by means of Condition (1.8). We have
A0 = 〈|b|(− log Û )〉 ≡ 〈|b|〉 = 〈|b|√,√〉
 B1〈|√|2〉1/2〈〉1/2 + B()〈〉
 1
2
B1〈()2/〉1/2〈〉1/2 + B()〈〉.
 =
(
/+  log Û
log Û
)
, ()2/ =
(
/+ (− log Û )− log Û
)2
.
()2/  2
(
()2

(− log Û ) + ( log Û )
2
− log Û 
)
 2
( |x − ·|2
(2t)2
(− log Û ) + ( log Û )2
)
(because − log Û > 1).
Thus, using the equality |x−·|
2
4t  = t+ d2 ,
1
2
〈()2/〉  〈( log Û )2〉 + 1
t
〈(
t+ d
2

)
(− log Û )
〉
 J + 〈, log Û〉 + d
2t
〈〉
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 2J + 1
4
〈()2/〉 + d
2t
〈〉
 2J + c
2
1(d)
4t
+ d
2t
〈〉.
A0()
2
√
t
 B1
2
√
t
(
2J () + c
2
1(d)
4t
+ d
2t
〈〉
)1/2
〈〉1/2 + B()
2
√
t
〈〉,
or
A0()
2
√
t
J () +
(
c∗0
t
+ B()
2
√
t
)
〈〉 + B1c1(d)
4t
, (4.60)
where c∗0 = c∗0(B1, , , d).
The analogous calculation shows that
A2()
2
√
t
J () +
(
c∗2
t
+ B()
2
√
t
)
〈〉 + B1c˜1(d)
4t
. (4.62)
We only note that in order to estimate 〈()2/〉 by the same manner we need the
inequality 〈
( log Û )2
− log Û
|x − ·|2
4t

〉
〈( log Û )2〉
which does hold (with  = 1) due to the construction of Û : − log Û > |x−·|24t (not just
− log Û1). See (4.2). The latter is the real cause why we use εt instead of ε in
the deﬁnition of G().
We also have 〈|b()|2t 〉 B1c3(d)√t +B(). Substituting this estimate and (4.6) in the
left-hand side of a posteriori (4.41) yields∫ t1
0
{RHS of (4.3)} d
(1 − 3)
∫ t1
0
e
k1
t + F()√t J () d
+
∫ t1
0
e
k1
t + F()√t
[
d
2
(
1 − c∗

) 1
t
− B1c(d)

1
t
− c2(d)B()√
t
]
d
+
∫ t1
0
e
k1
t + F()√t
[
−
(
k1
t
+ B()√
t
)
Y () −
(
c∗0 + c∗2
t
+ B()√
t
)
〈〉
]
d.
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Choosing k1 = c∗0 + c∗2 and taking  sufﬁciently large, we have the RHS of this
inequality being positive. Thus (4.41) is proved. The above also proves (4.42). 
Proof of the G-bound. Armed with (4.51) and (4.52) it is a standard matter to deduce
(G-bound).
Indeed, by the spectral gap inequality and (GUB),
J ()  1
2t
〈

(
log Û − 〈 log Û〉
)2〉
 1
2t
1
2d/2
〈
(t−)
(
log(U + ε) − G()
)2〉
 1
2t
1
C+2d/2
〈U | log(U + ε) − G()|〉2.
Now,
〈U | log(U + ε) − G()|〉  〈U log(U + ε)〉 − 〈U〉G()
 〈U log U〉 − 〈U〉G()
= −Q(t − ) − G()
 −G() − Q˜(t − ) − C.
We have used the conservation law 〈U〉 = 1 and the Nash entropy estimate
−〈U log U〉 =: Q(t − )Q˜(t − ) + C. (NEE)
(NEE) easily follows from (GUB) and 〈U〉 = 1.
Case (a): For all  ∈ [0, t/2],
−G() − Q˜(t − ) − 2C − c˜0.
Here C is from (NEE) and c˜ is from (4.52). Then −G() − Q˜(t − ) − C
1
2
(− G() − Q˜(t − ) + c˜) ≡ −Y ()+c˜2 > 0 and hence
J () 1
2t
1
C+dd/2
(−Y () + c˜)2
4
.
Thus, by (4.52),
(− Y (0) + c˜)−1 const. or G(0) − Q˜(t) + c˜ − 1const. .
Case (b): For some  ∈ [0, t/2]
−G() − Q˜(t − ) − 2C − c˜ < 0.
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By (4.51), G(0) − Q˜(t) − (2C + c˜)e
k1
 + 2B√
.
The G-bound is proved. The moment bound follows from (GUB) directly and hence
the a priori Hölder continuity of bounded weak solutions follows from the Nash iterative
argument. The Gaussian lower bound follows from the reproductive property of U and
the G-bound [FS]. 
5. Proof of Theorem 1.4
As soon as (i) and (ii) are obtained (see a remark after formulation of the Theorem
in the Introduction) the proof can be completed by repeating the well-known argument.
See [CM] and especially [GZ].
First we will prove (ii) taking (i) for granted. Because we consider the most in-
teresting case c0 = 1, some care has to be taken in the calculations below. D() ≡
D([1]) ⊂ W 1,2(Rd). Thus, we deﬁne v(t) := exp
[
−t
(
[c0]− 1+ε4 b2n
)]
u0, where c0 <
1 and u0 ∈ L1 ∩L∞. The latter assumption is not essential due to positivity preserving
of the semigroups under consideration. Since v(t) → un(t) = exp
[
− t
(
− 1+ε4 b2n
)]
u0
strongly in L2 as c0 ↗ 1 and uniformly in t ∈ [0, 1], and (i) holds for e−t[c0](x, y) as
well, it is seen that we only have to prove (ii) for v. Since v ∈ D([c0]) ⊂ W 1,2, we
see that b·v ∈ L1loc(Rd) and hence −v ∈ L1loc(Rd),
〈
h2
v
,[c0]v
〉
=
〈
h2
v
,−v+b·v
〉
∀h ∈ C∞0 (Rd). Now
2〈h, h log v〉 =
〈
h2,
−v
v
〉
+ 〈|h log v|2〉
=
〈
h2,−1
v
(
t + b · − (1 + ε)b
2
n
4
)
v
〉
+ 〈|h log v|2〉.
Setting K = h, M = bh, Mn = bnh and L = h log v, we have
2〈K,L〉 = 〈L,L〉 − 〈M,L〉 + (1 + ε)1
4
〈M2n〉 − 〈h, ht log v〉.
Therefore,〈(
K + M
2
)
,
(
K + M
2
)〉
− 1 + ε
4
〈M2〉 + 1 + ε
4
(〈M2〉 − 〈M2n〉)
=
〈(
K + M
2
− L
)
,
(
K + M
2
− L
)〉
+ 1 + ε
4
(〈M2〉 − 〈M2n〉) − 〈h, ht log v〉
 − 〈h, ht log v〉.
Since 〈K,M〉 = − 12 〈(div b)h, h〉, (ii) is evident.
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Proof of (i). Deﬁne weighted functions  by
t (x) :=
{ (√
t
|x|
)
if |x|√t,  = c0 d−22 ,
1/2 if |x|2√t
and 1/2t (x)1 if
√
t |x|2√t .
Straight veriﬁcation shows that, uniformly in t ∈ [0,∞[ and c0 ∈]0, 1], both
te
−t[c0]−1t and te−t[co]
∗
−1t are bounded operators on L1(Rd). Directly applying
the method of [MS] one obtains the following two-sided bound:
C−c−t (x − y)t (x)t (y)e−t[c0](x, y)C+c+t (x − y)t (x)t (y),
where the constants C±, c± can be chosen independent of c01. (i) follows from this
immediately.
Finally, let us comment on some claims we made in the Introduction when we stated
Theorem 1.4.
(1) Let c0 = 1. Then the imbedding D(∼) ⊂ L2j (Rd), j = dd−2 , d3 is false.
Due to [Ma, Section 2.1.6] one can avoid the difﬁculty by transferring the problem to
L2(Rd+n), n1. [MS].
(2) ‖Stn,ε‖4→41, ε0, n = 1, 2, . . . .
Let v = e−t ([c0]− 1+ε4 b2n)f , 0f ∈ L2 ∩ L∞. Multiplying the equation
− ddt v =
(
[c0] − 1+ε4 b2n
)
v by vp−1 and performing routine calculations we obtain
− 1
p
d
dt
〈vp〉  4p − 1
p2
〈(vp/2)2〉 + 2
p
〈vp/2, bvp/2〉 − 1
4
〈b2vp〉
= 4p − 1
p2
〈(vp/2)2〉 − 2
p
〈
1
2
div b, vp
〉
− 1
4
〈b2vp〉

(
4
p − 1
p2
− 2
p
− 1
4
)
〈(vp/2)2〉 = −
(
p − 4
2p
)2
〈(vp/2)2〉. 
6. In this section we will prove the following result mentioned in the Introduction (see
Remark 3 after formulating Theorem 1.1).
Theorem 5.1. Let d3 and b: Rd → Rd . Suppose
(i) |b| ∈ L1(Rd) + L∞(Rd).
(ii) |b|c1(−)1/2 + c2 for some constants c1 < 1 and c2.
Then there is a family {e−tp , t0}2p<∞ of consistent positivity preserving C0-
semigroups on the scale [2,∞[ of Lp(Rd) spaces, which satisfy the following:
(a1) e−t2 is a quasi bounded holomorphic semigroup.
(a2) D(2) ⊂ W 3/2,2(Rd) and, for all f ∈ D(2) and g ∈ W 1,2(Rd),
〈2f, g〉 = 〈f,g〉 + 〈f, bg〉.
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(a3) There is a 0 > 0 such that  > 0 ⇒  ∈ (−2),
‖(− )−1/4b · (− )−3/4‖2→2 < 1
and
(+ 2)−1 = (− )−3/4
(
1 − (− )−1/4b · (− )−3/4)−1(− )−1/4.
(a4) Let 1n denote the indicator of {x ∈ Rd; |b(x)|n}. Set bn := b1n and deﬁne
p(bn) := −+ bn ·  of domain D(−p) = W 2,p(Rd). Then, for any p ∈ [2,∞[,
e−tp(bn) −→ e−tp(b) strongly in Lp as n → ∞
uniformly in t ∈ [0, 1], where p(b) ≡ p.
(a5) ‖e−tpf ‖∞‖f ‖∞ ∀t0, ∀f ∈ Lp ∩ L∞.
(a6) ‖e−tp‖p→∞CT t−d/(2p) ∀t ∈]0, T ], T < ∞; p2.
Proof. Assertions (a1)–(a5) follow from the standard perturbation theory. We present
their proof for completeness.
It follows from (ii) that, for some constants c˜1 < 1 (c1 < c˜1) and 0 > 0,
|b| c˜(0 − )1/2. (6.1)
Thus, setting B(b) := (− )−1/4b · (− )−3/4, 0, we conclude that
‖B(b)‖2→2 c˜1 < 1.
Deﬁne p(bn) = −+ bn · of domain D(−p) := W 2,p(Rd). Since bn · is −p-
bounded with relative bound < 1, −p(bn) is the generator of C0-semigroup on Lp
and
(
+ 2(bn)
)−1 = (− )−3/4(1 − B(bn))−1(− )−1/4, 0.
Since, for any f ∈ L2,∥∥(B(b) − B(bn))f ∥∥2  ‖(− )−1/4|b|1/2‖2→2 · ‖(1 − 1n)|b|1/2|(− )−3/4f |‖2

√
c˜1‖(1 − 1n)F‖2, F ∈ L2,
one concludes that
(
 + 2(bn)
)−1 → R strongly in L2 where R := ( − )−3/4(
1−B(b))−1(−)−1/4. It is a simple matter now to check that (+2(bn))−1 → 1
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strongly in L2 (as  → ∞) and uniformly in n. Combining the last two facts one
concludes that R is, in fact, the resolvent of the generator of C0-semigroup which we
denote by −2. Thus (a3) is proved.
The implication (a3) ⇒ (a1) is evident.
Since e−t(bn) = 1, (a4) follows from the convergence e−t2(bn) → e−t2(b) strongly
in L2 which, in turn, is equivalent to
(
+ 2(bn)
)−1 → (+ 2)−1.
Since the consistency of e−tp(bn) (that is, e−tp(bn)Lp ∩ Lq = e−tq (bn)Lp ∩ Lq )
is evident, e−tp are also consistent.
Next, since e−tp(bn)1 = 1, (a5) is also evident. In order to prove (a2) note that
2(bn)
(
+ 2(bn)
)−1 → 2(+ 2)−1 strongly in L2.
Let f ∈ L2 and g ∈ W 1,2(Rd). One has〈
2(bn)
(
+ 2(bn)
)−1
f, g
〉 = 〈(+ 2(bn))−1f,g〉+ 〈(+ 2(bn))−1f, bng〉
−→ 〈(+ 2)−1f,g〉 + 〈(+ 2)−1f, bg〉
and hence (a2) is proved.
Proof of (a6). Our strategy is:
(1) To prove that
‖e−t2‖2→rCT t− d2 ( 12− 1r ) (6.2)
for some r ∈]2,∞[.
(2) Extrapolating between (a5) and (6.2) (see [VSC, p. 9]) to conclude that
‖e−t2‖2→∞CT t− d4 . (6.3)
(3) Interpolating (a5) and (6.3) to obtain (a6). Since (2), (3) are straightforward, we
have to prove only (6.2).
Let 1 := max(0, 1) (see (6.1)) and let Re 0. Set A0 := 1− and A := 1+2.
Since |(+A0)−1/4f |A−1/40 |f | and ‖(+A0)−‖2→2 c(1+||) , 0 <  < 1, Re 0,
we have by (a3), ‖(+ A)−1‖2→2 c1+|| . Also, ‖(+ Ar)−1‖r→r c1+ (0).
For 0 <  < 1 let A− and A := (A−)−1 be the fractional powers of A. Below
we will need the following facts (see [KZPS, §14]):
A−r =
sin 	
	
1
1 − 
∫ ∞
0
1−(+ Ar)−2 d ·
‖A(+ A)−1‖2→2 c
(1 + )1− ·
‖Ae−tA‖2→2 c()
t
.
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Let  = 1/4, r = 2d/(d − 1), f ∈ Lr ∩ L2 and Ft = A2e−tAf . We have
‖e−tAr f ‖r = ‖A−2r Ft‖r
2
	
∫ ∞
0
1−2‖(+ A)−2Ft‖r d.
By the imbedding (+ A0)−L2 ⊂ Lr ,
‖(+ A)−2Ft‖rc‖(+ A0)−1/2B(b)(+ A0)−1/4(+ A)−1Ft‖2
and hence ‖(+ A)−2Ft‖rc−3‖(+ A)−1Ft‖2.
Thus
‖e−tAr f ‖r  c
∫ ∞
0
−‖(+ A)−1Ft‖2 d
 c
(∫ 1/t
0
−(1 + )−1+2 d‖f ‖2 +
∫ ∞
1/t
−−1 d‖A2e−tAf ‖2
)
 c
(∫ 1/t
0
−3/4 d+
∫ ∞
1/t
−5/4 dt−2
)
‖f ‖2 = ct−‖f ‖2,
which ends the proof of (6.2). 
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