Abstract-In this paper we propose a novel self-organizing resource allocation scheme with minimal feedback information based on minority game (MG). Designing wireless protocols with minimal feedback is especially important, because the price for information exchange in wireless networks is high and reduces the overall capacity of the system. This is especially true for networks that may rely strongly on self-organizing communication schemes, such as wireless ad hoc networks and cognitive radio networks. We apply an MG resource allocation scheme to schedule user transmissions in the network. We combine our MG scheduling model with CSMA (Collision Avoidance Multiple Access) protocol in order to minimize the number of collisions in dense wireless networks. Simulation results demonstrate that MG enhanced version of the CSMA protocol achieves higher channel utilization compared to a standard slotted CSMA without causing serious additional overhead in terms of delay. The MG-slotted CSMA is shown as a paradigm of how self-organized, game based approaches can be used for distributed resource allocation in ad hoc, mesh and cognitive radio networks.
I. INTRODUCTION
As the number of wireless devices, wireless technologies and new services is constantly increasing, the complexity of emerging wireless networks is becoming difficult issue to handle. Self-organizing wireless networks have recently become an attractive alternative for cost effective and reliable maintenance and management of high-density and highcomplexity networks. In fact, for many emerging mobile computing and social networking applications self-organizing networks are the only viable alternative. These networks can be short-lived and dynamically formed, but still often can exhibit very high traffic loads due to the number of users and the use of multimedia content. The study of these networks as complex, multi-agent systems has drawn a great attention to researchers from different fields. There is a great amount of solid work which applies different game theoretical approaches for modeling a variety of common pool resource allocation problems closely related to interference minimization in wireless networks. Typical problems include power and channel allocation. Distributing the coordination and optimization of the system is, however, not without a price. Although network self-organization, which usually involves cooperation among the users, offers flexibility and efficiency, it is expensive because of the information exchange overhead. In case of wireless networks this means waste of the available communication bandwidth, which is anyway limited, drain of battery power, and decrease of the system capacity. Therefore, there is significant benefit from designing distributed minimalfeedback information protocols and algorithms. One of the main emphasis of this paper is to show that self-organization and cooperation can emerge even through minimal and local information content. To demonstrate this we apply minority game (MG) in context of channel access in IEEE 802. 15 .4 CSMA protocol [1] .
It is well known that various splitting or clustering algorithms applied to modeling of the user access can enhance the performance of Medium Access Control (MAC) protocols, especially in the highly congested environment [2] . In this paper we propose a modification to the traditional slotted CSMA (Collision Avoidance Multiple Access) protocol, which allows for higher channel utilization and fewer collisions among the users transmitting in a certain time slot by automatically allocating users to different time slots. We adopt a minority game to distribute the users in two consecutive blocks of time slots, which we term frames 1 , instead of letting all users to compete for the channel simultaneously. The decision in which frame to transmit is based on the outcome of the minority game, which is played by each user independently. In each round of the game the user will decide to send its data in the current frame or wait until the next one, following its strategies. The users rank their strategies according to the past experience and no further coordination takes place among the users. Our simulation results show that MG distributes the users to access the wireless channel in a fair and balanced way in the time slots and due to this a higher channel utilization is achieved without a big delay overhead.
The main purpose of this work is to show how MG can be used as a self-organizing allocation and splitting algorithm in this domain. Although similar kind of performance can be provided by other more classical approaches, Minority Game has a distinct benefit for self-organizing with minimal feedback information. As will be discussed below, the randomized strategies will converge to stable solution without synchronizing the whole strategy space between competing users. Moreover, one of the goals of our approach is to show how Minority Game based formalism can be readily used to analyze many medium access problems.
The rest of this paper is organized as follows. Section II gives a general overview of the minority game and its main properties. In section III we describe our MG-model for channel access based on IEEE 802.15.4 CSMA scheme. The simulations set up and results are presented in Section IV. We give an overview of the related work in Section V. Finally we discuss the results and conclude the paper in Section VI.
II. THE MINORITY GAME
Originally, the minority game was mathematically formulated in 1997 by Challet and Zhang [3] . In economics, minority games and their variants are well known paradigms and are used as market toy models. In fact, MG was inspired by the well known El Farol bar problem posed by Brian Arthur in 1994 [4] . For further details about minority games including mathematical analysis and applications the reader is referred to [5] and the references therein.
A. Overview
An odd number of N players 2 decides in each round of the game between two alternatives "0" or "1". We denote the ith player's decision or action at time t with a i (t) ∈ {0, 1}. The outcome of the game is simply a mapping of all players' decisions to a binary value indicating which group has won. In each round, the players in the minority group win and will be awarded. The total action of all the players at time t of the game is called attendance A(t) and can be defined as
The winning group W (t) ∈ {0, 1} at time t can be expressed as
where H is the Heaviside function. Each player bases the decision about the action in the next round on the last m outcomes of the game, i.e. {W (t − m), . . . , W (t − 1)}. Thus, all players share the global information µ(t) ∈ {0, . . . , 2 m − 1}, which is the decimal representation of the binary vector of the last m outcomes of the game. At the end of each round, the players in the minority group gain one point, the others loose one point. The way how the players decide on their actions is determined by the strategies they adopt. A strategy is simply a mapping of µ(t) to an action a(t). Each player possesses a set of S not necessarily different strategies which are randomly drawn from a pool of strategies at the beginning of the game. We denote by s i , s ∈ {1, . . . , S}, i ∈ {1, . . . , N }, the strategy s of player i. Since there are 2 m possible histories µ(t), the strategy space comprises 2 2 m different strategies. In order to decide which of the S strategies to play in the next round, each player keeps track of the virtual points each of its own strategies would have gained if it was adopted from the beginning of the game on. Hence, the virtual score U i,s of the strategy s of player i can be updated by
The player then chooses the strategy with the highest virtual score. In case two or more strategies are tied, the player makes a random selection. It is maybe worth to explicitly mention that MG is an adaptive game and the players change their preference of using certain strategies in time based on the past experiences made in the game. The players do not have the complete knowledge of the system and neither they know the best global strategies with the highest virtual scores, nor the total number of players in the game. However, the players are considered to be inductive and take decisions according to the best of their knowledge represented by the limited number of strategies in their hands.
B. Phase transition, volatility and predictability
Due to the minority rule in the game, in each round, the number of winners is always smaller than the number of losers. Averaged over time, the attendance A(t) has a value of N/2 if "0" and "1" are adopted as actions. In order to understand the dynamics of the minority game and the selforganizing behavior of the players, it is interesting to observe the variance of the attendance, σ 2 = A 2 − A 2 , also known as volatility. In [6] , Savit et al. found out that the volatility is only a function of the ratio α = 2 m /N that is the most important control parameter of the game. Figure 1 shows the normalized volatility σ 2 /N for different number of players as a function of α for S = 2. The volatility value of one, marked with the solid line, represents the case when the agents are making random decisions in each round of the game (cointoss). For smaller values of α the value of the volatility is larger than the coin-toss limit and the game is said to be in a so called worse-than-random or crowded regime. In this regime the number of agents is large, their actions start to be correlated and the size of the losing group is much larger than N/2. When α increases, the volatility starts to decrease (up to a certain value of α = α c ) and the game enters the better-than-random regime. Here the coordination among the agents is improved and they perform better than just playing randomly. For α = α c the volatility attains the minimum value and at this point a transition between a symmetric and asymmetric phase of the game takes place. If the value of α increases further, the volatility increases as well up to the point of reaching the coin-toss limit again. Let us now shortly discuss the symmetric and asymmetric phase of the minority game. Analyzing the winning probabilities for a particular action, Savit at al. concluded that for α < α c it is not possible to find out from the last m bits of the history, that one of the two possible actions was more probable to win. This is so because both actions have equal probability of winning the game. Hence, this phase is also called unpredictable. For values of α beyond α c there is an unequal winning probability for the two actions when analyzing the last m history bits. This is known as asymmetric or predictable phase of the MG. Nevertheless, we would like to stress that coordination in the MG does not actually come through exploitation of the history, i.e., previous outcomes of the game. In the initial formulation of the MG the decisions taken by the players were indeed based on the last m outcomes of the game, as described in Section II-A. But later on Cavagna [7] revealed that if the history is replaced by a randomly selected string, the behavior of the MG remains the same regarding time averaged quantities, provided that all the agents utilize the same piece of information in each round.
III. MG-MODEL FOR CHANNEL ACCESS
In this section we describe our model for MG-slotted CSMA. The aim of this scheme is to reduce the number of collisions by limiting the number of nodes that may contend concurrently for the channel.
We consider that time is divided into superframes, and each superframe is subdivided into two equal frames. All nodes in the network are the players of an MG, and each superframe corresponds to one round of the game. Essentially, as discussed above, in each round of the MG players are split into two groups. Each node may contend for the channel only within one frame of each superframe selected according to the node's decision in the current round of the MG; during this frame we will be addressing the node as active. For the remaining frame of the superframe the node is inactive. While being inactive, a node may not gain access to the channel for transmitting, but it may receive packets. Specifically, nodes that belong to the group formed by decisions α i (t) = {0} are considered to be active during the first frame, and nodes in the other group, with decisions α i (t) = {1}, are active during the second frame.
During a frame all active nodes may allocate the channel by a simple slotted CSMA scheme with Binary Exponential Backoff (BEB). The details follow closely the algorithm as described in the IEEE 802.15.4 standard [1] . A node that has a packet to transmit shall delay for a randomly selected number of time slots in the range 0 to 2 BE −1, where BE is the value of the Backoff Exponent (BE). Then, it senses the channel for a period of two time slots. If the channel is assessed to be idle the node shall start transmitting at the beginning of the next time slot, while if busy, the node selects a new random backoff period after increasing the value of the backoff exponent by one and starts the backoff counter immediately. For the first transmission attempt the BE is initialized to a predefined minimum value. If the number of selected backoff time slots is greater than the remaining number of time slots in the frame, the MAC shall pause the backoff countdown at the end of the frame and resume it at the start of the next frame within which the node will be active.
The receiver acknowledges the successful reception of data by transmitting an acknowledgment frame. An acknowledgment shall be sent directly upon reception of a packet without using the CSMA/CA mechanism, and no matter whether the node sending the acknowledgment is in active or inactive state. When an active node gains channel access it starts transmitting regardless of whether its transmission will be finished within the current frame, even if the node will be inactive during the following frame. This last detail ensures that time slots at the end of each frame do not remain unusable.
As mentioned in Section II-B, it is not actually necessary that players take their decisions based on the last m outcomes of the game, but they may rely on random information provided that they share the same piece of information. We exploit this property towards eliminating the amount of feedback packets that needs to be exchanged between nodes. In order to utilize the last m outcomes of the game as global information, each node should broadcast its decision so that all nodes could determine the final outcome of the previous round. Instead, we consider that a random string of x bits is generated once every x rounds of the MG by a randomly selected node, and each of the x bits is interpreted as a potential game outcome. Specifically, each node draws a random delay once every x rounds. The node with the smallest delay generates and transmits first the random string of x bits. Then, upon reception of the string the rest of the nodes defer and utilize the received string for playing the following block of x rounds.
In order to get an efficient outcome, in each round of the MG our aim is to divide the nodes into two almost equally sized groups. As discussed in Section II-B, m appears in the control parameter α of the MG that determines the efficiency of the result. Therefore, we consider that an appropriate value for m should be selected, or calculated, so that the game is played in a low volatility region, i.e., with α ≈ α c (see Figure 1) . Analytical calculations have shown that α c (S = 2) = 0.3374. Thus, the calculation of m from the control parameter α = 2 m /N is straightforward. We note that although an appropriate value of m depends on the number of nodes, moderate fluctuations do not influence significantly the efficiency of the game.
At each round of the MG a node updates the virtual points of its strategies by adding or deducting one point from the strategies which would have given a correct or wrong prediction respectively. Then, the subsequent decision of the node is determined by the strategy with the highest score.
It is interesting to mention that extensions of the original MG appear in the literature, which allow players to choose one out of many alternative actions, and not only one out of two [8] . Within the context of our work a Multiple Choice Minority Game can be used to extend our model in cases where the number of nodes is very large, or the total traffic load extremely high, in order to split the nodes into more than two groups and limit further the contention. For this purpose, a superframe would be comprised of more than two frames. In fact, the number of frames in a superframe should be imposed by the number of alternatives given in the MG.
IV. PERFORMANCE EVALUATION
In order to evaluate the proposed MG-slotted CSMA we performed simulations using the Qualnet network simulator. We compare the performance of the MG-slotted CSMA with the standard slotted CSMA protocol in terms of throughput and packet delay. The standard slotted CSMA scheme we used for the comparison is implemented according to the CSMA/CA mechanism with BEB that we employed in the MG-slotted CSMA protocol, as described in Section III.
A. Simulation Setup
All simulations were run 50 times with different random seeds using a simulation duration of 10 minutes. In this paper we present scenarios with a physical layer data rate equal to 11 Mbps, but we have also tested cases with 2 Mbps. The payload size at the application layer is 1500 bytes. In each scenario all the nodes contribute equally to the offered traffic by generating CBR streams for randomly chosen destinations in the network. Since the MG-slotted CSMA aims to give advantage to relatively congested networks, we consider cases with total offered traffic at least equal to the physical layer data rate, meaning normalized traffic load equal at least to 1.
Furthermore, we consider single-hop and multi-hop networks. In single-hop networks the distribution of the nodes does not have any impact to the results. Therefore, nodes are uniformly distributed within a square region of 150 m×150 m. For the case of multi-hop networks we consider more realistic clustered network topologies following Thomas distributions [9] . Thomas distribution is known to approximate the real world node distributions better than Poisson point distribution (uniformly random node distribution) [10] . Thus, we have chosen to use clustered Thomas distribution model, although we have also tested the algorithm with other distributions. The Thomas distributions are generated in a region with Number of clusters  51  2  75  3  101  3  125  5  151  5  175  5  201  6 dimensions 850 m×850 m, whereas the communication range of each node is approximately 270m. In a Thomas distribution a primary Poisson distribution is first used to generate the initial point distribution for cluster centers. Then, a bivariate Gaussian distribution with covariance matrix Σ = diag(σ χ , σ ψ ) is used to generate the locations of actual points around the location of each cluster center. The parameters σ χ and σ ψ characterize the size and shape of the clusters; in this paper we used σ χ = σ ψ = 60. The number of clusters we generated differs according to the number of users; the values are illustrated in Table I .
Number of nodes
The time slot duration and backoff values are set according to the IEEE 802.11 standard. A time slot is 20µs. The minimum backoff exponent is 5 and the maximum is 10, giving backoff values ranging from 32 to 1024 time slots. Furthermore, all communication between nodes is performed over a single-channel with a bandwidth of 20 MHz, in the 2.4 GHz frequency band.
Regarding the configuration parameters of the MG itself, we present cases with 2 strategies assigned per node. Each strategy is a mapping of the global information to a decision (see Section II-A). At the beginning each player generates randomly its own mappings, i.e., strategies. We conducted also simulations with 4 strategies per node but results are omitted since they are almost identical. It is, however, known that qualitative results of the MG are independent of the number of strategies [11] , [5] . As for the feedback information in the MGslotted CSMA, the randomly generated global information for the MG is distributed by a counter-based flooding scheme [12] once every 100 rounds of the game, which corresponds to a period of 3.2 sec. Therefore, a sequence of 100 bits is disseminated through the network once every 3.2 secs, which is definitely a minimal amount of feedback information for providing coordination between nodes.
B. Simulation Results
In this section we present part of the results we obtained for single-hop and multi-hop networks. Figures 2 and 3 show respectively the channel utilization (measured at application layer) and average packet delay in an 11 Mbps network with a normalized network load equal to 1, i.e., total traffic of 11 Mbps.
The results illustrate that there is a significant gain in channel utilization obtained by the MG-slotted CSMA in comparison to the standard slotted CSMA. This emerges from the fact that MG-slotted CSMA decreases the number of concurrently contending nodes approximately by half. In a CSMA scheme the number of nodes has a large impact on the number of collisions, and hence on the channel utilization.
Furthermore, it is important to observe that the proposed scheme does not introduce serious additional overhead in terms of delay as one might have expected due to the fact that nodes may access the channel only during half of the frames. In fact, with CSMA mechanism a node would have probably backed off several times before gaining channel access under high traffic conditions. In such situations the introduction of the MG halves the number of contending nodes and reduces the amount of instantaneous traffic load, and therefore lowers significantly the waiting periods caused by the backoff mechanism. Additionally, the number of collisions is also decreased; this leads to fewer retransmissions, and hence lower delays.
For the case of multi-hop networks we present results of simulations for an 11 Mbps network with 22 Mbps traffic (see Figures 4 and 5) . As in single-hop networks, the results verify that MG-slotted CSMA achieves better channel utilization compared to a standard slotted CSMA without generating serious additional delay. At this point we would like to note that the values of standard deviation appearing in Figures 4 and 5 are comparatively large due to the topology of the network. As already discussed, for the multi-hop scenarios we used clustered network topologies that were randomly generated. As a result, the degree of connectivity varies significantly in each configuration. We have encountered cases yielding significantly lower throughput than others when the number of nodes that connect disparate clusters is small. Therefore, we would like to point out that increasing the number of simulated scenarios does not decrease the standard deviation. In fact, the variances would be much lower if we were using Poisson point distributions, which is typically used in many works as a starting point.
V. RELATED WORK
Several authors have introduced MG as a tool for modeling the user behavior in the network in order to address different problems in context of communication systems. In [13] , Bell et al. have pointed out that a coordination failure among the users in the network can lead to serious problems such as congestion, and therefore studied the potential of El Farol bar problem to address congestion and coordination problems that may arise due to overutilization of the Internet. In [14] the authors proposed a new TCP congestion control mechanism by employing MG to selectively reduce the transmission speed of the senders. Furthermore, in [15] the authors argue that resource sharing can be achieved without detailed information exchange or coordination among the users by applying MG in context of cognitive wireless networks. In addition, the paper shows that by using MG as adaptive resource sharing tool for channel access in slotted ALOHA the number of collisions can be decreased and higher throughput can be achieved. Recently, Mertikopoulos and Moustakas [16] have adopted multi-choice minority game to model the users' selection of access points in a heterogeneous network environment.
VI. CONCLUSIONS AND FUTURE WORK
In this paper we presented our ongoing work on applying minority game in order to coordinate the channel access of multiple users to a shared medium in a self-organizing fashion. Specifically, we introduced a paradigm of an MG enhanced version of the CSMA protocol. Minority games belong, in general, to the class of congestion games. This is the reason we initially considered them to be an interesting agent coordination possibility to handle resource allocation in distributed fashion for resource limited networks. Due to the fact that the players in an MG need to share only a minimal amount of information, we argue that MGs as self-organization schemes in ad-hoc networks are indeed a promising approach.
Simulation results show that the proposed MG-slotted CSMA leads to increased channel utilization. Especially in scenarios with large numbers of contending nodes and high network loads, the gain in channel utilization is considerable. Obviously we expected that the packet delay would be affected by playing the MG, since nodes are allowed to gain channel access only during limited time intervals. However, the resulting graphs indicate that there is no significant additional overhead in terms of average packet delay in the network.
The main benefit of MG is that it is able to converge fast to an equilibrium solution with minimal external information. In principle, other multiple access schemes like, for instance, carefully adjusted p-persistent CSMA could achieve similar results in selected offered traffic ranges, but finding an optimal p value is more complex and information expensive approach than using MG as a control algorithm. Therefore, we believe that our concept of using MG in scheduling resource allocation is promising and could be used in a distributed fashion for wireless ad hoc and cognitive radio networks, not only in the context of multiple access, but also for various resource allocation problems. Also, as the additional computational complexity and required memory for running Minority Game is very low, it is suitable for large and dense networks.
As a future work we plan to extend our idea and employ multiple-choice MGs that allow multiple decisions to be made. Such games shall result in dividing the contending nodes into several groups and decrease further the amount of contention in a network. We believe that this concept may increase significantly the number of nodes that can be handled efficiently by CSMA-based or other existing multiple access protocols, and thus, even expand the capabilities of existing resource allocation mechanisms. Additionally, we plan to publish soon our on-going work which is comparing MG-based user allocation against the classical splitting and clustering algorithms, both analytically and by simulations.
