Vessel length is an important but understudied dimension of variation in angiosperm vascular anatomy. Among other traits, vessel length mediates an important tradeoff between hydraulic efficiency and safety that could influence how plants respond to extreme weather with climate change. However, the functional significance of vessel length variation within individual stems is poorly known, in part because existing data analysis methods handle uncertainty in a way that makes vessel length distributions difficult to compare. We provide a solution to this problem through a hierarchical Bayesian framework for estimating vessel lengths and we demonstrate the flexibility of this method by applying it to data from serial cross sections of dye injected stems. Our approach can accelerate data collection and accommodate associated uncertainties by statistically correcting for bias and error that result from subsampling images. We illustrate our analytical framework by estimating and comparing vessel length distributions for 21 woody species characteristic of a North American forest. The best-fit model corrected for both bias due to secondary growth and sampling error within and among species. Vessel length estimates from this model varied by almost an order of magnitude and parameters of these distributions correlated with point estimates derived from a different, commonly used method. Furthermore, we show how key contrasts can be estimated with the Bayesian framework, and in doing so, we show that the shape of the vessel length distribution differed between ring-and diffuse-porous species, suggesting that within-stem vessel length variation corresponds to water stress seasonality and contributes to landscape-level habitat segregation. Our analysis method revealed the importance of within-stem variation in vessel length, and our results complement work on between-species variation in average vessel length, further illuminating how vascular anatomy can influence woody plants' responses to water stress.
Introduction
Xylem vessels are a key feature of angiosperm vascular anatomy (Jacobsen et al. 2012, Tyree and Zimmerman 2002) , and their geometry has important implications for plant hydraulic function. Vessel length and width mediate a tradeoff between hydraulic efficiency and safety (Tyree et al. 1994 , Hacke et al. 2006 . Wider vessels increase maximum sap flow rates at greater risk of freezing-induced embolism , Davis et al. 1999 , Hacke et al. 2006 . Likewise, longer vessels have fewer high resistance end walls (Sperry et al. 2005) , but may also propagate air embolisms further along the hydraulic pathway (Christman et al. 2009 , Lens et al. 2011 . The rare pit hypothesis predicts that long vessels have more pits and a higher probability that one will spread cavitation-induced air bubbles that increase the risk of mortality during drought. Consistent with this prediction, mean vessel length was one of the best predictors of cavitation resistance among seven species in the maple genus Acer (Lens et al. 2011) . Given that trees store tremendous quantities of carbon, predicting which species are most vulnerable to drought has major carbon cycle implications as extreme weather becomes more likely with climate change (Allen et al. 2010 , McDowell et al. 2008 .
While species mean vessel length can help predict drought tolerance, this single number belies the complex distribution of vessel length within stems. In many plants, the very longest vessels can be meters long while the vast majority span only a few millimeters (Tyree and Zimmermann 2002) . The functional significance of within stem variation in vessel length is largely unknown but may relate to patterns of seasonal variation in vessel diameter. Species with ring-porous wood produce wider vessels early in the growing season and transition to narrower vessels later when moisture becomes scarce (Carlquist, 1975) . In contrast, diffuse-porous species produce vessels of similar diameter throughout the growing season. The prevalence of these two wood porosity types varies with seasonality at different scales (Woodcock, 1989) . Globally, ring-porous species dominate seasonal temperate forests while diffuseporous species dominate less seasonal tropical forests (Wheeler 2007 , Zanne et al. 2006 , Pan and Kudo 2012 . Within a temperate North American forest, ring-porous species dominate relatively seasonal ridge and slope habitats while diffuse-porous species are more common less seasonal valley bottoms (Zimmerman and Wagner, 1979) . To the extent that vessel length and width are correlated (Cai et al. 2010, Zimmermann and Jeje, 1981) , the decrease in vessel diameter in ring-porous species may either represent avoidance of late season drought stress or tolerance of winter freezing (Ellmore and Ewers, 1986 , Sperry et al. 1994 , Sperry and Sullivan, 1992 . Knowing which has important implications for predicting how changes in seasonality will affect tree species' distributions. However, the anatomical basis for apparent differences in performance is unclear because most analyses have focused strictly on within-stem variation in vessel diameter and not vessel length (Lens et al. 2011) .
Variation in vessel length is relatively understudied in part because the extreme geometry of vessels makes them very difficult to measure (Comstock and Sperry 2000, Ewers and Fisher 1989) . Most existing estimates are based on the results of stem infusion experiment which involve injecting a fluid into the cut surface of a stem and tracking its distribution across a series of increasingly distant scoring locations (Cai and Tyree 2014 , Scholz et al. 2013 , Tyree and Zimmerman 2002 . Prior to a very recent method based on air injection (Pan et al. 2015) , injected fluids carried dyes from the injection site down the stem through open vessels. With dye injection, any and all vessels with dye at the scoring location are at least as long as its distance from the injection site provided that two additional assumptions are met (Andre 2005) : (1) all vessels terminate within the stem, not side branches and (2) dye moves freely through perforation plates along vessels but not through pit pores between vessels. To meet the first assumption, researchers must inject from stem apex to base (i.e. basipetally) (Lens et al. 2011 , Scholz et al. 2013 . Otherwise, the injection medium may flow through vessels out of the main stem into side branches (Zimmermann and Jeje 1981) . To meet the second assumption, researchers have developed a silicon based injection medium that moves freely through perforation plates , Scholz et al. 2013 . The high resolution necessary to score vessels for dye under UV microscopy can be too fine to image entire cross sections, so researchers sometimes calculate the density of filled vessels within radial subsamples, or sectors, of a cross section , Sperry et al. 2005 . While this approach can increase accuracy and speed, it may also introduce bias due to secondary growth. Secondary growth tends to add vessels in the basipetal direction that are not continuations of those present at the injection site, cannot receive dye and therefore lower the observed density of vessels due to vessel addition rather than vessel termination.
Following infusion, estimating vessel length requires models that relate the observed changes in the frequency of dyed vessels to the distribution of vessel lengths. The most widely used contemporary approach recognizes that the decreasing frequency of open vessels reflects the increasing cumulative probability of vessel termination with vessel length Tyree 2014, Nijsse 2004) . Under this interpretation, vessel length depends on the parameters of this cumulative distribution function (CDF). Several studies of vessel length have fit an exponential CDF to observed variation in dyed vessel counts (Cohen et al. 2003 , Sperry et al. 2005 , Pan et al. 2015 . Empirical data may exhibit more or less variance than expected under the exponential CDF , suggesting that the assumptions of the exponential CDF are often too restrictive to accurately represent vessel length. A generalization of the exponential CDF, the Weibull CDF, incorporates an additional parameter that allows the probability of vessel termination to vary with vessel length and may be more appropriate for vessel length distributions. Christman, Sperry and Adler (2009) described a method for fitting the Weibull distribution to infusion experiment data (hereafter referred to as the CSA method). While the CSA method is a major improvement over previous approaches, it has some limitations. First, the CSA method assumes a complete and accurate cross section of the stem at every scoring location, precluding radial subsampling and complicating data collection for species with many small vessels. Second, the CSA method only produces point estimates without estimates of uncertainty, which complicates formal comparisons among groups of species. Finally, the CSA method is implemented using proprietary software (i.e. Microsoft (2010) Microsoft Excel, Redmond, Washington) that relies on an optimization algorithm that may not converge on a solution.
The primary objective of this study is to develop a more rigorous analytical method for estimating vessel length distributions that accounts for biases introduced by, for example, secondary growth, and that explicitly quantifies uncertainty via a probability foundation. Second, we aim to apply this analytical method to better understand the variation in angiosperm vessel length by comparing vessel length distributions among 21 co-occurring temperate woody plant species with different wood porosity types. We illustrate how our analytical method can be used to rigorously compare vessel length characteristics among different taxa or functional groups to evaluate the potential hydraulic consequences of variation in vessel lengths. For example, we hypothesized that if different wood porosity types represent different strategies for managing water stress, then species with more variable vessel diameters (i.e., ring-porous wood) would also have more variable vessel length distributions. In particular, we developed a hierarchical Bayesian model for quantifying vessel length distributions, and for conducting relevant contrasts. Importantly, our model accommodates subsampling within stems by statistically correcting for biases that result from secondary growth. Second, our model propagates sampling error within stems and between species for accurate estimates of uncertainty that enable formal comparison of vessel length distributions among groups of species. Third, the Bayesian model is highly flexible and can be modified to accommodate different sampling strategies and measurement approaches. Finally, we implement the Bayesian model in open source software with robust performance (Gelman et al. 2004, Ogle and Barber 2012) , and make the code available.
Materials and Methods

Sampling methods
Site description
To illustrate our Bayesian approach to estimating vessel length distributions, we analyzed 21 woody species growing at the Tyson Research Center in Missouri, USA (Table 1) . Approximately 85% of the site consists of forests on steep limestone ridges that are dominated by oak (Quercus) and hickory (Carya) species, the remaining forested habitats occur in bottomlands and are dominated by American sycamore (Platanus occidentalis) and maple (Acer). Sample collection and preparation During the summer and fall of 2009 and 2011, we identified two to three adult trees from each species growing in typical habitats and collected one stem per tree for a total of two to three replicate stems per species. We stored stems temporarily (a few days to a few weeks) wrapped in plastic bags at 4°C before recutting stems underwater to a total length of 50 cm as measured from the terminal bud. The exact location of the apical cutting site was the closest at which the stem fit into the 0.6 cm diameter compression gland system (PMS Instrument Co. Albany OR, USA), which was typically within 0.1-1 cm of the bud itself. After recutting, we submerged stems in a water bath for 24 hours. Previous studies have suggested little variation in vessel length distributions estimated from fresh versus rehydrated stems (Scholz et al. 2013 ), but some embolisms may have persisted in our stems after submersion.
We prepared silicone by combining a 10:1 ratio of silicone:hardener mix (RTV-141, Rhodia, Cranbury, NJ, USA) with 1% fluorescent optical brightener (Ciba Uvitex OB, Ciba Specialty Chemicals, Tarrytown, NY, USA) (Christman et al. 2009 ). The silicone mixture was stored in a freezer for 24 hours to release air bubbles and avoid hardening (Andre 2005) . Upon returning the mixture to room temperature, we placed apical ends of stems into small plastic bags filled with the silicone mixture and sealed them with paraffin film (Scholz et al. 2013) . Once the bagged apical end was secured in the pressure chamber (Model 1000, PMS Instrument Co. Albany OR, USA), the chamber was pressurized to ~0.5 MPa and left for approximately 4 hours with the opposite end exposed to ambient pressure. This injection protocol may not have been optimal for every specimen. However, considering our goal was to compare variation in vessel length within stems and among species, we chose inject under standard conditions and let anatomical differences influence silicone movement rather than introducing variation with differing injection protocols. During some injections, silicone traversed the length of the stem indicating that the injection conditions were sufficient to completely fill long vessels in those specimens although we note that complete filling of some of the longest vessels does not guarantee complete filling of especially narrow long vessels. Following silicone injection, we allowed stems to cure at ambient temperature for at least 24 hours.
After the silicone cured, we sectioned stems at 1, 3, 5, 9, 17, 33, and 40 cm from the injection point. We then obtained cross sections using a GSL-1 microtome (Swiss Federal Research Institute WSL, Switzerland) in a range of 15 to 30 µm thick depending on the brittleness of the wood. We semi-permanently mounted cross sections on slides using a glycerol/ethanol mixture. Tearing during sample preparation damaged portions of certain cross sections. Instead of resectioning the stem, which would introduce variation in scoring locations, we identified undamaged radial sectors for further analysis.
Image capture and analysis
Stem cross-sections were imaged using a Zeiss Axioskop UV microscope (Oberkochen, Germany), 5x objective, and a mounted black and white digital camera. Images were taken for up to three complete undamaged sectors per cross section, extending from the edge of the pith to the vascular cambium roughly following radial parenchyma (Table 1) . For the larger sectors, multiple images were taken in sequence and later stitched together using the Gnu Image Manipulation Program (GIMP v 2.6).
The images were analyzed with ImageJ software (NIH 2012) . Sectors for five species were scored visually (Table 1) . Sectors for the remaining species were automatically scored in ImageJ with a minimum vessel area of 78.5 µm 2 and a minimum roundness of 0.8 to minimize scoring errors. All vessels that met these criteria were scored automatically for the presence of fluorescent dye. Preliminary analyses of stems scored both visually and automatically produced similar results (data not shown).
Model description
The data for estimating the parameters of the vessel length distribution consist of counts of dyed and un-dyed vessels in radial sectors at a series of sampling locations (assigned the indexing variable i) within stems. Stems are drawn from different species (j), and species are representative of different groups (k). This nested sampling scheme implies a three-level hierarchy: scored images that are nested within species, and species that are nested within groups. To evaluate the level of complexity necessary to model the data, we compared a series of five increasingly complex models that successively account for the effects secondary growth and sampling error at different levels. The first and simplest model (A) calculated vessel length based solely on the observed density of dyed vessels in each scored sector, ignoring effects of secondary growth, sampling effort, and group-level variation. The second model (B) built upon model A by explicitly incorporating the effects of secondary growth. The third model (C) expanded on model B by incorporating sampling error. The fourth model (D) expanded on model C by allowing vessel length distributions to differ between canopy and understory species, as defined by the canopy stratum in which plants typically reproduce ( Table 1 ). The rationale for including different canopy positions was simply to improve species-level estimates by partially pooling estimates within these groups (Gelman and Hill 2007) , not to test a priori hypotheses for variation between groups. The fifth model (E) was similar to the model D, but rather than using canopy position as a grouping variable, it it used wood porosity types (i.e., ring-, semi-ring and diffuse-porous wood, Table 1 ), to groups species with a priori expected differences. By testing this series of models, we can evaluate the importance of (1) correcting for secondary growth (i.e., model A versus all others), (2) accounting for sampling effects in the context of a model that corrects for secondary growth ( i.e., model B versus models C,D and E) and (3) specifying a hierarchical prior for the species-level effects nested in different ecological groupings (i.e., model C versus models D and E). We will present the model starting at the most basic level of this hierarchy (scored sectors within species), which is most similar to existing models.
Weibull distribution of vessel length in the basipetal direction
From the injection site below the apical bud, we assumed that the probability, F, of terminal wall formationi.e., the probability that an element in the population of vessels changes from dyed (open) to not dyed (closed) with increasing distance, d, from the injection site-is defined by the Weibull CDF for j = 1...n species:
where λ is the scale parameter and c is the shape parameter. Eq. 1 can be expressed in a simpler form by employing a double log transformation:
This transformation linearizes the Weibull CDF, such that the slope equals the shape parameter, and the intercept is the product of the shape and (log) scale parameters. Based on Eq. 2, a goal of our analysis was to estimate λ j , c j , and the expected value of d, E(d) j , which is the mean vessel length for each species. Under the Weibull CDF, E(d) j is given by:
where Γ is the gamma function.
At the level of the scored stem sector, we assumed that the number of open vessels, O, at scoring distance d follows a Binomial distribution. Thus, for i = 1, 2, …, m scored sectors:
Where F(d) is given in Eq. 1 and we assume that the parameters (i.e., c and λ) in Eqs.
(1) and (2) vary by species, j, thus, 1 -F(d) represents the species-specific probability of remaining open at distance d, and T represents the total number of vessels in the population present at the injection site. Equations 1 -4 represent a simple, non-hierarchical model for vessel length corresponding to model A in our analysis.
Effects of secondary growth
For models B-E, we also estimated the number of vessels in each scored sector that would have been present at the injection site by explicitly modelling and statistically correcting for vessel addition due to secondary growth. We assumed secondary growth adds vessels as an overdispersed Poisson process, which can be represented by the Negative Binomial distribution (Gelman and Hill 2007) , such that the increase in total vessel counts, T, with increasing distance from the apical injection site, d, is given by:
where j(i) denotes species j associated with image i, θ is the species-specific overdispersion parameter, and µ(d i ) is the expected total number of vessels in a scored sector at a given distance. We use a log-link function such that ln(µ(d i )) varies linearly with distance, and we allow the parameters in this model to vary by species:
where α gives the species-specific (log) expected number of vessels at the injection site (d = 0), and β describes the species-specific (log) expected number of vessels added per distance increment (e.g., per m) by secondary growth. Thus, for any scored sector, we estimate the total number of vessels, ( ! ), at distance d that are expected to have been present at the injection site as:
Substituting T̂ (d i ) for T i in Eq. 4 provides an estimate of the total number of vessels in the sector that is statistically independent of vessel addition. Thus, the model for the observed number of open vessels becomes:
The model articulated above is the simplest that estimates species' vessel lengths while correcting for the effects of secondary growth and corresponds to model B in our analysis.
Hierarchical parameter model
For the remaining models (C-E), we build from Eqs. 1-8 by accounting for how differences in sampling effort among species could affect estimates of the vessel length distributions (e.g. Eq. 1). To do this, we treated species as "random effects" such that species-specific parameters of the vessel length distribution (i.e. c j and λ j ) were treated as random samples from a larger population. This approach borrows strength Hill 2007, Ogle et al. 2014 ) from well-sampled species to inform vessel length parameter estimates of species with fewer samples. In practice, this amounts to estimating the hyperparameters of the population distribution of the slope (i.e., a = c j ln(λ j )) and intercept (i.e., c j ) in Eq. 2. Because these two terms are expected to be correlated due to the shared factor c j , we explicitly modeled the covariance structure with a multivariate normal such that for each species j:
where µ a and σ a are the mean and standard deviation, respectively, for the population of species-specific intercepts (a's), µ c and σ c are the mean and standard deviation, respectively, for the population of species-specific slopes (c's), and ρ is the correlation coefficient between the two parameters (a and c). The model above explicitly considers within species sampling error and corresponds to model C in our analysis. A similar approach is possible for modelling species-level parameters of the secondary growth model (e.g θ, α, and β, in Eqs. 5-6) as random effects, but because our focus is on species-level estimation of vessel length we do not do so in the current analysis. The overall means (e.g., µ a and µ c in Eq. 9) may also differ among groups of species. A grouping with k = 1, 2, …K levels would result in K group-level parameter estimates of µ a,k and µ c,k . Assigning species to different groups can allow for borrowing of strength within each group, potentially improving parameter estimation at the species level and allowing for direct comparisons among groups with a priori expected differences. We evaluated models that used two alternative grouping schemes. First, we grouped species by canopy position as either understory or overstory (K = 2 groups). This model corresponded to model D in our analysis. Then we grouped species by wood porosity type (K = 3 groups), which corresponded to model E in our analysis.
The above model for vessel lengths from subsampled, dye injected stems belonging to different groups of species is "hierarchical" in the sense that the distribution of the O data ultimately depends on the T data via T̂ (d), the distributions of O and T each depend on parameters that are allowed to vary by species (e.g., θ, α, β, λ, c), and the species-level parameters that determine vessel length (e.g. λ, c) depend on group-level hyper-parameters (i.e., µ a , µ c , σ a , and σ c ). We implemented this hierarchical model in a Bayesian framework (Gelman et al. 2004) , yielding posterior distributions for both species-level quantities of interest (i.e., θ, α, β, λ, c, and E(d)) as well as group level quantities of interest. We assigned non-informative, independent priors to the species-level parameters for the secondary growth model, including diffuse normals (mean of zero, variance of 1000) for α and β in Eq. 6 and wide uniform priors, U(0,100), for θ in Eq. 5. We assigned wide uniform priors, U(0,100), for the standard deviation parameters σ a and σ c and a uniform prior U(-1,1), for the correlation parameter ρ in Eq. 9. Finally, at the group level, we assigned independent diffuse normal priors (mean of zero, variance of 1000) for µ a and broad uniform priors U(0,100) for µ c in Eq. 9.
Model evaluation
We compared models A-E using the posterior predictive loss criterion, D which is defined as the sum of a goodness of fit term, G, and a model complexity penalty term, P, models with lower values of D are considered more adequate (Gelfand and Ghosh 1998) . We calculated D for species individually and for the dataset overall by comparing observed data to data simulated under the models. Based on the model with the lowest overall D values, we further evaluated the overall model fit by calculating the coefficient of determination (r 2 ) between the predicted (i.e., the mean of the data simulated under the model) and the observed open count values. In addition to comparing the adequacy of and fit of different models, we tested the accuracy of the simplest model that accounted for both secondary growth and sampling error (Model C) using a set of Monte Carlo simulations (e.g. Tyree and Zimmerman 2002) . The simulations spanned the range of vessel length distribution parameter space as represented by four species, A. glabra, A. arborea, A. triloba and G. triacanthos, that exhibited extreme values of the shape and scale parameters as estimated from the most adequate model (lowest D, see Results). For each species, we reconstructed twenty infusion experiments typical of our analysis, with 60 vessels scored at each distance in three stems. The number of open vessels at each distance was determined by random draws from the Weibull distribution with each species' posterior mean for c and λ (Eq. 1). The total number of vessels at each distance was adjusted by adding vessels as random draws from the Poisson distribution with a rate parameter based on distance and the species' posterior mean for β, (Eq. 6). We then analyzed the 20 simulated datasets for each species under Model C with the same implementation methods described below. We noted the frequency that the values of the shape and scale parameters used for the simulation were contained within the 95% credible intervals for these parameters.
We also compared species-level estimates of mean vessel length, E(d), and the Weibull parameters (c and λ, Eq. 1) obtained from the most adequate model (lowest D) to those obtained from the CSA method (Christman et al. 2009 ). The CSA method derives vessel length from a single count of all open vessels across the stem cross section and thus does not account for variation among sections. Because our data come from multiple stems, we pooled all intraspecific data at each distance. In many cases, the pooled data consisted of different numbers of sectors (Table 1) . While our analysis method accommodates variation in sampling effort, to apply the CSA method, we corrected for sampling effort by dividing the observed pooled open vessel count by the proportion of scored sectors out of the maximum (n = 9). Also, the CSA method requires a count of the total number of vessels present at the injection site. To estimate this number for our pooled data, we multiplied the exponentiated posterior mean of the intercept (α, Table  2 ) by the maximum sampling effort (n = 9). Finally, the CSA method requires a minimum vessel length value, we used the default of 1 mm for every species. Based on our pooled data, we calculated parameters for the Weibull distribution and mean vessel length using the Microsoft Excel worksheets available at http://biologylabs.utah.edu/sperry. We report the point estimates for every species for which the default Generalized Reduced Gradient (GRG) nonlinear solver (Lasdon et al. 1978 ) converged on a solution (Table 3) . We then compare our estimates to those on the transformed data by calculating Pearson's correlation coefficients and the 95% confidence interval for the slope of a regression through the origin
Hypothesis testing
We examined how vessel length distributions vary among species of different wood porosity types (e.g. diffuse, semi-ring, and ring-porous) in the context of model E. Diffuse-porous species show little variation in vessel diameter during the growing season, whereas ring-porous species show variation in vessel diameter between earlywood and latewood (Carlquist 1975 ). Semi-ring-porous species are considered intermediate between the first two. Because the boundaries between semi-ring-porous and other categories can be ambiguous, we calculated a series of different contrasts. First, we contrasted diffuse-porous species against all other species. Then we contrasted ringporous species against all other species. Finally, we maintained semi-ring-porous species as a third distinct category. We expected that ring-porous species would have vessel length distributions with larger E(d), reflecting longer vessels, and lower values of the shape parameter, c, indicating more highly skewed distributions consisting of both short latewood vessels and long earlywood vessels. We considered a contrast statistically significant if the 95% posterior credible interval for the difference excluded zero.
Model implementation
We implemented models A-E in the open-source, freely available Bayesian statistical software program, OpenBUGS, V3.2.1 rev 781 (Lunn et al. 2009 ) (code provided as Supplementary Material). OpenBUGS employs Markov chain Monte Carlo (MCMC) algorithms to sample from the posterior distributions of model parameters. We ran three parallel chains for 15000 iterations per chain. We assessed convergence of the chains to the posterior using both the built-in Brooks-Gelman-Rubin (BGR) statistic (Brooks and Gelman 1998) and visual examination of plots of the MCMC sequences. We considered chains to have converged on a stationary distribution (the posterior) when the ratio of within chain to between chain variation ( ) was below 1.1 (Gelman and Hill 2007) . Based on these convergence criteria, we discarded the first 5000 samples as burn-in and thinned each chain by a factor of five to reduce within-chain autocorrelation. We also evaluated skewness in the posterior by checking that the posterior median was no more than 5% different from the posterior mean. Posterior summary statistics were based on 6000 roughly independent MCMC samples. For each quantity of interest, we report the posterior mean and 95% credible interval (CI), which is defined by the 2.5 th and 97.5 th percentiles.
Results
Model evaluation
The most adequate overall model for vessel length included effects for secondary growth, sampling effort, and differences among groups of species. Model D, which classified species by canopy position, had the lowest overall value for the posterior predictive loss criterion, D (Table 3 ). Based on model D, predicted vessel counts explained 86.6% of the variation in observed vessel counts (Figure 1) . The most adequate model varied for different species For example, the lowest score for D in Cornus florida, Prunus serotina, Juglans nigra and Quercus rubra, corresponded to the simplest, non-hierarchical model (A). For the remaining 17 species, models that accounted for the effects of secondary growth outperformed the simplest model. Even though model D was not consistently the best model at the individual species level, it explained a considerable proportion of the observed data for each species. Species-level r 2 values for model D ranged from 48.4% (Gleditsia triacanthos) to 93.0% (C. florida) ( Table 3 ). vessel length applied to data from subsamples of dye injected stems, D and r 2 were computed for each species individually and for the overall dataset with the "best" models highlighted in bold (lowest D). Species names that are underlined have a 95% CI for the secondary growth parameter β that overlaps with zero (Table 2) . CSA fit indicates whether the CSA method converged on a average vessel length estimate. The analysis of Monte Carlo simulated datasets supported the accuracy of the sampling strategy and model over a range of realistic parameter values. For the 20 simulated datasets representing A. glabra which exhibited relatively high values for both the scale and shape parameters (Figure 2, Figure 3 ) the true shape and scale parameters were always within the estimated 95% CIs. The same was true for all 20 simulated datasets representing A. triloba which had a relatively high scale parameter and low shape parameter. For the simulated datasets representing A. arborea, which had a low scale parameter and a high shape parameter, the true shape parameter was always within the 95% CI and the true scale parameter was within the 95% CI in 19/20 simulated datasets. Likewise, for G. triacanthos, which had relatively low shape and scale parameters, the true shape parameter was always within the 95% CI and the scale parameter was within the 95%CI in 18/20 datasets. Overall, the accuracy rate was over 98%.
Parameter estimates
The most adequate model (model D) consistently recovered effects of secondary growth. The posterior mean for the rate of increase in total vessel counts (β, Eq. 8) was greater than zero for all species except Q. rubra, and β was significantly greater than zero for 14 of the 21 species (i.e., the posterior mean for β was greater than zero, and the 95% CI did not contain zero, Table 2 ).
The posterior estimates of the Weibull parameters, λ and c in Eq. 1, describing the distribution of vessel lengths varied greatly across species. The posterior mean for λ, which under an exponential model corresponds to the expected number of terminations per meter, ranged from 15.8 (Sassafras albidum) to 162.9 (Aesculus glabra) (Figure  2 ), across the 21 study species. However, most species (17 of 21) were associated with relatively low values for λ (Figure 2) , with posterior means for λ being less than 100 vessel terminations per meter. The posterior mean for c also varied across species, ranging from 0.37 (Asimina triloba) to 1.07 (A. arborea), indicating that the relationship between the probability of vessel termination and vessel length varied among species (Figure 3 ). For four species (A. arborea, C. florida, Prunus serotina and Fraxinus americana), the 95% CI for c included one, the value at which the Weibull CDF simplifies to the exponential CDF. For the other 17 species, c was significantly less than one, indicating shorter vessels were more likely to terminate. Based on these parameter estimates, the posterior mean for the expected vessel length, E(d) in Eq. 3, varied from 8.8 mm in A. glabra to 88 mm in S. albidum (Figure 4, Figure S1 ).
Figure 2:
Posterior means (closed circles) and 95% credible intervals (CIs) of the Weibull scale parameter (λ) for 21 species representing three wood porosity types. Open circles represent point estimates for transformed data as generated by the CSA method (i.e., the optimization procedure described by Christman et al. (2009) ).
Figure 3:
Posterior means (closed circles) and 95% credible intervals (CIs) of the Weibull shape parameter (c) for 21 species representing three wood porosity types. Open circles represent point estimates for transformed data as generated by the CSA method (i.e., the optimization procedure described by Christman et al. (2009) ). The vertical dashed line denotes c = 1, the value at which the Weibull distribution simplifies to the exponential distribution.
Figure 4:
Posterior means (closed circles) and 95% credible intervals (CIs) for the expected vessel length, E(d), for 21 species representing three wood porosity types. These values represent estimates of the mean vessel length of vessels in the basipetal direction from an apical injection point. Open circles represent point estimates for transformed data as generated by the CSA method (i.e., the optimization procedure described by Christman et al. (2009) ). 
Differences by wood porosity type
Vessel length distributions differed among species with different wood porosity types ( Figure 5 ). Based on model E, the shape of the vessel length distribution, c, varied such that ring-porous species had lower values of c (posterior mean = 0.632), indicating more strongly right-skewed vessel length distributions and diffuse-porous species had the highest average value of c with a 95% CI that included 1. Semi-ring-porous species had an average value for c that was in between those of the two distinct categories (Figure 3) . The difference in the average value of c for ringporous species versus all other species was significantly less than 0 (contrast posterior mean = -0.195, 95% CI = [-0.371, -0.016]) as was the direct difference between ring versus diffuse-porous species (contrast posterior mean = -0.258, 95% CI = [-0.450, -0.062]). The value of the scale parameter λ did not differ between wood porosity types.
Mean vessel length also varied by wood porosity type. Ring-porous species had the highest expected value on average (posterior mean = 0.049 m), corresponding to the longest average vessel length, while semi-ring-porous species had the lowest average vessel length (posterior mean = 0.020 m), diffuse-porous species were intermediate (posterior mean = 0.029 m) (Figure 4) . The average vessel of a ring-porous species was 2.4 cm longer than those from species of other wood porosity types (contrast posterior mean = 0.024 m, 95%CI = [0.004, 0.048]).
Comparison of the Bayesian versus CSA approaches
The parameter estimates obtained from our full model (model D) were comparable to the estimates obtained from the CSA method (Christman et al. 2009 ). The CSA solver algorithm converged for pooled data for 19 species, but failed to produce estimates for Amelanchier arborea and Quercus rubra (Table 3) . Among the 19 species with estimates from both methods, the CSA estimates of λ were highly correlated with the posterior means produced by our Bayesian model and the 95% CI for the slope included 1 (Pearson correlation, r = 0.97, P < 0.001, slope 95% CI = [0.917 -1.07]). For 13 of the 19 species, the CSA point estimates of λ fell in the 95% CI derived from the Bayesian model (Figure 2) . Similarly, estimates for c were also highly correlated between methods, and the 95% CI for the slope again included 1 (Pearson correlation, r = 0.90, P < 0.001, slope 95% CI = [0.98 -1.17]), although only 9 of the 19 CSA point estimates fell within the Bayesian 95% CIs (Figure 3 ).
While the CSA point estimates generally agreed with the posterior means for λ and c, the estimates of mean vessel length-E(d), which is a deterministic function of λ and c-were quite different between the modeling approaches ( Figure 4) . Although the CSA point estimates were highly correlated with the posterior means for E(d) (Pearson correlation, r = 0.90, P < 0.001), the CSA estimates were significantly higher (longer vessels) for all 19 species for which the solver converged. On average, the CSA point estimates of mean vessel length were 2.2 times longer than the posterior means for E(d), (slope 95% CI = [2.02 -2.59] including a point estimate for Gleditsia triacanthos that was almost 4 times longer than the corresponding posterior mean.
Discussion
Advantages of a Bayesian approach to estimating vessel length from subsampled stems
Vessel length is a key trait for understanding angiosperm hydraulic performance. As climate change shifts patterns of water stress, variation in vessel length within and between woody plant species could impact how forests respond to drought (Brandt et al. 2014) . Despite its importance, vessel length has only been estimated in a few hundred of the hundreds of thousands of angiosperm species (Jacobsen et al. 2012) . The paucity of vessel length estimates may reflect the difficulty of generating and analyzing the necessary data (Cai and Tyree 2014) . As technical advances accelerate data collection, analysis methods must evolve to more accurately capture and compare variability between species and within individual stems (Pan et al. 2015) .
To facilitate research on this important trait, we developed a flexible hierarchical framework for estimating vessel length from subsamples of stems. Doing so requires accounting for the potential bias and error introduced by subsampling. A potential source of bias in both basipetal and acropetal dye injection samples results from secondary growth which adds vessels in the basipetal direction that may distribute injected dye differently from other vessels. Vessel length models that ignore this additional process may fit the data poorly, or yield biased estimates of vessel lengths. Our results show that the total number of vessels almost always (20/21 species) increased with increasing distance from the stem apex. Correcting for this effect improved model estimates in all but four species. For this reason, we advocate a hierarchical approach to estimating vessel length from stem subsamples that statistically distinguishes changes in dyed vessel density due to vessel termination versus changes attributable to vessel addition.
Our approach to correct for the effects of secondary growth could be modified to improve estimates based on alternative injection methodologies. With acropetal injection, secondary growth is likely to inflate the rate at which dyed vessel counts decline with increasing distance from the injection location. Consequently, a stem that is growing quickly may appear to have shorter vessels than a more slowly growing stem with the same underlying vessel length distribution. For data generated using this method, Eqs. 6-8 could also provide an estimate of the total vessel population that is corrected for secondary growth. However, our model does not accommodate other complications of acropetal injection including branching. It is also possible that changes in the number of vessels along the length of the stem are not solely due to secondary growth. Vessel splitting could also play a role. Murray's law for optimal conductance predicts that vessels should furcate acropetally increasing the total number of vessels from stem base to apex (Denny 2012) . While some empirical evidence suggests that a fraction of vessels do furcate in this way (McCulloh et al. 2004 ) our data show the opposite pattern and suggest that the net effect of furcation and secondary growth in our species is balanced towards secondary growth.
In addition to complications from secondary growth, subsampling stems also introduces sampling error. Sampling error can vary from stem to stem or species to species. To mitigate how variation in sampling effort influenced our results, we implemented a random effects approach. This approach weights species-level parameter estimates inversely proportional to their estimated error (Gelman and Hill 2007) . Doing so effectively borrows strength from sampling among species to limit how strongly sampling error can influence parameter estimation within a species. It also limits some forms of specification error including pseudoreplication (Schank and Koehnle 2009 ). This approach easily generalizes to additional levels of pooling. For our dataset, the overall best fit model treated species-level parameters as nested within canopy position levels. By identifying and addressing how secondary growth and sampling error affect vessel length estimates from subsampled stems, our approach can simplify data collection and accelerate research on this critical trait.
With growing interest in the effects of vessel length on plant hydraulics, researchers are generating data in different ways that will require more flexible modelling approaches. Recently, Pan et al. (2015) described a dynamic method based on air injection that can reduce the time needed for data collection from weeks to days. Their results suggested that important variation within and between stems challenged the assumptions of their exponential-gamma model for vessel length distributions. A Bayesian approach to air injection data, similar to the model developed here, could afford the flexibility and power necessary to improve vessel length estimates from these new data and facilitate compilations of vessel length estimates from using different methods (e.g. Ogle et al. 2014) .
Comparison of the hierarchical Bayesian approach to the CSA method
Not only did our hierarchical Bayesian model provide a better fit to the data than a simpler Bayesian model that ignored secondary growth and sampling effects, it also produced parameter estimates that closely corresponded to those from a very different modeling approach. That is, the posterior mean estimates for the shape (λ) and scale (c) parameters inferred from our model were similar to those generated by the nonlinear optimization approach used by Christman et al. (2009) (Figures 2 and 3 ). While these methods produce correlated results, the implementation of the model in a Bayesian framework has at least two major advantages over the CSA method. First, the Bayesian model generated estimates for every species, whereas the Microsoft Excel implementation of the CSA method failed to converge for two of the 21 species (Table 3) . Second, the CSA method only produces point estimates, while the Bayesian approach yields a posterior distribution for each parameter, which incorporates uncertainty from different sources, including variation in sampling effort, secondary growth and species' differences.
The residual differences between estimates may reflect the data transformations necessary to apply the CSA method to our subsampled data or to differences in the modeling assumptions. The biggest difference in the assumptions relates to how the Weibull parameters translate into the underlying vessel length distribution. Our model explicitly estimates observed vessel length basipetal to the injection site near the terminal bud, which is a deterministic function of c and λ (i.e. Eq. 3). Given our methodology, this is equivalent to estimating the injection length distribution rather than the intact vessel length distribution. In contrast, the CSA method aims to include any unobserved and undeveloped vessel length that occurs in the opposite direction above the bud. It is possible that if we had waited for the stem to elongate, the vessels that we measured would have grown approximately twice as long, as implied by the differences in estimated average vessel length. Yet, we are hesitant to model undeveloped vessel length in part because a recently published formula for left-truncated, interval-censored Weibull data (Balakrishnan and Mitra 2012) that is appropriate for estimating vessel lengths in both directions around the injection site differs qualitatively from the formula proposed by Christman, et al. (2009) . We encourage more theoretical and simulation work to evaluate the properties of these alternative expressions.
Consistent with the difference in the target distribution, vessel length estimates from our model tended to be shorter than existing estimates for certain species. Acer rubrum, Quercus alba and Quercus rubra also occur in the vessel length database compiled by Jacobsen et al. (2012) ;our estimates are 45%, 25%, and 66% of the previously published values respectively. Because we did not vacuum infiltrate our stems prior to injection, some embolisms may have persisted and impeded dye movement, causing vessel lengths to appear relatively shorter. Likewise, differences in vessel anatomy could have influenced the infiltration performance of silicone using our standardized injection procedure. Finally, tylose formation or microbial growth could have occluded vessels, but we note that our storage times were typical of other studies ) and we did not observe evidence of either in our cross section images. Despite these potential complications, our estimates are consistent with a priori expected differences that shed light on the conservation implications of vessel length variation among and within tree species at our site.
Physiological consequences of vessel length variation
Our results also provide new insights into how vessel length varies within stems. Our analysis of differences in the shape of the vessel length distribution among wood porosity types (Figure 2 ) in a single temperate forest is consistent with the hypothesis that species with more variable vessel diameter distributions also have more variable vessel length distributions. The variation in both vessel diameter and length within ring-porous species is consistent with an ecophysiological strategy that shifts from hydraulic efficiency to safety across the growing season. At this site, ring-porous species in the genera Quercus and Carya dominate forests on slopes with high seasonal variation in soil moisture (Zimmerman and Wagner 1979) while diffuse-porous species such as Platanus occidentalis and Acer species dominate bottomland habitats with more consistent soil moisture availability. While this topographic gradient is associated with seasonal variation in drought stress, it may not be long enough to generate variation in freeze-thaw cycles. In this forest, the hydraulic consequences of developing shorter latewood vessels (i.e., increased resistance to drought-induced cavitation (Christman et al. 2009 )) may explain the topographic segregation by wood porosity type better than the hydraulic consequences of the characteristic decrease in vessel diameter (i.e., increased resistance against freeze-thaw induced embolism, (Davis et al. 1999) ). This explanation is consistent with a recent finding that vessel length, not vessel diameter, explains variation in drought tolerance among Acer species (Lens et al. 2011) . It also may explain why ring and diffuse-porous species tend to have similar hydraulic performance under average conditions but different sensitivities to changing water stress (Hacke et al. 2006) . Additional experiments and observations are necessary to explore whether increased hydraulic efficiency early in the growing season also contributes to habitat segregation and what effects differences in mean vessel length have on demographic responses to drought (Brandt et al. 2014) Similar patterns of variation in vessel length and diameter also have implications for understanding vessel development in different wood porosity types. Nijsse (2004) proposed that vessel development links length and width such that diffuse-porous species should have exponential vessel length distributions. Consistent with this hypothesis, the posterior distribution of the shape parameter, c, for diffuse-porous species includes 1, indicating that the exponential CDF is suitable. However, the simple process implied by the exponential CDF did not describe the distribution of vessel lengths in ring and semi-ring-porous species, which have shape parameters significantly less than one. For these species, whether a vessel remains open or closed depends on how long that vessel has been open. This distribution (e.g., the Weibull CDF) arises naturally in systems with fractal branching and could suggest that vessel lengths in ring-porous species reflect a continuum of vessel termination rates (Brown and Wohletz 1995) . Linking these theoretical considerations to underlying developmental mechanisms could be a fruitful area for future research.
Conclusions
Vessel length is an important but understudied functional trait. The Bayesian model we present could facilitate further research by informing future data collection. Furthermore, the Bayesian framework could serve as the foundation for more sophisticated models that explicitly evaluate the hydraulic consequences of variation in vessel geometry. Rather than conducting a series of analyses to generate mean trait values and discarding important sources of variability, the Bayesian framework propagates uncertainty (Ogle and Barber 2012) , yielding more complete reconstruction of vessel length distribution parameters. Moreover, a Bayesian framework can accommodate more detailed process models Barber 2008, Patrick et al. 2009 ) that allow researchers to accommodate different measurement methods, and to explore the mechanistic basis for differences in performance among plants with different vascular geometries. Models that link vascular anatomy to hydraulic performance are especially important in the context of a changing climate that may superimpose year-to-year variation on the seasonal changes that influence the traits and distributions of temperate trees.
