its early insight into open-systems demand. HP continues its commitment to networking stan dards, client-server development tools, and software interoperability.
$69.95

Morgan Kaufmann San Francisco 1994 ISBN 1-55860-253-4
This book by Geoffrey Fox, Roy Williams, and Paul Messina is a result of a monumental endeavor to summarize the parallel comput ing research of the Caltech Concurrent Com putation Program from 1983 to 1990. It also describes some research the group performed up to 1993. The book has two main goals: to demonstrate that parallel computing is effec tive on a broad range of computational prob lems, and to show what tools are necessary to achieve this effectiveness.
It is rather difficult to summarize this 800-page volume (with an additional 170 pages of appendices and references). Chapters 1 through 3 briefly introduce the history of parallel computing research at Caltech. In this context, they address some introductory questions about parallelism. Chapter 4 pre sents initial examples of synchronous paral lel applications (quantum chromodynamics applications, spin models, automata models of granular materials). Chapter 5 introduces the early tools developed at Caltech to sup port parallel computing (the CrOS and Express message-passing libraries). This lets the authors present, in Chapter 6, a set of more complicated synchronous applications (convectivity-dominated flows, magnetism, phase transitions, surface reconstruction, character recognition by neural networks, and real-time motion field estimation).
The authors next discuss three classes of par allel programming problems. Chapter 7 dis cusses independent parallelism (dynamically triangulated random surfaces, gravitational lensing, parallel random number generation, and the application of parallel computing to neurobiology-the Genesis project). Chapter 8 discusses full matrix algorithms (basic algo rithms for full and banded systems, illustrated later in the book by examples from quantum mechanical reactive scattering and electronmolecule collisions). Chapter 9 covers loosely synchronous problems (plasma particle-in-cell simulations, computational electromagnetics, LU factorization, concurrent differential alge braic equation solving-the Dassl package, adaptive multigrid, the Munkers algorithm for assignment, and optimization methods for neural networks).
Chapter 10 presents the Distributed Irregular Mesh programming Environment (DIME), which initiates a discussion of load balancing. The next two chapters continue this discussion, illustrating it with many examples. These examples encompass a very broad domain of applications, including modeling of the electrosensory system of fish, study of transsonic flow, N-body simu lations, Monte Carlo algorithms, and sort ing and hierarchical tree structures. Chapter 13 discusses high-level program ming languages (parallel C and Fortran dialects) in parallel computing. The two fol lowing chapters discuss asynchronous appli cations (illustrated by the problem of melting in two dimensions and computer chess) and the software necessary to support them effec tively (such as the Moose system).
Continuing the presentation of various software environments developed at Caltech, Chapters 16 and 17 describe the Zipcode message-passing system and the Movie imag ing environment. Chapter 18 studies issues regarding simulations on parallel computers.
Finally, Chapter 19 discusses industry's use of parallel computing, while Chapter 20 summarizes the book and presents auricular suggestions regarding computational science in undergrad uate and graduate education. The book closes with references to the technical reports prepared by Caltech research team members, their biographies, and an extended bibliography.
From this short description of the book's contents, it should be clear that the authors have gathered a substantial body of evidence to demonstrate that parallel computing really works and can be extremely useful in solving large, computationally intensive problems in a number of disciplines. From this point of view, this book is an important contribution to the current discussions of the role of highperformance computing. This role is under reevaluation because of the shrinking US fed eral science budget and the spectacular bank ruptcies and buyouts that mark the last two years in the industry.
At the same time, the book left me with mixed feelings. My initial question is, who was the target audience? Because the book is extremely broad in scope, it requires a rather extensive background in mathematics, physics (including physical chemistry), and computer science. This requirement is understandable and reasonable because of the subject's inter disciplinary nature. However, because of the breadth of the presentation, there is no place to provide additional basic information before presenting the more advanced subjects (thus making the book more accessible). So, this book clearly cannot be used as a textbook (except possibly for an advanced graduate sem inar). For the same reasons, I have difficulty imagining it being used for self-instruction by someone who does not know much about par allel computing.
This book can be very valuable to special ists, but even for this audience it has draw backs. Because the book reports only on Cal tech research, it gives a rather one-sided picture of most issues. This is not a problem when it discusses examples of successfully implemented problems and tools. This does become a problem, though, when on the basis of the research done in one place, the authors make more general claims about the state and the future of parallel computing.
Finally, even though only three names appear on the book's cover, almost 30 co authors-members of the Caltech research group-wrote various sections of the book. This gives rise to a rather uneven writing style. While most of the book is written very clearly, some sections are written in a rather awkward style, and some sections unneces sarily repeat material from other places. The strangest section is 6.6, which describes char acter recognition using neural networks-it does not mention parallel computing even once.
Parallel Computing Works! is a rather specific book. However, I recommend it to computa tional science specialists. It shows, through examples, that parallel computing really works, and it presents the tools and techniques that make it happen.
