The desiderata when constructing collections of subspaces often include the algebraic constraint that the projections onto the subspaces yield a resolution of the identity like the projections onto lines spanned by vectors of an orthonormal basis (the so-called tightness condition) and the geometric constraint that the subspaces form an optimal packing of the Grassmannian, again like the one-dimensional subspaces spanned by vectors in an orthonormal basis. In this article a generalization of related constructions which use known packings to build new configurations and which appear in numerous forms in the literature is given, as well as the characterization of a long list of desirable algebraic and geometric properties which the construction preserves. Another construction based on subspace complementation is similarly analyzed.
Introduction

Motivation
The goal is to find optimal configurations of subspaces which are of interest mathematically but also in applications such as coding theory (see, e.g., [Cre08, PWTH18, XZG05, KP03, KPCL09]), quantum information theory (see, e.g., [FHS17, AFZ15, SS98, GR09] ), and more. The usefulness of such configurations often comes from whether the projections onto the subspaces (approximately) yield a resolution of the identity and whether the angles between the subspaces are as large as possible. Configurations which satisfy the former condition are called (tight) fusion frames and the latter condition are called Grassmannian packings.
In general, Grassmannian fusion frames, which are fusion frames which correspond to optimal packings of certain Grassmannian spaces with respect to the chordal distance, are optimally robust against noise and erasures. Under certain models of noise and erasures, a type of Grassmannian fusion frame called equichordal is shown to be optimal [KPCL09, SAH14, EKB10] . Under other models, the subclass of Grassmannian fusion frames which are called equiisoclinic have been proven to be the best [Bod07] , while for certain coding theory regimes such packings are not optimal [PWTH18] .
We complete this section by introducing Grassmannian fusion frames and basic notation (Section 1.2). In Section 2, we give generalizations, classifications, and examples of constructions from the literature of various Grassmannian packings that can be constructed from other such packings.
In particular, a construction of Grassmannian packings and fusion frames from ones known to exist which generalizes different constructions based on Kronecker products in [LS73b, BCP + 13, Cre08, SAH14, CFM + 11, Moh12] is presented in Theorem 8 and Corollary 9, coupled with proofs of which desirable algebraic and geometric properties are inherited from the original packings. Then subspace complementation, a construction method found in, e.g. [BCP + 13], is characterized including a focus on optimal Grassmannian packings which are not equichordal (Proposition 11).
Throughout the paper, F will always either denote R or C. Further for m, n ∈ N, we define
[n] := {1, 2, . . . , n}, M (F, m, n) to be the set of m × n matrices with entries in F, and I n to be the n × n identity matrix. Finally, for A ∈ M (F, m, n), we write col(A) for the column span of A.
Fusion Frames and Grassmannian Packings
Our objects of interest are collections of subspaces, which may be viewed as points in a Grassmannian.
Definition 1. For 1 ≤ m ≤ k, set Gr(F, k, m) to be the collection of m dimensional subspaces of
is endowed with a metric space structure induced by the chordal distance (see, e.g., [CHS96] 
for W i , W j ∈ Gr(F, k, m), where P i is the orthogonal projection onto W i .
Let us consider a set of vectors
. Then E is an orthonormal basis precisely when P i = e i e * i is the orthogonal projection
We now generalize these traits to systems which may be overcomplete and consist of subspaces of dimension greater than 1, beginning with the definition of fusion frames, which were introduced in [CK04] . See [CK13, Chapter 13] for a general overview of fusion frames.
Definition 2. A finite collection of subspaces {W i } n i=1 ⊂ Gr(F, k, m) is a tight fusion frame of m-dimensional subspaces with unit weights for F k if there exists A > 0 (called the fusion frame bound) satisfying
where P i is an orthogonal projection onto W i . The map x → n i=1 P i x is called the fusion frame operator.
One may loosen this definition by allowing non-equidimensional subspaces, non-equal weights, and the fusion frame operator to only be an approximation of the identity; however, we will not be concerned with these cases in this paper. To avoid being verbose, we shall refer to tight fusion frames of m-dimensional subspaces with unit weights as tight fusion frames.
we fix for each i ∈ [n] an orthonormal basis {e i j } m j=1 for the subspace W i and denote by L i the
Then it is clear that (3) holds, i.e., that {W i } n i=1 is a tight fusion frame of d-dimensional subspaces with unit weights for F k precisely with the rows of L are orthogonal with norm √ A.
We will consider three definitions of "equal" geometric spread between subspaces. [Cre08] .
(not necessarily a fusion frame) with corresponding orthonormal bases as the columns of {L i } n i=1 . Then we say
has the same set of eigenvalues; and
cos(θ ℓ ) = ρ ℓ are called the principal angles between W i and W j .
We note that given a set of parameters, the only variable in the definition of the chordal
for i = j, as one would hope given the name.
If we fix k, m, n and F, then the Grassmannian packing problem concerns finding n elements in Gr(F, k, m) so that the minimal distance between any two subspaces is as large as possible, just like in (2). An algorithm to approximate solutions is in [DHST08] , while [Slo] has a (somewhat dated) list of best known packings when F = R. For fixed parameters k, m, n and F, the maximizers Definition 4. Define
; F = R This is known as Gerzon's bound and comes from the dimension of the smallest vector subspace of M (F, k, k) which contains the symmetric / self-adjoint matrices.
The bound in (4) is saturated if and only if {W i } n i=1 is an equichordal tight fusion frame. Further,
Thus if a tight fusion frame is equichordal, strongly simplectic, or equiisoclinic it is a Grassmannian fusion frame since all of those configurations are equichordal. The bound in (4) is known as the simplex bound, and the bound in (5) is the orthoplex bound. If the orthoplex bound is saturated, then we call {W i } n i=1 an orthoplectic Grassmannian packing. Such a packing need not be a tight fusion frame.
There are some special terms for the above-defined concepts when m = 1 (see, e.g., [CK13, Wal18] ). Namely, tight fusion frames of 1-dimensional subspaces with unit weights are called finite unit norm tight frames. Also, the definitions of equichordal, strongly simplicial, and equiisoclinic coincide and are jointly known as equiangular. 
Constructing New Grassmannian Packings from Old
A common method for constructing new optimal Grassmannian packings out of already known ones is to use a Kronecker product or Kronecker-like product. We make note of the following standard definition and properties.
Definition 6. For A ∈ M (F, r, s) and B ∈ M (F, p, q), with the ith row and jth column of A denoted by a i,j , we define the Kronecker product A ⊗ B ∈ M (F, rp, sq) as
The Kronecker product is nicely related to other matrix operations.
Proposition 7. Let A, B, C, D be matrices with elements in F. The following identities hold:
• If AC and BD are defined, then (A ⊗ B)(C ⊗ D) = (AC) ⊗ (BD);
• (A ⊗ B) * = A * ⊗ B * .
• If A and B are square, then tr(A ⊗ B) = tr(A) tr(B).
• If A has singular values {σ i } r i=1 and B has singular values {ρ j } s j=1 , then A ⊗ B has singular
A certainly incomplete summary of such constructions making use of the Kronecker product in the literature follows. We will often use the more general term tensor instead of Kronecker product to circumvent awkward phrasing. In [LS73b] , the authors tensor real equiangular lines
(not necessarily a frame) with orthogonal matrices to obtain equiisoclinic packings (not necessarily a fusion frame). They achieve this indirectly by tensoring the has the construction from Corollary 9 but in the specific case of building new tight fusion frames from old ones, without a focus on the geometric properties. We now present a construction which subsumes the ones listed above. The theorem also shows that the construction preserves various desired properties separately.
be a collection of unitaries in M (F, r, r).
. . e i m ) ∈ M (F, rk, rm), and
Then the following statements hold.
1. For each i ∈ [n], the columns of L i are a set of rm orthonormal vectors in F rk ;
is equichordal (not necessarily a fusion frame) if and only if
is strongly simplicial (not necessarily a fusion frame) if and only if
equiisoclinic (not necessarily a fusion frame) if and only if {W
saturates the orthoplex bound if and only if {W i } n i=1 does, but they cannot both be orthoplectic Grassmannian packings; and 6. {W i } n i=1 is a tight fusion frame if and only if {W i } n i=1 is. In this case, they have the same fusion frame bound.
Proof. We begin by computing blocks of L * i Lĩ for i,ĩ ∈ [n], making use of Proposition 7 freely. We that
Uĩ, and further If {W} n i=1 (resp., {W} n i=1 ) saturates the orthoplex bound, then the maximum value of the chordal distance satisfies for some i, j ∈ [n]
has at least one pair of subspaces at the orthoplex bound if and only if {W} n i=1 does as well. However, such a configuration is only optimal when 2(Z( (F, rk) ). Unless r = 1, n cannot fall in both ranges.
To prove Statement 6, we define
We will make use of the fact that
) is a tight fusion frame if and only if LL * (resp., LL * ) is a constant multiple of the identity. We calculate the respective matrix products as the sum of the rank one tensors formed from the columns.
It follows that LL * = AI rk if and only if LL * = AI k .
We may generalize Theorem 8.
. . e i m ) ∈ M (F, kℓ, rm), and
2.
is strongly simplicial (not necessarily a fusion frame) if and only if {W i } n i=1 and
is equiisoclinic (not necessarily a fusion frame) if and only if
are; and
is a tight fusion frame if and only if {W i } n i=1 and {V i } n i=1 are. In this case, the fusion frame bound of {W i } n i=1 is the product of the fusion frame bounds of {W i } n i=1 and
Proof. The proof of the corollary follows the proof of Theorem 8 quite closely. We note that the For the proof of Statements 2 -4, we can only simplify down to Equation 7. That is,
We now make use of the fact (Proposition 7) that for arbitrary square matrices A and B, tr ( 
is a tight fusion frame with bound A if and only if {W ⊥ i } n i=1 is a tight fusion frame with bound n − A;
is equiisoclinic (not necessarily a fusion frame) if and only if k = 2m and
is equiisoclinic or the subspaces are trivally all the same; and
is an orthoplectic Grassmannian packing if and only if
Proof. Statement 1 is [BCP + 13, Theorem 5]. We note that for tight fusion frames, the fusion frame bound is and there exist i, j ∈ [n] with i = j such that
Since the number of subspaces and the dimension of the base space F k does not change when taking orthogonal complements, {W i } n i=1 being an orthoplectic Grassmannian packing implies that
is as well and vice versa.
There are two huge differences when comparing the results of subspace complementation with the tensor construction (Theorem 8). Initially, in contrast to the tensor construction which always destroys the optimality of an orthoplectic Grassmannian packing, subspace complementation preserves it. We also note that subspace complementation does not in general preserve equiisoclinicity.
We can see that in the following example. 
