ABSTRACT Video super-resolution aims to increase the resolution of videos by exploiting the intra-frame and inter-frame dependencies of the low-resolution video sequences. There are usually two dependent steps in the video super-resolution: the motion compensation and the super-resolution reconstruction. In this paper, we propose a new deep learning framework without the explicit motion estimation by utilizing the self-attention model to exploit the full receptive field of the input video frames. In other words, the proposed deep neural network extracts the local features at all spatial-temporal locations for combining into global features using the self-attention networks in order to reconstruct the high-resolution video frame. The proposed global-aware network outperforms the state-of-the-art deep learning-based image and video super-resolution algorithms in terms of subjective and objective quality with less computational operations, as verified by extensive experiments on public image and video datasets, including Set5, Set14, B100, Urban100, and Vid4.
I. INTRODUCTION
Digital videos are often limited in resolution which deteriorates the video quality. High-resolution video means high pixel density and rich details. On the contrary, low resolution and low pixel density lead to limited image details. In practical applications, due to the cost of cameras, it is often difficult to capture videos that meet the desired resolution requirements. In order to improve the video resolution, there are two types of solution. The first solution is to use more expensive cameras with higher resolutions. However, this solution requires a much higher cost, which is not suitable for affordable devices. The second solution is to apply software algorithms to produce higher resolution videos. Obviously, software methods are more cost-friendly.
The difficulty of video super-resolution is to exploit the inter-frame dependency. Sequential data, such as video, exhibits inter-frame dependency because of the coherent motions of the foreground and background objects. Video super-resolution methods aim to exploit the inter-frame dependency as well as intra-frame dependency, in order to produce higher resolution videos. Video super-resolution
The associate editor coordinating the review of this manuscript and approving it for publication was Chang-Tsun Li. methods are usually divided into two steps [1] - [4] : motion compensation and super-resolution reconstruction, where super-resolution reconstruction depends on the results of motion compensation. Specifically, motion compensation is usually estimated by optical flow methods. However, the accuracy of existing optical flow methods using grayscale or color images is not stable due to the following reasons,
(1) Brightness sensitivity. When there is no motion between different video frames, the light changes can be misjudged as optical flow.
(2) Occlusion problem. Usually, optical flow methods assume that all moving objects are rigid bodies. In this case, if the object loses shape information due to rotation, scaling and other reasons, it will often cause large errors in optical flow estimation.
(3) Since optical flow is usually solved by iterative methods, the calculation is extremely time-consuming.
(4) The error of optical flow method at edges is large, such that other information is needed to compensate the error.
On the contrary, if the motion compensation and the frame reconstruction steps are integrated into one step, the error caused by optical flow methods can be avoided. For example, video sequence can be directly input into the deep neural network to generate high-resolution results.
Traditional convolution neural network (CNN) stacks many convolution layers to achieve high receptive fields [5] , [6] . CNN simulates the human visual nerve. The cells in the visual cortex do not receive all the signals, but only the stimulation of local areas. The whole visual space is built through the transfer of local information. However, this method is inefficient in video super-resolution processing, because it is difficult to capture the dependencies of spatial-temporal information using limited receptive field. To solve the problem of exploiting spatial-temporal information, it often needs to use larger convolution kernels or deeper convolution models to achieve full receptive field. The adoption of very deep networks will bring new problems:
(1) Gradient vanishing. With the increment of network layers, the gradient may be closed to zeros. If the gradient vanishes, the model training will become more difficult.
(2) High computations. The deeper is the network, the greater the amount of computation required. The deeper network is obviously not efficient for practical applications of deep learning algorithm. Investigating shallower network is one of the objectives of deep learning algorithm.
Inspired by the attention mechanism [7] , we propose a new global-aware network to exploit full receptive field of input video by using the self-attention blocks to globally connect the local features extracted from spatial-temporal locations, in order to estimate global features for generating high-resolution videos. The main contribution of our work is the first approach in the literature to investigate the self-attention mechanism for image and video superresolution, such that the explicit motion estimation is avoided. Moreover, the proposed framework is flexible to formulate image super-resolution and video super-resolution.
Experiment results show that our method provides very competitive performance of objective and subjective evaluations on public image and video datasets. In addition, all the components are embedded in the convolution neural network, such that our network can be trained end-to-end and our network can process input frames of arbitrary sizes. Let us call our network as Global-Aware Network (GANet).
II. RELATED WORKS A. IMAGE SUPER-RESOLUTION METHODS
In recent years, deep learning has received extensive attentions in the field of image processing. Dong et al. [8] applied deep learning to super-resolution for the first time. Their method uses 3 convolution layers, which is called as SRCNN. The first convolution layer is used for feature extraction, the second convolution layer is used for non-linear mapping, and the third convolution layer is used for high resolution image reconstruction. In order to get better results, Dong et al. [9] proposed FSRCNN, where the last layer uses deconvolution layer to enlarge the input image at the last network layer. To extract deep features, the deep neural network often utilizes small convolution kernel size and numerous network layers. Shi et al. [10] considered that if convolution is performed on the direct high-resolution feature map, the computational complexity will increase. Hence, they utilized pixel shuffling to directly work on low-resolution images and restructure high-resolution results by rearranging the pixel locations at the last network layer.
The deeper network can give better performance. Kim et al. [11] applied residual learning to deep learningbased super-resolution for the first time. Although the number of depth layers is increased to 20 layers, residual learning can solve the problem of vanishing gradient to a certain extent. Deeply-recursive convolutional network (DRCN) [12] has also been used in super-resolution processing for the first time, and this structure also applies the idea of residual learning. They also used recursive supervision to mitigate the problem of vanishing gradient. Mao et al. [13] proposed a symmetrical encoding-decoding network called RED. They used the pooling layer to reduce the size of the image for expanding the field of perception. In order to solve the problem of vanishing gradient, this method applied short-cut connections. Tai et al. [5] also adopted the idea of residual learning and recursive learning, and proposed a new network called DRRN, which greatly improved the performance. Lai et al. [6] designed the model called as LapSRN by cascading the network layers to gradually expand the size of high-resolution image. Tong et al. [14] proposed to use dense connection blocks to connect the features of each layer to all subsequent layers. Christian et al. [15] applied the GAN network to super-resolution, which is called as SRGAN.
At present, the development trend of deep learning-based super-resolution methods is to use deeper network to increase the network capacity and the receptive field for achieving good results. For example, one 3 × 3 convolution filter can increase the receptive field by 2 pixels for each network layer. However, the deeper the network is, the greater the amount of computation required. The limited computing power is obviously the bottleneck of many practical applications at present. On the contrary, this paper tries to use a shallower network, which is very important for reducing the cost of computations for practical super-resolution applications.
B. VIDEO SUPER-RESOLUTION METHODS
Liao et al. [1] divided video super-resolution into two steps: motion compensation and super-resolution reconstruction. Using motion compensated drafts, this method applied a four-layer convolution network to reconstruct high-resolution results. Kappeler et al. [2] proposed a more efficient network by analyzing several network architectures to utilize the motion compensated frames for high-resolution image reconstruction. Using the spatial transformer to estimate the motion compensated frames, Caballero et al. [3] proposed the use of early fusion, slow fusion and three-dimensional convolution for the joint processing of multiple input video frames. Tao et al. [4] proposed a sub-pixel motion compensation layer to more precisely estimate the motions of objects in frames. Moreover, a detail fusion net was proposed to enhance the image details after frame fusion. Existing video super-resolution methods are usually divided into two steps: motion compensation and super-resolution reconstruction [1] - [4] . For motion compensation, optical flow method is usually used to calculate the flow of pixels between frames. However, the accuracy of optical flow method is not stable and the error is large, especially when there are significant local and global motions between frames. Due to the fundamental limitations of image-based feature matching, optical flow methods cannot tackle scenarios involving severe occlusions, reflections and environmental light changes. Therefore, it is more difficult to obtain satisfactory results in some scenarios by separating video superresolution into motion compensation and super-resolution reconstruction. In addition, inevitable errors of motion compensation, which is non-trivial to compensate, may be accumulated into super-resolution reconstruction step. Figure 1 shows the overall network architecture of the proposed global-aware network (GANet) for video superresolution. Specifically, our method concatenates N frames of input low-resolution video sequence without motion compensation as input I L = [I 1 , I 2 , . . . , I N ] to the deep network. Our approach is fundamentally different from traditional video super-resolution methods that utilizes motion compensated input LR frames as input. After end-to-end processing, high-resolution video frame I H is generated, as shown at the right end of Figure 1 . To better illustrate the functions of different parts, let us divide our deep network into three components: feature extraction, non-linear mapping of extracted features and high-resolution image reconstruction. These components, feature extraction, non-linear mapping and reconstruction, are designed as convolution and deconvolution layers, which are combined into the proposed endto-end trainable architecture. In the following sections, let us explain the details of each part.
III. PROPOSED DEEP CONVOLUTION NEURAL NETWORK FOR VIDEO SUPER-RESOLUTION

A. PROCESSING IN Y CHANNEL WITHOUT PRE UP-SAMPLING
Let us assume that the resolution of low-resolution input video sequence is L×L. Hence, the resolution of high-resolution output video sequence is (L×K)×(L×K), where K is the super-resolution factor (up-sampling factor). In Figure 1 , this example shows the network architecture of the proposed convolution neural network for 4× superresolution. If the input is in RGB color space, the LR video sequence is transformed from RGB color space into YCbCr color space, and super-resolution is only performed on Y channel. Dong et al. [9] pointed out that there is little differences between processing Y channel and RGB channels for super-resolution, because human visual system is most sensitive to gray intensity, while CbCr channels have less influences to the quality of super-resolution reconstruction. Since efficiency is our main concern, all experiments in this paper only deal with Y channel and CbCr channels are up-sampled using bicubic interpolation.
To accommodate different up-sampling factors using the same network model, Kim et al. [11] firstly up-sampled LR images using bicubic interpolation for feeding the up-sampled image into the deep neural network to reconstruct the HR image. However, this type of approaches has two drawbacks:
(1) After up-sampling, the size of input is enlarged and the amount of calculations is increased due to processing in highresolution domain.
(2) Bicubic interpolation will result into some losses of original input information.
Different from this type of pre up-sampling approaches, our approach does not adopt up-sampling, but process the concatenated input video frames directly.
B. FEATURE EXTRACTION FOR ARBITRARY INPUT FRAMES
Feature extraction refers to extracting features from LR frames to gather multiple channels of information in the feature space. Our objective is to extract features through a number of convolution filters for the non-linear mapping step in the next stage. Let us define the feature extraction module as,
where I 1 is the output of the first convolution layer and F conv1 represents M convolution filters with size of 3 × 3 × N to extract M features from N LR video frames I L .
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These convolution filters work in 3 × 3 space and generate M channels of feature maps, where M = 64 in this paper. Specifically, I L represents the concatenated N arbitrary number of input frames, such that our global-aware network shares the same network architecture except for the first feature extraction layer F conv1 , of which its filter size 3 × 3 × N depends on the number of input frames, N . For image superresolution and video super-resolution, our feature extraction module F conv1 extracts M feature maps regardless of the number of input frames. For the feature extraction layer, let us adopt the Rectified Linear Unit (ReLU) [16] as activation function,
where I 1 Relu represents the extracted features.
C. NONLINEAR MAPPING
Nonlinear mapping aims to enhance the image details of input frames by transforming the extracted LR feature vectors into HR feature vectors. A lot of experiments show that deep CNN networks can achieve good experimental results for nonlinear mapping [5] - [7] ; however very deep CNN networks significantly increase the complexity of network. In the proposed network, let us divide the nonlinear mapping model into local feature extraction network (LFENet) and global feature extraction network (GFENet). The local feature extraction network is used to further enhance local features (represented by M feature maps), which are extracted from different spatial-temporal locations from N input frames. Note that M>N.The global feature extraction network is used to globally connect the enhanced local features for building the global features, which are used for high-resolution image reconstruction. In order to reduce the computational complexity and enhance the generalization ability of the model, we adopt the multi-scale residual learning to cascade two local and global feature extraction networks for high-resolution image reconstruction. As shown in Figure 1 , after the first local and global feature extraction network, LFENet1 and GFENet1, the max pooling layer is adopted to reduce the size of global features. After that, the second local feature extraction network and global feature extraction network is applied to extract deeper global features.
Using multi-scale residual learning can reduce the estimated global information for requiring less network layers to extract the global information and improving the network generalization. Our experiments show that using two cascaded local and global networks can improve the PSNR and SSIM performance, and stability of the network.
1) CASCADED ARCHITECTURE
To sum up, M feature maps from the feature extraction layer go through the first local feature extraction and global feature extraction networks to generate global features,
where I 2 represents the generated global features that go through max pooling layer, convolution layer, and second local feature extraction network and global feature extraction network,
where F pool defines the max pooling layer and F conv2 defines the convolution layer. In the pooling layer, we can reduce the size of feature maps to half of the original size. Let us define the convolution layer F conv2 to map the M -dimensional feature map to the 2M -dimensional feature map, in order to increase the dimension of the features for preserving the global information after pooling. Next, we will discuss LFENet and GFENet in details. Figure 2 shows the detail structure of the LFENet, which contains several residual blocks,
D. LOCAL FEATURE EXTRACTION NETWORK (LFENet)
where F RB represents residual blocks. For LFENet1, we use two residual blocks, where each residual block contains two convolution layers with filter size of 3×3×M . For LFENet2, 3 residual blocks are used, where each residual block contains two convolution layers with filter size of 3 × 3 × 2M .
FIGURE 2. Local feature extraction network (LFENet).
Local feature extraction network is used for local feature extraction and enhancement, which is implemented by convolution operations. Note that, after the first feature extraction layer (1), the spatial-temporal information are over-sampled into the M feature maps regardless of the number of input frames N , where M > N . Convolution neural networks use convolution layers to establish local spatial and temporal connections, and stacking more convolution layers can establish connections of more distant pixels. For the convolution layer of 3 × 3 filter, the first receptive field is 3 × 3. Assuming that the step size of all convolutions is 1, the receptive field of the first and second convolution layer is 5×5. The receptive field of m convolution layers is (2m+1)×(2m+1). For LFENet1, the receptive field is 13×13. Using LFENet alone cannot deal with the problem of video super-resolution very well since the motions between frame are often more than 13 pixels in the spatial-temporal space.
In order to solve this problem, traditional video superresolution methods need motion evaluations, which compensate the adjacent video frames according to the motion offset and move all the pixels to the corresponding positions. These motion compensated video sequences are used as input of convolution neural network. However, there are some problems in this kind of methods. The main problem is that the results of motion estimation are not accurate. In order to solve the problem of large motions between frames, the global feature extraction network is proposed to globally connect local spatial-temporal features.
E. GLOBAL FEATURE EXTRACTION NETWORK (GFENet)
To extract global features, we propose a new convolution neural network based on attention mechanism [7] . Specifically, attention mechanism has been widely used in the field of natural language processing and recognition, in order to achieve sophisticated performance [7] . Figure 3 shows the network structure of our proposed global feature extraction network (GFENet), which consists of three parts, including similarity calculation, normalization and weight summation. Let us explain the formulation of the proposed self-attention block adopted in our network, where X is the input local feature maps, W i is the parameter matrix of attention blocks, and f (.,.) is the similarity function defined using the dot-product [7] ,
Referring to Figure 3(b) , the input local feature maps X interacts with parameter matrices W 1, W 2, W 3 to generate 3 enhanced outputs, W 1 X ,W 2 X ,W 3 X . The first two outputs, W 1 X ,W 2 X , calculates the similarity function (7) to input into the softmax for nonlinear transform. After that, the nonlinearly transformed similarity is multiplied with the last output, W 3 X , to generate the weighted sum of local feature maps X . Finally, the weighted sum is multiplied with W 4 to give the final output of the attention block.
In order to reduce the computational complexity, our method use convolution layer, instead of fully connected layer to implement the parameter matrices W i ,
where F conv(i) represents convolution filters with size of 3×3. Our experiments show that sharing parameters, i.e., W 1 = W 2 = W 3 , is effective, so only one convolution layer is used to enhance the input local features maps of the attention block in Figure 3(b) . Moreover, the last convolution layer F conv (4) adds ReLU as the activation function before the final output. Through the proposed self-attention mechanism (6)- (8), the local feature maps are globally connected and exploited. Figure 3(a) shows the structure of the global feature extraction network, which consists of several attention blocks. In particular, we use residual connection [17] to maintain the characteristics of residual convolution neural networks. For GFENet1, we use 2 attention blocks; for GFENet2, we use 3 attention blocks. In particular, our approach has three major advantages as shown in Figure 3 :
(1) The number of network layers is reduced to achieve full receptive field and computing efficiency is improved.
(2) To exploit the spatial or spatial-temporal correlations, our method can globally connect the local features through the self-attention mechanism (full receptive field) [7] .
(4) Our global feature extraction network is flexible to exploit spatial information or spatial-temporal information for image super-resolution and video super-resolution.
F. RECONSTRUCTION
Referring to Figure 1 , after the nonlinear mapping step, the spatial-temporal correlations are fully exploited, such that the global features from the global feature extract networks, GFENet1 and GFENet2, are used for reconstructing the final HR video frame through deconvolution layers. Super-resolution reconstruction step maps the super-resolved HR global features to the final HR video frame to achieve HR reconstruction.
For any integer super-resolution factors, let us apply three deconvolution layers, each of which increase the size of the feature maps. Then, the final high-resolution image I H can be reconstructed by:
where F deconv represents deconvolution layers. For example, for 4× super-resolution, each deconvolution layer F deconv increase the size of feature maps by 2 times. For other super-resolution factors, we can change the up-sampling rate of the last two deconvolution layers F deconv2 and F deconv3 to achieve the desired super-resolution factors. During the end-to-end training process, the reconstruction results were compared with the labels, I Label , to calculate the loss. Let us apply the mean square error as the loss function VOLUME 7, 2019 of our network,
Excessive model parameters will lead to the problem that the model is too large to be stored in memory constrained devices, such as embedded system, mobile devices, etc. In proposed network, several residual blocks and self-attention blocks of the same type are used. Hence, let us adopt the parameter sharing mechanism [18] to share the weights of the residual blocks and attention blocks (as described in Figure 4) , in order to formulate the recursive network that reduces the number of model parameters. Let us called our recursive global-aware network as RGANet. Compared with the original network, the recursive network can reduce the parameters from 2.2M to 0.9M, which greatly reduces the storage requirements. The performance of the recursive model is on par with the original model; let us summarize its performance in details in the experimental section. 
IV. EXPERIMENTAL RESULTS
In this section, let us describe two groups of experiments, including image super-resolution and video super-resolution, to demonstrate the superior performance of our method, regardless of the number of input video frames. Let us compare with existing state-of-the-art super-resolution methods. The experiments were carried out on the Tensorflow platform using a K80 GPU. For the training settings, we set the learning rate to 0.0001 and batch size to 16 samples. For training samples, we use 64 × 64 samples as input and 256×256 samples as labels. All training steps will be iterated 400K times. We use AdaMax optimizer [19] , with parameter settings,β 1 = 0.9,β 2 = 0.999.
A. IMAGE SUPER-RESOLUTION
In order to demonstrate the efficient architecture of our method, we carried out image super-resolution experiments for comparison with existing methods. For training data, we use the data set DIV2K [20] to train our model. In addition, data enhancement (rotation and scaling) were also adopted. For benchmark, we use four public test sets, Set5 [23] , Set14, Urban100, B100 [24] . Next, we make qualitative and quantitative analysis of the experimental results.
For qualitative analysis, we analyze the reconstruction quality of various state-of-the-art algorithms, including Yang et al. [21] , A+ [22] , SRCNN [8] , VDSR [11] , and MemNet [18] . Figure 7 shows 4× super-resolution results of a group of tigers. Other methods generate some degrees of blurring and loss of details. Our method restores more details, and the patterns looks more in line with the real texture. Figure 8 shows some challenging building patterns, which lost a lots of high-frequency information after down-sampling. Other methods produce edge distortions that are lacks of texture information. On the contrary, our result improves the edge smoothing and the texture discrimination. For quantitative analysis, our comparative methods include A+ [22] , SRCNN [8] , VDSR [11] , DRCN [12] , and MemNet [18] . As shown in Table 1 , our method outperforms all other methods in all datasets Set5, Set14, Urban100 and B100. In particular, the PSNR value of our method on the B100 dataset has far exceeded the results of other methods.
In addition, we also consider the execution time and operation of deep learning SR algorithms. To achieve fair results, the image resolution is 540 × 360. For the number of operations, we only count the number of multiplications. As shown in Table 2 ( Fig. 5 and 6 ), the execution time and operation of our method are less than MemNet for an important reason: fewer network layers.
B. VIDEO SUPER-RESOLUTION
For video super-resolution, training data sets can be easily accessed on the Internet. We downloaded 3000 high resolution videos from Internet, and then down-sampled the videos to 1280 × 720 resolution. In order to avoid videos with small motions, we firstly estimated the optical flow, and then excluded the videos with small motions. We only took 400,000 samples with largest optical flow values. For test data sets, we use the standard video super-resolution data set Vid4 [25] , which have been widely used in the comparisons of video super-resolution methods [1] - [4] . 
1) HYPER-PARAMETERS
Firstly, let us analyze the influence of the number of lowresolution input frames. For having multiple frames as input, our global-aware network can make better use of the temporal redundant information for video super-resolution reconstruction. When 2 frames are used as input frames, the second frame is used as the reconstruction label. Similarly, if the number of input frames is 3, the second frame is used as the reconstruction label. If the number of frames is 4, the third frame is used as the reconstruction label. Table 3 shows the experimental results of using different numbers of input frames for video super-resolution. As shown in Table 3 , when the number of input frames is increased from 1 to 3, the PSNR value improves by 0.53 dB, which indicates that the redundant information between frames is very crucial for video super-resolution reconstruction. Moreover, increasing the number of frames by more than 3 can merely improve the quality of reconstruction. Our investigation shows that excessive input frames will bring more noises in the reconstruction stage. Since our network architecture is unified except for the first feature extraction layer regardless of the number of input frames, the cost of more input frames are minimal to reduce the complexity.
Let us validate the effectiveness of Global Feature Extraction Network (GFENet) which globally exploits the correlations of local features through nonlinear mapping. For comparison, we remove the GFENet module of our model, and call this network a local network. As shown in Table 4 , the global feature extraction module improves the quality of video super-resolution significantly, especially when the number of input frame is more, i.e., 3. This encouraging result indicates that the global feature extraction module can effectively exploit the full receptive field of the spatial-temporal information globally to extract useful information for superresolution reconstruction. Table 5 shows the effects of using different numbers of attention blocks in the global feature extraction module. As seen in Table 5 , better results can be obtained as the number of self-attention blocks increases, because attention blocks can effectively exploit the spatial-temporal correlations, where the upper bound of attention blocks is around 3 in our experiments for generic videos in Vid4. Specifically, for image or video with higher resolutions and larger motion magnitudes, more attention blocks can help to more accurately exploit the spatial-temporal information.
2) COMPARISONS OF VIDEO SUPER-SOLUTION
For quantitative analysis, our comparative methods include Bicubic, VESPCN [3] , VSRnet [2] , and DRVSR [4] . For the experimental settings, three low-resolution video frames were used as inputs to reconstruct a high-resolution frame for 4× super-resolution. As shown in Table 6 , our methods (original GANet and recursive RGANet) outperform all other methods in terms of PSNR and SSIM on the commonly used public Vid4 dataset [25] including four video sequences (city, walk, foliage, and calendar). For qualitative analysis, we analyze the subjective quality of reconstructed high-resolution frames by observing the reconstructed details of various algorithms in Fig. 9 . As shown in Fig. 9 , other methods generate more edge distortions and blurry textures. On the contrary, our results obviously improve the edge smoothing and the texture discrimination in all tested video sequences.
Different from image super-resolution, video superresolution often deal with significant variations of input frames (occlusions, large motion fields, brightness changes, etc), such that the proposed RGANet using recursive estimation can avoid over-fitting and produce more stable results for achieving slightly higher PSNR/SSIM values, as compared with the original GANet in Table 6 .
V. CONCLUSION
In this paper, a new deep learning convolution network for video super-resolution is proposed to achieve the state-ofthe-art video super-resolution performance by introducing the global-aware network based on the combination of local and global feature extraction networks using self-attention model to exploit full receptive field of input video frames. The major advantage of the proposed method is to achieve full receptive field of spatial-temporal correlations to extract useful information for video frame reconstruction without explicit motion estimation.
The proposed framework is flexible to be formulated for image super-resolution and video super-resolution by extracting the spatial features or spatial-temporal features regardless of the number of input frames. More importantly, the proposed network is trained end-to-end with less network layers; such that the multiplication operations of the proposed method are lower than those of the state-of-the-art methods. Objective and subjective evaluations show that the proposed method outperforms the state-of-the-art deep-learning based image and video super-resolution methods in terms of PSNR, SSIM, and subjective evaluations on public image and video datasets, including Set5, Set14, B100, Urban100 and Vid4 (city, walk, foliage, and calendar).
The future directions of this work are to investigate hardware-friendly efficient implementations of self-attention mechanism, in order to deploy the proposed network on realtime hardware devices, such as mobile phones and embedded devices, etc. Moreover, our proposed framework is flexible to be extended by utilizing more complicated local and global feature extraction and reconstruction networks, such that the quality of the reconstructed high resolution video could be further improved by increasing complexity.
