List partitions generalize list colourings and list homomorphisms. Each symmetric matrix M over 0; 1; de nes a list partition problem. Di erent choices of the matrix M lead to many well-known graph theoretic problems including the problem of recognizing split graphs and their generalizations, nding homogeneous sets, joins, clique cutsets, stable cutsets, skew cutsets and so on. We develop tools which allow us to classify the complexity of many list partition problems and, in particular, yield the complete classi cation for small matrices M . Along the way, we obtain a variety of speci c results including: generalizations of Lov asz's communication bound on the number of cliqueversus-stable-set separators; polynomial-time algorithms to recognize generalized split graphs; a polynomial algorithm for the list version of the Clique Cutset Problem; and the rst subexponential algorithm for the Skew Cutset Problem of Chv atal. We also show that the dichotomy (NP-complete versus polynomial-time solvable), conjectured for certain graph homomorphism problems would, if true, imply a slightly weaker dichotomy (NP-complete versus quasipolynomial) for our list partition problems 1 . 
Introduction
Many combinatorial problems seek a partition of the vertices of a given graph into subsets satisfying certain constraints internally (a set may be required to be stable, or complete) and externally (two sets may be required to be completely nonadjacent { no vertex of one adjacent to any vertex of the other { or completely adjacent { each vertex of one adjacent to each vertex of the other). We may formulate a common generalization of such problems as follows: partition the vertices of an input graph into k parts A 1 ; A 2 ; : : :; A k with a xed`pattern' of requirements as to which A i 's are stable or complete, and which pairs A i ; A j are completely nonadjacent or completely adjacent.
(In some cases, we also deal with a generalization where we replace`stable' and`complete' with more general notions of`sparse' and`dense'.) These requirements may be conveniently captured by a symmetric k-by-k matrix M in which the diagonal entries M i;i encode the internal restrictions on the sets A i , and the o diagonal entries M(i; j); i 6 = j, encode the restriction on the edges between A i and A j .
Speci cally, let M be a xed symmetric k-by-k matrix over 0; 1; . An M-partition of a graph G is a partition of the vertex set V (G) into k parts A graph G admits an M-partition if and only if its adjacency matrix A = A(G) can be written, after a suitable simultaneous row and column permutation, in a block form corresponding to M -where 0 denotes an allzero matrix, 1 an all-one matrix (with 's assumed on the main diagonal), and any matrix. In Figure 1 we give an example matrix M and illustrate what an adjacency matrix A of graph G with an M-partition might look like.
In the same gure, we also introduce a symbolic gure showing a general M-partition. The empty circle depicts a stable set (0 on the main diagonal of M), a shaded circle an arbitrary set (a diagonal in M), and a doubly shaded circle a clique (a diagonal 1); similarly, two parts are joined by two lines if they are completely adjacent (an o -diagonal 1), joined by a single line if there is no restriction on the edges between them (an o -diagonal ), and not joined at all if they are completely nonadjacent (an o -diagonal 0). All three concepts have natural generalizations which may also be modeled as M-partitions: A k-colouring of a graph G is an M-partition of G where the matrix M has zeros on the main diagonal and asterisks everywhere else. In other words, M is obtained from the adjacency matrix of the complete k-graph by replacing all ones with asterisks. The natural generalization, an M-partition of G, where M is obtained the same way from the adjacency matrix of an arbitrary graph H, is called an H-colouring or a homomorphism 29, 30] ).
Thus an H-colouring of G, or a homomorphism of G to H, is a partition of V (G) into sets A h ; h 2 V (H), such that A h is stable when h is not a loop of H, and A h ; A h 0 are completely nonadjacent when hh 0 is not an edge of H. The k-colouring problem is well known to be polynomial-time solvable when k 2 and NP-complete otherwise 27] . The H-colouring problem is polynomial-time solvable when H is bipartite or when H contains a loop, and is NP-complete otherwise 30] .
A split graph is a graph which admits a partition into a stable set and a clique 28], i.e., an M-partition where M is the matrix given in Figure 2 ; polynomial time algorithms also follow from our more general results in Section 3.) On the other hand, it is easy to see that when a or b is at least 3 it is NP-complete to recognize (a; b)-graphs 4, 7] . The split graphs (a = b = 1) are a well-known class of perfect graphs, and they admit e cient algorithms for many standard combinatorial optimization problems 28].
A clique-cross partition 17] of a graph G is a partition of the vertices of G into four disjoint cliques A; B; C; D such that A; C as well as B; D are completely nonadjacent. This is an M-partition, where M is given in Figure  2 ; note that M is obtained from the adjacency matrix of the four-cycle by replacing all ones with asterisks and setting all diagonal entries to 1. The more general concept 33] of an H-clique partition is the M-partition problem where M is the matrix obtained in the same way from the adjacency matrix of an arbitrary graph H. A clique-cross partition can be found in linear time 17] . The more general H-clique partition problem is polynomial-time solvable when H is a triangle-free graph; otherwise it is NP-complete 33] .
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A skew cutset of a connected graph G is a pair of disjoint non-empty sets B; D in G, such that the removal of B D disconnects the graph, and such that B; D are completely adjacent (the`skew property'). Once again, this is clearly a partition problem { we wish to partition the vertices of G into four non-empty sets A; B; C; D such that A; C are completely nonadjacent and B; D completely adjacent. This is an M-partition, where M is given in Figure 3 , with all parts non-empty. Chv . This is an M-partition problem (M is given in Figure 3 ), where there are not only restrictions on the nonemptiness of the parts, but also on the presence of edges in their connections.
A homogeneous set 13] in a graph G is a set C of vertices of G such that each vertex outside of C is adjacent either to all or to none of the vertices in C. It is again easy to see that this is a partition problem { we want to partition the vertices into three subsets A; B; C such that A; C are completely adjacent and B; C completely nonadjacent. To avoid the trivial homogeneous sets consisting of a single vertex or the entire vertex set, we also require that C has at least two vertices and A B is non-empty. Therefore, this is an M-partition (with M given in Figure 3) where there are more complex restrictions on the sizes of the parts. Homogeneous sets also de ne a decomposition (the`modular decomposition') which facilitates the recognition of comparability graphs (and other similar classes of graphs) 13, 34] . Homogeneous sets (and modular decompositions) can be found e ciently 34].
Size restrictions are also needed to model the concepts of a homogeneous pair 9], join-and 2-join-decomposition 16, 11] , or the more general amalgam and 2-amalgam decompositions 8, 11] . (Below we give the matrices of the homogeneous pair and 2-amalgam problems; the matrices for the join, 2-join, and amalgam problems are all obtained from the matrix for 2-amalgam by deleting some rows and columns.) Chv atal and Sbihi 10] showed that no minimal imperfect graph contains a homogeneous pair and used this result to prove the perfectness of an important new class of graphs (the`bullfree Berge graphs'). A polynomial time algorithm for the recognition of homogeneous pairs has been given by Everett, Klein, and Reed 18] . These decompositions preserve perfection, and are a tool for the recognition of several classes of perfect graphs 3, 8, 35, 40] ; they can also be found in polynomial time 14, 15, 8, 11] . To capture these additional requirements (that certain parts be nonempty, or have at least a xed number of vertices, or have at least some edges joining them, etc.), we shall introduce the concept of lists. In the list version of a partition problem, each vertex of the input graph has a list of the parts in which it is allowed to be placed. This gives us a wide variety of options in restricting the contents of the individual parts or of their connections. For instance, in the case of homogeneous sets, we may ensure that C has at least two vertices and A B is non-empty by choosing three vertices x; y; z of the input graph and specifying that the lists of x; y only consist of C and the list of z consists of A; B. Thus the problem of nding a homogeneous set in a graph with n vertices is reduced to n 3 list partition problems. (A homogeneous set exists if and only if at least one of the n 3 choices of x; y; z has a desired list partition). Analogously, one can ensure that there is at least one edge between parts X and Y by restricting (with the choice of lists) two adjacent vertices x; y to be placed into X; Y respectively, for all possible choices of an edge xy in the input graph.
Concretely, let M be a xed k-by-k matrix. Given a graph G, and The appealing feature of the general M-partition problem is that it allows these homomorphism-type (constraint-satisfaction-type) constraints on both edges and nonedges of the graph. In particular, general list M-partition problems are not constraint satisfaction problems.
As the above examples illustrate, we are often interested in the complexity of nding the desired partitions. This is the recurring theme of all of the above discussion. In this paper, we shall focus on this aspect, although, of course, list partitions o er other interesting questions.
The organization of the paper is as follows:
In Section 2, we describe some basic techniques. In Section 3, we introduce sparse-dense partitions. Graphs which admit sparse-dense partitions can be recognized e ciently if sparse and dense graphs can. Many partition problems can be modeled as sparse-dense partitions, including many of our M-partitions, and we obtain polynomial-time algorithms for several such problems.
In Section 4, we investigate separator theorems. Motivated by a result of Lov asz, we derive several extensions which will be used later. This technique leads to subexponential, but not necessarily polynomial, algorithms for certain M-partitions.
In Section, 5 we illustrate the use of our tools on some prominent example list M-partition problems: the (2; 1)-and (2; 2)-graphs of Brandstadt, the Clique Cutset Problem, the Skew Cutset Problem of Chv atal, and the TwoClique Cutset problem.
In Section 6, we apply the techniques to classify the complexity of list Suppose a row X of M contains both a 0 and a 1, say XY = 0 and XZ = 1 (either of Y and Z could be X, i.e., we could have X = 0; XZ = 1 or XY = 0; Z = 1) . In this case we can reduce the list M-partition problem for an n-vertex input graph G (with respect to lists L) to the following (at most n + 1) subproblems:
First check whether or not the input graph G has a partition in which no vertex lies in the part X, and then check for each vertex v of G which has X in its list whether or not G has a partition with v in X. The former can clearly be accomplished by removing X from all lists (call the resulting lists L 0 ), the latter can be tested by placing v in X and updating the lists of all other vertices of G as explained above. Thus if X dominates Y , we may assume that no list contains both X and Y . In particular, when X dominates all other vertices, we may assume that each list is either just fXg or does not contain X. This allows us to drop X by placing all vertices with lists fXg as explained above, and reducing the matrix by eliminating the row and column corresponding to X.
We say that M is disconnected if it can be written as a 2-by-2 block matrix with diagonal blocks M 1 ; M 2 and o -diagonal blocks having all entries In a given graph G, we say that a set of vertices is sparse (dense) if the subgraph of G they induce is sparse (respectively dense).
A sparse-dense partition of a graph G, with respect to the classes S and D, is a partition of V (G) into two parts V (G) = S D, such that S 2 S (S is sparse) and D 2 D (D is dense).
Sparse-dense partitions are inspired by split graphs. Indeed, we may take S to consist of all edgeless graphs (stable sets) and D to consist of all complete graphs (cliques). It is clear that both D and S are closed under taking induced subgraphs, and as an S 2 S and a D 2 D have at most one vertex in common, we can take c = 1. A graph has a sparse-dense partition with respect to this choice of S; D if and only if it can be partitioned into a stable set and a clique, i.e., if and only if it is a split graph.
There are a number of other situations conveniently modeled by sparsedense partitions. Several are described at the end of this section. Let us just mention the following typical examples: Let V (G) = S D be a particular sparse-dense partition. Then any other sparse-dense partition V (G) = S 0 D 0 has jS 0 \ Dj c and jS \ D 0 j c, so S 0 is obtained from S by deleting at most c vertices and inserting at most c new vertices. In fact, if we allow ourselves to insert back a vertex that has just been deleted, we can say that we make exactly c deletions and exactly c insertions. Each of these at most 2c operations can be made in at most n ways. This observation proves the rst assertion and allows us to nd all sparse-dense partitions if one such partition is known.
It amounts to a 2c-local search (the current S is changed in at most 2c vertices), and can be performed in time n 2c . It remains to explain how to nd the rst sparse-dense partition. The algorithm proceeds in two phases. The rst phase attempts to nd as large a sparse set as possible. This is based on the observation that if V (G) = S D is a sparse-dense partition and S 0 a sparse set smaller than S, then S 0 \ D has at most c vertices, and hence, as above, S 0 can be enlarged by removing some c vertices and inserting some c + 1 new vertices (recall that subsets of sparse sets are sparse). Thus, starting with any sparse set (for instance the empty set), we can increase its size by performing a (2c + 1)-local search (making all possible c deletions and c + 1 insertions and testing if the result is sparse) in time n 2c+1 T(n). After performing this operation at most n times, we reach a situation where the current sparse set can no longer be enlarged in this way. Clearly, at this point our current sparse set S 0 has the same size as the (unknown) set S.
The second phase of the algorithm attempts to change S 0 , without changing its size, until V (G)?S is dense. This is accomplished by a 2c-local search, based on a very similar principle { namely, if V (G) = S D is a sparse-dense partition and jSj = jS 0 j, then S is obtained from S 0 by a deletion of c vertices and the insertion of c other vertices. Thus we can test all n 2c possible new sets S 0 for sparseness and the corresponding V (G) ? S 0 for denseness, and if no sparse-dense partition is found we can be sure none exists.
The most time-consuming operation is the rst phase of the algorithm, nding one sparse-dense partition { taking time n 2c+2 T(n). In cases where computing T(n) is hard (such as (a; b)-graphs with a or b at least 3), it also turns out to be hard to decide if a sparse-dense partition exists: Proposition 3.2 Suppose that the disjoint union of sparse graphs is also sparse. If testing for sparse graphs is NP-complete, then the partition problem into sparse and dense graphs is also NP-complete.
Proof. Suppose we wish to test whether G is sparse. We can construct G 0 by taking the disjoint union of c+1 copies of G. Then G 0 has a sparse-dense partition if and only if G is sparse. Indeed, if G is sparse, then G 0 is sparse by the assumption; on the other hand, if G 0 admits a partition, then our algorithm will nd a pair (S; D) where D has at most c vertices. Therefore, one of the copies of G is contained in S, so G is sparse.
We have de ned sparse and dense subgraphs with respect to each other, since the de nition depends on the existence of a constant c bounding their
intersections. The next result shows that we can de ne sparse and dense graphs independently, under the assumption that stable sets are always sparse and cliques are always dense. 
Separators
Some partition problems on G can be solved by considering all maximal cliques of G: for example, to decide if a graph is a split graph we can test the complements of all maximal cliques (and all maximal cliques with one vertex deleted) to see if any are stable. Indeed, if C is a clique and S a stable set, some maximal clique (or maximal clique with one vertex deleted) of G always`separates' C from S in the sense that it contains C and is disjoint from S. Unfortunately, in general the number of maximal cliques is exponential. (The graph K 2n n nK 2 has 2 n maximal cliques.) The following result of Lov asz asserts that there always exists a subexponential family of sets that separate cliques and stable sets. Such separators turn out to be surprisingly useful for list M-partitions.
Let G be a graph. A family E of subsets of V (G) is said to separate cliques and stable sets if for any pair of disjoint sets C; S, such that C is a clique and S is a stable set in G, some E 2 E contains C and is disjoint from S. Lov asz's subexponential bound turns out to be quasipolynomial, as do our generalizations of it. It is not known whether or not the bound can be improved to a polynomial. Theorem 4.1 32] Every graph with n vertices has a family of n 1 2 log n sets that separate cliques and stable sets.
Moreover, such a family can be found in time n 1 2 log n times a polynomial in n.
Proof.
The bound actually given in 32] is 2 (
log n . It is couched in terms of communication complexity (as a communication game), cf. also 22]. Here we describe a more combinatorial view of the proof. For simplicity we will only prove a weaker bound of n log n sets (found in time n log n times a polynomial in n). The bound as given in 32], and as claimed in the Theorem, is a direct corollary of our Theorem 4.7, obtained by setting t = 2. We choose to give the proof (of the weaker bound) in detail because it will allow us to explain how the proof needs to be modi ed to obtain our generalizations.
The idea of the proof is to obtain a family of sets E which are su cient to separate cliques and stable sets, and which can be described`concisely' { and hence are not too numerous.
Suppose C is a clique and S a disjoint stable set, in G. Since at each step we remove more than half of the vertices, G i becomes empty for i > log n, and we may assume that k log n. (All logarithms in this paper are base two.)
We now claim that a valid encoding of a pair C; S determines a set E which contains C and is disjoint from S. Equivalently, we will nd two complementary sets E = C Let E denote the set of all sets C + produced by this decoding process from all possible sequences v 1 ; v 2 ; : : :; v k ; k = dlog ne. Then E separates cliques and stable sets, since for each clique C and stable set S some sequence is the encoding of C; S. Moreover, E has at most n k = n log n elements. We remark that to obtain the better bound (2 ( Since the size of the set W is halved at each stage, we may again assume that k < log n.
The decoding process is a little di erent. We shall be building two com- An argument similar to that given for Theorem 4.2 will show: Theorem 4.3 Every graph with n vertices has a family of n log n sets that separate cliques and stable-pairs.
Moreover, such a family can be found in time n log n times a polynomial in n.
There is an important special case of this last theorem. For cliques and stable-pairs that partition the vertices of G, there is a polynomial separating family: Theorem 4.4 For every graph G with n vertices there exists a family of n sets, which separates all cliques C and all stable-pairs (A; B) with the property that A; B; C partition V (G).
Moreover, such a family of separators can be found in polynomial time.
Proof: Let G 0 be a minimal chordal extension of G, and let v 1 ; v 2 ; : : :; v n be a perfect elimination ordering of G 0 . Minimal chordal extension of an arbitrary graph, and a perfect elimination ordering of a chordal graph, can be found in polynomial time 28]. It follows from the de nition of a perfect elimination ordering that, for each i = 1; 2; : : :; n, the set E i consisting of v i and all v j ; j i adjacent to v i induces a clique in G 0 . Moreover, each clique of G 0 is contained in one of the cliques E i -namely one with i being the rst subscript such that v i is present in the clique. We claim that the family E = fE 1 ; E 2 ; : : :; E n g satis es the statement of the theorem.
Thus suppose C is a clique in G and (A; B) a stable-pair in G, such that A; B; C partition V (G). Since G 0 is a minimal chordal extension of G, it will only contain an edge not in G if it is a chord in a chordless cycle of G. In particular, G 0 cannot have an edge joining a vertex of A to a vertex of B, since any cycle of G which contains both a vertex of A and a vertex of B must contain two vertices of C and thus a chord. Thus (A; B) is also a stable pair in G 0 , and, of course, C is also a clique in G 0 . Thus some E i contains C and is disjoint from A or from B.
This result illustrates that it is sometimes possible to nd polynomial separating families.
Here is how we can use these results to reduce certain complex list partition problems to simpler ones: Corollary 4.5 Suppose M has XZ = 0 and Y W = 1. Then the list Mpartition problem reduces to n log n instances each of which has no list containing fX; Y g, or no list containing fZ; Wg.
In the special case Z = X; W = Y , i.e., X = 0 and Y = 1, the number of instances can be reduced to n 1 2 log n (Theorem 4.1).
In the special case X = Y , i.e., XZ = 0 and XW = 1, the number of instances can be reduced just n+1 { with one instance having no list containing X, and n instances having no list containing both Y and Z (Corollary
2.4).
Suppose rst that X; Z; Y; W are all di erent. Then any Mpartition of an input graph G contains the clique-pair (Y; W), and the disjoint stable-pair (X; Z). According to Theorem 4.2 there is a family of n log n sets E that separate all clique-pairs from all stable-pairs. For each set E we obtaine two instances { in one we remove X from all vertices in E and Y from all vertices not in E, and in the other we remove Z from all vertices in E and W from all vertices not in E. The other cases are treated similarly.
We may de ne separators also in the sparse-dense model: A family E separates dense sets and sparse sets if for any pair of disjoint sets D (dense) and S (sparse) there is a set E 2 E which contains D and is disjoint from S.
The next result concerns the case when sparse subgraphs are the acolourable subgraphs and dense subgraphs the complements of b-colourable subgraphs: Theorem 4.6 Every graph with n vertices has a family of n 1 2 ab log n sets that separate the a-colourable subgraphs and the complements of b-colourable subgraphs.
Moreover, such a family can be found in time n 1 2 ab log n times a polynomial in n.
We have already observed that a sparse graph can meet a dense graph in at most c = ab vertices.
We know that n 1 2 log n separators E are su cient to separate each stable set from each clique. If we separate each of the a stable sets from a sparse subgraph and each of the b cliques from a dense subgraph, we obtain c = ab such sets E. We can then construct a separator E 0 for the sparse and dense subgraphs by taking, for each of the b cliques, the intersection of the a separators E corresponding to the a stable sets, and then letting E 0 be the union of the b intersections corresponding to the b cliques. Since there are at most n 1 2 log n separators E, and the separator E 0 is constructed from c = ab such separators, the n 1 2 c log n bound follows. Our last generalization concerns the case when sparse subgraphs are the (a + 1)-clique-free subgraphs, and dense subgraphs are the (b + 1)-stable-set-free subgraphs. Note that if we know that all stable sets are sparse and all cliques are dense, then sparse graphs are (c + 1)-clique-free, and dense graphs are (c + 1)-stable-set-free. Thus the following result can be used in all such situations; in particular it can be used when a = b = 1, i.e., for separating cliques and stable sets. We take this opportunity also to re ne the arguments to obtain the better bounds.
Instead of using sequences of vertices to describe the separators, we shall be using binary sequences { we simply represent each vertex by a binary sequence. The number of such sequences is then 2 power the length of the sequence.
The bound in the Theorem is less than 2 Moreover, such a family can be found in time 2 C(a+b;n) times a polynomial in n.
We shall encode the sparse-dense pairs by binary sequences. Equivalently, we may talk of sequences of vertices as before, but count each vertex as having a certain length. In fact, for this proof the sequences will use one additional special symbol, %. Thus, together with the n vertices of the input graph, we will have n + 1 di erent symbols, and will encode these by giving each symbol a di erent binary sequence of length log(n+1). With this measure of length, we shall show how to represent separators by sequences of length C(a + b; n).
The description is as follows. Suppose G is a given graph, and S; D a disjoint pair of sets, where S is (a + 1)-clique-free, and D (b + 1)-stable-setfree.
Suppose rst that there is a vertex v 2 S of degree d > n=2. We shall describe the separator by rst giving the binary sequence for v, followed by two binary sequences, one describing the pair S 0 = S \ N; D 0 = D \ N, where N is the set of neighbours of v, and the other describing the pair S 00 = S n S 0 ; D 00 = D n D 0 . In the decoding process, we will be able to tell that v 2 S, and recursively decode the two subsequences to produce a correct separator for S; D in G. Note that the rst sequence has length at most C(a ? 1 + b; d) C(a ? 1 + b; n), since S 0 must be a-clique-free (being a subset of S and completely adjacent to v 2 S). On the other hand, the second sequence has length at most C(a + b; n ? d ? 1) C(a + b; bn=2c).
Similarly, if there is a vertex w 2 D of degree d n=2, then the description will start with the binary sequence for w, followed by two sequences, one for the n ? 
Example Applications
In this section we shall illustrate the general techniques of the preceding sections on some important examples. In the following section we treat all the remaining partition problems with at most four parts. We give the proofs in this section in full detail, allowing us to abbreviate the similar proofs given in the next section.
The List Version of Generalized Split Graphs
We rst return to the case of generalized split graphs. First we note that if a 3 then the list M-partition problem is NP-complete, since we can decide whether or not an input graph G is 3-colourable by endowing all its vertices with the list f1; 2; 3g and then ask whether or not it has a list M-partition. ( 
The List Clique Cutset Problem
The best known polynomial time solvable three-part partition problem is the Clique Cutset Problem, i.e., C = 1; AB = 0, all others . Proof: The theorem yields a polynomial size family E such that whenever an input graph G has a partition A; B; C with C = 1; AB = 0, some E 2 E contains C and is disjoint from A or from B. Thus for each E from the family we will do two tests: In both tests, we remove C from all the lists of the vertices that do not belong to E. For the vertices that belong to E, we remove A in the rst test, and B in the second test. This ensures that if a partition exists, one of the tests will succeed. Each test can be performed in polynomial time by Proposition 2.1.
The List Skew Cutset Problem
The best known four-part partition problem is the Skew Cutset Problem, i.e., AC = 0, BD = Since (B; D) is a clique-pair, and (A; C) a disjoint stable-pair, we can apply Theorem 4.2. For each E from the family E generated by Theorem we perform two tests: The rst test assumes that E contains B and is disjoint from A { thus deleting A from all the lists of the vertices that belong to E, and deleting B from the vertices that do not belong to E. The second test assumes that E contains D and is disjoint from C, also updating the lists accordingly. During the rst test, no list has both A and B. If at any point a vertex has a list of size one, we eliminate it and restrict its neighbours and non-neighbours accordingly. Thus we arrive at a situation that every vertex has a list of size at least two, but never contains both A and B. This means that every list contains C or D. But C = D = CD = , so we can freely choose to put all vertices to either C or D, according to their lists. The second test is done similarly.
The List Two-Clique Cutset Problem
As an application of our Theorem 4.3 we give a quasipolynomial bound for the two-clique cutset problem, that is, AC = 0; B = D = 1, all others equal to . This example is also interesting because it illustrates how we can use a separator theorems twice. (This is a recurring theme in the general classi cation of matrices with k = 4.) Corollary 5.4 The List Two-Clique Cutset Problem can be solved in time n 2 log n times a polynomial in n.
Let E be a family of n log n sets that separates cliques and stable pairs, as guaranteed by Theorem 4.3. If the input graph G admits a partition as speci ed above, then some E 1 will contain B and be disjoint from A or C, and some E 2 will contain D and be disjoint from A or C. For any two elements E 1 ; E 2 of E, we shall make four tests: In the rst test we assume that E 1 contains B and is disjoint from A, while E 2 contains D and is also disjoint from A; in the second test we assume E 1 contains B and is disjoint from A, while E 2 contains D and is disjoint from C. The third and fourth tests are de ned similarly (assuming that E 1 is disjoint from C). As before, the tests are performed by correspondingly modifying the lists of the elements inside or outside of E 1 ; E 2 respectively. The second test results in all lists of size two, as does one of the last two tests; these can be solved again by Proposition 2.1. Consider the rst test (the remaining test is done similarly). No list has both A; B and no list has both A; D. If there are any lists of size three, they must be fB; C; Dg. We can again assume that there are no lists of size one. We are now in the following situation: If a list has no C then it must be fB; Dg. Since C = BC = BD = CD = , we can complete the test by placing all vertices that have C in their list to C, and checking that those vertices with lists fB; Dg can be partitioned into two cliques, i.e., that the graph they induce has a bipartite complement. We note that there is no polynomial time algorithm known for this problem. 6 Classi cations for Small Matrices M Recall that most of our motivating examples of M-partitions dealt with small values of k. Split graphs have k = 2; stable set partition, clique partition, and homogeneous set have k = 3; skew partition and the problem of Winkler have k = 4; and, so on (cf. Figures 2,3,4 ). This suggests a systematic investigation of M-partition problems with small k. Here, we focus on the case k 4.
When k = 2, all list M-partition problems are polynomial-time solvable, by Proposition 2.1.
Theorem 6.1 Suppose the size of M is k = 3. Then the list M-partition problem is NP-complete when M or its complement is the matrix of 3-colouring or the stable cutset problems (Figure 3) , and is polynomial-time solvable otherwise.
Proof. The NP-complete cases are standard results 27, 24] . Consider a matrix M with rows A, B, and C and connections AB, AC, and BC, which is di erent from the four exceptional matrices described in the theorem. We may assume that M is connected, thus at most one of the connections is 0, and, by complementation, at most one of the connections is 1. We may also assume that no row has both a 0 and a 1, cf. Corollary 2.4 and Proposition 2.1. In particular, we do not have both a connection of type 0 and a connection of type 1. Thus without loss of generality we may assume that AC = BC = . In that case we may also assume that C 6 = , otherwise C dominates all other rows, and we can eliminate it as explained after Proposition 2.5.
If each part A, B, and C is of type either 0 or 1, and not all are the same type, then the problem is polynomial-time solvable by Theorem 3.1, since after we have decided which vertices go to parts of type 0 and which to parts of type 1, we are left with each list of size one or two.
If AB = as well, then we also have A; B 6 = and so we may assume that all three values A, B, and C are the same, either 0 or 1. This is impossible, as M is matrix di erent from the matrix of 3-colouring and its complement.
Up to complementation we may assume that AB = 0. We may also assume that A; B 6 = 1, else we have a row with both a 0 and a 1. If one of A and B dominates the other, we reduce all lists to size at most two. The only other possibility is that A = B = . Since M is not the matrix of the stable-cutset problem we conclude that C = 1, i.e., it is the matrix of the clique-cutset problem solved in the previous section.
We now proceed to discuss matrices of size k = 4. It will be easier to deal rst with matrices M which have no 's on the main diagonal: Theorem 6.2 Suppose M is of size k = 4 and assume it does not contain any 's on the main diagonal.
If M contains the matrix corresponding to 3-colouring, or its complement, then the list M-partition problem is NP-complete; otherwise, the list M-partition problem is polynomial-time solvable.
The rst statement follows from Propositions 2.7 and 2.8. Thus assume that M does not contain the matrix corresponding to 3-colouring, or its complement.
If there are two parts of type 0 and two of type 1, we proceed as the case of k = 3, solving, for each sparse-dense partition, the remaining problem by 2-satis ability. If there are three parts of type 0 and one part of type 1 (a similar argument applies when there are three 1's and one 0), then we proceed the same way, since the three 0 parts do not yield 3-colouring and all other three-part problems without a diagonal 1 are polynomial time solvable. Once the vertices that go to the part of type 1 are known, we can remove them, modifying the remaining lists, and solve the three-part subproblem.
By complementation, we may now assume that all four parts are of type 0.
Suppose there are two disjoint connections of type 1, say AB = CD = 1. Then we may try to place two vertices | v into A and w into C: for vertices adjacent to both v and w we can remove A and C from the lists, for those nonadjacent to both we can remove B and D, for those adjacent to v but not to w we can remove A and D, and for those adjacent to w but not v we can remove B and C. Thus we can reduce the problem to the following polynomial-time solvable instances: One instance with lists without A, one instance with lists without C, and at most n Suppose rst that y = 1. We prove the NP-completeness of M-partition by reducing to it the problem of 3-colourability. Thus suppose that G is a graph we would like to 3-colour, and let G 0 consist of two disjoint copies of G. We claim that G is 3-colourable if and only if G 0 admits an M-partition. Indeed, if G is 3-colourable, then G 0 is also 3-colourable, and hence admits an M-partition (with all vertices in the rst three parts). On the other hand, an M-partition of G 0 cannot place two vertices from di erent copies of G in the fourth part, since the fourth part is a clique. Thus all vertices of one copy of G are placed in the rst three parts, i.e., G is 3-colourable.
Now suppose that y = 0. If any other x i = 0, then the union of the i-th part and the fourth part is a stable set, and a graph admits an M-partition if and only if it is 3-colourable. If any x i = 1, then it is again the case that G is 3-colourable if and only if G 0 (from above) admits an M-partition. Indeed, an M-partition of G 0 cannot place both a vertex from the rst copy of G to the i-th part and a vertex from the second copy in the fourth part, since those parts are completely adjacent. Therefore at least one copy of G is 3-coloured.
We now turn to the general list M-partition problem, where M may have parts of type . We are no longer able to classify the problems as NPcomplete or polynomial, but we do give a classi cation as NP-complete or quasipolynomial. By the preceding lemma, we can assume that M has at least one 0 and at least one 1. It turns out then that the only NP-complete problems are those mentioned earlier, namely for those matrices containing the matrix of 3-colouring or of stable cutset, or their complements. In addition we have not both BC = CD = , otherwise C dominates A, no fA; Cg, drop A and solve the polynomial fB; C; Dg problem.
We may assume BC = 1 (by symmetry between B and D). Now, we have no fA; Cg or no fB; Cg (n log n cases as AC = 0 and BC = 1), so either drop A to get a fB; C; Dg problem, or get a 2-satis ability problem. CD 6 = 0, else place vertex in D, no fA; Cg (as AD = and CD = 0), solve the 2-satis ability problem. So CD = .
So far, we have AB = 0, AD = 1, BC = , CD = . Suppose C = . Then AC 6 = , else C dominates all and could be dropped. By symmetry under complementation, we can assume AC = 0. Also C dominates B, so no fB; Cg. Place vertex in A, no fC; Dg (as AC = 0 and AD = 1) . So a list can contain only one of fB; C; Dg, solve the 2-satis ability problem.
For the other case, C 6 = , by symmetry under complementation, we can assume C = 0. We also have No fA; Cg or no fC; Dg (n log n cases as C = 0 and AD = 1). If no fA; Cg, since no fB; Dg, solve the 2-satis ability problem. So no fC; Dg. As a result, all lists are contained in fA; Dg or in fA; B; Cg. Now, no fA; Dg or no fA; Bg (n log n cases as AB = 0, AD = 1), so either drop D to get a fA; B; Cg problem, or get a 2-satis ability problem.
By these two lemmas, we can assume that 1 (or equivalently 0, by complementation) occurs only on the diagonal, so that all o -diagonal entries are 0; .
We rst consider the case where there are at least two 1s (on the main diagonal). For this case, we can assume that there is at least one 0 not on the main diagonal. Otherwise, if all o -diagonal entries are , then if say A = , then A dominates all other parts, and we obtain a size three problem on fB; C; Dg; if none of A; B; C; D is , then either they are two 0's and two 1's (polynomial by the sparse-dense technique), or we get an NP-complete problem by 3-colourability.
The next three lemmas consider the possible placements of the 0 connection with respect to the (at least two) 1 parts. Either the 0 connection is not incident on any of the two 1's, or it is incident on one of them, or it is incident on both of them. We can assume D 6 = 1 and CD 6 = 0 by the previous lemma, so CD = .
Place a vertex in A, no fA; Cg (as A = 1 and AC = 0). Also no fA; Bg or no fB; Cg (n log n cases as B = 1, AC = 0). Suppose rst no fA; Bg. All lists are contained in fA; Dg or in fB; C; Dg. We may assume that not both AC = BC = , else C dominates all vertices, so we can drop C and get a three-part fA; B; Dg problem.
Say AC = 0.Then BC 6 = 0, else we have two components fA; Bg and fC; Dg. So BC = .
We have A 6 = 0, else C dominates A, no fA; Cg, solve 2-satis ability problem. This completes the proof of the theorem. Proof.
Once we know from Theorem 3.1 which vertices are placed in parts of type 0 (stable sets) and which in parts of type 1 (cliques), we can nd the classes of the equivalence in which two vertices that are both in parts of type 0 are equivalent if they have the same open neighbourhood, and two vertices that are both in parts of type 1 are equivalent if they have the same closed neighbourhood. Having these equivalence classes in hand, we can easily check if a list partition exists. (Recall that the size k of the matrix M is xed.)
The next result shows that the classi cation of M-partition problems as quasipolynomial or NP-complete might extend to an arbitrary size k. Let If the above instances of list H-colouring problems, with list restrictions, can be solved in polynomial time, we obtain a quasipolynomial algorithm for list M-partition. If a list H-colouring problem (with list restrictions) is NP-complete, then the original problem is also NP-complete.
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