Abstract-Output signal handling of a smart sensor usually involves a calibration facility to correct for input-output nonidealities which comprise offset, gain errors, nonlinearity errors, and cross sensitivity. In this paper, a calibration method is presented which features a progressive improvement in the sensor calibrated transfer toward the desired transfer as the user proceeds from one calibration point to the next. The method is based on a set of mathematical formulas whereby a calibration coefficient is calculated at a selected calibration point and used to calculate a first correction of the sensor transfer curve. Further improvement in the sensor transfer is obtained by repeating the process for a second calibration point using the transfer resulting from the first calibration, without the need to review the calibration already carried out at the first point. The process can be repeated until the desired error reduction is obtained.
I. INTRODUCTION
T HE MAIN requirement of an electronic sensor is to generate an electrical signal proportional to the input physical quantity. However, a practical electronic sensor does not realize the ideal signal transfer, but exhibits nonidealities like offset, gain, and nonlinearity, in addition to the possible effects of a disturbing variable which affects the desired sensor response to the physical quantity of interest. For example, the offset, gain, and nonlinearity of a pressure sensor can be dependent on the operating temperature of the sensor, in which case the sensor is said to be cross sensitive to temperature. Thus, the output of a sensor cannot be interpreted as an accurate and reliable representation of the physical quantity to be measured and certain measures must be taken to calibrate the sensor using reliable reference input signals, such that its output can be accurately related to the physical quantity. For smart sensors, calibration methods can be applied to the analog part or the digital part of the sensor signalprocessing chain [1] . Analog calibration methods are based on changing the analog signal transfer in such a way as to compensate for the sensor errors, mostly through the use of trimmable resistors [2] - [4] . A second class of calibration methods within this group [5] comprises those methods where the transfer of the analog signal processing circuit is controlled and modified by a digitally programmable array of resistors or capacitors. However, higher resolution can only be achieved by increasing the number of controlling bits and the array size of the trimming elements. The disadvantages of these analog methods are circuit complexity, limited resolution, and lack of flexibility. Moreover, they have limited capabilities to handle the nonlinearity and cross sensitivity problems, and each sensor requires a lot of individual attention for the calibration, making it harder to automate the calibration process.
The digital calibration methods offer many possibilities for flexible, accurate, and programmable calibration methods. Moreover, the availability of cheap microcontrollers and smart sensors with digital, microcontroller-compatible outputs, makes integrated calibration of the smart sensor device possible. These digital calibration methods can be implemented using either a lookup table method or a calibration function method. A disadvantage of the former method is the large storage capacity needed to accommodate the large number of correction points necessary to obtain adequate calibration, and the large amount of sensor data that has to be gathered during the calibration process. Reducing the storage space at the expense of speed and accuracy can be effected by using a coarse table and an interpolation method between the points stored, but this requires additional dedicated circuitry or software to calculate the interpolated points [6] , [7] . The space requirement is increased further if correction for cross sensitivity to an interfering parameter is also required. In the second class of calibration methods, a small matrix of calibration data is obtained during the calibration process which can be used to calculate the calibration coefficients to be used later in a polynomial correction function [8] - [10] . The calculation of the calibration coefficients involves extensive computations usually carried out on a PC or external computer. If the user or the calibration system decides for more calibration points to further reduce the error, then the calculations of the calibration coefficients have to be repeated all over again for the new number of calibration points.
This paper proposes a point by point calibration method, and presents the implementation of the latter in a microcontroller program. At a given calibration point (reference signal) the actual sensor output is equalized to the desired sensor output, by calculating and applying a correction coefficient according to a simple formula. This can be considered an offset calibration. The procedure is repeated at another calibration point, 0018 -9456/97$10.00 © 1997 IEEE where the actual sensor output is again directly equalized to the desired output, without disturbing the previous equalization. This results in a gain calibration, while the offset calibration is preserved. The calibration can be repeated for any number of reference signals, building up, step by step, a polynomial correction curve, which can be applied to the sensor signal immediately. After four calibration points, for example, a third-order polynomial correction is achieved. Each correction is applied in such a way that the previous calibrations are not disturbed.
The method does not require the collection of a matrix of sensor data and then using it to calculate the calibration coefficients through matrix inversion. Instead, the calculation of each calibration coefficient involves the solution of one equation with one unknown only, plus the calculation of the resulting corrected sensor response. Each time, a newly calculated calibration coefficient is used to add a new term to the calibration function already at hand from previous calibrations, which then forms a new calibration function resulting in further correction of the sensor response. After each calibration step, the sensor response and error can be examined at a new calibration point, and if the error reduction is not yet satisfactory, further corrections can be effected. Moreover, the method can be readily extended for 2-D calibration to calibrate for cross sensitivity to another variable, which can be measured separately (such as temperature).
In Section II, the mathematics of the one-dimensional (1-D) point-by-point calibration will be explained. Then, the twodimensional (2-D) calibration will be discussed, followed by the implementation in a microcontroller for the calibration of pressure sensors (esp. piezoresistor-bridges).
II. 1-D CALIBRATION
In this section, the principle of the proposed method as applied to 1-D calibration will be discussed. In this case, the sensor is considered to be sensitive only to the input desired variable, hence the term 1-D calibration.
The method is based on a number of calibration equations where each equation is built up from the previous one and with each new equation involving one new calibration coefficient. The input variable is indicated as , the uncalibrated sensor response is denoted by , the desired value of the sensor response at the th calibration point by , the calibration coefficients by , and the calibration functions by . The first calibration function is given by the simple formula
From the first measurement the desired value of can be calculated, to equalize the corrected sensor output to the desired output value at input . The second calibration function uses the previously corrected function as
The correction term with calibration coefficient is zero in the first calibration point . A second calibration measurement is used to calculate the correct value for , so that the corrected sensor output at input is now equalized to the desired output . Also the previous calibration is still valid. The following calibration steps will build up a polynomial linearization function in the same successive manner. The third, fourth, and fifth calibration functions are, respectively, given as A third calibration measurement is used to calculate so that the calibrated function equals the desired function at three points , and . A fourth measurement is used to calculate which linearizes at a fourth point . A fifth measurement is used to calculate which linearizes at a fifth point . The process can be continued until the error, the difference between the desired and the calibrated transfer function, is sufficiently reduced.
To demonstrate how the method works to successively reduce the errors in sensor response, starting with the gain and offset errors and proceeding to the nonlinearity errors, reference is made to Figs. 1-3 . Fig. 1 shows the uncalibrated sensor response together with the resulting responses after 1, 2, and 3 calibration steps for the case where the sensor input and output are normalized to . Fig. 2 shows the initial uncalibrated error and the error values after 1, 2, and 3 calibration steps. For clarity, the error values after 3, 4, and 5 calibration steps are shown separately on a different scale in Fig. 3 . In those figures, and refer to the uncalibrated sensor response and the uncalibrated error, while and refer to the response and error after calibration steps. Simulation results involving other function calibration methods in the literature namely the three-point method in [10] , and the polynomial fitting method in [8] , showed that the performance of this method is good: the error reduction per calibration step is comparable, and for certain sensor curves, better than those methods.
III. 2-D CALIBRATION
The output of a pressure sensor is not only determined by the pressure applied to the sensor, but it is also affected to a certain extent by the operating temperature of the sensor, in such a way that the sensor errors themselves are temperature dependent. Then, such a pressure sensor has to be calibrated for both pressure (desired variable) and temperature (undesired interfering variable), hence the term 2-D calibration. The sensor response in this case can be represented graphically by a surface in a three-dimensional (3-D) picture. The calibration method can be extended to handle 2-D calibration by succeedingly selecting axes with fixed values for one input variable and then proceeding along each selected axis with different values for the other variable as in the 1-D calibration. A separate temperature sensor is of course needed to calculate and apply a temperature dependent correction on the pressure sensor output. The values along the first variable are also to be selected following the same order as that for 1-D calibration. The results are best (as regards speedy and steady error reduction) when calibration is carried out in such a sequence that each error (such as offset) and its temperature coefficient are corrected before proceeding to correct for the next error (in this case, gain error) and its temperature coefficient. Calibration should, thus be carried out along axes representing pressure values (the desired variable) and proceeding along each selected pressure axis with different temperature values. Denoting the measured temperature value by , and the reference temperature at the calibration point by , the 2-D calibration functions for the case of by calibration points ( represents the number of pressure points and represent the number of temperature points), are given below.
• Calibration for offset and its temperature coefficient along the pressure axis
• Calibration for gain and its temperature coefficient along the pressure axis
• Calibration for second-order nonlinearity and its temperature coefficient along the pressure axis Calibration for higher order nonlinearities and their temperature coefficients can be further carried out along the axes , following the same procedure, where is the calibration coefficient to be determined at the calibration point , , is the th calibration function at the th temperature value, and is the desired output value for the function at the calibration point . To illustrate how the method works, Fig. 4 shows the uncalibrated transfer surface and Fig. 5 the uncalibrated error surface of an example sensor which is sensitive to the desired as well as to an undesired input variable (pressure and temperature, respectively). The transfer surface and the error surface after five pressure by three temperature calibration steps are shown in Figs. 6 and 7 .
The absolute maximum error values for six different sensor characteristics after different numbers of calibration steps and for input pressure and temperature values normalized to ( 1, 1) are shown in Fig. 8 . The six different sensor characteristics investigated are referred to by the corresponding case numbers: error3 3 refers to the error values after 3 3 calibration steps and error5 3 to the error values after 5 3 calibration steps, whereas the error values after 5 5 and after 7 5 calibration steps are referred to by error5 5 and error7 5, respectively. The initial maximum nonlinearity error for all considered cases was approximately 25% of full-scale.
Simulations carried out to compare the performance of this method with that of the 2-D calibration polynomial using matrix inversion [8] , showed a better performance of the proposed method as regards the speed of error reduction per calibration step, in addition to the fact that progressive error reduction always resulted with this method, as the number of calibration steps were increased. Fig. 9 shows the block diagram of the proposed smartsensor microcontroller-based system using a smart sensor bus [11] to read out integrated temperature and pressure sensors. The output of the pressure sensor S is determined by the applied pressure and the operating temperature of the sensor. A temperature sensor S is also used to give the calibration setup an indication of the operating temperature. The calibration program and the calibration coefficients are saved in the memory.
IV. MICROCONTROLLER IMPLEMENTATION
Through the user terminal, the necessary calibration data asked for by the microcontroller can be entered. The microcontroller used is the 80c552 which is an 8-bit microcontroller driven by 12 MHz clock. The system software consists of a program written in C, which is compiled, assembled and then downloaded into the system memory. The program consists of two parts: the calibration part to calculate the calibration coefficients and the measurement part to calculate the corrected values of sensor output using the values of calibration coefficients already calculated and saved in memory during the calibration cycle. It is an interactive program which, during the calibration process sends the necessary messages to inquire the user about the reference data required at each stage of the calibration process. Once the correct response has been received, the microcontroller proceeds with the necessary calculations, which involves calculating a new calibration coefficient and checking the error limit supplied by the user. Once this limit has been reached, entering more calibration data can stop, and the measurement cycle can start.
It was earlier discussed that the 2-D calibration algorithm requires scanning across temperature values for as many pressure values as required to reduce the error to the specified limit. This represents a practical disadvantage during the calibration cycle, since it is easier and faster to change the pressure values applied to a sensor than to change the temperature. Accordingly, it is more convenient to select the order in which the calibration process is carried out such that it requires the minimum number of changes in temperature values. This fact has been accounted for in the program used where functions have been used to enable the program to carry out the calibration cycle along axes of fixed temperature values for different pressure values, whereas the correction process during the measurement cycle is carried out along fixed pressure values as was explained earlier.
The program was operated and tested using the fictive sensors data already used in the simulations. Actual results from the microcontroller were found to coincide with the simulation results. With the microcontroller type already mentioned, and 32-bit precision floating point arithmetic, it was found that the time required to calculate one corrected value during the measurement cycle was on the average 30 ms based on 5 5 calibration steps. This is fast enough for sensors with a signal bandwidth lower than 15 Hz.
V. CONCLUSIONS
A technique to correct for sensor offset, gain, nonlinearity, and cross sensitivity, using an 8-bit microcontroller has been developed. Calibration methods based on mathematical correction functions implemented in a microcontroller have become increasingly popular because of their flexibility and effectiveness and also because of the continuing reduction of size and price of microcontrollers. Already it is possible to be incorporate them in the sensor package to form a smart sensor with calibration facility. With the proposed calibration method, it is possible to let such a smart sensor itself carry out both the calculation of the calibration coefficients and the calculation of the measurement correction, thus providing an accurate ready-to-use sensor system. Moreover, the calibration method, and the calibration system based upon it provide the user with a means to enter calibration points data until a certain error reduction is achieved. At each calibration step, a calibration coefficient is calculated according to a simple formula, and the newly calculated calibration coefficient is used to add a new term to correction function resulting from the previous calibration. A steady reduction in error always resulted when successively applying this method to different types of sensor response curves. The number of summations and multiplications required to calculate a single corrected value is comparable to that required by other methods based on polynomial correction using matrix inversion. Simulation results have also shown that the performance of the proposed method (as regards error correction) is comparable to and for most of the cases considered, better than that of the other method referred to. The advantage of the proposed method is the progressive usercontrolled error reduction, in addition to the ease with which the calibration coefficients can be calculated. The calculation of the corrected values, now totalling 30 ms per sample, can be speeded up by using a 16-bit or 32-bit microcontroller. The software part can be further developed, such that the calibration cycle becomes more automated with minimum interference from the part of the user. In this way, the resulting smart sensor setup with the microcontroller makes a fast, automated, and thus cheap calibration of sensors in production possible, and also provides for fast and cheap customer recalibration [2] . Furthermore, since the smart sensor has all the calibration facilities on board, a minimum attention per sensor is needed, namely the reference data can be sent to many sensors at a time in a batch calibration process. This will reduce the production costs of accurate sensors considerably.
