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1. Introduction
We consider the incompressible inhomogeneous magnetohydrodynamic equations in RN as follows:
div u = 0, (1.1)
∂tρ + u · ∇ρ = 0, (1.2)
ρ∂tu+ ρu · ∇u+∇

p+ 1
2
B2

= B · ∇B+ µ1u, (1.3)
∂tB+ u · ∇B = B · ∇u+ η∆B, (1.4)
div B = 0, in (0,∞)× RN , (1.5)
(ρ, u, B)|t=0 = (ρ0, u0, B0) in RN with N = 2, 3. (1.6)
Here u is the plasma velocity, B is the magnetic field, p is the pressure and ρ is the density. The initial data ρ0, u0, B0 are
assumed to satisfy div u0 = div B0 = 0 in RN and 0 < m ≤ ρ0 ≤ M for two given positive constantsm andM . µ ≥ 0 is the
viscosity coefficient and η ≥ 0 is the magnetic viscosity coefficient.
When µ > 0 and η > 0, the local well-posedness has been studied in [1–3], where the estimates depend on µ and η. A
regularity criterion has been established in [4]. When µ = η = 0, the authors showed a local well-posedness theorem for
(1.1)–(1.6) in a recent work [5].
The aim of this short paper is to establish a uniform local-in-time well-posedness of the problem (1.1)–(1.6) and the
estimates do not depend on µ > 0 or η > 0. Our theorem reads the following.
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Theorem 1.1. Let 1 ≥ µ > 0, 1 ≥ η > 0, and the initial data (ρ0, u0, B0) satisfy
0 < m ≤ ρ0 ≤ M, ∇ρ0 ∈ Hs−1(RN), (u0, B0) ∈ Hs(RN) with s > N2 + 1,
div u0 = div B0 = 0 in RN .
Then there exists a positive time T > 0 such that the problem (1.1)–(1.6) has a unique solution (ρ, u, B) satisfying
0 < m ≤ ρ ≤ M, ‖∇ρ‖L∞(0,T ;Hs−1) ≤ C, ‖(u, B)‖L∞(0,T ;Hs) ≤ C, (1.7)
here and later on T and C are independent of µ > 0 and η > 0.
By our estimates, it is easy to study the limit of µ → 0 or η → 0. For simplicity, we omit it here (we refer to [6] for
corresponding details).
It is worth pointing out that Theorem 1.1 and the method used here hold true for µ = η = 0. But the method in [5]
cannot be used here directly.
2. Proof for Theorem 1.1
Before going to the proof, we introduce the following well-known Osgood lemma in [7], which will be used.
Lemma 2.1 (Osgood Lemma). Let y be ameasurable, positive function, f a positive, locally integrable function and g a continuous,
increasing function. Assume that, for a positive real number a, the function y satisfies
y(t) ≤ a+
∫ t
t0
f (s)g(y(s))ds.
If a is different from zero, then we have
−G(y(t))+ G(a) ≤
∫ t
t0
f (s)ds with G(s) :=
∫ 1
s
dr
g(r)
.
If a is zero and g(s) satisfies
 1
0
dr
g(r) = +∞, then the function y is identically zero.
In the proof, we will also use the following bilinear commutator and the product estimate due to Kato–Ponce [8]:
‖Λs(fg)− fΛsg‖Lp ≤ C(‖∇f ‖Lp1 ‖Λs−1g‖Lq1 + ‖Λsf ‖Lp2 ‖g‖Lq2 ), (2.1)
‖Λs(fg)‖Lp ≤ C(‖Λsf ‖Lp1 ‖g‖Lq1 + ‖f ‖Lp2 ‖Λsg‖Lq2 ), (2.2)
with s > 0, 1 < p <∞, 1p = 1p1 + 1q1 = 1p2 + 1q2 andΛ := (−∆)1/2.
Since the local-in-time well-posedness has been established in [1–3], it is sufficient to prove a priori estimates (1.7).
First, by the maximum principle, it follows from (1.1) and (1.2) that
0 < m ≤ ρ ≤ M. (2.3)
Multiplying (1.3) by u, using (1.1) and (1.2), after integration by parts, we see that
1
2
d
dt
∫
ρu2dx+ µ
∫
|∇u|2dx =
∫
(B · ∇)B · udx. (2.4)
Similarly, multiplying (1.4) by B, using (1.1) and (1.5), we find that
1
2
d
dt
∫
B2dx+ η
∫
|∇B|2dx =
∫
(B · ∇)u · Bdx = −
∫
(B · ∇)B · udx. (2.5)
Combining (2.4) and (2.5), we have the well-known energy equality
1
2
d
dt
∫
(ρu2 + B2)dx+ µ
∫
|∇u|2dx+ η
∫
|∇B|2dx = 0. (2.6)
TakingΛ on (1.2), multiplying it byΛρ, using (1.1) and (2.1), after integration by parts, we infer that
1
2
d
dt
∫
|Λρ|2dx = −
∫
[Λ(u · ∇ρ)− u · ∇Λρ]Λρdx
≤ ‖Λ(u · ∇ρ)− u · ∇Λρ‖L2‖Λρ‖L2
≤ C‖∇u‖L∞‖∇ρ‖2L2 ≤ C‖u‖Hs‖∇ρ‖2L2
≤ C‖u‖3Hs + C‖∇ρ‖3L2 . (2.7)
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Now, let θ = 2max{s− 1, s−1s−1−N/2 , 32 } and
Ψ (t) =
∫ t
0
(1+ ‖∇ρ‖2Hs−1 + ‖u‖2Hs + ‖B‖2Hs)
3θ
2 dτ . (2.8)
Then (2.7) implies that
‖∇ρ(t)‖2L2 ≤ ‖∇ρ0‖2L2 + CΨ (t). (2.9)
Similarly, takingΛs on (1.2), multiplying it byΛsρ, using (1.1) and (2.1), after integration by parts, we deduce that
1
2
d
dt
∫
|Λsρ|2dx = −
∫
[Λs(u · ∇ρ)− u · ∇Λsρ]Λsρdx
≤ ‖Λs(u · ∇ρ)− u · ∇Λsρ‖L2‖Λsρ‖L2
≤ C(‖∇u‖L∞‖Λsρ‖L2 + ‖∇ρ‖L∞‖Λsu‖L2)‖Λsρ‖L2
≤ C(‖∇u‖L∞ + ‖∇ρ‖L∞)(‖Λsρ‖2L2 + ‖Λsu‖2L2)
≤ C‖∇ρ‖3Hs−1 + C‖u‖3Hs .
Integrating the above inequality and using (2.8) and (2.9), we have
‖∇ρ(t)‖2Hs−1 ≤ C + CΨ (t). (2.10)
Multiplying (1.3) by ut , using (1.1), (2.3) and (2.6), after integration by parts, we get
µ
2
d
dt
∫
|∇u|2dx+
∫
ρ|ut |2dx =
∫
(B · ∇B− ρu · ∇u)utdx
≤ (‖B‖L2‖∇B‖L∞ + ‖ρ‖L∞‖u‖L2‖∇u‖L∞)‖ut‖L2
≤ C(‖∇B‖L∞ + ‖∇u‖L∞)‖ut‖L2
≤ 1
2
∫
ρ|ut |2dx+ C‖u‖2Hs + C‖B‖2Hs ,
which yields∫ t
0
‖ut(τ )‖2L2dτ ≤ C + CΨ (t). (2.11)
TakingΛs−1 on (1.3), multiplying it byΛs−1ut , using (1.1), after integration by parts, we infer that
µ
2
d
dt
∫
|∇Λs−1u|2dx+
∫
ρ|Λs−1ut |2dx =
∫
Λs−1(B · ∇B) ·Λs−1utdx−
∫
Λs−1(ρu · ∇u) ·Λs−1utdx
−
∫
[Λs−1(ρut)− ρΛs−1ut ] ·Λs−1utdx
≤ (‖Λs−1(B · ∇B)‖L2 + ‖Λs−1(ρu · ∇u)‖L2
+‖Λs−1(ρut)− ρΛs−1ut‖L2)‖Λs−1ut‖L2
=: (I1 + I2 + I3)‖Λs−1ut‖L2 . (2.12)
By using (2.2), I1 can be bounded as follows
I1 ≤ C‖B‖L∞‖ΛsB‖L2 ≤ C‖B‖2Hs .
Similarly, I2 can be controlled by
I2 ≤ C‖ρu‖L∞‖Λsu‖L2 + C‖Λs−1(ρu)‖L2‖∇u‖L∞
≤ C‖u‖2Hs + C(‖ρ‖L∞‖Λs−1u‖L2 + ‖u‖L∞‖Λs−1ρ‖L2)‖∇u‖L∞
≤ C‖u‖2Hs + C‖u‖2Hs‖∇ρ‖Hs−1
≤ C + ‖u‖3Hs + ‖∇ρ‖3Hs−1 .
Using (2.1) and the Gagliardo–Nirenberg inequality, we bound I3 as follows.
I3 ≤ C‖∇ρ‖L∞‖Λs−2ut‖L2 + C‖Λs−1ρ‖L2‖ut‖L∞
≤ C‖∇ρ‖Hs−1(‖Λs−2ut‖L2 + ‖ut‖L∞)
≤ ‖∇ρ‖Hs−1(‖ut‖
1
s−1
L2
‖Λs−1ut‖
s−2
s−1
L2
+ ‖ut‖
s−1−N/2
s−1
L2
‖Λs−1ut‖
N/2
s−1
L2
)
≤ m
8
‖Λs−1ut‖L2 + C(‖∇ρ‖s−1Hs−1 + ‖∇ρ‖
s−1
s−1−N/2
Hs−1 )‖ut‖L2 .
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Inserting the above estimates for I1, I2 and I3 into (2.12), we obtain
µ
2
d
dt
∫
|∇Λs−1u|2dx+m
∫
|Λs−1ut |2dx ≤ C‖B‖4Hs + C‖u‖6Hs + ‖∇ρ‖6Hs−1 + C(‖∇ρ‖2(s−1)Hs−1 + ‖∇ρ‖
2(s−1)
s−1−N/2
Hs−1 )‖ut‖2L2 .
Integrating the above inequality over [0, t] and using (2.10) and (2.11), we have∫ t
0
‖Λs−1ut(τ )‖2L2dτ ≤ C + CΨ (t)+ CΨ 2(t). (2.13)
TakingΛs on (1.3), multiplying it byΛsu, after integration by parts yields
1
2
d
dt
∫
ρ|Λsu|2dx+ µ
∫
|Λs+1u|2dx =
∫
(Λs((B · ∇)B)− (B · ∇)ΛsB)Λsudx
+
∫
(B · ∇ΛsB) ·Λsudx−
∫
[Λs(ρut)− ρΛsut ]Λsudx
−
∫
[Λs(ρu · ∇u)− ρu ·Λs∇u]Λsudx. (2.14)
Similarly, takingΛs on (1.4), multiplying it byΛsB, after integration by parts, we have
1
2
d
dt
∫
|ΛsB|2dx+ η
∫
|Λs+1B|2dx =
∫
[Λs(B · ∇u)− B · ∇Λsu]ΛsBdx
+
∫
(B · ∇Λsu) ·ΛsBdx−
∫
[Λs(u · ∇B)− u∇ΛsB]ΛsBdx. (2.15)
Summing up (2.14) and (2.15), noting that∫
(B · ∇)ΛsB ·Λsudx+
∫
(B · ∇)Λsu ·ΛsBdx =
∫
B · ∇(ΛsB ·Λsu)dx = 0,
then using (2.1)–(2.3), (2.6) and (2.13), we deduce that
1
2
d
dt
∫
(ρ|Λsu|2 + |ΛsB|2)dx ≤ C‖Λs(B · ∇B)− B · ∇ΛsB‖L2‖Λsu‖L2 + C‖Λs(ρut)− ρΛsut‖L2‖Λsu‖L2
+ C‖Λs(ρu · ∇u)− ρu∇Λsu‖L2‖Λsu‖L2 + C‖Λs(B · ∇u)
− B · ∇Λsu‖L2‖ΛsB‖L2 + C‖Λs(u · ∇B)− u∇ΛsB‖L2‖ΛsB‖L2
≤ C‖∇B‖L∞‖ΛsB‖L2‖Λsu‖L2 + C(‖∇ρ‖L∞‖Λs−1ut‖L2 + ‖Λsρ‖L2‖ut‖L∞)‖Λsu‖L2
+ C(‖∇(ρu)‖L∞‖Λsu‖L2 + ‖Λs(ρu)‖L2‖∇u‖L∞)‖Λsu‖L2
+ C(‖∇B‖L∞‖Λsu‖L2 + ‖ΛsB‖L2‖∇u‖L∞)‖ΛsB‖L2
≤ C‖B‖2Hs‖u‖Hs + C‖∇ρ‖Hs−1‖ut‖Hs−1‖u‖Hs + C‖∇ρ‖Hs−1‖u‖3Hs
≤ C + C‖∇ρ‖4Hs−1 + C‖u‖4Hs + C‖B‖3Hs + ‖ut‖2Hs−1 .
Integrating the above inequality and using (2.11) and (2.13), we have∫
(ρ|Λsu(t)|2 + |ΛsB(t)|2)dx ≤ C + CΨ (t)+ CΨ 2(t). (2.16)
Due to (2.6), (2.9), (2.10) and (2.16), we conclude that
d
dt
Ψ (t) = (1+ ‖∇ρ‖2Hs−1 + ‖u‖2Hs + ‖B‖2Hs)
3θ
2
≤ (C + CΨ (t)+ CΨ 2(t)) 3θ2 ,
which yields (by Osgood Lemma) that there exists T independent of µ and η such that Ψ (T ) ≤ C , and thus (1.7) holds.
This completes the proof.
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