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Best approximations and moduli of smoothness of functions
and their derivatives in Lp, 0 < p < 1
Yurii Kolomoitseva,b,1
Abstract. Several new inequalities for moduli of smoothness and errors of the best ap-
proximation of a function and its derivatives in the spaces Lp, 0 < p < 1, are obtained. For
example, it is shown that for any 0 < p < 1 and k, r ∈ N
ωr+k(f, δ)p ≤ C(p, k, r)δ
r+ 1
p
−1
(∫ δ
0
ωk(f
(r), t)pp
t2−p
dt
) 1
p
,
where the function f is such that f (r−1) is absolutely continuous. Similar inequalities are
obtained for the Ditzian-Totik moduli of smoothness and the error of the best approximation
of functions by trigonometric and algebraic polynomials and splines. As an application,
positive results about simultaneous approximation of a function and its derivatives by the
mentioned approximation methods in the spaces Lp, 0 < p < 1, are derived.
1. Introduction
Let A be a finite interval [a, b] or the unit circle T ∼= [0, 2pi). As usual, Lp = Lp(A),
0 < p <∞, denotes the space of all measurable function f on A such that
‖f‖p = ‖f‖Lp(A) =
(∫
A
|f(x)|pdx
) 1
p
<∞
and W rp (A), 1 ≤ p ≤ ∞, r ∈ N, denotes the Sobolev space of functions, that is f ∈ W rp (A) if
f (r−1) ∈ AC(A) (absolutely continuous functions on A) and f (r) ∈ Lp(A).
Measuring the smoothness of a function by differentiability is too crude for many purposes
of analysis. Subtler measurements are provided by moduli of smoothness. Recall that for
f ∈ Lp, the classical (non-periodic and periodic) modulus of smoothness of order r ∈ N is
defined by
ωr(f, δ)p = ωr(f, δ)Lp(A) = sup
0<h≤δ
‖∆rhf‖Lp(Arh) ,
where
∆rhf(x) =
r∑
ν=0
(
r
ν
)
(−1)νf(x+ νh),
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(r
ν
)
= r(r−1)...(r−ν+1)ν! ,
(r
0
)
= 1, and Arh = [a, b − rh] in the case A = [a, b] or Arh = T in the
case A = T. We also use the notation ω0(f, δ)p = ‖f‖p.
It is well-known (see [4], p. 46) that for any function f ∈ W rp (A), 1 ≤ p < ∞, and
k, r ∈ Z+
(1.1) ωr+k(f, δ)p ≤ δrωk(f (r), δ)p.
It is also possible to estimate ωk(f
(r), δ)p from above by ωr+k(f, δ)p. Such estimate is given
by the following weak-type inverse inequality to (1.1): for f ∈ Lp, 1 ≤ p < ∞, and k, r ∈ N
one has
(1.2) ωk(f
(r), δ)p ≤ Cr
∫ δ
0
ωr+k(f, t)p
tr+1
dt
(see Johnen and Scherer [11], see also [4, p. 178]). Inequalities (1.1) and (1.2) have important
applications in theory of functions and approximation theory and have been intensively studied
in different settings in the case of Banach spaces (see, e.g., [1, Ch. 4], [4, Ch. 2 and Ch. 6],
and [26]).
In contrast, in the spaces Lp, 0 < p < 1, there are only some partial results related
to (weak) inverse inequalities and some examples of functions for which the classical direct
inequalities of type (1.1) are impossible. Thus, Ditzian and Tikhonov [9] proved that for any
periodic function f ∈ Lp(T), 0 < p < 1, and k, r ∈ N one has
(1.3) ωk(f
(r), δ)Lp(T) ≤ Cp,k,r
(∫ δ
0
ωr+k(f, t)
p
Lp(T)
tpr+1
dt
) 1
p
.
At the same time, it is known that inequality (1.1) is no longer valid for a general f in the
case 0 < p < 1, even if we assume that f ∈ C∞ (see [22]). Moreover, in the monograph
of Petrushev and Popov [24, p. 188], it was mentioned that "there is no upper estimate of
ωk(f, δ)p by ωk−1(f ′, δ)p in the case 0 < p < 1". Surprisingly, it turns out that such estimation
is possible but in terms of weak-type inequalities related to (1.2) and (1.3). Namely, in this
paper, we show that for any 0 < p < 1, k, r ∈ N, and any function f such that f (r−1) ∈ AC
we have the following analogue of (1.1)
ωr+k(f, δ)p ≤ Cp,k,rδr+
1
p
−1
(∫ δ
0
ωk(f
(r), t)pp
t2−p
dt
) 1
p
(see Theorem 2.4).
A similar situation arises in studying inequalities for the error of polynomial approxima-
tion. Let us consider, for example, the case of approximation of functions by trigonometric
polynomials. Recall that the error of the best trigonometric polynomial approximation is given
by En(f)p = infT∈Tn ‖f − T‖Lp(T), where Tn denotes the set of all trigonometric polynomials
of degree at most n.
It is well-known (see [4, p. 206]) that for any function f ∈W rp (T), 1 ≤ p <∞, and r ∈ N
one has
(1.4) En(f)p ≤ Crn−rEn(f (r))p.
In the case 0 < p < 1, inequality (1.4) does not hold. In particular, from the result of
Kopotun [19] (see also Ivanov [14]) it follows that for every C > 0, B ∈ R, 0 < p < 1, and
n ∈ N there exists a function f ∈ AC(T) such that
(1.5) En(f)p > Cn
B‖f ′‖Lp(T).
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We show that for any 0 < p < 1 and a function f such that f (r−1) ∈ AC(T), r ∈ N, the
following counterpart of (1.4)
En(f)p ≤ Cp,rn−r

En(f (r))p + n1− 1p
( ∞∑
ν=n+1
ν−pEν(f (r))pp
) 1
p


is true (see Theorem 2.1).
A close problem to the mentioned above inequalities is the problem of studying simul-
taneous approximation of functions and their derivatives in Lp. Let us recall the classical
result of Czipzer and Freud [2] about simultaneous approximation of periodic functions by
trigonometric polynomials: if f ∈W rp (T), 1 ≤ p <∞, and r ∈ N, then
(1.6) ‖f (r) − T (r)n ‖Lp(T) ≤ CrEn(f (r))p ,
where the polynomials Tn ∈ Tn are such that ‖f − Tn‖p = En(f)p. In this paper, we prove
that, in the case 0 < p < 1, an analogue of inequality (1.6) has the following form
(1.7) ‖f (r) − T (r)n ‖Lp(T) ≤ Cp,r

En(f (r))p + n1− 1p
( ∞∑
ν=n+1
ν−pEν(f (r))pp
) 1
p


(see Theorem 2.3).
It is worth mentioning some results about simultaneous approximation of function and
its derivatives by algebraic polynomials. Let Pn denote the set of all algebraic polynomials of
degree at most n. Kopotun [20] proved that for any function f such that f (r−1) ∈ AC[−1, 1]
and f (r) ∈ Lp[−1, 1], 1 ≤ p < ∞, and s ∈ N, there exists an algebraic polynomial Pn ∈ Pn
such that
‖f (k) − P (k)n ‖Lp[−1,1] ≤ Cs,rωϕs+r−k(f (k), n−1)p, 0 ≤ k ≤ r,
where ωϕs (g, δ)p is the Ditzian-Totik modulus of smoothness of order s in Lp[−1, 1]. At the
same time, Ditzian [5] showed that "for 0 < p < 1 simultaneous polynomial approximation is
not possible". More precisely, Ditzian proved that there exists a function f ∈ AC[0, 1] such
that for any 0 < p < 1 and Pn ∈ Pn the following inequalities
(1.8) ‖f − Pn‖Lp[−1,1] ≤ Cω2(f, n−1)p
and
(1.9) ‖f ′ − P ′n‖Lp[−1,1] ≤ Cω1(f ′, n−1)p
cannot hold simultaneously with a constant C independent of f and n.
Kopotun [21] improved this result by showing that if f is assumed to be k-monotone
function, then simultaneous approximation of f and its derivatives is possible for p < 1. In
particular, if f is a convex function, then there exists Pn ∈ Pn such that (1.8) and (1.9)
hold simultaneously with the constant C = C(p). In this paper, based on inequality (1.7),
we obtain another improvement of the above Ditzian’s result (see Section 4). Moreover, we
derive several results about simultaneous approximation of a function and its derivatives by
splines in Lp, 0 < p < 1.
Let us mention that in the recent papers [17] and [18] it was studied similar problems
concerning approximation of functions by trigonometric and algebraic polynomials in the
Ho¨lder spaces Hαp with 0 < p < 1.
The paper is organized as follows: In Section 2, we consider periodic functions in the
spaces Lp(T), 0 < p < 1. In particular, in Subsection 2.1, we study inequalities for the errors
of the best approximation of functions and their derivatives; in Subsection 2.2, we obtain new
inequalities for moduli of smoothness of functions and their derivatives; in Subsection 2.3, we
show the sharpness of the main results of the paper in the periodic case. In Section 3, we
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derive analogues of the main results from Section 2 in the case of the non-periodic moduli of
smoothness and approximation of functions by splines in the space Lp[0, 1], 0 < p < 1. In
Section 4, the previous problems are considered within the framework of the Ditzian-Totik
moduli of smoothness and the approximation of functions by algebraic polynomials in the
spaces Lp[−1, 1], 0 < p < 1.
In what follows, we denote by C some positive constants depending on the indicated
parameters.
2. Approximation of functions by trigonometric polynomials. Periodic moduli of
smoothness
In this section, we take A = T and denote ‖ · ‖p = ‖ · ‖Lp(T). Let Tn be the set of all
trigonometric polynomials of order at most n and let
En(f)p = inf
T∈Tn
‖f − T‖p
be the error of the best approximation of a function f by trigonometric polynomials of order
at most n in Lp(T). A trigonometric polynomial Tn ∈ Tn is called a polynomial of the best
approximation of f in Lp(T) if
‖f − Tn‖p = En(f)p.
2.1. Inequalities for the error of the best approximations of functions by
trigonometric polynomials. In this section, one of the main results is the following coun-
terpart of inequality (1.4) in the case 0 < p < 1.
Theorem 2.1. Let 0 < p < 1, r ∈ N, and let f be such that f (r−1) ∈ AC(T) and
(2.1)
∞∑
ν=1
ν−pEν(f (r))pp <∞ .
Then for any n ∈ N we have
(2.2) En(f)p ≤ C
nr

En(f (r))p + n1− 1p
( ∞∑
ν=n+1
ν−pEν(f (r))pp
) 1
p

 ,
where C is a constant independent of f and n.
The proof of this theorem is based on the next three important results in the theory of
approximation. The first one is the Jackson-type theorem in Lp(T), 0 < p < 1 (see [28] and
also [27] and [14]).
Lemma 2.1. Let f ∈ Lp(T), 0 < p < 1, k ∈ N, and n ∈ N. Then
En(f)p ≤ Cωk
(
f,
1
n
)
p
,
where C is a constant independent of f and n.
The second result is the Stechkin-Nikolskii type inequality (see [7]).
Lemma 2.2. Let 0 < p <∞, n ∈ N, 0 < h ≤ pi/n, and r ∈ N. Then for any Tn ∈ Tn, we
have
hr‖T (r)n ‖p ≍ ‖∆rhTn‖p,
where ≍ is a two-sided inequality with positive constants independent of Tn and h.
The third result is the well-known Nikolskii inequality of different metrics (see, e.g., [4,
Ch. 4, §2]).
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Lemma 2.3. Let 0 < p < q <∞. Then for any Tn ∈ Tn, n ∈ N, one has
‖Tn‖q ≤ Cn
1
p
− 1
q ‖Tn‖p,
where the constant C depends only on p and q.
We need the following properties of moduli of smoothness (see [4, Ch. 2, § 7 and Ch. 12,
§ 5] or [30, Ch. 4]). Let A = T or A = [0, 1] and let f, g ∈ Lp(A), 0 < p <∞, r ≤ k, k, r ∈ N.
Then
(2.3) ωk(f + g, δ)
p1
p ≤ ωk(f, δ)p1p + ωk(g, δ)p1p , δ > 0,
(2.4) ωk(f, δ)p ≤ 2
k−r
p1 ωr(f, δ)p ≤ 2
k
p1 ‖f‖Lp(A), δ > 0,
(2.5) ωr(f, λδ)p ≤ r
1
p1
−1
(1 + λ)
1
p1
+r−1
ωr(f, δ)p, δ > 0, λ > 0 ,
where p1 = min(p, 1).
Proof. of Theorem 2.1 Let Un ∈ Tn, n ∈ N, be such that
‖f (r) − Un‖p = En(f (r))p
and let Tn ∈ Tn, n ∈ N, be such that
T (r)n (x) = Un(x)−
1
2pi
2pi∫
0
Un(x)dx.
Choosing m ∈ N such that 2m−1 ≤ n < 2m, we have
(2.6) En(f)
p
p ≤ En(T2m)pp + En(f − T2m)pp .
Let us estimate En(T2m)p. Denoting
τu(x) = τu,2m,n(x) = ∆
1
u(T2m(x)− Tn(x)), u > 0 ,
and applying Lemma 2.1, we obtain
En(T2m)p = En(T2m − Tn)p ≤ Cωr+1(T2m − Tn, n−1)p
= C sup
0<h≤n−1
‖∆rhτh‖p ≤ C sup
0<h≤n−1
sup
u>0
‖∆rhτu‖p
≤ C sup
u>0
ωr(τu, n
−1)p .
(2.7)
Next, taking into account that τu ∈ T2m for any fixed u > 0 and applying inequalities (2.4),
(2.5), and Lemma 2.2, we get
ωr(τu, n
−1)p ≤ Cωr(τu, 2−m)p ≤ C2−mr‖τ (r)u ‖p
= C2−mr‖∆1u(T (r)2m − T (r)n )‖p = C2−mr‖∆1u(U2m − Un)‖p
≤ Cn−r‖U2m − Un‖p ≤ Cn−rEn(f (r))p .
(2.8)
Combining (2.7) and (2.8), we derive
(2.9) En(T2m)p ≤ Cn−rEn(f (r))p .
Now let us consider the second term in the right-hand side of (2.6). First, we show
(2.10) En(f − T2m)pp ≤
∞∑
µ=m
En(T2µ+1 − T2µ)pp .
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It is easy to see that for any N > m we have
En(f − T2m)pp ≤
N−1∑
µ=m
En(T2µ+1 − T2µ)pp + En(f − T2N )pp .
Thus, to show (2.10), it is enough to verify that
(2.11) En(f − T2N )pp → 0 as N →∞ .
Indeed, by Lemma 2.3, we have
∞∑
µ=1
‖U2µ+1 − U2µ‖p1 ≤ C
∞∑
µ=1
2(1−p)µ‖U2µ+1 − U2µ‖pp
≤ C
∞∑
µ=1
2(1−p)µE2µ(f (r))pp ≤ C
∞∑
ν=1
ν−pEν(f (r))pp .
In view of (2.1), this implies that there exists g ∈ L1(T) such that U2µ → g as µ → ∞ in
L1(T). By the definition of Un, we know that U2µ → f (r) as µ → ∞ in Lp(T). Therefore,
g = f (r) a.e. on T and
(2.12) U2µ → f (r) as µ→∞ in L1(T).
At the same time, using Ho¨lder’s inequality and the estimate En(f)1 ≤ Cn−rEn(f (r))1 (see
[4], p. 206), we obtain
En (f − T2N )p ≤ CEn (f − T2N )1 ≤ Cn−rEn(f (r) − T (r)2N )1
= Cn−rEn(f (r) − U2N )1 ≤ Cn−r‖f (r) − U2N ‖1 .
(2.13)
By (2.13) and (2.12), we get (2.11) and, hence, (2.10).
Now, using Lemma 2.1, inequalities (2.5) and (2.4), and applying the same arguments as
in (2.7) and (2.8) to the function τu(x) = τu,2µ+1,2µ(x) = ∆
1
u(T2µ+1(x)− T2µ(x)), we derive
En(T2µ+1 − T2µ)p ≤ Cωr+1(T2µ+1 − T2µ , n−1)p ≤ C sup
u>0
ωr(τu, n
−1)p
≤ C(2µ+1n−1)r+ 1p−1 sup
u>0
ωr(τu, 2
−µ−1)p
≤ Cn−r− 1p+12µ
(
1
p
−1
)
sup
u>0
‖τ (r)u ‖p
≤ Cn−r− 1p+12µ
(
1
p
−1
)
sup
u>0
‖∆1u(T (r)2µ+1 − T
(r)
2µ )‖p
≤ Cn−r− 1p+12µ
(
1
p
−1
)
sup
u>0
‖∆1u(U2µ+1 − U2µ)‖p
≤ Cn−r− 1p+12µ
(
1
p
−1
)
sup
u>0
‖U2µ+1 − U2µ‖p
≤ Cn−r− 1p+12µ
(
1
p
−1
)
E2µ(f
(r))p .
(2.14)
In the third inequality, we take into account that n < 2m ≤ 2µ+1.
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Thus, combining (2.10) and (2.14), we obtain
En(f − T2m)pp ≤ Cn−rp−1+p
∞∑
µ=m
2(1−p)µE2µ(f (r))pp
≤ Cn−rp−1+p
∞∑
ν=n+1
ν−pEν(f (r))pp .
(2.15)
Finally, combining (2.6), (2.9), and (2.15), we get (2.2).
The theorem is proved. 
Now let us consider an inverse inequality to (2.2). For this, we need the notion of the
derivative in the sense of Lp(T) spaces. We say that a function f ∈ Lp(T), 0 < p < ∞, has
the derivative of order k ∈ N in the sense of Lp(T) if there exists a function g such that
(2.16)
∥∥∥∥∆khfhk − g
∥∥∥∥
p
→ 0 as h→ 0 .
In this case, we write g = f (k).
Ivanov [14] proved the following result.
Theorem 2.2. Let f ∈ Lp(T), 0 < p < 1, and let for some k ∈ N
∞∑
ν=1
νkp−1Eν(f)pp <∞ .
Then f has the derivative f (k) in the sense of Lp(T) and for any n ∈ N
(2.17) ‖f (k) − T (k)n ‖p ≤ C

nkEn(f)p +
( ∞∑
ν=n+1
νkp−1Eν(f)pp
) 1
p

 ,
where Tn ∈ Tn, n ∈ N, are such that ‖f − Tn‖p = En(f) and C is a constant independent of
f and n.
Combining Theorem 2.1 and Theorem 2.2, we obtain the following theorem about simul-
taneous approximation in the spaces Lp(T).
Theorem 2.3. Let 0 < p < 1, r ∈ N, and let f be such that f (r−1) ∈ AC(T) and
(2.18)
∞∑
ν=1
ν−pEν(f (r))pp <∞ .
Then for any n ∈ N we have
(2.19) ‖f (r) − T (r)n ‖p ≤ C

En(f (r))p + n1− 1p
( ∞∑
ν=n+1
ν−pEν(f (r))pp
) 1
p

 ,
where Tn ∈ Tn, n ∈ N, are such that ‖f − Tn‖p = En(f) and C is a constant independent of
f and n.
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Proof. Using (2.2), we obtain
∞∑
ν=n+1
νrp−1Eν(f)pp
≤ C
∞∑
ν=n+1

ν−1Eν(f (r))pp + νp−2 ∞∑
µ=ν+1
µ−pEµ(f (r))pp


≤ C
∞∑
ν=n+1
νp−1ν−pEν(f (r))pp + C
( ∞∑
ν=n+1
νp−2
) ∞∑
µ=n+1
µ−pEµ(f (r))pp
≤ Cnp−1
∞∑
ν=n+1
ν−pEν(f (r))pp .
(2.20)
Therefore, by (2.18), we have that inequality (2.17) holds. Finally, combining (2.17), (2.2),
and (2.20), we get (2.19).
The theorem is proved.

Using Theorem 2.1, Theorem 2.2, and Theorem 2.3, we get the following equivalences.
Corollary 2.1. Let 0 < p < 1, r ∈ N, α > 1/p − 1, and let f be such that f (r−1) ∈
AC(T). Then the following assertions are equivalent:
(i) En(f)p = O(n−r−α) , n→∞ ,
(ii) En(f
(r))p = O(n−α) , n→∞ ,
(ii) ‖f (r) − T (r)n ‖p = O(n−α) , n→∞ ,
where Tn ∈ Tn, n ∈ N, are such that ‖f − Tn‖p = En(f).
2.2. Inequalities for moduli of smoothness. Now let us consider counterparts of
Theorem 2.1 and Theorem 2.2 in the case of periodic moduli of smoothness.
Theorem 2.4. Let 0 < p < 1, k, r,m ∈ N, and let a function f be such that f (r−1) ∈
AC(T). Then for any δ > 0 we have
(2.21) ωr+k(f, δ)p ≤ Cδrωk(f (r), δ)p +Cδr+
1
p
−1
(∫ δ
0
ωm(f
(r), t)pp
t2−p
dt
) 1
p
,
where C is a constant independent of f and δ.
Proof. It is clear that we can suppose that
(2.22)
∫ 1
0
ωm(f
(r), t)pp
t2−p
dt <∞.
Let n ∈ N be such that 1/(n + 1) < δ ≤ 1/n and let Tn ∈ Tn be polynomials of the best
approximation of f in Lp(T). By (2.3), we get
ωr+k(f, δ)
p
p ≤ ωr+k(f, 1/n)pp
≤ ωr+k(f − Tn, 1/n)pp + ωr+k(Tn, 1/n)pp =M1 +M2.
(2.23)
Using Lemma 2.2, (2.3), and (2.4), we obtain
M2 ≤ Cn−rpωk(T (r)n , 1/n)pp
≤ Cn−rp
(
‖f (r) − T (r)n ‖pp + ωk(f (r), 1/n)pp
)
.
(2.24)
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Next, by (2.22), Theorem 2.3, and Lemma 2.1, we have
‖f (r) − T (r)n ‖pp ≤ C
(
ωm(f
(r), 1/n)pp + n
p−1
∞∑
ν=n+1
ν−pωm(f (r), 1/ν)pp
)
≤ Cnp−1
∫ 1/n
0
ωm(f
(r), t)pp
t2−p
dt.
(2.25)
At the same time, by (2.4), (2.5), Theorem 2.1, and Lemma 2.1, we derive
M1 ≤ C‖f − Tn‖pp
≤ Cn−rp
(
ωm(f
(r), 1/n)pp + n
p−1
∞∑
ν=n+1
ν−pωm(f (r), 1/ν)pp
)
≤ Cnp−1−rp
∫ 1/n
0
ωm(f
(r), t)pp
t2−p
dt.
(2.26)
Thus, combining (2.23)–(2.26) and taking into account (2.5) and 1/(n+1) < δ ≤ 1/n, we get
(2.21).
The theorem is proved. 
Corollary 2.2. Under the conditions of Theorem 2.4, for any δ > 0 we have
ωr+k(f, δ)p ≤ Cδr+
1
p
−1
(∫ δ
0
ωk(f
(r), t)pp
t2−p
dt
) 1
p
,
where C is a constant independent of f and δ.
In a similar way, combining Theorem 2.2, Lemma 2.2, and Lemma 2.1 (see also the proof of
Theorem 3.5 below), we obtain the following inverse inequality for the moduli of smoothness
of periodic functions and their derivatives. This result was proved earlier by Ditzian and
Tikhonov in [9].
Theorem 2.5. Let f ∈ Lp(T), 0 < p < 1, r , k ∈ N, and k < r. Then for any δ > 0 we
have
(2.27) ωr−k(f (k), δ)p ≤ C
(∫ δ
0
ωr(f, t)
p
p
tpk+1
dt
) 1
p
,
where C is some constant independent of f and δ. Inequality (2.27) means that if the right-
hand side is finite, then there exists f (k) in the sense (2.16), f (k) ∈ Lp(T), and (2.27) holds.
Using Theorem 2.4 and Theorem 2.5, we get the following equivalence.
Corollary 2.3. Under the conditions of Corollary 2.1, the following assertions are equiv-
alent for any k ∈ N:
(i) ωr+k(f, δ)p = O(δr+α) , δ → 0 ,
(ii) ωk(f
(r), δ)p = O(δα) , δ → 0 .
Let us consider some applications of the above theorems.
In the case 1 ≤ p < ∞, it is well-known the following Second Jackson theorem: if
f ∈W rp (T), then for any n ∈ N one has
(2.28) En(f)p ≤ Crn−rω1
(
f (r), n−1
)
p
(see, e.g. [4, p. 205]). As it was mentioned above (see (1.5)), inequality (2.28) is not true if
0 < p < 1. Combining Lemma 2.1 and Corollary 2.2, we obtain the following counterpart of
Jackson’s inequality (2.28) in the case 0 < p < 1.
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Proposition 2.1. Let 0 < p < 1, k, r ∈ N, and let a function f be such that f (r−1) ∈
AC(T). Then for any n ∈ N we have
En(f)p ≤ Cn−r−
1
p
+1
(∫ 1/n
0
ωk(f
(r), t)pp
t2−p
dt
) 1
p
,
where C is a constant independent of f and n.
At the end of this subsection, let us mention one simple application of Corollary 2.3. Recall
that Krotov [23] obtained the following description of functions f ∈ Lp(T), 0 < p < 1, with
the optimal rate of decreasing of ω1(f, h)p: for f ∈ Lp(T) we have that ω1(f, h)p = O(h1/p)
iff after correction on a set of measure zero f be of the form
f(x) = d0 +
∑
xk<x
dk,
where {xk} is a sequence of different points from T and
∑∞
k=1 |dk|p <∞.
Using Corollary 2.3 and mentioned above Krotov’s result, we obtain the following propo-
sition.
Proposition 2.2. Let f ∈ Lp(T), 0 < p < 1, and r ∈ N. Then ωr(f, h)p = O(hr−1+1/p)
iff after correction on a set of measure zero f (r−1) be of the form
f (r−1)(x) = d0 +
∑
xk<x
dk,
where {xk} is a sequence of different points from T and
∑∞
k=1 |dk|p <∞.
A sharper version of this result was obtained by another method in [15] (see also [30,
4.8.26]).
2.3. The sharpness of the main results in the periodic case. To show the sharpness
of Theorem 2.1 and Theorem 2.4, we use the next result about estimates from below for the
error of the best approximation of periodic functions in Lp(T), 0 < p < 1. Here, we formulate
a slightly improved version of Theorem 1 from [16] (see also Theorem 3.6).
Theorem 2.6. Let f ∈ Lp(T), 0 < p < 1, and s, n ∈ N. Then the following assertions
are equivalent:
(i) for some k > s + 1/p − 1 there exist constants M > 0 and λ > 0 such that for any
h ∈ (λ/n, 1) one has
(2.29) ωs(f, h)p ≤Mωk(f, h)p,
(ii) there exists a constant L > 0 such that
ωs
(
f,
1
n
)
p
≤ LEn(f)p.
In particular, if inequality (2.29) holds, then the constant L depends only on s, k, p, M , and
λ.
Let us consider the function
ϕε(x) =


x
ε
, x ∈ [0, ε),
1, x ∈ [ε, pi − ε),
pi − x
ε
, x ∈ [pi − ε, pi),
0, x ∈ [pi, 2pi).
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Let ϕε,0(x) = ϕε(x) − 12pi
∫ 2pi
0 ϕε(t)dt and let fε,r(x) = Ir−1ϕε,0(x), r = 1, 2 . . . , be the rth
periodic integral of ϕε,0(x), that is
fε,r(x) =
∫ x
0
fε,r−1(t)dt+ γr−1, r = 2, 3, . . . ,
where γr−1 is chosen so that
∫ 2pi
0 fε,r(t)dt = 0.
One can verify that for sufficiently small h and ε such that 0 < ε < h
(2.30) ωr+ν(fε,r, h)p ≍ h
1
p , ν = 0, 1, 2, . . . ,
where ≍ is a two-sided inequality with positive constants independent of ε and h. It is also
easy to see that f
(r)
ε,r (x) = ϕ′ε,0(x) = ϕ
′
ε(x) and, hence,
(2.31) ω1(f
(r)
ε,r , h)p ≤ C(p)ε−1(min{ε, h})
1
p .
By Theorem 2.6 and (2.30), there exists a constant C = C(p, r) > 0 such that for any n ∈ N
and sufficiently small ε > 0
(2.32) En(fε,r)p ≥ Cn−
1
p .
At the same time, by Lemma 2.1 and (2.31), we obtain for any γ > 0
En(f
(r)
ε,r )
p
p +
∞∑
ν=n+1
ν−p−γEν(f (r)ε,r )
p
p
≤ C
(
ω1(f
(r)
ε,r , n
−1)pp +
∞∑
ν=n+1
ν−p−γω1(f (r)ε,r , ν
−1)pp
)
≤ C

ε1−p + ε1−p [1/ε]∑
ν=n+1
ν−p−γ + ε−p
∞∑
ν=[1/ε]+1
ν−p−γ−1


≤ Cεmin(1−p,γ).
(2.33)
Thus, combining (2.32) and (2.33), we get the following proposition about the sharpness
of Theorem 2.1. This proportion is also a strengthening of inequality (1.5).
Proposition 2.3. Let 0 < p < 1, r ∈ N, and γ > 0. Then for any B ∈ R, a constant
C > 0, and n ≥ n0 there exists a function f0 ∈ Cr−1(T) such that
En(f0)p > Cn
B

En(f (r)0 )p +
( ∞∑
ν=n+1
ν−p−γEν(f
(r)
0 )
p
p
) 1
p

 .
Now we would like to show the sharpness of inequality (2.21). It follows from [24, p. 188]
that (2.21) does not hold without the integral in the right-hand of the inequality. By using
the same arguments as after Theorem 2.6, we can prove the following stronger assertion.
Proposition 2.4. Let 0 < p < 1, r ∈ N, and γ > 0. Then for any B ∈ R, a constant
C > 0, and δ ∈ (0, δ0) there exists a function f0 ∈ Cr−1(T) such that
ωr+k(f0, δ)p > Cδ
B
(
ωk(f
(r)
0 , δ)
p
p +
∫ δ
0
ωk(f
(r)
0 , t)
p
p
t2−p−γ
dt
) 1
p
.
In particular, the above proposition implies that if γ > 0, then the following inequality
ωr+k(f, δ)p ≤ Cδr+
1
p
−1
(∫ δ
0
ωk(f
(r), t)pp
t2−p−γ
dt
) 1
p
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does not hold for all f ∈ Cr−1(T) with the constant C independent of f and δ (cf. Corol-
lary 2.2).
3. Approximation of functions by splines. Non-periodic moduli of smoothness
In this section, we consider the case of approximation of functions by splines in the spaces
Lp[0, 1] with the (quasi-)norm ‖ · ‖p = ‖ · ‖Lp[0,1].
Denote by Sm,n the set of all spline functions of degree m− 1 with the knots tj = tj,n :=
j/n, j = 0, . . . , n, i.e. S ∈ Sm,n if S ∈ Cm−2[0, 1] and S is some algebraic polynomial of
degree m − 1 in each interval (tj−1, tj), j = 1, . . . , n. Recall that Pr denotes the set of all
algebraic polynomials of degree at most r.
Let
Em,n(f)p = inf
S∈Sm,n
‖f − S‖p
denote the error of the best approximation of a function f by splines S ∈ Sm,n in Lp[0, 1].
3.1. Inequalities for the error of the best approximation of functions by splines.
The following result is a counterpart of Theorem 2.1 in the case of approximation of functions
by splines in the spaces Lp[0, 1].
Theorem 3.1. Let 0 < p < 1, m, r ∈ N, r < m, and let f be such that f (r−1) ∈ AC[0, 1]
and ∞∑
ν=1
ν−pEm−r,ν(f (r))pp <∞ .
Then for any n ∈ N we have
Em,n(f)p ≤ C
nr

Em−r,n(f (r))p + n1− 1p
( ∞∑
ν=n+1
ν−pEm−r,ν(f (r))pp
) 1
p

 ,
where C is a constant independent of f and n.
The next three lemmas are the main tools for proving Theorem 3.1 as well as other results
in this section. These lemmas are analogues of Lemmas 2.1–2.3 for splines. The first lemma
is the Jackson-type theorem (see [29], see also [4, Ch. 2]).
Lemma 3.1. Let f ∈ Lp[0, 1], 0 < p < 1, and r, n ∈ N. Then there exists a spline
Sn ∈ Sr,n such that
‖f − Sn‖p ≤ Cωr(f, n−1)p ,
where C is a constant independent of f and n.
The second lemma gives equivalences for moduli of smoothness of splines in the spaces
Lp[0, 1] (see [22] and [13]).
Lemma 3.2. Let 0 < p < ∞, l ≥ 2, and 1 ≤ k ≤ l. Then for any Sn ∈ Sl,n, n ∈ N, we
have
n−νωk−ν(S(ν)n , n
−1)p ≍ ωk(Sn, n−1)p, 1 ≤ ν ≤ min(k, l − 1) ,
where ≍ is a two-sided inequality with positive constants depending only on l and p.
We also need the following Nikolskii type inequality for splines (see [29] or [4, Ch. 5]).
Lemma 3.3. Let 0 < p ≤ q <∞ and r ∈ N. Then for any Sn ∈ Sr,n, n ∈ N, we have
‖Sn‖q ≤ Cn
1
p
− 1
q ‖Sn‖p ,
where C is a constant depending only on q and r.
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Proof. of Theorem 3.1 To prove the theorem one can use Lemmas 3.1–3.3 and repeat
the scheme of proving Theorem 2.1. We only note that the prove of Theorem 3.1 is slightly
simpler than the proof of Theorem 2.1, since there is no need to perform additional technical
steps concerning using the function τu and the polynomials Tn as in the proof of Theorem 2.1.
See, for example, the proof of Theorem 4.1, in which a similar situation is considered. 
Now we are going to obtain an analog of inequality (2.17) for the error Em,n(f)p. For
this purpose, we need the notion of a derivative in the sense of Lp[0, 1]. By analogy with
the corresponding definition (2.16), we define the derivative of f ∈ Lp[0, 1] as a function g
satisfying
(3.1)
∥∥∥∥∆khfhk − g
∥∥∥∥
Lp[0, 1−kh]
→ 0 as h→ 0 + .
In this case, we write g = f (k).
Theorem 3.2. Let f ∈ Lp[0, 1], 0 < p < 1, m ∈ N, and let for some k ∈ N, k < m, one
has
(3.2)
∞∑
ν=1
νkp−1Em,ν(f)pp <∞ .
Then f has the derivative f (k) in the sense of Lp[0, 1] and for any n ∈ N
(3.3) ‖f (k) − S(k)n ‖p ≤ C

nkEm,n(f)p +
( ∞∑
ν=n+1
νkp−1Em,ν(f)pp
) 1
p

 ,
where Sn ∈ Sm,n is such that ‖f − Sn‖p = Em,n(f) and C is a constant independent of n and
f .
Surprisingly Theorem 3.2 as well as Theorem 3.5 below are new. To prove Theorem 3.2,
we need the following two auxiliary results. The first one is an analog of Markov’s inequality
(see [4, p. 136]).
Lemma 3.4. Let 0 < p <∞, m, r ∈ N, and r < m. Then for any Sn ∈ Sm,n, n ∈ N,
‖S(r)n ‖p ≤ Cnr‖Sn‖p,
where C is a constant independent of Sn.
The next auxiliary result is an analog of Theorem 2.3 from [9] in the case of approximation
of functions by splines in the spaces Lp[0, 1], 0 < p < 1.
Lemma 3.5. Let f ∈ Lp[0, 1], 0 < p < 1, 1 ≤ k < r. Suppose Sn ∈ Sr,n, n ∈ N, are such
that
‖f − Sn‖p = o(n−k) and ‖g − S(k)n ‖p = o(1) as n→∞.
Then f (k) = g, that is g satisfies (3.1).
Proof. For any sufficiently small ε > 0, we choose n0 = n0(ε) such that for n ≥ n0
(3.4) ‖f − Sn‖p ≤ εn−k and ‖g − S(k)n ‖p ≤ ε.
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Let h = ε1/2kn−1. We have∥∥∥∥∆khfhk − g
∥∥∥∥
p
Lp[0, 1−kh]
≤
∥∥∥∥∆kh(f − Sn)hk
∥∥∥∥
p
Lp[0, 1−kh]
+
∥∥∥∥∆khSnhk − S(k)n
∥∥∥∥
p
Lp[0, 1−kh]
+ ‖g − S(k)n ‖pp
= J1 + J2 + J3 .
(3.5)
By (3.4), we get
(3.6) J1 ≤ 2kh−kp‖f − Sn‖pp ≤ 2kεp/2 and J3 ≤ εp .
To estimate J2, we use the following representing formula for a spline Sn ∈ Sr,n
(3.7) Sn(x) = P (x) +
n−1∑
j=1
aj(x− tj)r−1+ ,
where P ∈ Pr−1, x+ = x if x ≥ 0 and x+ = 0 if x < 0 (see [29]). Recall also that
(3.8) ωr(Sn, n
−1)pp ≍ n−(1+(r−1)p)
n−1∑
j=1
|aj |p ,
where ≍ is a two-sided inequality with positive constants independent of Sn. Equivalence
(3.8) follows from Lemma 2.1 in [13], which was proved only in the case 1 ≤ p < ∞. It is
easy to verify that this lemma is valid in the case 0 < p < 1, too.
Now, using (3.7), we get for some fixed j ∈ [1, n − 1] that
(3.9) Sn(x) =
{
Pj(x), x ∈ (tj−1, tj ],
aj(x− tj)r−1 + Pj(x), x ∈ (tj , tj+1),
where Pj(x) ∈ Pr−1 . Hence, for some l ∈ [1, k] and x ∈ (tj − lh, tj − (l − 1)h), we obtain
∆khSn(x) = aj∆
k
h(x− tj)r−1+ +∆khPj(x)
= aj
k∑
s=l
(
k
s
)
(−1)s(x+ sh− tj)r−1 +∆khPj(x) .
(3.10)
Next, taking into account (3.10) and (3.9), we derive
J2 =
n−1∑
j=1
{∫ tj−rh
tj−1
+
r∑
l=1
∫ tj−(l−1)h
tj−lh
} ∣∣∣∣∆khSn(x)hk − S(k)n (x)
∣∣∣∣
p
dx
=
n−1∑
j=1
(
I0,j +
r∑
l=1
Il,j
)
.
(3.11)
By (3.9), for I0,j, j ∈ [1, n − 1], we have
I0,j =
∥∥∥∥∆khPjhk − P (k)j
∥∥∥∥
p
Lp[tj−1, tj−rh]
.
By formula (2.6) in [12], we get
∆khPj(x) =
r−1−k∑
ν=0
P
(k+ν)
j (x)
ν!
hk+νξνk+ν, 0 < ξk+ν < k .
BEST APPROXIMATIONS AND MODULI OF SMOOTHNESS OF FUNCTIONS 15
Therefore,
I0,j =
∥∥∥∥
r−1−k∑
ν=1
P
(k+ν)
j
ν!
hk+νξνk+ν
∥∥∥∥
p
Lp[tj−1, tj−rh]
≤ C
r−1−k∑
ν=1
h(k+ν)p‖S(k+ν)n ‖pLp[tj−1, tj ]
≤ Cεp/2
r−1−k∑
ν=1
n−(k+ν)p‖S(k+ν)n ‖pLp[tj−1, tj ] .
(3.12)
Now, let us consider Il,j for j ∈ [1, n − 1] and l ∈ [1, r]. By (3.10) and (3.9), we have
Il,j =
∥∥∥∥ajh−k∆kh(· − tj)r−1+ + ∆khPjhk − P (k)j
∥∥∥∥
p
Lp[tj−lh, tj−(l−1)h]
≤ |aj|ph−kp
∫ tj−(l−1)h
tj−lh
|∆kh(x− tj)r−1+ |pdx
+
∥∥∥∥∆khPjhk − P (k)j
∥∥∥∥
p
Lp[tj−lh, tj−(l−1)h]
.
(3.13)
Applying the same estimates as for I0,j in (3.12) to the second summand in (3.13) and taking
into account that∫ tj−(l−1)h
tj−lh
|∆kh(x− tj)r−1+ |pdx = h1+(r−1)p
∫ 1
0
|∆k1(x− l)r−1+ |pdx,
we obtain
(3.14) Il,j ≤ Cεp/2
(
n−(1+(r−k−1)p)|aj |p +
r−1−k∑
ν=1
n−(k+ν)p‖S(k+ν)n ‖pLp[tj−1, tj ]
)
.
Combining (3.11), (3.12), (3.14), and applying (3.8), (2.4), and Lemmas 3.4 and 3.2, we
derive
J2 ≤ Cεp/2

n−(1+(r−k−1)p) n−1∑
j=1
|aj |p +
r−1−k∑
ν=1
n−(k+ν)p‖S(k+ν)n ‖pp


≤ Cεp/2
(
nkpωr(Sn, n
−1)pp + ‖Sn‖pp
)
≤ Cεp/2
(
nkpωk(Sn, n
−1)pp + ‖f − Sn‖pp + ‖f‖pp
)
≤ Cεp/2
(
‖S(k)n ‖pp + εp + ‖f‖pp
)
≤ Cεp/2 (‖g‖pp + εp + ‖f‖pp) .
(3.15)
Finally, from (3.5), (3.6), and (3.15), we get∥∥∥∥∆khfhk − g
∥∥∥∥
p
Lp[0,1−kh]
≤ Cεp/2
(
εp/2 + ‖g‖pp + ‖f‖pp
)
.
Since the right-hand side of the above inequality does not depend on Sn, we have that g = f
(k).
The lemma is proved. 
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Proof. of Theorem 3.2 Let N ∈ N be such that 2N−1 ≤ n < 2N . Assuming for a
moment that f (k) exists, we get
(3.16) ‖f (k) − S(k)n ‖pp ≤ ‖f (k) − S(k)2N ‖pp + ‖S
(k)
2N
− S(k)n ‖pp.
By Lemma 3.4, we obtain
‖S(k)
2N
− S(k)n ‖pp ≤ C2kpN‖S2N − Sn‖pp ≤ CnkpEm,n(f)pp(3.17)
and
∞∑
ν=N
‖S(k)
2ν+1
− S(k)2ν ‖pp ≤ C
∞∑
ν=N
2kpν‖S2ν+1 − S2ν‖pp
≤ C
∞∑
ν=N
2kpνEm,2ν (f)pp .
(3.18)
Thus, by the completeness of Lp[0, 1] and condition (3.2), there exists a function g ∈ Lp[0, 1]
such that
‖g − S(k)
2N
‖p = lim
l→∞
‖S(k)
2l
− S(k)
2N
‖p ≤ C
( ∞∑
ν=N
2kpνEm,2ν (f)pp
) 1
p
.(3.19)
In the above inequality, we use the equality
S2l − S2N =
l−1∑
ν=N
(S2ν+1 − S2ν )
and (3.18). It is also easy to see that
‖f − S2N ‖p ≤ C2−Nk
(
2NkEm,2N (f)p
)
= o(2−Nk) as N →∞.(3.20)
Therefore, by Lemma 3.5, (3.20), and (3.19), we obtain that g = f (k). Finally, combining
(3.16), (3.17), and (3.19), we get (3.3).
Theorem 3.2 is proved. 
By analogy with the case of approximation of functions by trigonometric polynomials,
combining Theorem 3.1 and Theorem 3.2, we obtain the following result about the simulta-
neous approximation of a function and its derivatives by splines in Lp[0, 1] for 0 < p < 1 (see
also Theorem 7.4 in [4] for the case p ≥ 1).
Theorem 3.3. Let 0 < p < 1, r,m ∈ N, r < m, and let f be such that f (r−1) ∈ AC[0, 1]
and
∞∑
ν=1
ν−pEm−r,ν(f (r))pp <∞ .
Then for any n ∈ N we have
‖f (r) − S(r)n ‖p ≤ C

Em−r,n(f (r))p + n1− 1p
( ∞∑
ν=n+1
ν−pEm−r,ν(f (r))pp
) 1
p

 ,
where Sn ∈ Sm,n, n ∈ N, are such that ‖f − Sn‖p = Em,n(f) and C is a constant independent
of f and n.
Combining Theorems 3.1, 3.2, and 3.3, we obtain the following equivalences.
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Corollary 3.1. Let 0 < p < 1, m, r ∈ N, r < m, α > 1/p − 1, and let f be such that
f (r−1) ∈ AC[0, 1]. Then the following assertions are equivalent:
(i) Em,n(f)p = O(n−r−α) , n→∞ ,
(ii) Em−r,n(f (r))p = O(n−α) , n→∞ ,
(ii) ‖f (r) − S(r)n ‖p = O(n−α) , n→∞ ,
where Sn ∈ Sm,n, n ∈ N, are such that ‖f − Sn‖p = Em,n(f).
3.2. Inequalities for the non-periodic moduli of smoothness. By analogy with
the proof of Theorem 2.4, combining Theorem 3.1, Lemma 3.2, and Lemma 3.1, we obtain a
non-periodic analogue of Theorem 2.4.
Theorem 3.4. Let 0 < p < 1, r, k,m ∈ N, and let a function f be such that f (r−1) ∈
AC[0, 1]. Then for any δ > 0 we have
ωr+k(f, δ)p ≤ Cδrωk(f (r), δ)p +Cδr+
1
p
−1
(∫ δ
0
ωm(f
(r), t)pp
t2−p
dt
) 1
p
,
where C is some constant independent of f and δ.
The next theorem is a counterpart of Theorem 2.5. Under more restrictive conditions,
this theorem was obtained in [15].
Theorem 3.5. Let f ∈ Lp[0, 1], 0 < p < 1, r , k ∈ N, and k < r. Then for any δ > 0 we
have
(3.21) ωr−k(f (k), δ)p ≤ C
(∫ δ
0
ωr(f, t)
p
p
tpk+1
dt
) 1
p
,
where C is some constant independent of f and δ. Inequality (3.21) means that if the right-
hand side is finite, then there exists f (k) in the sense (3.1), f (k) ∈ Lp[0, 1], and (3.21) holds.
Proof. The theorem can be proved combining Theorem 3.2, Lemma 3.2, and Lemma 3.1.

Corollary 3.2. Under the conditions of Corollary 3.1, the following assertions are equiv-
alent for any k ∈ N:
(i) ωr+k(f, δ)p = O(δr+α) , δ → 0 ,
(ii) ωk(f
(r), δ)p = O(δα) , δ → 0 .
3.3. The sharpness of the main results in the non-periodic case. We omit the
formulation of analogues of Proposition 2.3 and 2.4. We only note that the sharpness of
Theorems 3.1 and 3.4 can be shown by using the same examples as in the periodic case in
Section 2. For this, one can use the following counterpart of Theorem 2.6. The next theorem
is interesting in its own (see, e.g., [25]).
Theorem 3.6. Let f ∈ Lp[0, 1], 0 < p < 1, and s, n ∈ N. Then the following assertions
are equivalent:
(i) for some k > s there exist constants M > 0 and µ > 0 such that for any h ∈ (µ/n, 1)
(3.22) ωs(f, h)p ≤Mωk(f, h)p,
(ii) there exists a constant L > 0 independent of f and n such that
(3.23) ωs
(
f,
1
n
)
p
≤ LEk,n(f)p.
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Proof. Let condition (3.22) be satisfied. Then from (2.4) and (2.5) we get
(3.24) ωk(f, λh)p ≤ CM(λ+ 1)s+
1
p
−1
ωk(f, h)p.
Using Lemma 3.1 and inequality (3.24), we obtain
1
n(k−1)p+1
n∑
ν=1
ν(k−1)pEk,ν(f)pp ≤
C
n(k−1)p+1
n∑
ν=1
ν(k−1)pωk
(
f,
1
ν
)p
p
≤ CM
p
n(k−s)p
ωk
(
f,
1
n
)p
p
n∑
ν=1
ν(k−s)p−1
≤ CMpωk
(
f,
1
n
)p
p
,
(3.25)
where C is some positive constant independent of f and n. Next, using the inverse inequality
for the best spline approximation (see [29, Theorem 3]) and (3.25), we get for all m,n ∈ N
ωk
(
f,
1
mn
)p
p
≤ C
(mn)(k−1)p+1
mn∑
ν=1
ν(k−1)pEk,ν(f)pp
=
C
(mn)(k−1)p+1
(
mn∑
ν=n+1
ν(k−1)pEk,ν(f)pp +
n∑
ν=1
ν(k−1)pEk,ν(f)pp
)
≤ C
(
1
(mn)(k−1)p+1
mn∑
ν=n+1
ν(k−1)pEk,ν(f)pp +
Mp
m(k−1)p+1
ωk
(
f,
1
n
)p
p
)
.
(3.26)
Inequality (3.26) implies that
mn∑
ν=n+1
ν(k−1)pEk,ν(f)pp ≥
(mn)(k−1)p+1
C
ωk
(
f,
1
mn
)p
p
−Mpn(k−1)p+1ωk
(
f,
1
n
)p
p
.
(3.27)
From (3.27), using the monotonicity of Ek,n(f)p and (3.24), we derive
Ek,n(f)pp
mn∑
ν=n+1
ν(k−1)p ≥ (Cm(k−s)p −Mp)n(k−1)p+1ωk
(
f,
1
n
)p
p
.
Thus, choosing an appropriate m, we can find a positive constant C independent of f and n
such that
En(f)pp ≥ Cωk
(
f,
1
n
)p
p
.
From the last inequality and (3.22) we obtain (3.23).
The reverse direction is an immediate consequence of Lemma 3.1. 
4. Approximation of functions by algebraic polynomials. Ditzian-Totik moduli
of smoothness
In this section, we denote ‖·‖p = ‖·‖Lp [−1,1]. Let Pn be the set of all algebraic polynomials
of degree at most n and let
En(f)p,w = inf
P∈Pn
‖w(f − P )‖p
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be the error of the best approximation of a function f in the space Lp[−1, 1] with a weight
w. In what follows, if w0(x) = 1, then we write
En(f)p = En(f)p,w0 .
Let f ∈ Lp[−1, 1], 0 < p < ∞, r ∈ N, ϕ(x) =
√
1− x2, and w(x) = ϕσ(x), σ ≥ 0. Recall
that the Ditzian-Totik modulus of smoothness ωϕr (f, δ)p and the weighted main part moduli
of smoothness Ωϕr (f, δ)p,w are given by
ωϕr (f, δ)p = sup
|h|≤δ
‖∆¯rhϕf‖Lp[−1,1]
and
Ωϕr (f, δ)p,w = sup
|h|≤δ
‖w∆¯rhϕf‖Lp[−1+2r2h2,1−2r2h2],
where
∆¯rhϕ(x)f(x) =


r∑
k=0
(−1)k
(
r
k
)
f
(
x+
(r
2
− k
)
hϕ(x)
)
, x± r2hϕ(x) ∈ [−1, 1],
0, otherwise.
4.1. Inequalities for the error of the best approximation of functions by alge-
braic polynomials. The next theorem is an analogue of Theorem 2.1 and Theorem 3.1 in
the case of approximation of functions by algebraic polynomials.
Theorem 4.1. Let 0 < p < 1, r ∈ N, and let f be such that f (r−1) ∈ AC[−1, 1],
ϕrf (r) ∈ L1[−1, 1], and
(4.1)
∞∑
ν=r+1
ν1−2pEν−r(f (r))
p
p,ϕr <∞.
Then for any n ≥ n(r) we have
(4.2) En(f)p ≤ C
nr

En−r(f (r))p, ϕr + n2− 2p
( ∞∑
ν=n+1
ν1−2pEν−r(f (r))
p
p,ϕr
) 1
p

 ,
where C is a constant independent of f and n.
As in the previous sections, the proof of Theorem 4.1 is based on the next three lemmas.
The first one is the Jackson-type theorem (see [3] for the case 0 < p < 1 and [10] for the case
p ≥ 1).
Lemma 4.1. Let f ∈ Lp[−1, 1], 0 < p <∞, k ∈ N, and n > k. Then
En(f)p ≤ Cωϕk
(
f,
1
n
)
p
,
where C is a constant independent of n and f .
The following lemma was proved in [12].
Lemma 4.2. Let 0 < p < 1, r, n ∈ N, and 0 < δ ≤ (Mn)−1. Then for any Pn ∈ Pn we
have
ωϕr (Pn, δ)p ≍ δkΩϕr−k(P (k)n , δ)p,ϕk ≍ δr‖ϕrP (r)n ‖p, 0 ≤ k < r,
where ≍ is a two-sided inequality with positive constants independent of δ and Pn and M is
some constant depending only on r and p.
We also use the following Nikolskii type inequality for algebraic polynomials (see [8]).
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Lemma 4.3. Let 0 < p ≤ q <∞ and r, n ∈ N. Then for any Pn ∈ Pn we have
‖ϕrPn‖q ≤ Cn2
(
1
p
− 1
q
)
‖ϕrPn‖p ,
where C is a constant independent of Pn.
To prove Theorem 4.1, we also need analogues of inequalities (2.4) and (2.5) for the
Ditzian-Totik moduli of smoothness. The first one is a standard inequality for moduli of
smoothness of different orders
(4.3) ωϕk (f, δ)p ≤ Cωϕr (f, δ)p ≤ C‖f‖p, k ≥ r, δ > 0,
(see, e.g., [7, inequality (6.8)]). Concerning inequality (2.5), it is only known that
(4.4) ωϕr (f, 2t)p ≤ Cωϕr (f, t)p
(see [7, inequality (5.13)]). This estimate is not suit for our purpose. We will obtain shaper
result given by the following lemma.
Lemma 4.4. Let f ∈ Lp[−1, 1], 0 < p <∞, r ∈ N, λ > 0, and ϕ(x) =
√
1− x2. Then
(4.5) ωϕr (f, λδ)p ≤ C(1 + λ)r+2(
1
p1
−1)
ωϕr (f, δ)p ,
where C is a constant independent of f , λ, and δ.
This lemma, Lemma 4.1, and the inverse inequality for the best polynomial approximation
(see [6]) allow us to prove the next theorem about estimates from below for the best polynomial
approximation of functions in Lp[−1, 1], 0 < p < 1. To prove this theorem one can use the
scheme of proving the corresponding result in [16], see also the proof of Theorem 3.6. Note
that in the case p ≥ 1, the next theorem was obtained by Rathore [25].
Theorem 4.2. Let f ∈ Lp[−1, 1], 0 < p < 1, and s, n ∈ N. Then the following assertions
are equivalent:
(i) for some k > s + 2/p − 2 there exist constants M > 0 and λ > 0 such that for any
h ∈ (λ/n, 1)
ωϕs (f, h)p ≤Mωϕk (f, h)p,
(ii) there exists a constant L > 0 independent of f and n such that
ωϕs
(
f,
1
n
)
p
≤ LEn(f)p.
To prove Lemma 4.4, we need the following technical result.
Lemma 4.5. Let r, n ∈ N and let the numbers A(r)ν,n, 0 ≤ ν ≤ r(n− 1), satisfy
(
1 + t+ t2 + . . . + tn−1
)r
=
(n−1)r∑
ν=0
A(r)ν,n t
ν , t ∈ R.
Then for any 0 ≤ ν ≤ (n− 1)r we have
(4.6) A(r)ν,n = A
(r)
r(n−1)−ν,n ,
(4.7) 0 < A(r)ν,n ≤ C(ν + 1)r−1 ,
where the constant C depends only on k.
Proof. Equality (4.6) can be verified by using the substitute t→ 1/t. The proof of (4.7)
can be found in [24, p. 187].

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Proof. of Lemma 4.4 In the case 1 ≤ p <∞, the proof of the lemma see in [10, p. 38].
Let us consider the case 0 < p < 1. In what follows, we use some ideas from [7].
First let us prove∫ √nt
0
∫ 1
−1
|∆¯ruϕ(x)f(x)|pdxdu
≤ 2n
2
n+ 1
(n−1)r∑
ν=0
(
A(r)ν,n
)p 1
αr(n−1)−ν
∫ αν t/√n
0
∫ 1
−1
|∆¯ruϕ(x)f(x)|pdxdu ,
(4.8)
where A
(r)
ν,n, 0 ≤ ν ≤ r(n− 1), are defined in Lemma 4.5 and
αν = α
(r)
ν,n =
(
rn
2 (r(n− 1)− ν) + r
)1/2
, 0 ≤ ν ≤ r(n− 1) .
Denote
Dn(r, w) =
{
x : x± rwnϕ(x)
2
∈ (−1, 1)
}
.
By using the following equality (see [24, p. 187])
∆¯rnwϕ(x)f(x) =
(n−1)r∑
ν=0
A(r)ν,n ∆¯
r
wϕ(x)f
(
x+
(
ν − r(n− 1)
2
)
wϕ(x)
)
, x ∈ Dn(r, w) ,
we obtain∫ √nt
0
∫ 1
−1
|∆¯ruϕ(x)f(x)|pdxdu = n
∫ t/√n
0
∫
Dn(r,w)
|∆¯rnwϕ(x)f(x)|pdxdw
≤ n
(n−1)r∑
ν=0
(
A(r)ν,n
)p ∫ t/√n
0
∫
Dn(r,w)
∣∣∣∣∆¯rwϕ(x)f
(
x+
(
r(n− 1)
2
− ν
)
wϕ(x)
)∣∣∣∣
p
dxdw
= n
(n−1)r∑
ν=0
(
A(r)ν,n
)p
Iν,n .
(4.9)
Let us estimate Iν,n, 0 ≤ ν ≤ (n− 1)r. We set
y = x+
(
r(n− 1)
2
− ν
)
wϕ(x) .
With no loss of generality, we can assume that
(4.10)
r(n− 1)
2
− ν ≤ 0
(the case r(n−1)2 − ν ≥ 0 is symmetric). In view of x ± rwnϕ(x)/2 ∈ (−1, 1) and (4.10), we
have wϕ(x) ≤ 2(1 + x)/(rn) and 1− y ≥ 1− x. Thus,
1− y2 = (1 + y)(1 − y) ≥
(
1 + x+
(
r(n− 1)
2
− ν
)
2
rn
(1 + x)
)
(1− x)
=
2 (r(n− 1)− ν) + r
rn
(1− x2) .
(4.11)
By analogy, using the inequalities wϕ(x) ≤ 2(1− x)/(rn) and 1 + y ≤ 1 + x, we have
(4.12) 1− y2 ≤
(
r + 2ν
rn
)
(1− x2) .
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Now, denoting ϕ1(y) = ϕ(x), we get from (4.11) and (4.12) that
(4.13) αr(n−1)−νϕ(y) ≤ ϕ1(y) ≤ ανϕ(y)
and
(4.14) Iν,n =
∫ t/√n
0
∫
Sn(w,r,ν)
|∆¯rwϕ1(y)f(y)|p
dx
dy
dydw ,
where
Sn(w, r, ν) =
{
y : y = x+
(
r(n− 1)
2
− ν
)
wϕ(x), x± rνn
2
ϕ(x) ∈ (−1, 1)
}
.
It is easy to see that
dy
dx
= 1−
(
r(n− 1)
2
− ν
)
w
x
ϕ(x)
.
Tacking into account (4.10), we have for x ≥ 0 that dy/dx ≥ 1. For x < 0, using inequality
wϕ(x) ≤ 2(1 + x)/(rn), we get
dy
dx
≥ 1 + r(n− 1)
2
w
x
ϕ(x)
= 1 +
r(n− 1)
2
wϕ(x)
x
1 − x2
≥ 1 + (n− 1)(1 + x)x
n(1− x2) = 1 +
n− 1
n
· x
1− x ≥
n+ 1
2n
.
Hence, for y ∈ Sn(w, r, ν), we have dx/dy ≤ 2n/(n + 1) and
(4.15) Iν,n ≤ 2n
n+ 1
∫ t/√n
0
∫ 1
−1
|∆¯rwϕ1(y)f(y)|pdydw .
In [7], it was proved that for 0 < B−1ψ(x) ≤ ψ1(x) ≤ Aψ(x) and 0 < p <∞ one has
(4.16)
∫ t
0
∫ 1
−1
|∆¯rwψ1(x)f(x)|pdxdw ≤ B
∫ At
0
∫ 1
−1
|∆¯ruψ(x)f(x)|pdxdu .
Using (4.13), (4.16), and (4.15), we obtain
(4.17) Iν,n ≤ 2n
(n+ 1)αr(n−1)−ν
∫ αν t/√n
0
∫ 1
−1
|∆¯ruϕ(x)f(x)|pdxdu .
Thus, combining (4.9) and (4.17), we get (4.8).
Next, using (4.8) and the following two-sided inequality with positive constants indepen-
dent of f and t (see [7, Corollary 5.5])
ωϕr (f, t)
p
p ≍
1
t
∫ t
0
∫ 1
−1
|∆¯rwϕ(x)f(x)|pdxdw ,
we derive
ωϕr (f,
√
nt)pp ≤
C√
nt
∫ √nt
0
∫ 1
−1
|∆¯rwϕ(x)f(x)|pdxdw
≤ C√n
r(n−1)∑
ν=0
(
A(r)ν,n
)p 1
αr(n−1)−νt
∫ αν t/√n
0
∫ 1
−1
|∆¯rwϕ(x)f(x)|pdxdw
≤ C
r(n−1)∑
ν=0
(
A(r)ν,n
)p αν
αr(n−1)−ν
ωϕr
(
f,
αν√
n
t
)p
p
.
(4.18)
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Let PN ∈ PN−1, N ∈ N, be such that ‖f − PN‖p = EN (f)p. Let us choose N ∈ N such
that t/2 < N−1 ≤ t. By (4.18), Lemmas 4.1 and 4.2, inequalities (4.3) and (4.4), and
αν√
n
=
(
r
2 (r(n− 1)− ν) + r
)1/2
≤ 1 ,
we obtain
ωϕr (f,
√
nt)pp ≤ C‖f − PN‖pp + ωϕr (PN ,
√
nt)pp
≤ Cωϕr
(
f,
1
N
)p
p
+ C
r(n−1)∑
ν=0
(
A(r)ν,n
)p αν
αr(n−1)−ν
ωϕr
(
PN ,
αν√
n
t
)p
p
≤ Cωϕr (f, t)pp + Cn−
rp
2
r(n−1)∑
ν=0
(
A(r)ν,n
)p α1+rpν trp
αr(n−1)−ν
‖ϕrP (r)N ‖pp
≤ Cωϕr (f, t)pp + Cn−
rp
2
r(n−1)∑
ν=0
(
A(r)ν,n
)p α1+rpν
αr(n−1)−ν
ωϕr
(
PN ,
1
N
)p
p
≤ Cωϕr (f, t)pp
+ Cn−
rp
2
r(n−1)∑
ν=0
(
A(r)ν,n
)p α1+rpν
αr(n−1)−ν
(
‖f − PN‖pp + ωϕr
(
f,
1
N
)p
p
)
≤ C

1 + n− rp2 r(n−1)∑
ν=0
(
A(r)ν,n
)p α1+rpν
αr(n−1)−ν

ωϕr (f, t)pp .
(4.19)
Using inequalities (4.6) and (4.7), it is easy to verify that
r(n−1)∑
ν=0
(
A(r)ν,n
)p α1+rpν
αr(n−1)−ν
≤ Cn1+p(r−1) .(4.20)
Thus, by (4.19) and (4.20), we have ωϕr (f,
√
nt)p ≤ Cn1/p−1+r/2ωϕr (f, t)p , which implies that
ωϕr (f, nt)p ≤ Cn2(1/p−1)+rωϕr (f, t)p and, therefore, (4.5) is true.
The lemma is proved. 
Now we are ready to prove Theorem 4.1. Actually, this theorem can be proved by using
Lemmas 4.1–4.4 and repeating the proof of Theorem 2.1. Nevertheless, since we have some
changes in the proof, we would like to present a detailed proof of the theorem.
Proof. of Theorem 4.1 Let Pn ∈ Pn, n ∈ N, be such that
(4.21) ‖ϕr(f (r) − P (r)n )‖p = En−r(f (r))p,ϕr .
Let us choose m ∈ N such that 2−(m+1) ≤ n < 2m. We have
En(f)
p
p ≤ En(P2m)pp + En(f − P2m)pp.(4.22)
By Lemmas 4.1 and 4.2, we obtain
En(P2m)p = En(P2m − Pn)p ≤ Cωϕr (P2m − Pn, n−1)p
≤ Cn−r‖ϕr(P (r)2m − P (r)n )‖p ≤ Cn−rEn(f (r))p,ϕr .
(4.23)
Let us show that
En(f − P2m)pp ≤
∞∑
ν=m
En(P2ν+1 − P2ν )pp.(4.24)
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Indeed, for any N > m we have
En(f − P2m)pp ≤
N−1∑
ν=m
En(P2ν+1 − P2ν )pp + En(f − P2N )pp .
Thus, to prove (4.24), one needs only to verify that
En(f − P2N )p → 0 as N →∞.(4.25)
Using Lemma 4.1, Ho¨lder’s inequality, and the following estimate (see, e.g., [10, Theo-
rem 2.1.1])
ωϕr (f, δ)1 ≤ Crδr‖ϕrf (r)‖1, 0 < δ ≤ δ0,
we get
En(f − P2N )p ≤ Cωϕr (f − P2N , n−1)p ≤ Cωϕr (f − P2N , n−1)1
≤ Cn−r‖ϕr(f − P2N )(r)‖1.
(4.26)
By Lemma 4.3, we obtain
∞∑
ν=m
‖ϕr(P (r)
2ν+1
− P (r)2ν )‖p1 ≤ C
∞∑
ν=m
22(1−p)ν‖ϕr(P (r)
2ν+1
− P (r)2ν )‖pp
≤ C
∞∑
ν=m
22(1−p)νE2ν−r(f (r))
p
p,ϕr .
In view of (4.1), the last inequality implies that {ϕrP (r)2ν } is convergent in L1[−1, 1]. At the
same time, by (4.21), we have ϕrP
(r)
2ν → ϕrf (r) as ν →∞ in Lp[−1, 1]. Thus, ϕrP (r)2ν → ϕrf
as ν →∞ in L1[−1, 1], too. From this and (4.26), we obtain (4.25) and, therefore, (4.24).
Next, using Lemmas 4.1, 4.4, and 4.2, we derive
En(P2ν+1 − P2ν )p ≤ Cωϕr (P2ν+1 − P2ν , n−1)p
= Cωϕr (P2ν+1 − P2ν ,M2ν+1n−1(M2ν+1)−1)p
≤ Cn−r−2/p+22ν(r+2/p−2)ωϕr (P2ν+1 − P2ν , (M2ν+1)−1)p
≤ Cn−r−2/p+22(2/p−2)ν‖ϕr(P2ν+1 − P2ν )(r)‖p
≤ Cn−r−2/p+22(2/p−2)νE2ν−r(f (r))p,ϕr .
(4.27)
Finally, combining (4.22), (4.23), (4.24), and (4.27), we obtain (4.2).
The theorem is proved.

Now let us consider analogues of Theorems 2.2 and 2.3 in the case of the approximation
of functions by algebraic polynomials. Following [9], we say that f has (weak) rth derivative
in Lp[−1, 1] if there exists a function g such that for any interval [a, b], −1 < a < b < 1, one
has
(4.28)
∥∥∥∥∆¯rfhr − g
∥∥∥∥
Lp[a,b]
→ 0 as h→ 0 + .
In this case we write g = f (r).
Theorem 4.3. Let f ∈ Lp[−1, 1], 0 < p < 1, and let for some k ∈ N
∞∑
ν=1
νkp−1Eν(f)pp <∞ .
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Then f has the derivative f (k) in the sense (4.28) and for any n > k one has
‖ϕk(f (k) − P (k)n )‖p ≤ C

nkEn(f)p +
( ∞∑
ν=n+1
νkp−1Eν(f)pp
) 1
p

 ,
where Pn ∈ Pn, n ∈ N, are such that ‖f − Pn‖p = En(f) and C is a constant independent of
f and n.
Proof. This theorem can be proved by using the scheme of the proof of Theorem 3.2.
See also the proof of Theorem 5.13 in [9]. An analogue of Lemma 3.5 can be also find in [9,
Corollary 4.12]. 
The corresponding theorem about simultaneous approximation by algebraic polynomials
has the following form.
Theorem 4.4. Let 0 < p < 1, r ∈ N, and let f be such that f (r−1) ∈ AC[−1, 1],
ϕrf (r) ∈ L1[−1, 1], and
(4.29)
∞∑
ν=1
ν1−2pEν−r(f (r))
p
p,ϕr <∞ .
Then for any n ≥ n(r) we have
‖ϕr(f (r) − P (r)n )‖p ≤ C
(
En−r(f (r))p,ϕr + n
2− 2
p
( ∞∑
ν=n+1
ν1−2pEν−r(f (r))
p
p,ϕr
) 1
p
)
,
where Pn ∈ Pn, n ∈ N, are such that ‖f − Pn‖p = En(f) and C is a constant independent of
f and n.
Proof. To prove the theorem one can use Theorem 4.1 and Theorem 4.3 and repeat the
scheme of proving Theorem 2.3. 
From Theorems 4.1, 4.3, and 4.4, we get the following corollary.
Corollary 4.1. Let 0 < p < 1, r ∈ N, α > 2/p − 2, and let f be such that f (r−1) ∈
AC[−1, 1], ϕrf (r) ∈ L1[−1, 1]. Then the following assertions are equivalent:
(i) En(f)p = O(n−r−α) , n→∞ ,
(ii) En(f
(r))p,ϕr = O(n−α) , n→∞ ,
(ii) ‖ϕr(f (r) − P (r)n )‖p = O(n−α) , n→∞ ,
where Pn ∈ Pn, n ∈ N, are such that ‖f − Pn‖p = En(f).
4.2. Inequalities for the Ditzian-Totik moduli of smoothness. By Theo-
rems 4.1, 4.3, and 4.4, we can prove the next two theorems for the Ditzian-Totik moduli
of smoothness of functions and their derivatives.
Theorem 4.5. Let 0 < p < 1, r, k ∈ N, and let a function f be such that f (r−1) ∈
AC[−1, 1], ϕrf (r) ∈ L1[−1, 1]. Then for any δ ∈ (0, δ0) we have
ωϕr+k(f, δ)p ≤CδrΩϕk (f (r), δ)p, ϕr
+ Cδr+
2
p
−2

 ∞∑
ν=[1/δ]
ν1−2pEν−r(f (r))
p
p,ϕr


1
p
,
(4.30)
where δ0 and C are constants independent of f and δ.
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Proof. of Theorem 4.5 It is clear that we can suppose that (4.29) holds.
Let Pn ∈ Pn, n ∈ N, be such that
‖f − Pn‖p = En(f)p.
Let us choose n such that 2−n ≤ δ < 2−(n+1). We have
ωϕr+k(f, δ)
p
p ≤ ωϕr+k(f − P2n , δ)pp + ωϕr+k(P2n , δ)pp.(4.31)
By Lemma 4.2, we get
ωϕr+k(P2n , δ)
p
p ≤ CΩϕr+k(P2n , δ)pp ≤ CδrpΩϕk (P (r)2n , δ)pp,ϕr
≤ Cδrp(Ωϕk (f (r), δ)pp,ϕr +Ωϕk (f (r) − P (r)2n , δ)pp,ϕr).
(4.32)
Note that if g ∈ Lp[a, b] for any −1 < a < b < 1, then
Ωϕk (g, δ)p,ϕr ≤ C‖ϕrg‖p
(see, e.g., the proof of Lemma 5.15 in [9]). Therefore,
Ωϕk (f
(r) − P (r)2n , δ)pp,ϕr ≤ C‖ϕr(f (r) − P (r)2n )‖pp.(4.33)
Now, combining (4.31)–(4.33) and using (4.3), we derive
ωϕr+k(f, δ)
p
p ≤ C(δrpΩϕk (f (r), δ)pp,ϕr + δrp‖ϕr(f (r) − P (r)2n )‖pp
+ ‖f − P2n‖pp).
(4.34)
Next, by Theorem 4.1 (more precisely, using (4.24) and (4.27)), we derive
‖f − P2n‖pp ≤ C2−n(rp+2−2p)
∞∑
ν=n
22(1−p)νE2ν−r(f (r))
p
p,ϕr .(4.35)
Similarly, by Theorem 4.4, we have
‖ϕr(f (r) − P (r)2n )‖pp ≤ C2−n(2−2p)
∞∑
ν=n
22(1−p)νE2ν−r(f (r))
p
p,ϕr .(4.36)
Finally, combining (4.34), (4.35), and (4.36), we get (4.30).
The theorem is proved.

Recall also the following counterpart of Theorem 2.5 and Theorem 3.5 in the case of the
Ditzian-Totik moduli of smoothness (see [9]).
Theorem 4.6. Let f ∈ Lp[−1, 1], 0 < p < 1, r , k ∈ N, and k < r. Then
(4.37) Ωϕr−k(f
(k), δ)p,ϕk ≤ C
(∫ δ
0
ωϕr (f, t)
p
p
tpk+1
dt
) 1
p
, δ > 0,
where C is some constant independent of f and δ. Inequality (4.37) means that if the right-
hand side is finite, then there exists f (k) in the sense (4.28), ϕkf (k) ∈ Lp[−1, 1], and (4.37)
holds.
Finally, from Theorem 4.5, Theorem 4.6, Corollary 4.1, and Lemma 4.1, we get the fol-
lowing result.
Corollary 4.2. Under the conditions of Corollary 4.1, the following assertions are equiv-
alent for any k ∈ N:
(i) ωϕr+k(f, δ)p = O(δr+α) , δ → 0 ,
(ii) Ωϕk (f
(r), δ)p,ϕr = O(δα) and En(f (r))p,ϕr = O(n−α) as δ → 0 and n→∞.
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