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Abstract
The braid groups can be thought of as a generalisation of the symmetric group, in which
not only the permutation but also the direction of exchange of points is considered;
the consequence of this is that transpositions no longer have order two, indeed in the
braid groups there are no elements of nite order. In this paper we follow the idea
of Fox and Neuwirth given in [FN62] to discuss a proof of the presentation of the braid
groups. First of all we recall some prerequisites: mainly results on groups, CW complexes,
foundamental groups and covering spaces. Then we give the proof of this presentation,
obtained by considering the braid groups as foundamental groups of certain conguration
spaces. Finally, we have also derived a presentation of the symmetric group, exploiting
a short exact sequence involving pure braids, braids and permutations. We belive that
the main contribution of this dissertation could be the wealth of examples, proofs and
references which, in our opinion, were scarce in the original paper, to the point of making
necessary the modication of some otherwise imprecise constructions.
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Introduzione
In questo elaborato forniremo la dimostrazione di una presentazione dei gruppi delle
trecce, ispirandoci a quella ideata da R. Fox e L. Neuwirth [FN62].
Un pregio delle trecce è la loro intuitività: una treccia, in matematica, è esattamente
ciò che un profano si aspetta, ossia dei li nello spazio che possono passarsi davanti l'un
l'altro. Sebbene la denizione formale sia più tecnica, le trecce conservano questa sempli-
cità pur permettendo notevoli sviluppi, fungendo da generalizzazione delle permutazioni.
Citiamo a titolo informativo alcuni ambiti di applicazione della teoria delle trecce: in
matematica hanno un ruolo importante nella teoria dei nodi; in sica sono attualmente
studiate in teoria quantistica dei campi perché descrivono il comportamento degli anioni,
una generalizzazione di bosoni e fermioni; in informatica trovano applicazione in alcuni
algoritmi di crittograa a chiave pubblica.
Le trecce con un numero n ≥ 1 di li ssati formano un gruppo con l'operazione di
concatenazione: una volta ordinati i li, due trecce si possono comporre attaccando la
seconda sotto la prima; un'immagine si trova in gura 2.2. Trattandosi di un gruppo, al
ne di studiarlo agevolmente è necessario descriverlo sinteticamente; uno dei metodi per
fare questo è esibirne una presentazione, cioè ssare alcuni elementi, detti generatori,
tramite i quali si possano costruire tutti gli altri e elencare le relazioni che intercorrono
tra essi. Per quanto riguarda i gruppi delle trecce è nota una presentazione, dovuta ad
Emil Artin [Art47] e vi sono in letteratura almeno un paio di dimostrazioni dierenti
di tale risultato, esposte ad esempio in [Gon11]; delle due, la dimostrazione ideata da
Fox e Neuwirth, basandosi su argomenti di carattere geometrico, permette una compren-
sione più profonda della presentazione stessa. In questo elaborato abbiamo riproposto
quest'ultima prova, cercando di renderla maggiormente fruibile ad un pubblico matema-
tico non del settore: richiamando i prerequisiti necessari, aggiungendo degli esempi e
fornendo una giusticazione ovvero una referenza per ogni aermazione fatta; abbiamo
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preferito esibire nel presente scritto le dimostrazioni delle aermazioni relative all'arti-
colo originale, mentre ci siamo avvalsi di riferimenti esterni per richiamare fatti noti in
generale.
Di seguito esponiamo una breve traccia dei contenuti presenti, rimandando il lettore alle
introduzioni dei singoli capitoli o sezioni per delle spiegazioni più esaustive. Il primo
capitolo, dedicato interamente ai prerequisiti, mira a richiamare i contenuti necessari per
la comprensione della dimostrazione, assumendo come noti solamente i contenuti di base
insegnati in un corso di laurea triennale in matematica. Nello specico gurano alcune
nozioni riguardanti le presentazioni di gruppi, le azioni di gruppi e il simbolismo delle se-
quenze esatte corte; successivamente la denizione di CW complesso, seguita da qualche
esempio a riguardo e una discussione sul complesso duale; una breve trattazione dell'o-
motopia e del gruppo fondamentale, corredata da alcuni teoremi utili concernenti i CW
complessi; inne un breve riassunto della teoria dei rivestimenti. Nel secondo capitolo ci
occupiamo della suddetta presentazione, cominciando con due denizioni equivalenti dei
gruppi delle trecce: prima formalizziamo quella intuitiva esposta poc'anzi, poi ne dia-
mo una algebrica secondo la quale il gruppo delle trecce è il gruppo fondamentale dello
spazio di congurazioni di n punti distinti e non ordinati del piano, detto UConfn(C);
quest'ultimo è lo spazio delle orbite, rispetto all'azione di permutazione dei punti, dello
spazio in cui i punti sono ordinati: Confn(C); spazio dal quale si ricava in modo analogo
una denizione del gruppo delle trecce pure. A seguire, forniamo delle decomposizioni
cellulari di questi spazi di congurazioni e applichiamo un teorema di calcolo del grup-
po fondamentale alle loro decomposizioni duali; ad essere precisi è necessario applicare
una correzione al ne di ottenere dei CW complessi regolari, perciò consideriamo delle
varianti di tali spazi rispetto alla scelta originale degli autori. Inne, sfruttiamo i risul-
tati ottenuti, combinandoli con una sequenza esatta corta che si ricava dalla già citata
azione del gruppo simmetrico, per presentare quest'ultimo e metterlo in relazione con
i gruppi delle trecce; nello specico vedremo che questi si possono pensare come una
generalizzazione delle permutazioni in cui si tenga conto anche del verso di scambio dei
punti.
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Capitolo 1
Prerequisiti
In questo capitolo richiamiamo alcuni prerequisiti di algebra e topologia, utili per com-
prendere lo sviluppo della tesi. Cominciamo con dei cenni sui gruppi liberi, ampi quanto
basta per introdurre il concetto di presentazione di un gruppo, e alcuni richiami sulle azio-
ni di gruppi che in seguito applicheremo ai rivestimenti; deniamo anche le successioni
esatte corte e alcune loro proprietà fondamentali. Nella sezione successiva introduciamo
la struttura di CW complesso, che formalizza l'idea di uno spazio topologico costruito a
blocchi estendendo il concetto di complesso simpliciale; questo permette di semplicare
il calcolo di alcuni invarianti topologici, tra i quali il gruppo fondamentale, che fornisco-
no informazioni sullo spazio in questione. Come si vedrà, molti degli spazi comuni, ad
esempio le sfere, i proiettivi, i poliedri, sono esprimibili tramite la struttura di CW com-
plesso. Inoltre, deniamo la struttura duale di un dato CW complesso che verrà usata
per semplicare i calcoli. Subito dopo richiamiamo brevemente il concetto di omotopia
e la denizione di gruppo fondamentale di uno spazio, che sarà il fulcro della costruzione
eettuata nel prossimo capitolo e ci permetterà di esplicitare la presentazione dei gruppi
delle trecce tramite lo studio della geometria di certi spazi topologici; infatti il gruppo
fondamentale è un funtore da Top. a Grp che descrive il numero e la natura dei buchi
bidimensionali dello spazio topologico1; nello stesso paragrafo presentiamo un metodo
di calcolo del gruppo fondamentale di CW complessi e dei loro duali. In chiusura del
capitolo esponiamo una parte della teoria dei rivestimenti, dalla quale ricaveremo una
1Top. indica la categoria degli spazi topologici puntati e le mappe preservanti il punto base, mentre
Grp è la categoria dei gruppi e gli omomorsmi di gruppi.
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successione esatta corta che verrà applicata ai gruppi delle trecce nei prossimi capitoli
per ottenere una presentazione del gruppo simmetrico.
1.1 Richiami sui gruppi
Innanzitutto diamo una denizione di gruppo libero e enunciamo il teorema di rappre-
sentazione dei gruppi liberi, tramite il quale possiamo denire generatori e relazioni di
un gruppo e quindi chiarire cosa si intenda per presentazione di un gruppo. Nella secon-
da parte deniamo l'azione di un gruppo su un insieme, accompagnandola con esempi
e proprietà utili; successivamente descriviamo alcuni tipi di azioni utili nella teoria dei
rivestimenti. In chiusura descriviamo brevemente il sintetico simbolismo delle successioni
esatte, utile per descrivere certi morsmi di gruppi.
Nota. D'ora in avanti indicheremo con 1 o 1G l'elemento neutro di un gruppo G;
H ≤ G indicherà un sottogruppo; verranno usati equivalentemente i termini morsmo e
omomorsmo di gruppi.
Denizione 1.1. Dato un insieme di simboli X ≡ {x1, . . . , xm} vogliamo denire un
gruppo i cui elementi siano sequenze di simboli in X, e la cui operazione sia la giustap-
posizione, indicata con ·. Deniamo un simbolo aggiuntivo indicato con 1 e, per ogni
simbolo xi, deniamo pure il simbolo x
−1
i . Sia X̃ ≡ {x1, . . . , xm, 1, x−11 , . . . , x−1m } e sia
F̃ (X) ≡ {y1 · · · · · yk; k ∈ N, yj ∈ X̃ ∀j = 1, . . . , k}
l'insieme delle sequenze nite di simboli in X̃. Così F̃ (X) è un semigruppo; per renderlo
un gruppo vogliamo imporre che 1 agisca come elemento neutro e che x−1i agisca come
inverso di xi; per questo consideriamo la relazione ∼ generata da 1 ·xi ∼ xi ∼ xi · 1 ∀ i e
da xi · x−1i ∼ 1 ∼ x−1i · xi ∀i ; poi stabiliamo una relazione di equivalenza tra sequenze,
detta ∼seq, in cui due sequenze sono equivalenti se si passa dall'una all'altra con un
numero nito di equivalenze ∼. Si dice gruppo libero su X il gruppo delle classi di
equivalenza:
F (X) ≡ F̃ (X)∼seq
i cui elementi si dicono parole. Non è ovvio che F (X) sia un gruppo, la dimostrazione
e ulteriori dettagli sono presenti in [Art97, cap. 6].
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Teorema 1.2 [Teorema di rappresentazione dei gruppi liberi]. Dato un gruppo G ogni
applicazione tra insiemi f : X → G si estende in modo unico ad un omomorsmo
f̄ : F (X)→ G.
Dimostrazione. Ad esempio si trova in [Art97, cap. 6, prop. 8.1].
Nota. D'ora in avanti, data una mappa f , indicheremo con Ker f il suo nucleo e
con Imm f la sua immagine; la notazione Immf (X) indicherà l'immagine del solo
sottoinsieme X tramite f .
Denizione 1.3. Nelle ipotesi del teorema si dice che Immf (X) genera Immf̄ (F (X))
e che gli elementi di X sono generatori. Si dicono invece relazioni gli elementi di
Ker f̄ ≡ {x ∈ F (X) ; f̄(x) = 1G}. Da ciò segue che se f̄ è suriettiva vale
G ∼= F (X)Ker f̄
Inoltre si dice che R ⊂ Ker f̄ è un insieme completo di relazioni se Ker f̄ è il più
piccolo sottogruppo normale di F (X) contenente R; come dimostrato in [Art97, cap. 6,
par. 8], questa condizione è equivalente ad essere il sottogruppo generato dai coniugati
di elementi in R; tale sottogruppo si indica RF (X) ≡ {y−1 · r · y ; r ∈ R, y ∈ F (X)}.
Dunque nel caso di un insieme completo di relazioni vale Ker f̄ =< RF (X) >. Si dice
presentazione di un gruppo G la coppia (X,R) dove X è un insieme di generatori di G
e R una lista completa di relazioni. Così vale l'isomorsmo
G ∼= F (X)< RF (X) >
Una tale presentazione si scrive sinteticamente G ≡< X | R >.
Esempio 1.4. Qui proponiamo alcuni esempi di presentazioni. Talvolta, nell'esprimere
le relazioni, al posto di indicare l'elemento da annullare scriveremo un uguaglianza, da
intendersi così: xy = z signica che si annulla l'elemento xyz−1.
1. Gruppo ciclico di ordine m: Cm =< α | αm >.
2. Z× Z =< x, y | xy = yx >.
3. Gruppo simmetrico con tre elementi: Σ3 =< σ, γ | σ2, γ2, σγσ = γσγ >; qui le
permutazioni sono σ = (1 2) e γ = (2 3).
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Grazie al prossimo teorema sappiamo che ogni gruppo ammette una presentazione;
si dirà nitamente presentato se sia X che R sono niti.
Teorema 1.5 Ogni gruppo è isomorfo al quoziente di un gruppo libero.
Tuttavia, per uno stesso gruppo esistono innite presentazioni diverse perciò è uti-
le saper riconoscere se due scritture presentano lo stesso gruppo; questo problema,
strettamente legato al problema della parola, non è risulubile in generale2.
Denizione 1.6. Restringendoci a gruppi nitamente presentati ci sono delle trasforma-
zioni, dette trasformazioni di Tietze, che permettono di passare da una presentazione
ad un'altra dello stesso gruppo:
1. Aggiungere o rimouvere una relazione ricavabile dalle altre presenti.
Ad esempio < x | x3, x6 >↔ < x | x3 >.
2. Aggiungere o rimuovere un generatore che si esprime in funzione degli altri ge-
neratori; nel caso della rimozione bisogna avere cura di sostituire, nelle relazioni,
l'espressione corrispondente al generatore tolto.
Ad esempio < x, y, z | y2, x = yz, xz = zy >↔ < y, z | y2, yz2 = zy >.
Prima di introdurre le azioni di gruppi richiamiamo alcuni concetti, riguardo ai
sottogruppi normali, che saranno utili in seguito.
Denizione 1.7. Un sottogruppo H ≤ G si dice normale se gHg−1 ⊂ H ∀ g ∈ G; in
tal caso lo indicheremo con H /G. Per tali sottogruppi le classi laterali sinistre, indicate
con gH al variare di g ∈ G, e quelle destre coincidono; inoltre, in questo caso, l'insieme
delle classi laterali è un gruppo, indicato con GH. Useremo la stessa notazione per
indicare l'insieme delle classi laterali sinistre anche quando H non sarà un sottogruppo
normale.
Dato un sottogruppo H ≤ G si dice normalizzatore di H in G il sottoinsieme
NG(H) ≡ {g ∈ G | g ·H · g−1 = H}
2Ulteriori informazioni su Wikipedia. Word problem for groups. en. 2020. url: https://en.
wikipedia.org/wiki/Word_problem_for_groups (visitato il 31/08/2020).
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Lemma 1.8 Il normalizzatore NG(H) è il più grande sottogruppo di G soddisfacente:
H / NG(H) ≤ G. In particolare, H è normale in G se e solo se NG(H) = G.
Dimostrazione. Sfruttando le denizioni si verica che NG(H) ≤ G; invece H / NG(H)
segue per costruzione perciò NG(H) soddisfa le condizioni. Sia ora K ⊃ NG(H) soddi-
sfacente H /K ≤ G. Presi g ∈ K e h ∈ H, mostriamo che esiste h̃ ∈ H | g · h̃ · g−1 = h.
Siccome K è un sottogruppo, g−1 ∈ K e quindi g−1 · h · g = h̃ ∈ H (per un certo h̃);
dunque g · (g−1 · h · g) · g−1 = g · h̃ · g−1 = h. Questo prova che in realtà K = NG(H).
Denizione 1.9. Siano (G, · ) un gruppo e S un insieme, eventualmente con struttura.
Si dice azione (sinistra) di G su S, indicata con Gy S, un morsmo di gruppi
ρG : G→ Aut(S)
g 7→ (s 7→ g s)
tale che (g · h) s = g (h s). Si dice azione destra (indicata con S x G e s 7→ s g) se
s (g·h) = (s g) h. QuiAut(S) indica il gruppo di automorsmi di S, ossia il gruppo delle
applicazioni biunivoche in S che rispettano la struttura; nel linguaggio delle categorie
sono gli isomorsmi della categoria.
Dato un elemento s ∈ S si dice stabilizzatore di s in G il sottogruppo
StabG(s) ≡ {g ∈ G | g s = s} ≤ G
Si dice invece orbita di s l'insieme
OrbG(s) ≡ {g s | g ∈ G} ⊂ S
Nota. In questo testo denotiamo con Σm il gruppo simmetrico con m elementi.
Esempio 1.10. Su un qualunque insieme S di m elementi agisce il gruppo simmetrico
Σm tramite permutazioni: ρΣm : Σm
1−→ Aut(S).
Esempio 1.11. Il gruppo GL(m,K) delle matrici invertibilim×m in un campo K agisce
su sé stesso tramite coniugio: A
ρ(M)7−−−→ M−1AM . L'orbita dell'identità è semplicemente
l'identità stessa, mentre l'orbita di una qualunque altra matrice sono le matrici a lei
simili. Lo stabilizzatore di una matrice sono le matrici che commutano con essa.
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Lemma 1.12 Supponiamo che Gy S e g s = t. Allora valgono le seguenti identità:
• gStabG(s) = {h ∈ G | h s = t}
• StabG(t) = g · StabG(s) · g−1 ≡ {g · h · g−1 | h ∈ StabG(s)}
Dimostrazione. Per il primo punto, se h ∈ StabG(s), allora (g · h) s = g s = t perciò
gStabG(s) ⊂ {h ∈ G | h s = t}. Viceversa h s = g s =⇒ (g−1 · h) s = s =⇒
h = g · (g−1 · h) ∈ gStabG(s). Il secondo punto è simile.
Denizione 1.13. Dati due insiemi S, T sui quali agisce (con azioni eventualmente
distinte) un gruppo G e data una mappa f : S → T ; tale mappa si dice equivariante
rispetto all'azione di G, se g f(s) = f(g s) ∀g ∈ G, s ∈ S.
Denizione 1.14. Data un'azione G y S e un sottogruppo H ≤ G, è naturalmen-
te denita anche un'azione sulle classi laterali sinistre: g1 g2H ≡ g1g2H. Si può dare
un'analoga denizione nel caso di azioni destre.
Lemma 1.15 Sia Gy S un'azione sinistra. Allora ∀s ∈ S è ben denita un'applicazione
biunivoca equivariante rispetto all'azione:
ϕs : GStabG(s)
1−1→
su
OrbG(s)
gStabG(s) 7→ g s
dove GStabG(s) indica l'insieme delle classi laterali sinistre.
Dimostrazione. Si trova ad esempio su [Art97, cap. 5, prop. 6.4]
Denizione 1.16. Le azioni di gruppi possono godere di varie proprietà; qui ne elen-
chiamo alcune con le rispettive denizioni. Si dice che un'azione è
• fedele se ρG è iniettiva, cioè se g s = s ∀s ∈ S =⇒ g = 1
• libera se tutti gli stabilizzatori sono banali, cioè se ∃ s ∈ S | g s = s =⇒ g = 1
• transitiva se ha una sola orbita, ossia ∀ s, t ∈ S ∃ g ∈ G | g s = t
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Esempio 1.17.
1. Z y R tramite traslazioni di un fattore m ∈ Z; tale azione è libera ma non
transitiva.
2. SO(3;R) y R3 tramite rotazioni, esprimibili come una moltiplicazione per la rela-
tiva matrice; questa invece è un'azione transitiva, ma non libera a causa del punto
sso di ogni rotazione; ciononostante è fedele.
Denizione 1.18. Nel caso in cui un'azione agisca su un insieme dotato di una topologia,
che indicheremo con X, gli automorsmi sono gli omeomorsmi; in tal caso di parla di
azione tramite omeomorsmi e se ne possono studiare ulteriori proprietà. Un caso
particolare si ha quando G ⊂ Omeo(X), infatti il gruppo agisce tramite inclusione:
ρG ≡ ι : G ↪→ Omeo(X).
Denizione 1.19. Un'azione di un gruppo G su uno spazio topologico X si dice:
• propriamente discontinua se ∀x ∈ X ∃U ⊂ X intorno di x | U ∩ g(U) 6= ∅ per
un numero nito di g ∈ G.
• di rivestimento se ∀x ∈ X ∃U ⊂ X intorno di x | U ∩ g(U) 6= ∅ =⇒ g = 1.
Tra le varie proprietà che abbiamo elencato vi sono alcune relazioni, espresse nel
seguente lemma:
Lemma 1.20 Sia Gy X un'azione per omeomorsmi. Valgono:
• azione libera =⇒ fedele.
• azione di rivestimento =⇒ libera.
• se X è di Hausdor e l'azione è libera e propriamente discontinua allora è anche
di rivestimento.
Dimostrazione. Il primo punto segue direttamente dalle denizioni. Sempre dalla de-
nizione segue che per un'azione di rivestimento l'unico elemento che ha punti ssi è
l'identità. Per quanto riguarda il terzo punto si veda [Man14, prop. 12.19]3.
3Nella referenza citata viene chiamata azione propriamente discontinua quella che qui chiamiamo di
rivestimento.
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Denizione 1.21. Supponiamo che su un insieme agiscano due gruppi, uno a sinistra e
l'altro a destra: (G, ·) y S x (H, ?); le azioni si dicono compatibili se
(g s) h = g (s h) ∀g ∈ G, h ∈ H
Lemma 1.22 Siano (G, ·) y S x (H, ?) due azioni compatibili, di cui la prima sia
libera, e tali che ∀h ∈ H, s ∈ S ∃ g(s, h) ∈ G | g(s, h) s = s h (ad esempio se G è
transitiva). Allora, ssato s ∈ S, si denisce l'applicazione
ψs : H → G
h 7→ g(s, h)
Questa è un omomorsmo di gruppi che ha come nucleo StabH(s). Se l'azione di H è
transitiva l'omomorsmo è anche suriettivo.
Dimostrazione. Per ipotesi posso denire l'applicazione ψs; inoltre è denita in modo
univoco poiché l'azione di G è libera, perciò se g1 s = g2 s = s h allora g1 = g2. Sfrut-
tando il fatto che le azioni sono compatibili si mostra che tale applicazione è un omo-
morsmo: ψs(h1 · h2) s = s (h1 · h2) = (s h1) h2 = (ψs(h1) s) h2 = ψs(h1) (s h2) =
ψs(h1) (ψs(h2) s) = (ψs(h1) · ψs(h2)) s; quindi, siccome l'azione di G è libera,
ψs(h1) · ψs(h2) = ψs(h1 · h2). Il nucleo segue dalle denizioni. Se l'azione di H è transi-
tiva, la suriettività segue dall'unicità della denizione di ψs.
Per concludere la sezione diamo le denizioni basilari riguardo alle successioni esatte
ed elenchiamo qualche proprietà correlata.
Nota. Nel formalismo delle successioni esatte indicheremo con 0 il gruppo banale for-
mato da un solo elemento.
Denizione 1.23. Una successione, nita o innita, di gruppi Gm e di morsmi
αm : Gm → Gm+1 si dice successione esatta se ∀m vale Ker αm = Imm αm−1; in
tal caso si indica
. . .→ Gm−1
αm−1−−−→ Gm
αm−−→ Gm+1 → . . .
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Si dice successione esatta corta una successione esatta nella forma
0→ A α−→ B β−→ C → 0
Come vedremo nel prossimo lemma queste successioni hanno proprietà peculiari.
Lemma 1.24 Le seguenti aermazioni sono valide comunque vengano scelti i gruppi
(indicati da lettere latine maiuscole) e i morsmi di gruppi (contrassegnati da lettere
greche minuscole).
1. A
α−→ B → 0 =⇒ α suriettiva.
2. 0→ A α−→ B =⇒ α iniettiva.
3. 0 → A α−→ B β−→ C → 0 =⇒ C ∼= BImm α ≡
BA siccome α è un isomorsmo
sull'immagine.
Dimostrazione. Si tratta di una verica.
1.2 Decomposizione cellulare: i CW complessi
Cominciamo esponendo la costruzione induttiva di una struttura di CW complesso, a
cui verrà associato lo spazio topologico ottenuto attaccando tra loro le celle che la co-
stituiscono; per rendere più comprensibile la denizione anteporremo alcuni esempi. A
seguire deniremo i complessi regolari e daremo un metodo alternativo per vericare che
uno spazio sia un CW complesso regolare; di questi spazi potremo fornire una descrizio-
ne puramente combinatoria tramite il poset delle celle e ciò ci permetterà di denire il
complesso duale.
Esempio 1.25. In gura 1.1 è evidenziata una possibile struttura di CW complesso da
assegnare alla sfera e al toro. Per la sfera si avranno le celle: 0-cella O, 1-cella γ, 2-celle
A e B. Per il toro, la cui decomposizione è forse più comprensibile nella gura a destra,
in cui sono indicate le identicazioni, le celle sono: 0-cella P, 1-celle α e β, 2-cella T.
Nota. Di qui in avanti indicheremo con ‖x‖ la norma euclidea, con Dm ≡ {x ∈ Rm;
‖x‖ ≤ 1} il disco chiuso e con Sm−1 ≡ ∂Dm ≡ {x ∈ Rm; ‖x‖ = 1} la sfera standard.
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Figura 1.1: Esempi di decomposizioni cellulari di una sfera S2 e un toro S1 × S1.
Denizione 1.26. SiaX0 un insieme di punti che costituiranno le 0-celle della struttura.
Si costruisca lo scheletro m-esimo Xm induttivamente nel modo seguente: attaccando
allo scheletro Xm−1 delle palle aperte m-dimensionali D̊mα , dette m-celle (aperte),
tramite delle mappe ϕα : S
m−1
α → Xm−1, dette mappe di incollamento; ciò signica
Xm = Xm−1 tαDmα con le identicazioni x ∼ ϕα(x) ∀α ∀x ∈ ∂Dmα . Dunque l'insieme
Xm si può identicare con Xm−1tα D̊mα . Ora, se il procedimento termina con un numero
nito N di passi il complesso si dice di dimensione N e si pone X ≡ ∪Nm=1Xm con
la topologia indotta dagli incollamenti; altrimenti X ≡ ∪mXm e si pone la topologia
debole: A ⊂ X aperto ⇐⇒ A ∩Xm aperto in Xm ∀m. La collezione delle celle D̊mα
e delle associate mappe di incollamento ϕα si dice struttura di CW complesso sullo
spazio topologico X. Un sottoinsieme si dice sottocomplesso se è unione di celle la cui
chiusura sta nel sottoinsieme. Una mappa tra CW complessi f : X → Y si dice cellulare
se f(Xm) ⊂ Y m ∀m.
Nota. Nel corso della trattazione ci occuperemo solamente di CW complessi
nito-dimensionali.
Esempio 1.27. Qui presentiamo alcuni esempi di strutture di CW complesso associate
a spazi noti.
1. Sfera m-dimensionale.
È suciente una 0-cella, diciamo P, e una m-cella attaccata tramite
ϕ : Sm−1 → P .
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2. Proiettivo reale.
Tramite la costruzione
RPm = S
m
x ∼ −x = D
m
x ∼ −x su ∂Dm
si ottiene la decomposizione induttiva RPm = Dm tRPm−1, con incollamento dato
dalla mappa quoziente ϕ : ∂Dm → RPm−1 che identica i punti antipodali (a partire
da RP0 = {?}). In questo modo RPm = {?}∪D̊1∪· · ·∪D̊m con la topologia indotta
dai quozienti.
3. Supporto di un complesso simpliciale.
Dato un complesso simpliciale si può costruire una struttura di CW complesso con
lo stesso spazio topologico soggiacente; è suciente sfruttare l'omeomorsmo tra
un disco m-dimensionale e un m-simplesso.
Mentre per i complessi simpliciali si denisce naturalmente il complesso duale tramite
la suddivisione baricentrica, per CW complessi arbitrari questo non è possibile, in quanto
le celle possono essere eccessivamente irregolari; quindi ci restringiamo al caso di nostro
interesse dando le opportune denizioni.
Denizione 1.28. Nella costruzione di un CW complesso esposta sopra, le mappe
Φα : D
m
α
ϕ̃α−→ Xm−1 tβ Dmβ
q−→ Xm ι↪−→ X (qui ϕ̃α è l'estensione di ϕα sull'interno tramite
l'omeomorsmo) si chiamano mappe caratteristiche e le loro immagini celle chiuse.
Notiamo che la struttura di CW complesso di uno spazio X è univocamente determina-
ta dalla collezione delle sue mappe caratteristiche; pertanto talvolta si descrive il CW
complesso elencando semplicemente le celle, se le mappe caratteristiche sono chiare dal
contesto. Una cella si dice regolare se la sua mappa caratteristica è un omeomorsmo
con l'immagine; il CW complesso si dice regolare se lo sono tutte le sue celle. In tal caso
si sfrutta la caratterizzazione alternativa dei CW complessi regolari data nel prossimo
lemma, in particolare il punto (2), per denire il poset delle celle PX : l'insieme delle
celle di X con la relazione è l'inclusione tra le celle chiuse4.
Esempio 1.29. È bene osservare che la regolarità è una proprietà della struttura cellula-
re e non dello spazio topologico associato. Ad esempio, tra le decomposizioni cellulari del-
4Nella letteratura inglese questo poset si chiama face poset o CW poset
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la sfera S2 che si possono fornire, ve ne sono di regolari e di non regolari. Esaminiamone
alcune:
• Decomposizione dell'esempio 1.27-1.
Questa non è regolare perché l'unica 2-cella ha il bordo consistente in un solo punto.
• Decomposizione descritta nell'esempio 1.25.
In questo caso le 2-celle sono regolari infatti le loro chiusure sono eettivamente
dei dischi D2; tuttavia la 1-cella ha entrambi i capi identicati perciò la chiusura
risulta S1 anziché D1, dunque il complesso non è regolare. Osserviamo che le 0-celle
sono sempre regolari.
• Si consideri la seguente struttura cellulare costruita induttivamente con due celle
in ogni dimensione: si parte da un paio di 0-celle che saranno gli emisferi di S0;
successivamente si produce la sfera successiva attaccando due 1-celle che saranno
a loro volta gli emisferi di S1, perciò considerando come mappa d'incollamento
l'identità; analogamente si incollano due 2-celle e si ottiene S2. Si può proseguire
tale costruzione per costruire qualunque Sm; addirittura, tramite questa costruzio-
ne possiamo denire il complesso S∞ ≡ ∪m∈N Sm. Questa struttura assegnata ad
Sm è regolare.
Lemma 1.30 Dati uno spazio X di Hausdor e una famiglia nita di mappe
Φα : D
m
α → X, queste sono le mappe caratteristiche di un CW complesso regolare X se e
solo se valgono i seguenti punti:
1. Φα sono omeomorsmi e X = tα Φα(D̊mα )
2. Φα(∂D
m
α ) è unione di celle chiuse, ossia immagini di alcuni D
m
α .
Dimostrazione. Questa denizione è presa da [Bjö+99, def. 4.7.4] ed è simile a quella in
[Hat01, prop. A.2], fonte che contiene anche la dimostrazione. Per mostrare l'equivalenza
delle due si veda la nota che compare a seguito della denizione nella prima referenza
citata e si utilizzino i risultati [LW12, cap. III, lemma 1.3], [LW12, cap. III, thm. 2.1].
Il lemma seguente è un fatto importante in sé, di cui noi ci serviremo nella denizione
di complesso duale.
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Lemma 1.31 Per un CW complesso regolare X la struttura è completamente determi-
nata, a meno di omeomorsmi cellulari, da PX .
Dimostrazione. Si veda [Bjö+99, prop. 4.7.23].
Denizione 1.32. Un CW complesso regolare si dice una k-sfera PL (con k ∈ N) se ha
una triangolazione che sia PL omeomorfa al bordo di un k-simplesso. Equivalentemente si
può anche dire che il complesso è una decomposizione cellulare regolare PL della k-sfera.
Per una spiegazione più dettagliata si rimanda a [Bjö+99]. In questo caso si può denire
il complesso duale Xop come lo spazio determinato dal poset di celle PX
op, ottenuto
da PX rovesciando le inclusioni; questo è ancora una decomposizione cellulare regolare
PL della k-sfera [BZ92, p. 109]. Tale spazio è ben denito a meno di omeomorsmi
cellulari, grazie al lemma 1.31.
In conclusione del paragrafo enunciamo il seguente lemma, che sarà cruciale per
ottenere una decomposizione duale dei CW complessi presi in esame.
Lemma 1.33 Sia X una decomposizione cellulare regolare PL della k-sfera e sia PX il suo
poset delle celle. Dato un sottocomplesso A ≤ X sia PA il corrispondente sottoinsieme
di PX . Allora (PX \ PA)op è il poset di celle di un CW complesso regolare Y che è
omotopicamente equivalente a X \ A.
Dimostrazione. Per la prova si veda [BZ92, prop. 3.1]. La terminologia verrà denita
nelle prossime sezioni.
1.3 Costruzione del gruppo fondamentale
Cominciamo questa sezione richiamando il concetto di equivalenza omotopica e la costru-
zione del gruppo fondamentale attraverso una serie di denizioni ed esempi. A seguire
esponiamo un semplice metodo di calcolo del gruppo fondamentale nel caso di spazi con
struttura di CW complesso.
Nota. La teoria dell'omotopia studia gli spazi topologici a meno di deformazioni continue
perciò in questa sezione le mappe considerate s'intenderanno tutte continue salvo avviso
contrario. Inoltre, parlando genericamente di spazi si sottointenderà che siano muniti di
una topologia.
16
Denizione 1.34. Una mappa F : X × I → Y si dice omotopia tra le mappe
f(x) ≡ F (•, 0) e g(x) ≡ F (•, 1), che si diranno omotope; si indicherà f ∼ g. Due spazi
X e Y si diranno omotopicamente equivalenti se esistono f : X → Y , h : Y → X
tali che h ◦ f ∼ 1X e f ◦ h ∼ 1Y ; f e h si diranno equivalenze omotopiche. Uno
spazio omotopicamente equivalente ad un punto si dice contraibile.
Il gruppo fondamentale rileva cavità bidimensionali dello spazio tramite gli avvolgi-
menti di cammini chiusi, diamo quindi la prossima denizione.
Denizione 1.35. Dato uno spazio X e detto I ≡ [0, 1], diremo cammino in X un'ap-
plicazione γ : I → X. Si dice cammino chiuso o direttamente cappio, basato in
γ(0), se γ(0) = γ(1); in tal caso si può passare al quoziente senza perdere informazioni:
γ̃ : S1 → X. Talvolta i cappi verranno chiamati anche cicli.
Un'omotopia F : I × I → X tra i due cammini si dice ad estremi ssi se F (0, u) =
F (0, 0), F (1, u) = F (1, 0) ∀u ∈ I.
Considerando cammini chiusi sarà utile prenderli tutti con lo stesso estremo, quindi
è utile la seguente denizione.
Denizione 1.36. Il dato di uno spazio topologico X e un punto x0 ∈ X si dice spazio
puntato e viene indicato (X, x0); il punto x0 si dice punto base.
Nota. Salvo avviso contrario le mappe tra spazi puntati si intendono tali che portino il
punto base dello spazio di partenza nel punto base dello spazio di arrivo.
Denizione 1.37. Consideriamo lo spazio puntato (X, x0) e sia Ω(X, x0) l'insieme dei
cappi in X basati in x0. Su questo insieme si denisce una composizione di cammini
nel modo seguente: ∀γ1, γ2 ∈ Ω(X, x0) si pone
γ1 ◦ γ2 ≡
γ1(2t) se t ∈ [0, 12 ]γ2(2t− 1) se t ∈ [12 , 1]
Per rendere Ω(X, x0) un gruppo con questa operazione bisogna considerare i cammini
a meno di riparametrizzazione, ma, siccome diverse parametrizzazioni di un cammino
sono casi particolari di cammini omotopi ad estremi ssi, possiamo direttamente denire
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il gruppo fondamentale dello spazio X basato in x0, indicando con ∼ l'omotopia ad
estremi ssi:
π1(X, x0) ≡ Ω(X, x0)∼
Inoltre, ad una mappa f : (X, x0)→ (Y, y0) si può associare l'omomorsmo di gruppi
f∗ : π1(X, x0)→ π1(Y, f(x0))
γ 7→ f ◦ γ
in modo tale che sia ben denito il funtore
π1 : Top.→ Grp
X 7→ π1(X, x0)
f 7→ f∗
Ricordiamo alcune semplici proprietà del gruppo fondamentale e una denizione che
saranno utili nel seguito.
Lemma 1.38 Sia f : X → Y un'equivalenza omotopica. Fissato x0 ∈ X arbitrario, la
mappa f? denita sopra è un isomorsmo.
Dimostrazione. Si può trovare su [Hat01, prop. 1.18].
Lemma 1.39 Il gruppo fondamentale di uno spazio connesso per archi è indipendente,
a meno di isomorsmo, dalla scelta del punto base. In tal caso il gruppo fondamentale
si indicherà π1(X).
Denizione 1.40. Se uno spazio è connesso per archi e ha gruppo fondamentale banale
si dirà semplicemente connesso. Notiamo che la denizione è ben posta grazie al
lemma precedente. Uno spazio è semplicemente connesso se e solo se tutti i cammini tra
due punti scelti arbitrariamente nello spazio sono omotopi tra loro.
Esempio 1.41. Spazi semplicemente connessi sono ad esempio gli spazi contraibili, tra
cui gli spazi vettoriali, oppure Sm ∀m ≥ 2.
Lemma 1.42 Per spazi connessi per archi vale l'isomorsmo:
π1(X × Y ) ∼= π1(X)× π1(Y )
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Dimostrazione. Si trova ad esempio su [Hat01, prop. 1.12].
Nel caso di CW complessi connessi il gruppo fondamentale dipende solamente dal
2-scheletro; i generatori derivano dallo 1-scheletro e sono i cappi presenti dopo il collasso
di un albero massimale; l'aggiunta di 2-celle provoca la chiusura dei buchi su cui queste
sono attaccate imponendo le relative relazioni sul gruppo. Di seguito mostriamo alcuni
esempi di calcolo e successivamente il teorema generale, del quale abbiamo appena fornito
una descrizione intuitiva, preceduto da alcune necessarie denizioni.
Esempio 1.43.
1. Al grafo illustrato in gura 1.2a, con 7 vertici e 9 spigoli, sono attaccate delle 2-celle
in modo naturale lungo gli spigoli. Nella gura sono evidenziati il punto base x0
e l'albero massimale scelto. Contraendo l'albero massimale restano tre generatori:
α, β e γ; invece le relazioni da imporre sono due. Il cammino α si può contrarre
passando per la 2-cella A, il cui bordo è α◦ηϕα(0); quest'ultima verrà imposta come
relazione annullando di fatto il generatore. In ultima analisi rimarrà soltanto il
generatore β, perciò il gruppo fondamentale del grafo è Z.
2. Nella gura 1.2b è esibita una decomposizione di S2 con una 0-cella e una 2-cella, il
cui bordo è incollato tutto in P. Da ciò risulta in eetti che il gruppo fondamentale
non ha generatori, perciò la sfera è semplicemente connessa.
3. La gura 1.2c è una rappresentazione di RP2 come D2 con il bordo identicato
tramite l'antipodale. La decomposizione conta una 0-cella, una 1-cella con il bordo
tutto attaccato all'unico punto, e una 2-cella incollata
Denizione 1.44. Diciamo grafo un CW complesso 1-dimensionale, vertici le sue
0-celle e lati le 1-celle. Notiamo che, essendo localmente connesso per archi, un grafo è
connesso ⇐⇒ è connesso per archi. Un sottografo è un'unione di vertici e lati del grafo
tale che, se contiene un lato, allora contiene i suoi vertici; ovvero, equivalentemente, è
un sottoinsieme chiuso del grafo; un sottografo contraibile si dice albero e si dirà anche
massimale se contiene tutti i vertici del grafo.
Lemma 1.45 In un albero, data una qualunque coppia di punti distinti, vi è un unico
cammino iniettivo che li congiunga; lo chiameremo cammino diretto tra i due punti.
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(a) Grafo.
(b) Sfera.
(c) Piano proiettivo: RP2.
Figura 1.2: Esempi di decomposizioni cellulari.
Dimostrazione. Chiedere che il cammino sia iniettivo corrisponde a considerare dei cam-
mini che non tornano sui propri passi. Una spiegazione formale si trova in [Hat01,
cap. 1, p. 85].
Lemma 1.46 Ogni grafo connesso contiene un albero massimale.
Dimostrazione. Si trova ad esempio in [Hat01, prop. 1A.1].
Lemma 1.47 In un grafo con v vertici, un sottografo connesso che contiene tutti i vertici
è un albero massimale se e soltanto se ha v − 1 lati.
Dimostrazione. Per contenere tutti i vertici deve avere almeno v − 1 lati. Ne ha di più
se e soltanto se alcune coppie di vertici sono connesse da più di un cammino, perciò sono
presenti dei cicli nel sottografo.
Ora si comprenderà l'enunciato del seguente teorema, che permette il calcolo esplicito
della presentazione del gruppo fondamentale di un CW complesso; si ricordi che, data
una m-cella, ϕα : S
m−1
α → Xm−1 è la mappa d'incollamento e Φα : Dmα → X la mappa
caratteristica della cella.
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Teorema 1.48 Sia X un CW complesso connesso, A un albero massimale nello 1-scheletro
X1 e x0 ∈ A. Per ogni v ∈ A indico con ηv il cammino diretto da x0 a v.
I generatori di π1(X, x0) sono dati da γα ≡ ηϕα(0) ◦ φα ◦ η−1ϕα(1) ∀α ∈ J , con
J = { indici delle 1-celle non contenute in A}.
Le relazioni si ottengono, una per ogni 2-cella, considerando la mappa di incollamento
ϕβ parametrizzata in modo tale che ϕβ(0) ∈ A, e imponendo nullo il cappio
ρβ ≡ ηϕβ(0) ◦ ϕβ ◦ ηϕβ(0).
Si ottiene così la seguente presentazione del gruppo fondamentale:
π1(X, x0) =< γα , α ∈ J | ρβ , ∀β indice di una 2-cella >
Dimostrazione. Per la dimostrazione si combinino [Hat01, es. 1.22] e [Hat01, prop 1.26].
1.4 Introduzione ai rivestimenti
In apertura richiamiamo le denizioni essenziali riguardo ai rivestimenti e alcune loro
proprietà; faremo inoltre un cenno ai sollevamenti di omotopie e li useremo per deni-
re l'azione di monodromia. Denita quest'ultima, e esibite le sue principali proprietà,
introduciamo gli automorsmi di rivestimento dalla cui azione sullo spazio totale rica-
viamo una prima successione esatta corta. Questo procedimento sarà una traccia per
estendere il ragionamento ad azioni di gruppi generici di omeomorsmi; da questi ultimi
ricaveremo la successione esatta corta che necessiteremo in seguito. Inne, introduciamo
i rivestimenti regolari ed esponiamo alcuni corollari della costruzione precedente validi
in questo caso particolare.
Denizione 1.49. Si dice rivestimento il dato (E,B, p) dove la proiezione di rive-
stimento è una funzione continua p : E → B tra due spazi topologici, soddisfacente
alla condizione: per ogni x ∈ B esiste un intorno aperto di x: U ⊂ B, detto aperto
banalizzante, tale che p−1(U) = tα∈AVα e p|Vα sia un omeomorsmo ∀α ∈ A, con Vα
aperti detti placche. Lo spazio B si dice base del rivestimento ed E spazio totale. Al
variare di x ∈ B l'insieme p−1(x) si dice bra di x. Un rivestimento si dice connesso
quando lo è il suo spazio totale. Notiamo che B è localmente connesso per archi ⇐⇒
E è localmente connesso per archi.
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Nota. D'ora in poi E indicherà lo spazio totale e B lo spazio base; inoltre li assumeremo
sempre entrambi connessi e localmente connessi per archi.
Lemma 1.50 Ricordiamo che valgono i seguenti fatti:
• La proiezione di rivestimento è una mappa aperta.
• Le bre sono discrete e hanno tutte la stessa cardinalità; se questa è nita si dice
grado del rivestimento.
• La mappa p? indotta dal rivestimento sui gruppi fondamentali è iniettiva.
Dimostrazione. Si trova in [Man14, prop. 12.12].
Siccome la proiezione di rivestimento collega, tramite omeomorsmi locali, la topo-
logia dello spazio base a quella dello spazio totale, è possibile sollevare una mappa da
B a E prolungandola lungo gli aperti banalizzanti; diamo quindi la denizione seguente.
Denizione 1.51. Data una mappa continua f : Y → B, si dice sollevamento di f una
mappa continua f̂ : Y → E tale che f = p ◦ f̂ .
Teorema 1.52 Sia data un'omotopia F : I × Y → B. Allora data una qualunque
f0 : Y → E, esiste un'unica mappa F̂ : I × Y → E tale che F̂ (0, •) = f0(•) e anche
p ◦ F̂ = F . Tale omotopia si dirà sollevamento di F in f0.
Dimostrazione. Si veda ad esempio [Hat01, prop. 1.30].
Denizione 1.53. Siccome i cammini sono casi particolari di omotopie possiamo inter-
pretare il teorema precedente in questo senso, ottenendo che, una volta scelto il punto
base y ∈ E, ogni cammino γ in B si solleva in modo unico in E ad un cammino che
chiameremo γ̂y. Dunque, ssato un punto base x ∈ B e detta p−1(x) la sua bra, è
ben denita un'azione destra p−1(x) x π1(B, x), detta azione di monodromia del
rivestimento sulla bra di x:
Monp(x) : p
−1(x)× π1(B, x)→ p−1(x)
(y, γ) 7→ γ̂y(1)
Nel caso di rivestimenti connessi e localmente connessi l'azione di monodromia è transi-
tiva; ciò segue dall'unicità del sollevamento.
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L'azione di monodromia ha un'importante proprietà di commutatività, esposta nel
lemma seguente.
Lemma 1.54 Sia dato il seguente un diagramma commutativo (di applicazioni continue),
con p, q rivesitmenti:
E F
B C
ϕ
p q
f
Allora ∀ y ∈ E, α ∈ π1(B, p(y)) si ha ϕ(y α) = ϕ(y) f?(α).
Dimostrazione. Per una dimostrazione si veda [Man14, prop. 13.3].
Il prossimo lemma descrive le relazioni che intercorrono tra l'immagine del gruppo
fondamentale tramite p? e le bre dei punti.
Lemma 1.55 Dato un rivestimento p : E → B e scelto un punto base y ∈ p−1(x), diremo
p?π1(E, y) ≡ Imm p? π1(E, y). Valgono le seguenti proprietà:
1. p?π1(E, y) = Stabπ1(B,x)(y).
2. La funzione ϕy del lemma 1.15 è una biezione tra le classi laterali destre di p?π1(E, y)
in π1(B, x) e la bra p
−1(x).
3. I coniugati di p?π1(E, y) in π1(B, x) sono tutti e soli i sottogruppi
{p?π1(E, u) | p(u) = x}.
Dimostrazione. Si trova un risultato simile in [Man14, teo. 13.1]; il primo punto è lo
stesso, scritto con la terminologia delle azioni di gruppi. Il secondo è un caso particolare
del lemma 1.15, in cui l'azione è transitiva sulla bra poiché il rivestimento è connesso;
il terzo segue dal secondo punto del lemma 1.12, considerando sempre la stessa azione
sulle classi laterali.
Un altro tipo di azione naturale sullo spazio totale è dato dagli omeomorsmi dello
spazio stesso: Omeo(E) y E tramite ρOmeo(E) = 1; in particolare possiamo considerare
solo quelli compatibili con il rivestimento scelto, nel senso che ora specichiamo.
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Denizione 1.56. Siano q1 : E → B e q2 : F → B due rivestimenti. Si dice morsmo
di rivestimenti un'applicazione continua f : E → F tale che q1 = q2 ◦ f . Notiamo che
ciò denisce la categoria dei rivestimenti dello spazio B e dei morsmi di rivestimento.
Gli isomorsmi della categoria sono gli omeomorsmi f che siano compatibili con i rive-
stimenti: quelli tali che q1 = q2◦f e q2 = q1◦f−1. Dato un singolo rivestimento q : E → B
si dicono automorsmi del rivestimento, indicati con Aut(q), gli isomorsmi di q in
sé stesso, cioè gli omeomorsmi f di E tali che q = q ◦ f .
Sia quindi q : E → B un rivestimento. Per quanto visto, Aut(q) è un sottogruppo
di Omeo(E) che agisce tramite omeomorsmi su E; questa azione è compatibile con
l'azione di monodromia su una bra q−1(x) tuttavia non è transitiva, perciò il lemma
1.22 non risulta direttamente applicabile; ciononostante il lemma seguente mostra che
possiamo restringerci adeguatamente e renderlo applicabile.
Lemma 1.57 Sia q : E → B un rivestimento connesso. Sia y ∈ E e sia x ≡ q(y) la sua
proiezione. Scelto α ∈ π1(B, x), ∃ f ∈ Aut(q) | f(y) = y α ⇐⇒ α ∈ Nπ1(B,x)(q?π1(E, y)).
Dimostrazione. Si veda ad esempio [Fra20, lemma 7.8.17].
Dunque possiamo applicare il lemma 1.22 considerando l'azione di monodromia agen-
te solo dal normalizzatore:
N(q?π1(E, y)) ≡ Nπ1(B,x)(q?π1(E, y))
ottenendo da (1.2) la sequenza esatta corta
0→ π1(E, y)
q?−→ N(q?π1(E, y))
ψ
(q)
y−−→ Aut(q)→ 0 (1.1)
Osserviamo che, grazie al punto (1) del lemma 1.55, si ottiene
StabN(π1(E,y))(y) = Stabπ1(B,x)(y) = q?π1(E, y)
da cui si ricava il primo gruppo della sequenza appena vista.
Fin qui abbiamo considerato l'azione sinistra di un sottogruppo G ≤ Omeo(E) su
E combinata con l'azione di monodromia di un certo rivestimento q; tuttavia, anche in
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assenza di tale rivestimento, sotto opportune condizioni, l'azione stessa G y Omeo(E)
fornisce uno spazio delle orbite tale che la proiezione al quoziente sia un rivestimento; di
qui il nome di azione di rivestimento.
Lemma 1.58 Se G agisce tramite omeomorsmi su E con un'azione di rivestimento e
lo spazio quoziente EG è connesso, allora la proiezione p : E →
EG è un rivestimento
regolare.
Dimostrazione. Che sia un rivestimento è mostrato in [Man14, prop. 12.18], ricordando
la nota 3; mentre la regolarità, che deniremo in 1.62, segue dal prossimo teorema (nu-
mero 1.59); infatti, il nucleo di un omeomorsmo è sempre un sottogruppo normale del
dominio.
Dunque possiamo combinare l'azione sinistra G y Omeo(E) con l'azione destra di
monodromia p−1(x) x π1(EG, x) indotta dal rivestimento dello spazio delle orbite. Sap-
piamo dal lemma 1.20 che l'azione Gy E è libera. Fissato un punto x ∈ EG, su p
−1(x)
la stessa azione è anche transitiva, per costruzione; quindi ∀ y, z ∈ p−1(x) ∃! g ∈ G |
g(y) = z. Da ciò segue un'altra sequenza esatta corta, ricavata dal teorema seguente.
Teorema 1.59 Nelle ipotesi del lemma 1.58, ssato un punto x ∈ EG, l'azione di G su
p−1(x) e quella di monodromia sono compatibili. Inoltre, siccome l'azione di G è libera
e transitiva, per ogni y ∈ p−1(x) ssato, si ha l'omomorsmo di gruppi
ψy : π1(EG, x)→ G
α 7→ g ∈ G | g(y) = y α
il cui nucleo è p?π1(E, y); se anche E è connesso l'omomorsmo è pure suriettivo.
Dimostrazione. Per la verica che siano compatibili si veda [Man14, lemma 13.13]. L'o-
momorsmo è ben denito per quanto visto appena sopra; il resto segue dal lemma
1.22, siccome sappiamo che l'azione di monodromia è transitiva quando lo spazio base è
connesso.
Lemma 1.60 Nelle ipotesi del lemma 1.58, detto p : E → EG il rivestimento, si ha
Aut(p) = G.
Dimostrazione. Si trova ad esempio in [Hat01, prop. 1.40(b)].
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Alla luce di questo risultato si può riformulare il teorema dicendo: dato un gruppo
G che agisce tramite omeomorsmi sullo spazio connesso E in modo tale che l'azione sia
di rivestimento, allora si ricava la seguente successione esatta corta, valida comunque si
ssi y ∈ E:
0→ π1(E, y)
p−→ π1(EG, p(y))
ψy−→ G→ 0 (1.2)
da cui segue
Aut(E
p−→ EG) ∼=
π1(EG, p(y))
p?π1(E, y)
Ribadiamo che le due sequenze esatte corte ricavate no ad ora sono indotte da due
azioni di monodromia dierenti: la prima presuppone l'esistenza di un rivestimento del
quale considerare gli automorsmi; la seconda è relativa al rivestimento indotto dall'azio-
ne di un generico gruppo di omeomorsmi su uno spazio. D'altra parte, in presenza di un
rivestimento q : E → B, si può considerare come sottogruppo di omeomorsmi agente
su E il gruppo Aut(q), ottenendo così un secondo rivestimento con relativa azione di
monodromia discussa nel secondo caso sopra citato.
Lemma 1.61 Dato un rivestimento connesso q : E → B, l'azione Aut(q) y E è di
rivestimento.
Dimostrazione. Si può trovare la dimostrazione in [Man14, lemma 13.26]; si ricordi la
nota in pedice (3).
In tal caso siamo in presenza di due rivestimenti indicati nel diagramma seguente:
E B
EAut(q)
q
p
ciascuno dei quali induce un'azione destra di monodromia, compatibile con l'azione sini-
stra Aut(q) y E, da cui deriva una successione esatta corta.
Siccome per denizione la mappa q passa al quoziente rispetto ad Aut(q), si ottiene il
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diagramma commutativo:
E B
EAut(q)
q
p
q̃
(1.3)
Esaminiamo ora una classe peculiare di rivestimenti, quelli regolari, che sono dotati
di maggiore simmetria; questa caratteristica permette di esprimere lo spazio base come
spazio delle orbite rispetto all'azione di un certo gruppo e ciò li rende più ricchi di
struttura.
Denizione 1.62. Un rivestimento si dice regolare se soddisfa una delle condizioni
equivalenti del lemma seguente.
Lemma 1.63 Dato un rivestimento q : E → B sono equivalenti le seguenti condizioni:
1. ∃ y ∈ E | q?π1(E, y) / π1(B, q(y))
(la condizione è indipendente dalla scelta di y ∈ E).
2. Aut(q) y E è transitiva sulle bre di q.
Dimostrazione. Si trova ad esempio su [Hat01, prop. 1.39(a)]; che la prima condizione
sia indipendente dalla scelta del punto y ∈ E è mostrato in [Man14, lemma 13.20].
La simmetria alla quale abbiamo fatto menzione si nota ad esempio nella scelta del
punto base: all'interno della stessa bra la scelta di un punto piuttosto che un altro è
ininuente.
Dal lemma 1.58 sappiamo che i rivestimenti dati da azioni di rivestimento sono rego-
lari. Viceversa, se un rivestimento è regolare, la mappa q̃ : EAut(q)→ B del diagramma
(1.3) è un omeomorsmo: in generale è continua, aperta e suriettiva; se l'azione di Aut(q)
è transitiva allora q̃ è pure iniettiva. Quindi, a meno di omeomorsmo dello spazio ba-
se, il rivestimento q è ottenuto come spazio quoziente rispetto all'azione di rivestimento
di Aut(q). Riassumiamo nel prossimo teorema le proprietà principali dei rivestimenti
regolari.
Teorema 1.64 Sia q : E → B un rivestimento regolare. Allora
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1. si ottiene la sequenza esatta corta
0→ π1(E, y)
q?−→ π1(B, q(y)))
ψ
(q)
y−−→ Aut(q)→ 0 (1.4)
2. vale l'omeomorsmo EAut(q) ' B
Dimostrazione. Il punto (1) segue dalla sequenza esatta corta (1.1). Il secondo dal
diagramma (1.3), come detto sopra.
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Capitolo 2
Presentazione dei gruppi delle trecce
Iniziamo questo capitolo introducendo i gruppi delle trecce e i gruppi delle trecce pure,
prima con una denizione intuitiva e poi con l'ausilio della denizione degli spazi di
congurazioni. Mostriamo come il passaggio dalle trecce pure alle trecce generiche si
ottenga tramite l'azione del gruppo simmetrico; come vedremo questa è un'azione di
rivestimento perciò se ne ricava un'utile sequenza esatta corta. Al ne di calcolare la
presentazione esplicita dei suddetti gruppi, esibiamo una decomposizione cellulare degli
spazi di congurazioni; ci ispiriamo a quella introdotta da Fox e Neuwirth ma correggiamo
alcuni dettagli tecnici, in modo da rendere i complessi presi in esame regolari; questo sia
per lo spazio di congurazioni ordinato sia per quello non ordinato. Inne, dimostriamo la
presentazione da loro esibita e sfruttiamo la già citata sequenza esatta corta per ricavare
anche una presentazione del gruppo simmetrico.
Nota. Per questo capitolo ssiamo un numero n ∈ N , n ≥ 1 che rappresenterà il numero
di punti presi in esame e la dimensione dei gruppi delle trecce.
2.1 Denizione delle trecce e delle trecce pure
La denizione certamente più intuitiva di treccia è quella di li nello spazio che si pas-
sano davanti l'un l'altro; d'altra parte, siccome questi li possono essere visti come il
moto di punti distinti nel piano, si ricava una denizione più tecnica che fa uso degli
spazi di congurazioni. Lo spazio delle congurazioni può essere ordinato oppure non
ordinato; nel primo caso possiamo considerare la situazione particolare in cui alla ne
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del moto i punti siano tornati nella posizione di partenza e parleremo di trecce pure;
il secondo caso si ottiene considerando lo spazio quoziente del primo rispetto all'azione
del gruppo simmetrico che scambia i punti in questione; siccome questa è un'azione di
rivestimento ricaviamo una sequenza esatta corta tra trecce pure, trecce generiche e il
gruppo simmetrico.
Nota. D'ora in avanti identicheremo canonicamente R2 ∼= C e li tratteremo come lo
stesso spazio vettoriale topologico, con la metrica standard. Questo sarà identicato
con l'iperpiano H0 ≡ {(x, y, z) ∈ R3; z = 0} di un R3 visto capovolto, cioè con l'asse z
orientato verso il basso; questo al solo scopo di leggere le trecce dall'alto verso il basso.
Analogamente deniamo anche gli iperpiani Ht ≡ {(x, y, z) ∈ R3; z = t}, ∀t ∈ R.
Denizione 2.1. Consideriamo dei punti (P1, . . . , Pn), Pj ∈ H0 e le loro proiezioni
ortogonali su H1: (Q1, . . . , Qn)
1. Una treccia geometrica (generica) sarà un insieme
T di n li, ossia cammini Fj da Pj a Qτ(j), tali che:
• τ ∈ Σn si dirà permutazione della treccia e si indicherà τT
• Card(Fj ∩Ht) = 1 ∀j ∀t ∈ [0, 1]
• F1 ∩Ht 6= · · · 6= Fn ∩Ht ∀t ∈ [0, 1]
Una treccia si può quindi considerare un sottoinsieme di C × [0, 1]. La treccia si dirà
treccia pura se τT = 1. In gura 2.1 sono disegnate una treccia generica e una treccia
pura.
Siccome siamo interessati agli intrecci dei li più che ai cammini specici, consi-
deriamo le trecce a meno di omotopia cioè lavoriamo con classi di omotopia di trec-
ce, denite come segue; un'omotopia di trecce è un'omotopia di ciascun lo tale che
Fu ≡ (F1,u, . . . ,Fn,u) sia una treccia ∀u ∈ [0, 1] dove u è il parametro dell'omotopia; per
omotopie di trecce pure si richiede che Fu sia una treccia pura.
Nota. D'ora in avanti sarà sottointeso, salvo indicazione contraria, che quando parleremo
di trecce considereremo classi di omotopia di trecce, scegliendone un rappresentante.
1Solitamente si preferisce considerare i punti Pj ≡ (j, 0, 0) e Qj ≡ (j, 0, 1), siccome si considerano le
trecce a meno di omotopie dei li.
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(a) Treccia generica a 4 li. (b) Treccia pura a 5 li.
Figura 2.1: Esempi di trecce.
Per visualizzare le trecce si sceglie un piano parallelo all'asse z tale per cui le proiezioni
dei punti P1, . . . , Pn su questo piano siano distinte, e si disegna la proiezione della treccia
su questo piano; si stabilisce il sistema di riferimento in modo tale che il piano coincida
con Oxz, in questo modo risaltano le sovrapposizioni; l'unica cautela sta nell'evidenziare
quale lo passi davanti all'altro, per poter ricostruire la treccia tridimensionale a meno
di equivalenze omotopiche. Sempre scegliendo opportunamente un rappresentante si
possono prendere i li in modo che siano poligonali e che si possa dividere l'intervallo
[0, 1] in segmenti [ti, ti+1] tali che nella proiezione ci sia una sola sovrapposizione in ogni
sottointervallo. Un esempio di rappresentazione schematica di trecce si ha in gura 2.2.
Figura 2.2: Concatenazione di trecce.
Denizione 2.2. Dal'illustrazione appena menzionata si evince che una treccia arbitra-
ria si può ottenere come concatenazione di trecce più semplici, ad esempio trecce con un
solo incrocio. In eetti la concatenazione è un'operazione ben denita tra due classi
di equivalenza di trecce e rende le trecce geometriche un gruppo, detto appunto gruppo
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delle trecce geometriche, indicato con Bn; analogamente si denisce il gruppo delle
trecce geometriche pure PBn ≤ Bn. Un esempio di concatenzaione è mostrato in -
gura 2.2; l'elemento neutro è la treccia in cui ogni lo è un segmento verticale che collega
Pj con Qj; l'inverso di una treccia lo esamineremo a breve. Notiamo che ciascun lo del-
la treccia ottenuta mediante concatenazione va riparametrizzato in [0, 1] ma questo non
cambia la classe di equivalenza. I mattoncini da costruzione delle trecce sono le trecce
elementari: la j-esima, indicata εj, è la treccia ottenuta con una sola sovrapposizione
in cui il lo j-esimo passa sopra al lo (j+1)-esimo. Di queste trecce è semplice costruire
l'inverso: in ε−1j sarà il lo (j+i)-esimo a passare sopra al j-esimo. Quindi per una treccia
generica l'inverso si ottiene riettendo la treccia rispetto ad H1 e traslando l'immagine
verticalmente per riallineare i punti iniziali su H0.
Per le dimostrazioni e ulteriori sviluppi di questa costruzione geometrica si rimanda
a [Han89, cap. 1, par. 1] in cui sono presenti anche ulteriori referenze sull'argomento.
Grazie alle proprietà elencate nella def. 2.1, una treccia si può considerare come il
moto di punti distinti nello spazio; diamo quindi le necessarie denizioni per ottenere
questa seconda caratterizzazione.
Denizione 2.3. Siano
D ≡ ∪1≤i<j≤n{(z1, . . . , zn) ∈ Cn | zi = zj} e Confn(C) ≡ Cn \ D
rispettivamente la grande diagonale2 e lo spazio di congurazioni di n punti su C.
Notiamo che i punti di Confn(C) sono ordinati e distinti.
Per uso futuro deniamo anche
Zeron(C) ≡ {(z1, . . . , zn) ∈ Cn | z1 + · · ·+ zn = 0}
Conf 0n(C) ≡ Confn(C) ∩ Zeron(C)
rispettivamente i punti a somma zero e lo spazio di congurazioni a somma zero.
2Dall'inglese big diagonal.
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Lemma 2.4 Innanzitutto Confn(C) e Conf 0n(C) sono varietà reali connesse, in parti-
colare connesse per archi, di dimensioni rispettivamente 2n e 2n− 2.
Inoltre PBn ∼= π1(Confn(C)), i cui elementi si diranno trecce (algebriche) pure.
Dimostrazione. Siccome D è un chiuso e Cn una 2n-varietà, Confn(C) è una varietà
immersa 2n-dimensionale aperta. La connessione per archi segue dal fatto che in C si
può sempre trovare un cammino tra due punti dati che non passi per un numero nito
di punti ssati. La mappa
h : Cn−1 → Conf 0n(C)
(z1, . . . , zn−1) 7→ (z1, . . . , zn−1,−z1 − · · · − zn−1)
è ben denita se dal dominio vengono tolti gli
(
n
2
)
iperpiani chiusi le cui immagini sono i
punti di D; si verica che così è un omeomorsmo, dunque Conf 0n(C) è una (2n-2)-varietà
immersa aperta. Per dimostrarne la connessione per archi si può procedere così: per ot-
tenere un cammino tra due punti (z1, . . . , zn), (w1, . . . , wn) ∈ Conf 0n(C), si prenda il
cammino [0, 1] 3 t γ−→ (1− t) · (z1, . . . , zn) + t · (w1, . . . , wn) ∈ Conf 0n(C); grazie alla lo-
cale connessione, se alcune delle traiettorie dei punti si dovessero incrociare (uscendo
quindi da Confn(C)), si potrebbero modicare i cammini di quei punti in un intorno
dell'incrocio facendo in modo di restare in Conf 0n(C), ad esempio sostituendo le traiet-
torie rettilinee con archi di circonferenze; questo grazie al fatto che si considerano un
numero nito di punti e che vale la proprietà già citata sopra per C. Per quanto ri-
guarda l'isomorsmo, si associa ad una treccia geometrica il cammino in Confn(C) che
corrisponde all'intersezione col piano Ht al variare di t ∈ [0, 1]; questo è per costruzione
un morsmo di gruppi ben denito. L'inverso si costruisce procedendo al contrario e si
verica che anch'esso è un morsmo di gruppi ben denito.
Denizione 2.5. Anche per una treccia generica si può considerare il cammino in
Confn(C) ad essa associato; tuttavia, a meno che non sia una treccia pura, il punto
iniziale e quello nale non coincidono; per ovviare a questo inconveniente che ci impedi-
sce di identicare anche le trecce generiche con un gruppo fondamentale, consideriamo
l'azione del gruppo simmetrico che scambia le coordinate: Σn y Confn(C) data da
τ · (z1, . . . , zn) ≡ (zτ(1), . . . , zτ(n)). Nominiamo gli spazi delle orbite
UConfn(C) ≡ Confn(C)Σn UConf
0
n(C) ≡ Conf
0
n(C)Σn
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Notiamo che la stessa azione si può denire più in generale su Cn, o addirittura su
S2n = Cn ∪ {∞}, ssando il punto all'innito3; quindi è ben denito anche lo spazio
UZeron(C) ≡ Zeron(C)Σn
Tuttavia questo non è una varietà, come invece dimostreremo per gli spazi precedenti.
Lemma 2.6 Su Cn e suoi sottoinsiemi l'azione appena descritta produce quozienti che
sono spazi di Hausdor; su Confn(C) è libera e propriamente discontinua, dunque è
un'azione di rivestimento.
Dimostrazione. I quozienti sono di Hausdor poiché Cn è di Hausdor e localmente
compatto e il gruppo Σn è nito; si sfrutta un risultato che si trova su [Fra20, teo. 6.6.10].
Se considero punti distinti, l'unica permutazione che li lascia invariati è l'identità quindi
l'azione su Confn(C) è libera; se non sono distinti è falso, perciò su Cn non è libera.
Siccome Σn è nito, l'azione è anche propriamente discontinua. Dal lemma 1.20 segue
che sia un'azione di rivestimento.
Lemma 2.7 Gli spazi UConfn(C) e UConf 0n(C) sono varietà connesse quindi la proie-
zione Λ: Confn(C)→ UConfn(C) è un rivestimento regolare.
Inoltre Bn ∼= π1(UConfn(C)), i cui elementi si diranno trecce (algebriche generiche).
Dimostrazione. Che i due spazi quoziente siano varietà topologiche segue dalle proprietà
dell'azione esposte nel lemma 2.6, il risultato preciso si trova in [Fra20, teo. 6.6.19]; dalla
connessione degli spazi Confn(C) e Conf 0n(C) esposta nel lemma 2.4 segue che le varietà
quoziente siano connesse, quindi si può applicare il lemma 1.58 e ottenere il risultato circa
la proiezione di rivestimento. Analogamente a quanto fatto nel lemma 2.4, si costruisce
un morsmo ϕ : Bn → π1(UConfn(C)) componendo i cammini γ : [0, 1]→ Confn(C) con
la proiezione Λ; che sia un morsmo segue dalle denizioni. Fissato un punto base in
Confn(C) ogni cammino β ∈ π1(UConfn(C)) si solleva in modo unico; quindi, scelto il
punto base su H0, è ben denita la treccia ϕ
−1(β). Si verica che ϕ−1 sia un morsmo
e che i due siano uno l'inverso dell'altro sfruttando la continuità dei li.
3Si indende lo spazio topologico ottenuto compatticando C con un punto tramite la compatticazione
di Alexandro, descritta più nel dettaglio nella def. 2.13.
34
Teorema 2.8 Per un qualsiasi n ssato ad inizio del capitolo vale la successione esatta
corta
0→ PBn
Λ?−→ Bn
ψ(Λ)−−→ Σn → 0 (2.1)
Dimostrazione. Per il lemma 2.7 la proiezione Λ è un rivestimento regolare; pertanto,
applicando il teorema 1.64 si ottiene una sequenza esatta corta nella quale basta sostituire
i gruppi fondamentali con i rispettivi gruppi delle trecce, secondo i risultati dei lemmi
2.4 e 2.7.
2.2 Decomposizione cellulare degli spazi
di congurazioni
Ora che abbiamo espresso i gruppi delle trecce come gruppi fondamentali degli spazi
di congurazioni, forniamo a questi ultimi una struttura di CW complessi così da ot-
tenerne una presentazione sfruttando le tecniche del cap. 1. In primo luogo esibiremo
una decomposizione cellulare di Cn in cui D sia un sottocomplesso e che rispetti - nel
senso che preciseremo in seguito - l'azione di Σn. A partire da questa decomposizione,
per semplicità di calcolo, descriveremo la struttura duale che verrà usata nella prossima
sezione. La decomposizione da noi proposta si dierenzia leggermente da quella fornita
in [FN62] poiché le ipotesi del lemma 1.33 richiedono che il complesso sia una decompo-
sizione regolare PL di una sfera.
Per chiarezza espositiva richiamiamo la decomposizione originale fornita dagli autori,
premettendo la denizione di una relazione d'ordine totale su C che ci permetterà di
descriverne agevolmente la struttura.
Denizione 2.9. Su C si può stabilire l'ordine lessicograco come segue: z ≡ (a, b) <lex
(c, d) ≡ w ⇐⇒ a < c ∨ (a = c ∧ b < d); nel primo caso scriveremo z < w e nel secondo
z
∨
= w.
Dunque, per un punto (z1, . . . , zn) ∈ Cn, valgono le relazioni indicate sinteticamente
con zτ(1) 2 · · · 2 zτ(n) dove ciascun 2 è uno dei simboli < ,
∨
= ,= e τ una permutazione.
Fissati τ e i simboli da inserire al posto dei 2, la scrittura θ ≡ (τ(1)2 · · · 2 τ(n))
identica un insieme di Cn i cui punti hanno coordinate soddisfacenti le relazioni in essa
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espresse; per un insieme così identicato la scrittura non è unica, come mostra l'esempio
2.10. Le celle della decomposizione di Cn esibita nell'articolo originale sono tutte quelle
denite dai simboli θ al variare di τ e della scelta dei 2; si osservi che formano una
partizione di Cn.
Esempio 2.10. Dalla denizione: (2 < 3
∨
= 1 = 4) ≡ {(x1, . . . , x8) ∈ R6 | x3 < x5,
x5 = x1, x6 < x2, x1 = x7, x2 = x8}. Lo stesso insieme di punti si può indicare con la
scrittura equivalente (2 < 3
∨
= 4 = 1).
Accenniamo ora i metodi di calcolo della dimensione e del bordo di una cella, risultati
che dimostreremo nel teorema 2.18. Per la dimensione bisognerà sottrarre 1 per ogni
simbolo
∨
= e 2 per ogni simbolo =, a partire da 2n. Il bordo di una cella θ è formato
da celle chiuse di dimensione minore; perciò se in ∂θ è presente una data cella ρ ci sarà
anche il suo bordo ∂ρ; dunque, per avere una descrizione completa è suciente descrivere
le celle massimali del bordo, sapendo di dover aggiungere a catena i loro bordi. Le celle
massimali si ricavano da θ imponendo una sola condizione ulteriore, cioè sostituendo
uno alla volta i simboli:
∨
= con = e i simboli a < b con a
∨
= b e b
∨
= a, come mostrato
nell'esempio seguente.
Esempio 2.11. In gura 2.3a è rappresentata una possibile congurazione dei tre punti
della cella (1
∨
= 2 < 3) di C3; partendo dal basso sono sovrapposte una alla volta le tre
componenti di C3. Infatti, il punto 1 è scelto arbitrariamente su C, il punto 2 sulla semi-
retta passante per 1 ragurata nel secondo disegno, e il punto 3 sul semipiano a destra
della retta passante per 1 e 2. Variando le posizioni dei tre punti rispettando le condizioni
descritte sopra si ottengono tutti i punti della cella. Pertanto, il bordo di tale cella è dato
dalle posizioni limite di tale congurazione al variare dei punti all'interno della cella stes-
sa; esplicitamente dalle celle: (1 = 2 < 3), (1
∨
= 2
∨
= 3), (1
∨
= 3
∨
= 2), (3
∨
= 1
∨
= 2)
e anche dai bordi di queste ultime: le celle (1 = 2
∨
= 3), (3
∨
= 1 = 2), (1 = 2 = 3),
(1
∨
= 2 = 3), (1 = 3
∨
= 2), (3
∨
= 1 = 2). Ad esempio, il punto 3, raggiungendo una
congurazione limite muovendosi all'interno della cella può posizionarsi sulla retta pas-
sante per i punti 1 e 2; potrebbe andare a coincidere con il punto 1 o il punto 2, ovvero
capitare in uno dei tre casi indicati in gura 2.3b con delle croci.
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(a) Rappresentazione della cella (1
∨
= 2 < 3) di R6.
(b) Bordi della cella.
Figura 2.3: Esempi di descrizione di una cella.
Per ovviare al fatto che questa decomposizione cellulare di Cn non è più regolare una
volta aggiunto il punto ∞, notiamo che vale il
Lemma 2.12 La mappa seguente è un omeomorsmo:
Cn ' C× Zeron(C)
(z1, . . . , zn) 7→ (z1 + · · ·+ zn, zi −
z1 + · · ·+ zn
n
)
Inoltre si restringe a D ' C× (D ∩ Zeron(C)).
Dimostrazione. La mappa descritta è continua nella topologia di Cn+1 perché funzio-
ne continua delle componenti; notiamo che l'osservazione nale è una semplice verica
ricordando la denizione di D. La sua inversa, sempre continua per lo stesso motivo, è
C× Zeron(C)→ Cn
(w,w1, . . . , wn) 7→ (w1 +
w
n
, . . . , wn +
w
n
)
Da questo lemma segue che Confn(C) ' C×Conf 0n(C) e quindi pure l'isomorsmo
PBn ∼= π1(Confn(C)) ∼= π1(Conf 0n(C)) (2.2)
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poiché C è semplicemente connesso. Pertanto possiamo ridurci a studiare Zeron(C); tut-
tavia, siccome necessitiamo di lavorare su una sfera, aggiungeremo il punto∞ costruendo
la compatticazione di Alexandro; richiamiamola brevemente.
Denizione 2.13. Dato uno spazio topologico (X, τ) non compatto, si consideri l'in-
sieme X̄ ≡ X ∪ {∞} dotato della seguente topologia: un insieme non contenente ∞ è
aperto se e solo se lo è in τ ; altrimenti, se∞ ∈ A ⊂ X̄, l'insieme A è aperto se e soltanto
se X̄ \ A è compatto e chiuso in X.
È noto che la compatticazione di Rm sia omeomorfa ad Sm tramite la proiezione
stereograca, mandando ∞ in (1, 0, . . . , 0) e viceversa:
Rm ∪ {∞} → Sm ⊂ Rm+1
(y1, . . . , ym) 7→ (1−
1
‖y‖
,
y1
‖y‖
, . . . ,
ym
‖y‖
)
(x0, . . . , xm)←[ (
x1
1− x0
, . . .
xm
1− x0
)
Siccome Zeron(C) è un sottoinsieme di R2n, tramite questo omeomorsmo la sua com-
patticazione di Alexandro è
{(x0, . . . , x2n) ∈ S2n | x1 + x3 + · · ·+ x2n−1 = 0 , x2 + x4 + · · ·+ x2n = 0} ' S2n−2
L'omeomorsmo in fondo è giusticato del fatto che tagliando una sfera con un iperpiano
passante per l'origine si ottiene una sfera della dimensione inferiore.
Denizione 2.14. La decomposizione di S2n−2 ⊂ S2n che prendiamo in esame si ottiene
da quella descritta nelle pagine precedenti aggiungendo a tutte le celle la condizione
z1 + · · ·+zn; tuttavia, proprio per le condizioni ulteriori imposte, le dimensioni delle celle
calano, come proviamo grazie ai prossimi lemmi. Per chiarezza ricordiamo la descrizione
delle celle: al variare di τ e dei simboli 2 tra =, < e
∨
=, la cella in questione sarà formata
dai punti di Zeron(C) soddisfacenti zτ(1) 2 · · · 2 zτ(n). Si aggiunge anche la 0-cella {∞};
notiamo che questa appartiene al bordo di tutte le celle tranne della 0-cella (1 = · · · = n).
Lemma 2.15 Sia A ⊂ Rm e sia f : Rm → R continua. Allora si ha l'omeomorsmo
A ' {(x, f(x)) ∈ Rm+1 | x ∈ A}
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Dimostrazione. La mappa x
1×f7−−→ (x, f(x)) è continua nella topologia prodotto grazie
all'ipotesi su f ; è pure iniettiva e suriettiva per costruzione. L'inversa è continua essendo
una proiezione sulle prime componenti.
Nota. Grazie al lemma precedente, ∀ i, j, k, l ≤ m è ben denita la notazione
(xi2xj, . . . , xk 2xl) ≡ {(x1, . . . , xm) ∈ Rm | xi2xj, . . . , xk 2xl}
nel senso che al variare di m si ottengono spazi omeomor; verrà usata nel seguito per
abbreviare le scritture.
Lemma 2.16 Vale anche il seguente omeomorsmo: ∀ i, j ≤ m (xi ≤ xj) ∪ {∞} ' Ēmi+
dove Emi+ indica l'emisfero i-esimo positivo della m-sfera:
Emi+ ⊂ Sm ≡ {(x0, . . . , xm) ∈ Rm+1 | x20 + · · ·+ x2m = 1, xi > 0}
Inoltre, intersecando degli emisferi si ottiene Emi1+ ∩ · · · ∩ E
m
ip+ ' Dm, con bordo
∂Dm = ∪j ( ¯Emij+ ∩k 6=j E
m
ik+
) ∀i1, . . . , ip ≤ m.
Dimostrazione. Si consideri la proiezione stereograca
Sm ⊂ Rm+1 → Rm ∪ {∞}
(x0, . . . , xm) 7→ (
x1
1− x0
, . . .
xm
1− x0
)
(1, 0, . . . , 0) 7→ ∞
e la si componga con la rotazione seguente (per semplicità supponiamo i=1, j=2):
Rm ∪ {∞} → Rm ∪ {∞}
(y1, . . . , ym) 7→ (
y1 + y2√
2
,
y1 − y2√
2
, y3, . . . , ym)
∞ 7→ ∞
Siccome entrambe le mappe esibite sono omeomorsmi allora lo è la composizione, quindi
è provato il primo risultato enunciato. Per provare che l'intersezione E ≡ Emi1+ ∩· · ·∩E
m
ip+
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è omeomorfa ad un disco si può procedere come segue. Sia Sm 3 Q ≡ (Q0, . . . , Qm) con
Qi =
 1√p se i = ij per un certo j0 altrimenti
il punto centrale dell'intersezione considerata. Ruotiamo la sfera in modo tale da
portare il punto Q su (1, 0, . . . , 0), con le seguenti rotazioni: al variare di k = 2, . . . , p
ruotiamo tramite la matrice
Rk ≡
1√
k + 1
·

√
k 1
1
. . .
1
−1
√
k
1
. . .
1

Gli elementi non presenti nella scrittura si considerano nulli. Ora proiettiamo E trami-
te la proiezione stereograca sul piano {x0 = 0} e successivamente scaliamo l'insieme
ottenuto.
Dal lemma 2.15 segue che le celle di Zeron(C) si riconducono, a meno di omeomor-
smi, ad intersezioni di emisferi nella forma del lemma 2.16, quindi la chiusura di ciascuna
di esse è un disco chiuso. Da quanto visto segue anche che per ottenere il bordo di una
cella bisogna sostituire uno alla volta i simboli ≤ con =; questa è esattamente la proce-
dura descritta sopra l'esempio 2.11. Per calcolare la dimensione della cella si opera come
nell'esempio 2.17, da cui segue il calcolo:
dim. cella ≡ 2n− 2− (num. simboli ∨=)− 2 · (num. simboli =)
Osserviamo che se avessimo scomposto in celle direttamente Cn, la chiusura della 2-cella
(1 = · · · = n) avente come bordo {∞} sarebbe stata omeomorfa ad S2 e non a D2,
pertanto il complesso non sarebbe stato regolare; invece, nello spazio Zeron(C), la cella
(1 = · · · = n) = {0} è 0-dimensionale.
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Nota. D'ora in avanti sarà sottointesa, salvo esplicita indicazione, la condizione
z1 + · · ·+ zn = (x1, x2) + · · ·+ (x2n−1, x2n) = 0.
Esempio 2.17. Identico Cn 3 (z1, . . . , zn) ≡ (x1, x2, . . . , x2n) ∈ R2n.
Un primo esempio di cella è (z1
∨
= z2 = z3) ' (z1
∨
= z2) = (x1 < x3, x2 = x4) ' (x1 < x3)
che ha dimensione 3− 2 = 1 se intesa come cella di Zeron(C); infatti si calcola 6− 2−
1− 2 = 1.
L'esempio seguente è un caso in cui n = 7; valgono gli omeomorsmi:
(z1 < z2, z3
∨
= z4, z5
∨
= z6, z5 = z7) ⊂ C7
' (z1 < z2, z3
∨
= z4, z5
∨
= z6) ⊂ C6
= (x1 < x3, x5 = x7, x6 < x8, x9 = x11, x10 < x12) ⊂ R12
' (x1 < x2, x3 < x4, x5 < x6, x7 = x8, x9 = x10) ⊂ R12
' (x1 < x2, x3 < x4, x5 < x6) ⊂ R10
e la cella avrà dimensione 14− 2− 1− 1− 2 = 8 = 10− 2.
Teorema 2.18 Le celle descritte nella def. 2.14 forniscono a S2n−2 ' Zeron(C) ∪ {∞}
la struttura di CW complesso regolare PL. Inoltre D ∪ {∞} è un sottocomplesso.
Dimostrazione. Per la regolarità si sfrutta il lemma 1.30; i lemmi 2.15 e 2.16 ne garanti-
scono le ipotesi. Siccome S2n−2 è una varietà innitamente dierenziabile (altresì detta
liscia) e pure le mappe caratteristiche delle celle sono lisce, tale decomposizione risulta
essere PL; questo risultato, dovuto a Whitehead [Whi40], è spiegato in [Lur09]. Per
quanto riguarda il sottocomplesso l'aermazione segue dal calcolo del bordo di una cella,
infatti i simboli = restano tali nell'espressione del bordo. Ricordiamo che i bordi delle
celle si calcolano come visto nell'es. 2.11 e le dimensioni come visto nell'es. 2.17.
Data la decomposizione di Zeron(C) ora arontiamo il caso dello spazio di punti non
ordinati, ottenuto dall'azione Σn y Cn esposta nella def. 2.5. Come vedremo si ottiene
un risultato analogo al teorema precedente per lo spazio UZeron(C). Cominciamo con
la decomposizione dello spazio UConfn(C), similmente a quanto fatto per Confn(C).
Lemma 2.19 Sia g : Cn → C × Zeron(C) la decomposizione del lemma 2.12. Tale de-
composizione è equivariante rispetto all'azione di Σn, il quale agisce solo sulla seconda
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componente, nel senso che, posto g(z) ≡ (u, v), si ha g(τ · z) = τ · g(z) = (u, τ · v)
∀ τ ∈ Σn; inoltre z ∈ D =⇒ v ∈ D ∩ Zeron(C). Dunque la mappa induce un omeomor-
smo UConfn(C) ' C×UConf 0n(C), da cui segue l'isomorsmo Bn ∼= π1(UConfn(C)) ∼=
π1(UConf
0
n(C)).
Dimostrazione. La verica della prima parte si ottiene ricordando le costruzioni delle
mappe esplicitate in 2.12. Dimostriamo l'omeomorsmo: sia π la proiezione rispetto
all'azione di Σn; la mappa g rispetta le relazioni di equivalenza nel diagramma seguente,
nel senso che π(z) = π(w) =⇒ (1× π)(g(z)) = (1× π)(g(w)).
Confn(C) C× Conf 0n(C)
UConfn(C) C× UConf 0n(C)
'
π 1×π
'
Da questo segue che l'omeomorsmo passa ai quozienti, come mostrato ad esempio in
[Fra20, cor. 2.2.17].
Gli elementi di Σn agiscono tramite omeomorsmi su Zeron(C) permutandone le
celle (tranne {∞} che rimane ssa); dunque verranno identicate celle chiuse della stessa
dimensione. Per ogni cella quoziente scegliamo il rappresentante in cui i valori compaiano
in ordine crescente e indichiamolo {12 · · · 2n}. Al variare dei simboli 2 si ottiene una
decomposizione di UZeron(C) ∪ {∞}; per i dettagli si veda [LW12, cap. III, cor. 5.9].
Teorema 2.20 La decomposizione di UZeron(C) ∪ {∞} appena descritta è una decom-
posizione regolare PL di S2n−2. Inoltre DΣn ∪ {∞} è un sottocomplesso.
Dimostrazione. Innanzitutto mostriamo che è una sfera tramite l'uso dei polinomi sim-
metrici; qui li richiamiamo brevemente, per ulteriori informazioni si consulti [Cox12].
I polinomi simmetrici elementari in n variabili su C sono dei polinomi p1, . . . , pn ∈
C[x1, . . . , xn] tali che per ogni scelta di (α1, . . . , αn) ∈ Cn i coecienti del polinomio
Πni=1(t−αi) ≡ tn + a1tn−1 + · · ·+ an si sono aj = (−1)j · pj(α1, . . . , αn) ∀ j. Ricordiamo
anche che a1 = α1 + · · ·+ αn. Sapendo questo si costruisca la mappa
UZeron(C)→ Cn−1
[α1, . . . , αn] 7→ (an, . . . , a2)
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calcolando i coecienti aj come sopra, tramite i polinomi simmetrici elementari. Tale
mappa per costruzione è ben denita ed è pure continua siccome denita tramite polino-
mi. Osserviamo che il termine a1 è sempre nullo per costruzione, perciò anche l'inversa è
ben denita: associa ad un polinomio nella forma tn+a2t
n−2+· · ·+an le sue radici; anche
questa mappa è continua, pertanto sono omeomorsmi. Passando alla compatticazione
di Alexandro di entrambi gli spazi si verica l'omeomorsmo UZeron(C)∪{∞} ' S2n−2.
Ci scusiamo con il lettore per l'omissione della dimostrazione della regolarità del com-
plesso; nell'articolo originale, all'inizio della seconda sezione, è presente una bozza del
ragionamento necessario; naturalmente va adattata al nostro complesso UZeron(C). La
struttura PL discende dallo stesso ragionamento fatto nella prova del teorema 2.18. È
analoga anche la prova riguardante il sottocomplesso, considerando che le celle diD∪{∞}
vengono incollate tra loro.
2.3 Discussione della presentazione
In questa sezione esaminiamo il procedimento proposto da Fox e Neuwirth per presentare
Bn, giusticando i passaggi eettuati. A seguire ricaviamo i generatori di PBn con un
metodo analogo e, dalla sequenza esatta corta (2.1) descritta alla ne della sezione 2.1,
otteniamo una presentazione di Σn.
Nota. D'ora in avanti indicheremo con αop la cella duale di α e con Xop il complesso
duale di X.
Siccome Bn è il gruppo fondamentale dello spazio UConf 0n(C), al quale abbiamo for-
nito una struttura di CW complesso, siamo intenzionati ad applicare il teorema 1.48 che
ne fornirà una presentazione; tuttavia, sapendo che il complesso UConf 0n(C) è ottenuto
da UZeron(C)∪ {∞} rimuovendo un sottocomplesso di dimensione inferiore di due uni-
tà, conviene passare al complesso duale tramite il lemma 1.33 in modo tale da agevolare
il calcolo delle relazioni; osserviamo che per applicare il lemma è necessario il teorema
2.20.
Considerando il complesso duale di UConfn(C) notiamo che è presente una sola 0-cella:
il duale di {1 < · · · < n}; questo semplica il calcolo del gruppo fondamentale poiché un
albero massimale è la 0-cella stessa, perciò ad ogni 1-cella duale corrisponde un genera-
tore. Detta µj ≡ {1 < · · · < j
∨
= j + 1 < · · · < n}, j = 1, . . . , n − 1 una generica cella
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di dimensione 2n − 3, chiamiamo σj il generatore corrispondente alla cella duale µjop.
Interpretiamo geometricamente quanto appena detto: si prenda un punto x0 nell'interno
della cella {1 < · · · < n}, questo sarà la 0-cella nel complesso duale; il generatore σj
corrisponde ad un cappio basato in x0 che tocca la cella µj; si tratta di uno scambio
dei punti Pj e Pj+1, che avviene, come mostrato in gura 2.4a, passando proprio per µj.
Per distinguere tra un cammino e il suo inverso occorre ssarne un verso di percorrenza,
cioè stabilire se σj scambi i punti in senso orario ovvero antiorario; per mantenere una
notazione coerente con l'articolo originale optiamo per il senso antiorario e gli assegnamo
la treccia geometrica in gura 2.4b.
(a) Movimento lungo il cammino del generatore σj .
(b) Treccia geometrica corrispondente
al generatore σj .
Figura 2.4: Generatore σj.
Scelti i generatori bisogna imporre le relazioni che si ottengono dai duali delle celle
di dimensione 2n − 4 di UConf 0n(C) (che ha dimensione 2n − 2). Per quanto detto
poc'anzi, dal teorema 1.48 segue che la relazione corrispondente ad una tale cella βop
sarà data semplicemente dal suo bordo: ϕβop . In UZeron(C) vi sono tre tipologie di celle
di dimensione 2n− 4:
λi,k ≡ {1 < · · · < i
∨
= i+ 1 < · · · < k ∨= k + 1 < · · ·n}
λi,i+1 ≡ {1 < · · · < i
∨
= i+ 1
∨
= i+ 2 < · · · < n}
λj ≡ {1 < · · · < j = j + 1 < · · · < n}
tuttavia solo le prime due appartengono a UConf 0n(C). Consideriamo una generica cella
del primo tipo λi,k: questa appartiene al bordo delle celle µj e µk quindi il bordo della cella
duale λi,k
op, che è una cella regolare grazie al lemma 1.33 e perciò ha il bordo omeomorfo
ad S1, sarà formato da tratti di alcuni dei cammini σi, σ
−1
i , σk, σ
−1
k . Studiamo chi sia
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precisamente il bordo di λi,k
op riconducendoci a Conf 0n(C) tramite la proiezione di rivesti-
mento Λ del lemma 2.7; alla ne proietteremo in UConf 0n(C) il cammino ottenuto. Consi-
deriamo ad esempio il bordo della cella (1 < · · · < i ∨= i+ 1 < · · · < k ∨= k + 1 < · · ·n)
op
.
Per chiarezza, al posto del caso generale ne discutiamo uno più specico: ssiamo
n = 4, i = 1, k = 3. La cella (1
∨
= 2 < 3
∨
= 4) appartiene al bordo di quattro celle, le
cui immagini tramite la proiezione sono proprio le celle µ1 e µ3, e ciascuna di queste è
a sua volta sul bordo di solamente due celle, la cui proiezione sarà {1 < 2 < 3 < 4}; il
complesso duale che ne deriva è illustrato in gura 2.5. La peculiare struttura del poset
suggerisce che, una volta scelto il punto iniziale e il verso di percorrenza, il ciclo fatto
dal bordo ϕλ1,3op sia obbligato; tuttavia, notiamo che il verso di percorrenza seguito è
ininuente ai ni di determinare la relazione derivante da questa cella. Dunque, scelto
Figura 2.5: Poset della cella (1
∨
= 2 < 3
∨
= 4)
op
.
ad esempio il ciclo indicato in gura 2.6, per ottenere la relazione è suciente proiettarlo
su UConf 0n(C) e si ottiene ϕλi,kop = σi · σk · σ−1i · σ−1k . In gura 2.7 sono illustrati i corri-
spondenti movimenti dei punti e la treccia risultante. Rimarchiamo il fatto che in questa
espressione la presenza di un generatore ovvero del suo inverso dipende convenzione sui
versi di rotazione adottata sopra; naturalmente la relazione risultante è equivalente. Il
caso in dimensione generica n è del tutto analogo poiché il numero di celle interessate
rimane invariato.
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Figura 2.6: Rappresentazione delle celle di Conf 04 (C) interessate nel ciclo ϕλ1,3op .
Figura 2.7: Movimento dei punti corrispondente alla relazione del primo tipo e relativa
treccia associata; questi rappresentano, ad esempio, il moto lungo il ciclo della gura 2.6.
Un ragionamento analogo vale per le celle della seconda tipologia: si consideri λi,i+1;
questa apparterrà sempre ai bordi delle celle µi e µi+1, tuttavia lavorando in Conf
0
n(C)
le preimmagini da considerare sono sei. Il poset risultante è simile al precedente, in
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gura 2.8 ne abbiamo presentato un esempio. Da ciò si ricava la relazione ϕλi,i+1op =
σi · σi+1 · σi · σ−1i+1 · σ−1i · σ−1i+1. I relativi moti dei punti e la treccia corrispondente sono
nell'illustrazione 2.9.
Figura 2.8: Poset della cella (1
∨
= 2
∨
= 3)
op
di Conf 03 (C).
Figura 2.9: Movimento dei punti corrispondente alla relazione del secondo tipo e relativa
treccia associata; questi rappresentano, ad esempio, il moto lungo il ciclo in gura 2.8.
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Questa discussione prova il seguente
Teorema 2.21 [Presentazione dei gruppi delle trecce].
Bn = < σ1, . . . , σn−1 | ϕλi,kop 1 ≤ i < k ≤ n− 1 >=
= < σ1, . . . , σn−1 | σi · σk = σk · σi |i− k| > 1,
σi · σi+1 · σi = σi+1 · σi · σi+1 ∀ i >
Per ricavare i generatori di PBn applichiamo nuovamente il teorema 1.48, questa volta
al complesso Conf 0n(C)
op
che ha n! 0-celle. Fissiamo il punto base x ≡ (1 < · · · < n)op
e costruiamo un albero massimale.
Lemma 2.22 L'insieme delle celle nella forma
(1 < 2 < · · · < i− 1 < · · · < i ∨= j < · · · < n)
op
∀ i < j
è un albero massimale dello 1-scheletro di Conf 0n(C)
op
; lo chiameremo An.
Dimostrazione. Innanzitutto proviamo che il grafo corrispondente è connesso, mostrando
per induzione su l = n, . . . , 0 che connette ogni vertice nella forma
(1 < · · · < l < al+1 < · · · < an)op
dove al+1, . . . , an sono una permutazione di l+1, . . . , n. Sia l+m l'indice corrispondente
al valore l+ 1 in questa cella; grazie all'ipotesi induttiva è suciente esibire un cammino
da
(1 < · · · < l + 1 < al+1 < · · · < al+m−1 < al+m+1 < · · · an)op
alla suddetta cella; tale cammino è quello che sposta il termine l + 1 a destra no alla
posizione l + m scambiandolo successivamente con al+1, . . . , al+m−1. Per provare che è
un albero verichiamo che abbia n!− 1 lati, per quanto visto nel lemma 1.47. Al variare
di i = 1, . . . , n− 1 prima sso la posizione del simbolo ∨= (n− i scelte) e successivamente
permuto le n − i cifre da i ad n; così ottengo la formula seguente, che si verica per
induzione su n:
Σn−1i=1 (n− i) · (n− i)! = n!− 1
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Seguendo la costruzione appena vista, il cammino diretto in An per raggiungere
un vertice y ≡ (b1 < · · · < bn)op si ottiene partendo da (1 < · · · < n)op e, per k =
n− 1, . . . , 1 muovendo il valore k verso destra, nella posizione relativa che assume in
y rispetto ai valori maggiori di k. Ad esempio, in Conf 04 (C), per raggiungere il vertice
(2 < 4 < 1 < 3)op il cammino in A4 è il seguente:
(1 < 2 < 3 < 4)op → (1 < 2 < 4 < 3)op → (2 < 1 < 4 < 3)op → (2 < 4 < 1 < 3)op
Da ciò segue un'osservazione importante riguardo all'albero: le proiezioni tramite Λ? dei
cammini diretti sono composte dai generatori di Bn che abbiamo scelto prima, e mai
dai loro inversi; questo perché nell'albero, partendo dal punto base per raggiungere un
qualunque punto, il lato (1 < 2 < · · · < i− 1 < · · · < i ∨= j < · · · < n)
op
si percorre da
(· · · < i < j < · · · )op a (· · · < j < i < · · · )op e mai viceversa.
Ora, per ricavare i generatori di PBn dal teorema 1.48, è suciente calcolare il ci-
clo corrispondente a ciascun lato del grafo; possiamo includere anche i lati apparte-
nenti all'albero, in tal caso il ciclo corrispondente sarà omotopicamente banale. Sia
η ≡ (· · · < i ∨=
pos. h
j < · · · )
op
i < j un lato generico di vertici z− ≡ (· · · < i <
pos. h
j < · · · )op
e z+ ≡ (· · · < j <
pos. h
i < · · · )op; il caso j ∨= i si proietta sullo stesso generatore a meno
di un segno (σ±1h ), pertanto tratteremo contemporaneamente entrabi i casi. I due vertici
del lato η hanno solamente i valori i e j scambiati, perciò i rispettivi cammini diretti
coincidono no ad un certo vertice w− ≡ (1 < · · · < i− 1 < · · · < i <
pos. k
j < · · · < n)op;
dopodiché nel cammino in direzione di z+ avverrà lo scambio di i e j attraverso un lato
che chiameremo ζ, raggiungendo un punto w+; inne i due cammini giungeranno ai ri-
spettivi vertici tramite dei tratti γ e γ̃. Nel diagramma seguente abbiamo schematizzato
i cammini appena descritti.
x
w−
w+ z+
z−
γ
ηζ
γ̃
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Ciò che importa per ricavare la presentazione del gruppo simmetrico non sono tanto
i generatori espliciti quanto le loro proiezioni in Bn; infatti, dalla sequenza esatta corta
(2.1) si ottiene l'isomorsmo
ψ(Λ) : BnImmΛ?(PBn)
∼=−→ Σn
Dunque, una presentazione del gruppo simmetrico si ricava dalla quella del gruppo
delle trecce aggiungendo alcune relazioni, precisamente le immagini dei generatori di
PBn; osserviamo che la relazione imposta non cambia se coniughiamo l'elemento, in-
fatti aba−1 = 1 =⇒ b = 1; per questo motivo possiamo escludere il tratto iniziale in
comune e considerare semplicemente il cammino γ · η · γ̃−1ζ−1. Prima di concludere il
calcolo di queste proiezioni, ricordiamo le relazioni già presenti nel gruppo delle trecce
che potremo usare per semplicare le scritture: σr · σs = σs · σr se s 6= r ± 1 e anche
σr ·σr+1 ·σr = σr+1 ·σr ·σr+1 per ogni r. A questo punto osserviamo che le proiezioni dei
cammini γ e γ̃ sono le stesse; infatti, siccome sia z− e z+ che w− e w+ dieriscono solo
per i valori i e j, gli spostamenti di valori da eettuare per connetterli sono gli stessi;
supponiamo γ ≡ σt1 · · ·σtp . Le proiezioni dei cammini η e ζ sono rispettivamente σ±1h e
σk, con h ≤ k poiché per passare da w a z posso spostare dei valori a destra di i ≶ j ma
non viceversa. Riassumendo, la relazione ricavata dal lato η è
ϕη ≡ σt1 · · ·σtpσ±1h σ
−1
tp · · ·σ
−1
t1
σ−1k
Analizziamo più nel dettaglio il cammino γ: per passare dalla congurazione di w− a
quella di z− è necessario spostare k−h valori a destra della coppia i < j; questo si ottiene
tramite scambi del tipo σuσu+1 con un indice u opportuno, che varierà da k − 1 ad h;
tali scambi potrebbero essere intervallati da altri generatori. Mostreremo per induzione
forte su p, con k e h variabili, che la relazione si riduce a ϕη = σ
±1
k σ
−1
k perciò in un
caso è banale mentre nell'altro possiamo invertire il segno senza cambiare il sottogruppo
generato, ottenendo σ2k. Prima di procedere con l'induzione, verichiamo che in eetti
vi è almeno uno di tali generatori per ogni k = 1, . . . , n− 1 esibendo per ciascuno di essi
un lato dal quale deriva. Consideriamo il lato
(1 < 2 < · · · < k + 1 ∨= k < · · · < n− 1 < n)
op
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Il procedimento descritto sopra, applicato in questo caso, mostra che γ è il cammino
stazionario perciò la relativa relazione si riduce a σ−2k . Torniamo all'induzione: dovendo
tenere conto degli scambi si avrà necessariamente p ≥ 2(k − h), quindi nel caso base
p = 0, h = k e la conclusione è immediata; notiamo che questo avviene quando il lato
η appartiene nell'albero massimale. Supponiamo ora che per ogni p < N la relazione
si riduca alla forma cercata e prendiamo p = N . Sicuramente tp 6= h − 1, altrimenti
separerebbe i valori i e j; se inoltre tp 6= h + 1, possiamo usare la relazione commu-
tativa presente in Bn per scambiare σ±1h e σtp e annichilire questo con σ
−1
tp , dopodiché
sfruttiamo l'ipotesi induttiva e concludiamo. Rimane il caso in cui tp = h + 1: per le
stesse motivazioni di prima questo indica necessariamente che siamo in presenza di uno
scambio, perciò tp−1 = h; dunque i termini centrali sono
· · ·σhσh+1σ±1h σ
−1
h+1σ
−1
h · · ·
e grazie alle relazioni di Bn che abbiamo richiamato sopra si riducono a σ±1h+1. Per
concludere sfruttiamo l'ipotesi induttiva ricordando che sono presenti k − h scambi. Il
ragionamento appena concluso motiva il prossimo teorema.
Teorema 2.23 [Presentazione del gruppo simmetrico].
Σn =< σ1, . . . , σn−1 | σ2i = 1 ∀ i,
σi · σk = σk · σi |i− k| > 1,
σi · σi+1 · σi = σi+1 · σi · σi+1 ∀ i >
Da questo risultato si capisce che in eetti il gruppo delle trecce è una generalizzazione
del gruppo simmetrico; precisamente nel gruppo delle trecce si considera anche il verso
di scambio dei punti e questo ha l'eetto di rendere gli elementi di ordine innito; la
dimostrazione dell'ultima aermazione è un corollario presente in [FN62].
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