Abstract. This paper is concerned with the asymptotic stability of the zero solution of three-dimensional linear differential systems with variable coefficients. The coefficients are not assumed to be positive. A concept innovated by László Hatvani plays a vital role in our results. Sufficient conditions are also given for the zero solution to be uniformly stable. Some suitable examples are included to illustrate our results. Finally, certain changes of variable are used to broaden the application of our results.
(see [8] ) and succeeded in the analysis of the hunting phenomenon of governors. Maxwell's result was generalized by E. J. Routh who was a classmate of Maxwell and a stability criterion for the n-th order linear differential equation was given (see [12] ). About 20 years later, without knowing Routh's method, A. Hurwitz gave another stability criterion expressed simply by determinants (see [6] ). It was shown later that Routh's method and Hurwitz's method are equivalent although the forms are different from each other. At present, their methods are called the Routh-Hurwitz criterion. This stability criterion is still used as an effective basic theorem in control engineering.
Applying the Routh-Hurwitz stability criterion to the time-invariant linear differential equation
we can easily see that a > 0 and ab > c > 0 are necessary and sufficient conditions for the equilibrium (x, x , x ) = (0, 0, 0) of (1.1) to be asymptotically stable (for the definition, see Section 2). Judging from this fact, it might be inferred that the equilibrium of the equation
is asymptotically stable if
a(t) > 0 and a(t)b(t) > c(t) > 0 for t ≥ 0. (1.3)
However, this assertion is not true. In fact, consider the equation System (1.6) is usually called Schwarz's form, which is convenient for verifying the RouthHurwitz stability criterion. The equilibrium of (1.1) corresponds to the zero solution (x(t), y(t), z(t)) = (0, 0, 0) of (1.5) or (1.6). Systems (1.5) and (1.6) naturally have constant coefficients. As shown by the fact that assumption (1.3) is insufficient for the equilibrium of (1.2) to be asymptotically stable, if we change from constant coefficients to time-varying coefficients, then it is very hard to analyze the asymptotic stability of the zero solution of a system of the companion form or Schwarz's form.
To avoid this difficulty, we would like to propose a new form. We will direct our attention to an equivalent system of the form
In equation (1.2), we assume that a(t) and c(t) are continuously differentiable, and b(t) is continuous for t ≥ 0. Let
where A(t) = t 0 a(s)ds and d is an arbitrary positive number. Then, letting
x and z = 1 e(t)
x − e (t) e 2 (t)
we have the following system equivalent to (1.2):
where f (t) = 1,
and h(t) = 1 3 a(t) + 2c(t) 3e 2 (t) for t ≥ 0 (for details, see Section 4). System (1.8) has the same form as (1.7). In the case that a(t) = a > 0, b(t) = b > 0 and c(t) = c > 0 for t ≥ 0, system (1.8) coincides with (1.7) (we may choose c/a > 0 as d).
As for system (1.8) , what kind of condition on time-varying coefficients e(t), f (t), g(t) and h(t) will guarantee that the zero solution is asymptotically stable? To assure the asymptotic stability of the equilibrium of (1.2), in addition to assumption (1.3) , what kind of condition will be required? The purpose of this paper is to answer these questions.
In Section 2, we state our main result on the asymptotic stability of the zero solution of (1.8) . To this end, we make several assumptions on the coefficients e(t), f (t), g(t) and h(t). Also, we give sufficient conditions for the zero solution of (1.8) to be uniformly stable. In Section 3, we prove our main result. For illustration of our main theorem, we take some concrete examples and those figures of a positive orbit in Section 4. Finally, we present some corollaries.
Assumptions.
Consider a system of differential equations of the form
where the coefficients e(t), f (t), g(t) and h(t) are continuous and g(t)/f (t) is differentiable for t ≥ 0. Let x(t) = (x(t), y(t), z(t)) and x 0 = (x 0 , y 0 , z 0 ) ∈ R 3 , and let · be the Euclidean norm. We denote the solution of (E) through (t 0 , x 0 ) by x(t; t 0 , x 0 ). It is clear that system (E) has the zero solution x(t) ≡ 0.
The zero solution is said to be stable, if for any ε > 0 and any t 0 ≥ 0, there exists a δ(ε, t 0 ) > 0 such that x 0 < δ implies x(t; t 0 , x 0 ) < ε for all t ≥ t 0 . The zero solution is said to be uniformly stable if it is stable and δ can be chosen to be independent of t 0 . The zero solution is said to be attractive if for any t 0 ≥ 0, there exists a δ 0 (t 0 ) > 0 such that x 0 < δ 0 implies x(t; t 0 , x 0 ) → 0 as t → ∞. For homogeneous linear differential systems such as (E), if the zero solution is attractive, then it is stable. The zero solution of (E) is said to be asymptotically stable if it is attractive. The asymptotic stability and the attractivity are completely different concepts in general systems.
We also assume that f (t) and g(t) are bounded for t ≥ 0 and that (i) f (t)g(t) > 0 for t ≥ 0 and lim inf t→∞ f (t)g(t) > 0. Then there exist positive numbers k and K such that
In fact, since f (t) and g(t) are bounded for t ≥ 0, there exist constants c 1 > 0 and c 2 > 0 such that
for t ≥ 0. Because of assumption (i), there exists a c 3 > 0 with
We can find a number c 4 > 0 satisfying
If the assertion is false, then there exists a sequence {t n } tending to ∞ such that
It then follows from (2.3) that
This contradicts (2.2). We therefore conclude that
Then we obtain the inequality (2.1). Since g(t)/f (t) is differentiable for t ≥ 0, we may define
For the sake of simplicity, we denote
Then we have the following result.
Lemma 2.1. In addition to assumption (i), if
then the zero solution of (E) is uniformly stable.
Proof. Let x = (x, y, z) and define
Because of assumption (ii), there exists an L > 0 such that Ψ(t) < L for t ≥ 0. Hence, together with the inequality (2.1), we have
Differentiate V (t, x) along any solution of (E) obtaininġ
Hence, we getẆ
for t ≥ 0 and x ∈ R 3 . Thus, W (t, x) is positive definite and decrescent, andẆ (E) (t, x) is nonpositive. We therefore conclude that the zero solution of (E) is uniformly stable by using a Liapunov-type theorem due to Persidskiȋ [10] (as to the direct method of Liapunov, for example, see the books [1, 2, 7, 9, 11, 14] ).
For the sake of brevity, let x(t) = x(t; t 0 , x 0 ) and v(t) = V (t, x(t)). Then, as shown in the proof of Lemma 2.1, we have
The inequality (2.4) guarantees the convergence of v(t).
Lemma 2.2. Under the assumption (ii), if (2.4) holds, then v (t) is absolutely integrable, and therefore, v(t) has a nonnegative limiting value.
Proof. By (2.4), we have
where L is the number given in the proof of Lemma 2.1. Hence, using (2.4) again, we obtain
Since the right-hand side of this inequality is nonnegative for t ≥ t 0 , we get
Integrate both sides from t 0 to ∞ to obtain
On the other hand, since v(t) ≥ 0 for t ≥ t 0 , we have
We therefore conclude that
as required. This completes the proof of Lemma 2.2.
We have already assumed the continuity of e(t) in the opening paragraph of this section. Let us make an additional assumption on e(t). To this end, we define the union of intervals as follows: for any triplex (α, β, γ) with 0 < α ≤ β and γ > 0, let
To take some examples, if e(t) = 1 for t ≥ 0, then
Similarly, if e(t) satisfies that lim inf t→∞ |e(t)| > 0 or if e(t) is a nontrivial periodic function, then I t (α, β, γ)
is not empty for all t ≥ 0. Needless to say, there are cases where I t (α, β, γ) is an empty set for any (α, β, γ). For example, consider the case in which e(t) = sin(t 2 ) for t ≥ 0. Since e(t) is over-oscillation, we cannot choose a suitable constant α > 0. Hence, I t (α, β, γ) is empty for t sufficiently large. To show another case that I t (α, β, γ) is empty, we define a sequence {d n } by d n = n(n − 1)/2 for n ∈ N and consider the C 1 -function
(2.5)
In this case, the part where e(t) > 0 is the sum of the open intervals (d n π, (d n + 1)π).
The distance between each interval and the next expands as n increases. Hence, for any α > 0 and γ > 0, we cannot find β with α ≤ β such that I t (α, β, γ) is nonempty.
We here assume that (iii) there exists a triplex (α, β, γ) with 0 < α ≤ β and γ > 0 such that I t (α, β, γ) is nonempty for t sufficiently large. Assumption (iii) is satisfied in the case in which lim inf t→∞ |e(t)| > 0 or e(t) is a nontrivial periodic function, including an almost periodic function, but it is not satisfied in the case in which e(t) = sin(t 2 ) or e(t) is given by (2.5).
Remark 2.1. If e(t) satisfies assumption (iii) for a triplex (α 0 , β 0 , γ 0 ), then it also satisfies assumption (iii) for (α, β, γ) with 0 < α < α 0 , β > β 0 and 0 < γ < γ 0 .
To state our main result, we have to introduce a concept that plays an important role in this paper. A nonnegative function φ is said to be integrally positive if
If, in addition, the set J satisfies τ n+1 ≤ σ n + Λ for some Λ > 0, then we say that the function φ is weakly integrally positive. We can cite 1/(1 + t) or sin 2 t/(1 + t) as a function that is weakly integrally positive, but not integrally positive (refer to [3, 4, 5, 13] 
for a number Λ > 0 and two sequences {τ n } and {σ n } with τ n < σ n < τ n+1 ≤ σ n + Λ, then lim inf n→∞ (σ n − τ n ) = 0.
We are now in a position to present the main result. We will give its proof in the next section.
Theorem 2.3. Let e(t), f (t), g(t)
and h(t) be bounded for t ≥ 0. Suppose that assumptions (i)-(iii) are satisfied. If (iv) ψ + (t) is weakly integrally positive, then the zero solution of (E) is asymptotically stable.
Proof of the main result.
Before proving Theorem 2.3, it is helpful to transform system (E) into an equivalent system. In cylindrical coordinates (x, y, z) → (r, θ, z) by x = r cos θ and y = r sin θ, system (E) takes the form
Let (r(t), θ(t), z(t)) be the solution of ( E) corresponding to x(t) = x(t; t 0 , x 0 ). Proof of Theorem 2.3. By means of Lemma 2.1, the zero solution of (E) is uniformly stable, that is, given any ε > 0, there exists a δ(ε) > 0 such that t 0 ≥ 0 and x 0 < δ imply
In order to prove that the zero solution of (E) is asymptotically stable, it is enough to show that it is attractive, namely, x(t) converges to 0 as t increases. For convenience of notation, set
Then, by (2.1) we have
for t ≥ t 0 (see the calculation ofV (E) (t, x) in the proof of Lemma 2.1). Hence, from Lemma 2.2 we see that v(t) has a limiting value v 0 ≥ 0. If v 0 = 0, then by (3.2), the solution x(t) tends to 0 as t → ∞. This completes the proof. Hereafter, we consider only the case in which v 0 > 0. We will demonstrate that this case does not occur. From (2.1) and (3.1), we see that u(t) is bounded. Hence, u(t) has the inferior limit and the superior limit. First, we will show that the inferior limit of u(t) is zero, and we will then show that the superior limit of u(t) is also zero.
Suppose that lim inf t→∞ u(t) > 0. Then there exist an ε 1 > 0 and a T 1 ≥ t 0 such that u(t) > ε 1 for t ≥ T 1 . From (3.3) and Lemma 2.2 it follows that
This contradicts assumption (iii). Thus, we see that lim inf t→∞ u(t) = 0.
By way of a contradiction, we suppose that ν def = lim sup t→∞ u(t) > 0. Since e(t), f (t) and h(t) are bounded for t ≥ 0, there exist numbers e > 0, f > 0 and h > 0 such that
for t ≥ 0. As mentioned in Section 2, we can choose a g > 0 such that
Since v(t) tends to a positive value v 0 as t → ∞, there exists a T 2 ≥ t 0 such that
Let ε 2 > 0 be so small that ε 2 < ν/2 and
where α and γ are the numbers given in assumption (iii). Since lim inf t→∞ u(t) = 0 < ν = lim sup t→∞ u(t), we can find two divergent sequences {τ n } and {σ n } with T 2 < τ n < σ n < τ n+1 such that
License or copyright restrictions may apply to redistribution; see http://www.ams.org/license/jour-dist-license.pdf
Using (3.1), (3.2), (3.6) and (3.8), we also obtain
From (3.9) and (3.10), we see that the solution (r(t), θ(t), z(t)) of ( E) stays in the thin disc
We will show that τ n+1 − σ n ≤ β for n ∈ N sufficiently large, where β is the number given in assumption (iii). If the assertion is not true, then there exists a sufficiently large n 0 ∈ N with τ n 0 +1 − σ n 0 > β. Because of assumption (iii), there exist two numbers ω 1 and ω 2 with σ n 0 ≤ ω 1 < ω 2 ≤ σ n 0 + β and ω 2 − ω 1 = α such that
Taking Remark 2.1 into account, we may regard the product αγ as being small, say, 0 < αγ < 2π. Since e(t) is continuous for t ≥ 0, there are two cases to consider: (a) e(t) ≥ γ for t ∈ [ω 1 , ω 2 ] and (b) e(t) ≤ −γ for t ∈ [ω 1 , ω 2 ]. We consider only the former because the latter can be carried out in the same manner. By (3.4), (3.9) and (3.10), we have
, we see that
and therefore, we obtain The regions Ω + and Ω − are nonempty because 0 < αγ < 2π. Since the union of Ω + and Ω − is symmetric with respect to the horizontal line θ = 0 and the vertical line r = 0, we may regard θ(ω 1 ) as being in the first quadrant. Consider the movement of (r(t), θ(t)).
As already shown, (r(t), θ(t)) stays in the annulus
for ω 1 ≤ t ≤ ω 2 and it moves clockwise. If θ(ω 1 ) ∈ Ω + , then there are three possibilities:
• (r(t), θ(t)) leaves Ω + and enters into the region A \ (Ω + ∪ Ω − ); in other words, there exists an ω 3 with ω 1 < ω 3 ≤ ω 2 such that (r(t), θ(t)) ∈ Ω + for ω 1 ≤ t < ω 3 and (r(t), θ(t)) ∈ A \ (Ω + ∪ Ω − ) for ω 3 ≤ t < ω 2 ; • (r(t), θ(t)) passes through the region A \ (Ω + ∪ Ω − ) and reaches Ω − ; in other words, there exist two numbers ω 3 and ω 4 with
∈ Ω + , then (r(t), θ(t)) passes through the region A \ (Ω + ∪ Ω − ) and enters into Ω − . In this case, it follows from (3.11) that (r(t), θ(t)) does not remain in the region
To sum up, in all cases, we can find two numbers ω 3 and ω 4 with
(in the first case, we should consider that ω 3 = ω 4 = ω 2 ; in the second case, we should consider that ω 4 = ω 2 ; in the fourth case, we should consider that ω 3 = ω 1 ). Of course, if ω 1 = ω 3 (resp., ω 4 = ω 2 ), then we regard the interval (ω 1 , ω 3 ) (resp., (ω 4 , ω 2 )) as an empty set. Using (3.11) again, we have
Hence, we conclude that
We may assume without loss of generality that θ(
We next estimate the difference between ω 1 and ω 3 . Since θ (t) > −γ/6 − e, we have
Hence, we obtain
Using (3.4), (3.5), (3.7), (3.9), (3.10), (3.12) and the third equation of ( E), we get
|z (t)| ≥ |g(t)||r(t)|| sin θ(t)| − |h(t)||z(t)|
Since z (t) is continuous for t ≥ t 0 , we see that
Hence, by (3.7), (3.9) and (3.13), we have
which is a contradiction. Thus, we have verified that
. From Lemma 2.2 and (3.8), we see that
Hence, taking into account Remark 2.2 with Λ = β, we have lim inf
Since lim inf t→∞ u(t) = 0 and lim sup t→∞ u(t) = ν > 0, we can choose two sequences {t n } and {s n } with T 2 < t n < s n < t n+1 such that u(t n ) = ν/2, u(s n ) = 3ν/4 and
for n ∈ N (if necessary, we can change {τ n } and {σ n } into suitable subsequences of {τ n } and {σ n }). Hence, by (3.14), we have lim inf
From (3.1), (3.2) and (3.4), we see that
for t ≥ t 0 . Integrating this inequality from t n to s n , we get
for each n ∈ N. By (3.15), the right-hand side of the above inequality tends to 0 as n → ∞. This is a contradiction. We therefore conclude that lim sup t→∞ u(t) = 0. As proven above, u(t) tends to zero as t → ∞. Hence, there exists a T 3 ≥ t 0 such that
Using this estimation instead of (3.8) and repeating the same process once more, we see that the solution (r(t), θ(t), z(t)) of ( E) stays in the disc D for t ≥ T 3 , that is, (r(t), θ(t)) remains in the annulus A for t ≥ T 3 . For this reason, we can choose two numbers ω 5 and ω 6 with T 3 < ω 5 < ω 6 such that (r(t), θ(t)) ∈ Ω + for ω 5 < t < ω 6 . We can estimate that
,
for ω 5 < t < ω 6 . Using these estimations, we have
which is a contradiction. Thus, the case of v 0 > 0 does not happen. We therefore conclude that the zero solution of (E) is asymptotically stable. The proof of Theorem 2.1 is thus complete.
Discussion and simulation.
As a special case of (E), we consider the linear differential system with constant coefficients,
System (4.1) is equivalent to the third-order linear differential equation
By using the Routh-Hurwitz criterion, it can be shown that the zero solution of (4.1) is asymptotically stable if and only if the determinants ∆ 1 = h,
are positive, namely, e = 0, fg > 0 and h > 0. We will confirm that assumptions (i)-(iv) in Theorem 2.1 are satisfied. If f and g have like signs, then assumption (i) is clearly satisfied. Since ψ(t) = 2h for system (4.1), ψ − (t) = 0 and ψ + (t) = 2h. Hence, assumptions (ii) and (iv) are satisfied for h > 0. If e = 0, then I t (α, β, γ) exists for any 0 < α < β and 0 < γ ≤ |e|. Hence, assumption (iii) is also satisfied. Thus, by Theorem 2.1, we conclude that if e = 0, fg > 0 and h > 0, then the zero solution of (4.1) is asymptotically stable. For the reason above, it is safe to say that our main theorem is considerably sharp. To illustrate our main theorem, we give a simple example. Then the zero solution of (E) is asymptotically stable. Assumptions (i)-(iii) are clearly satisfied. Since e(t) is periodic, assumption (iv) also holds. Hence, by Theorem 2.1, we see that the zero solution of (E) is asymptotically stable. In Figure 1 , we draw a positive orbit of (E) with ( The form of system (E) is by no means restrictive. We will show that the main result can be applied to the third-order linear differential equation x and z = 1 e(t)
Then it is clear that x = e(t)y and y = − e(t)x + f (t)z, where f (t) ≡ 1. From (4.4), we see that
Hence, we have
By (4.3) and a straightforward computation, we obtain
(t)e(t) + 2c(t) e(t) x
In our main theorem, Theorem 2.1, we assumed the boundedness of all coefficients e(t), f (t), g(t) and h(t) of (E). If
then we can relax the boundedness. In order to explain this, we define
|e(s)|ds
and assume that
From (4.7) and (4.8) it turns out that τ → ∞ if and only if t → ∞. Also, we have
where t = E −1 (τ ). Letẽ(t) = e(t)/|e(t)|,f (t) = f (t)/|e(t)|,g(t) = g(t)/|e(t)| and h(t) = h(t)/|e(t)| for t ≥ 0. Then we see that system (4.9) has the form of (E). Note thatẽ(t) = 1 orẽ(t) = −1 for t ≥ 0. Since g(t)/f (t) is differentiable for t ≥ 0, then we haveψ
for t ≥ 0. Assumption (iii) is always satisfied, becauseẽ(t) = 1 orẽ(t) = −1 for t ≥ 0. Thus, we have the following results.
Theorem 4.2. Let (4.7) and (4.8) hold. Suppose thatf (t),g(t) andh(t) are bounded
(vii)ψ + (t) is weakly integrally positive, then the zero solution of (E) is asymptotically stable. Then the zero solution of (E) is asymptotically stable.
Since e(t) > 1 for t ≥ 0 and E(t) tends to ∞ as t → ∞, conditions (4.7) and (4.8) hold. In this example,f (t) =g(t) = 1 andh(t) = sin 2 t/(1 + t) for t ≥ 0. Hence, these are bounded for t ≥ 0 and assumption (v) is satisfied. Sincẽ
g(t) f (t) = 2 sin 2 t 1 + t > 0
for t ≥ 0, we see thatψ + (t) = 2 sin 2 t/(1 + t) andψ − (t) = 0 for t ≥ 0, and therefore, assumptions (vi) and (vii) are also satisfied. Thus, by Theorem 4.2, we conclude that the zero solution of (E) is asymptotically stable. However, since e(t), f (t) and g(t) are unbounded, Theorem 2.1 is of no use, although assumptions (i)-(iv) are satisfied. We take another example to illustrate Theorem 4.2.
Example 4.3. Consider system (E) with e(t) = f (t) = g(t) = 1 1 + t and h(t) = 1 (1 + t) 2 .
Then the zero solution of (E) is asymptotically stable.
Since e(t) = 1/(1 + t) and E(t) = log(1 + t) for t ≥ 0, conditions (4.7) and (4.8) hold. It is clear thatf (t) =g(t) = 1,h(t) = 1/(1 + t) andψ(t) = 2/(1 + t) for t ≥ 0. Hence, we can easily confirm thatf (t),g(t) andh(t) are bounded for t ≥ 0 and assumptions (v)-(vii) are satisfied. Thus, by means of Theorem 4.2, we see that the zero solution of (E) is asymptotically stable.
In Example 4.3, f (t)g(t) = 1/(1 + t) 2 and ψ + (t) = 2/(1 + t) 2 for t ≥ 0. Hence, f (t)g(t) tends to zero as t → ∞ and ψ + (t) is not weakly integrally positive. Also, e(t) tends to zero as t → ∞, and there exists no triplex (α, β, γ) with 0 < α ≤ β and γ > 0 such that I t (α, β, γ) is nonempty for t sufficiently large. Thus, assumptions (i), (iii) and (iv) are not satisfied, and therefore, Theorem 2.1 is inapplicable to this example (we can verify assumption (ii) and the boundednessof e(t), f (t), g(t) and h(t)).
