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Abstract
This paper is concerned with computationally efficient learning of homogeneous sparse halfspaces in
R
d under noise. Though recent works have established attribute-efficient learning algorithms under
various types of label noise (e.g. bounded noise), it remains an open question of when and how
s-sparse halfspaces can be efficiently learned under the challenging malicious noise model, where
an adversary may corrupt both the unlabeled data distribution and the labels. We answer this
question in the affirmative by designing a computationally efficient algorithm with near-optimal
label complexity O˜
(
s log3 d · log4 1
ǫ
)
and noise tolerance η = Ω(ǫ), where ǫ ∈ (0, 1) is the target error
rate. Our main techniques include attribute-efficient paradigms for instance reweighting and for
empirical risk minimization, and a new analysis of uniform concentration for unbounded data – all
of them crucially take the structure of the underlying halfspace into account. To the best of our
knowledge, this is the first near-optimal result in the setting. As a byproduct of our analysis, we
resolve a long-standing problem in statistics and machine learning: we show that a global optimum
of sparse principal component analysis can be found in polynomial time without any statistical
assumption on the data. This result might be of independent interest to both communities.
1 Introduction
This paper investigates the fundamental problem of learning halfspaces under noise [51, 52]. In the
absence of noise, this problem is well understood in learning theory [43, 12]. However, the premise
changes immediately when the unlabeled data1 or the labels are corrupted by noise. In the last
decades, various types of label noise have been extensively studied, and a plethora of polynomial-
time algorithms have been developed that are resilient to random classification noise [11], bounded
noise [46, 47, 39], and adversarial noise [31, 29]. Significant progress towards optimal noise tolerance
is also witnessed in the past few years [18, 2, 56, 21]. In this regard, a surge of recent research interest
is concentrated on further improvement of the performance guarantee by leveraging the structure of
the underlying halfspace into algorithmic design. Of central interest is a property termed attribute
efficiency, which proves to be useful when the data lie in a high-dimensional space [35], or even in
an infinite-dimensional space but with bounded number of effective attributes [10]. In the statistics
and signal processing community, it is often referred to as sparsity, dating back to the celebrated
Lasso estimator [49, 17, 14, 22]. In a series of recent works [41, 3, 58, 59], this property was carefully
explored for noise-tolerant learning of halfspaces with improved sample complexity, label complexity,
or generalization error, where the key insight is that such structural constraint effectively controls
the complexity of the hypothesis class [62, 28, 41].
1We will also refer to unlabeled data as instances in this paper.
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Compared to the rich set of positive results on attribute-efficient learning of sparse halfspaces
under label noise, less is known when both instances and labels are corrupted. Specifically, under the
η-malicious noise model [52, 30], there is an unknown hypothesis w∗ and an instance distribution D.
Each time with probability 1− η, the adversary returns an instance x drawn from D and annotate
it correctly using w∗; with probability η, it returns an arbitrary pair (x, y) ∈ Rd×{−1, 1} that may
depend on the state of the learning algorithm and the history of its outputs. Since this is a much
more challenging noise model, only recently has an algorithm with near-optimal noise tolerance
been established [4], though without attribute efficiency. It is worth noting that the problem of
learning sparse halfspaces is also closely related to one-bit compressed sensing [13] where one is
allowed to utilize any distribution D for recovering the target hypothesis. However, even with such
strong condition, existing theory therein can only handle label noise [40, 7]. This naturally raises
two fundamental questions: 1) can we design attribute-efficient learning algorithms that are capable
of tolerating the malicious noise; and 2) can we still obtain near-optimal performance guarantee on
noise tolerance and label complexity.
In this paper, we answer the two questions in the affirmative. Moreover, we take label complexity
into consideration [19], for which we show that our bound is near-optimal as well. In particular,
our algorithm is built upon the margin-based active learning framework [5], which queries the label
of an instance only when it has low “margin” with respect to the currently-learned hypothesis.
We will make a mild distributional assumption that D is isotropic log-concave [37, 54], which
covers prominent distributions such as normal distribution, exponential distribution, and logistic
distribution. We summarize our main contributions below, and present a detailed problem setup in
Section 2. In Section 3 we describe our algorithms, followed by a theoretical analysis in Section 4.
We conclude this paper in Section 5, and defer all proof details to the appendix (see supplementary
material).
1.1 Summary of our contributions
We study active learning of sparse halfspaces under the malicious noise model, and we assume that
clean instances are drawn from an isotropic log-concave distribution. We propose novel attribute-
efficient schemes for instance reweighting and for empirical risk minimization, and obtain the first
near-optimal bounds for both label complexity and noise tolerance, that is, m = O˜
(
s log3 d · log4 1ǫ
)
and η = Ω(ǫ) respectively. As a byproduct of our analysis, we provably show that a class of sparse
principal component analysis problems can be solved in polynomial time, resolving a long-standing
problem in the literature. We believe this result might be of independent interest.
From a high level, this work can be thought of as extending the best known result of [4] to
the high-dimensional regime. However, even under the low-dimensional setting where s = d, our
bound of label complexity is much better than that of [4]: they have a quadratic dependence on d
and a linear dependence on 1/η whereas we have linear dependence on d (up to logarithmic factors)
and our bound does not depend on the noise rate η. Moreover, as we will describe in detail in
Section 4, such extension is not trivial on both computational and statistical aspects. This work
can also be viewed as an extension of [58] to the malicious noise model. In fact, our construction
of the constraint set is inspired by that work. However, they considered only the label noise which
makes their algorithm and analysis not applicable to our setting: as pointed out in [32], when facing
malicious noise, a sophisticated design of outlier removal paradigm is vital whereas this is not the
case in [58].
2
1.2 Related works
The work of [30] presented a general analysis showing that even without any distributional as-
sumptions, it is possible to tolerate the malicious noise at a rate Ω(ǫ/d), but a noise rate greater
than ǫ1+ǫ cannot be tolerated. [29] obtained a noise tolerance Ω(ǫ/d
1/4) when D is the uniform
distribution. [32] improved this result to Ω(ǫ2/ log(d/ǫ)) for the uniform distribution, and showed
a noise tolerance Ω(ǫ3/ log2(d/ǫ)) for isotropic log-concave distributions. A near-optimal result of
Ω(ǫ) was established in [4] for both uniform and isotropic log-concave distributions. The idea of
attribute-efficient learning has been widely explored in machine learning and statistics. A partial list
includes online classification [35], learning decision lists [44, 33, 36], compressed sensing [22, 15, 50]
and its one-bit variant [13, 34, 42], and variable selection [25, 24, 60]. Label-efficient learning has
also been broadly studied under disagreement-based active learning [26, 27], margin-based active
learning [5, 6], selective sampling [16, 20], and adaptive one-bit compressed sensing [61, 7].
2 Preliminaries
We consider the problem of learning sparse halfspaces under the malicious noise model with noise rate
η ∈ [0, 1) [52, 30], where there is an oracle EXη(D,w∗) (i.e. adversary) such that with probability
1 − η, a random pair (x, y) is generated with x ∼ D and y = sign (w∗ · x), referred to as clean
instance; with probability η, it can return an arbitrary pair (x, y) ∈ Rd × {−1, 1}, referred to as
dirty instance. Dirty instances may depend on the states of the learning algorithm and the history of
the oracle’s outputs. Since we are interested in obtaining a label-efficient algorithm, we will consider
a natural extension that was proposed in [4]. That is, when a labeled instance (x, y) is generated,
the algorithm only has access to EXxη(D,w
∗) which returns x, and must make a separate call to a
label revealing oracle EXyη(D,w
∗) to obtain y. We refer to the total number of calls to EXxη(D,w∗)
as the sample complexity of the learning algorithm, and that of EXyη(D,w
∗) as the label complexity.
We will presume that the underlying halfspace w∗ has unit ℓ2-norm and is s-sparse, i.e. its
number of non-zero elements is not greater than s where s ∈ {1, 2, . . . , d}. The learning algorithm is
given this concept class, that is, the set of homogeneous s-sparse halfspaces. For a hypothesis w ∈ Rd,
we define the error rate on a distribution D˜ as errD˜(w) = Prx∼D˜
(
sign (w · x) 6= sign (w∗ · x)). The
goal of the algorithm is to find a hypothesis w in polynomial time such that errD(w) ≤ ǫ for any
given ǫ ∈ (0, 1), with a manageable number of calls to EXxη(D,w∗) and a few calls to EXyη(D,w∗).
For a reference vector u ∈ Rd and a positive value b, we call the region Xu,b := {x ∈ Rd : |u · x| ≤
b} as a band, and we denote by Du,b the distribution obtained by conditioning D on x ∈ Xu,b. Given
a labeled instance (x, y), we will consider the rescaled hinge loss ℓτ (w;x, y) := max
{
0, 1− 1τ y(w ·x)
}
.
For a labeled set S = {xi, yi}ni=1, we define ℓτ (w;S) = 1n
∑n
i=1 ℓτ (w;xi, yi).
We denote by B2(u, r) the ℓ2-ball
{
w ∈ Rd : ‖w − u‖2 ≤ r
}
, and denote by B1(u, ρ) the ℓ1-ball{
w ∈ Rd : ‖w − u‖1 ≤ ρ
}
. For a vector u ∈ Rd, the hard thresholding operation Hs(u) keeps
its s largest (in magnitude) elements and sets the remaining to zero. We will use the notation
O˜(f(·)) := O (f(·) log f(·)).
3 Algorithm
The main algorithm is described in Algorithm 1 which is based on the celebrated margin-based
active learning framework [5]. The key observation is that a good classifier can be learned by
concentrating on fitting only the most informative labeled instances, measured by the closeness
to the current decision boundary. In our algorithm, the sampling region is expressed as a band
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{x : |wk−1 · x| ≤ bk}. We note that initially the band is Rd. Since the oracle EXxη(D,w∗) may
output dirty instances, we design an attribute-efficient instance reweighting scheme (i.e. a soft
outlier removal procedure), which aims to find proper weights for all instances in T , such that
clean instances (i.e. those from Dwk−1,bk) have overwhelming weights compared to dirty instances.
Equipped with the learned weights, it is possible to minimize the reweighted hinge loss to obtain a
new iterate. However, this leads to a suboptimal label complexity since we have to query the label
for all instances in T . Our remedy is to randomly sample a few points from T according to their
importance, which is crucial for us to obtain near-optimal label complexity.
When minimizing the hinge loss, we carefully construct the constraint set which has three
important properties. First, it has an ℓ2-norm constraint. As a useful fact of isotropic log-concave
distributions, the ℓ2-distance is almost identical to the error rate. Thus, if we are able to ensure
that the target halfspace w∗ stays in Wk, we immediately prove that the error rate of wk is as small
as rk, the radius of the ℓ2-ball. Second, Wk has an ℓ1-norm constraint, which is well-known for its
power to promote sparse solutions [49, 17], and there have been an extensive study showing that
it also exhibits near-optimal statistical behavior [14, 41]. Last, Wk shrinks by a constant factor in
each iteration. Therefore, when Algorithm 1 terminates, its size is as small as ǫ. Notably, [58] also
utilizes such constraint for active learning of sparse halfspaces, but for the setting of bounded and
adversarial noise where only labels are corrupted.
The last step in Algorithm 1 is to perform hard-thresholding Hs on the solution vk followed by
ℓ2-normalization. Roughly speaking, these two steps will produce an iterate that is consistent with
the structure of w∗, and more importantly, will be useful to show that w∗ stays in Wk.
Algorithm 2 is the key component to handle the malicious noise. It aims to find appropriate
weights for the instances in T . As will be clear in our analysis, when restricting within the band,
the noise rate will be raised to η/bk which is still controlled by a constant in view of our assumption
on η and our choice of bk. Therefore, the parameter ξk serves as an estimate of such local noise
rate. It is thus not hard to see that a good function q must satisfy Constraint 2 of the algorithm.
Constraint 3 is motivated by the observation made in [32, 4], which shows that when restricting
the instance space and concept space in a local region, the variance of w · x is of the order of
b2k + r
2
k for those clean instances. The key difference from these works is that our concept space is
also localized in an ℓ1-ball. Technically speaking, while this is a natural approach to incorporating
attribute efficiency, it results in a computational issue since the problem boils down to solving sparse
principal component analysis [63], for which there is no polynomial algorithm that provably finds
the global optimum [64]. As a byproduct of our theoretical analysis, we present a solvability result
in Section 4.
3.1 Hyper-parameter setting
We elaborate on our hyper-parameter setting that is used in the algorithms and analysis. Through-
out this paper, the subscript variants of the lowercase letter c, e.g. c1 and c2, are reserved for specific
absolute constants that are uniquely determined by the distribution D. We also reserve C1 and C2
for specific constants. We collect all the definitions of these constants in Appendix A.
First let g(t) = c2
(
2t exp(−t) + c3π4 exp
(
− c4t4π
))
+ 16c2 exp(−t). Observe that there exists an
absolute constant c¯ ≥ 8π/c4 satisfying g(c¯) ≤ 2−8π, since g(t) goes to zero as we increase t and all
the involved quantities in g(t) are absolute constants. Based on the choice of c¯, we set bk = c¯ ·2−k−3,
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Algorithm 1 Attribute and Label-Efficient Algorithm Tolerating Malicious Noise
Require: Error rate ǫ, failure probability δ, sparsity parameter s, an instance generation oracle
EXxη(D,w
∗), a label revealing oracle EXyη(D,w∗).
Ensure: Hypothesis wk0 such that errD(wk0) ≤ ǫ with probability 1− δ.
1: Initialize w0 as a zero vector.
2: for k = 1, 2, . . . , k0 do
3: Clear the working set T .
4: If k = 1, independently draw nk instances from EX
x
η(D,w
∗) and put them into T ; otherwise,
draw nk instances from EX
x
η(D,w
∗) conditioned on |wk−1 · x| ≤ bk and put into T .
5: Apply Algorithm 2 to T with u ← wk−1, b ← bk, r ← rk, ρ ← ρk, ξ ← ξk, and let
q =
{
q(x)
}
x∈T be the returned function. Normalize q to form a probability distribution p
over T .
6: Sk ← Independently draw mk instances (with replacement) from T according to p and query
EXyη(D,w
∗) for their labels.
7: Let Wk = B2(wk−1, rk) ∩B1(wk−1, ρk). Find vk ∈Wk such that
ℓτk(vk;Sk) ≤ min
w∈Wk
ℓτk(w;Sk) + κ.
8: wk ← Hs(vk)‖Hs(vk)‖
2
.
9: end for
τk = c0κ ·min{bk, 1/9}, δk = δ(k+1)(k+2) , and
rk =
{
1, k = 1
2−k−3, k ≥ 2 , ρk =
{√
s, k = 1√
2s · 2−k−3, k ≥ 2 .
We set the constant κ = exp(−c¯), and choose ξk = min
{
1
2 ,
κ2
16
(
1 + 2
√
C2zk/τk
)−2}
. Observe that
all ξk’s are lower bounded by the constant c6 := min
{
1
2 ,
κ2
16
(
1 +
2
√
C2c¯2+C2
c0κc¯
)−2}
. Our theoretical
guarantee holds for any noise rate η ≤ c5ǫ, where the constant c5 = c8π c¯c1c6.
We set the total iteration number k0 = log
(
π
16c1ǫ
)
, and will use nk = O˜
(
s2 log5 d·log4 1bk ·log
4 1
δk
)
as the size of unlabeled data set T in the k-th iteration. We will show that by making Nk =
O
(
nk/bk
)
calls to EXxη(D,w
∗), it is guaranteed to obtain such T in each iteration with probability
1− δk/2. We set mk = O˜
(
s log3 dδkbk
)
as the size of labeled data set Sk. We refer to N :=
∑k0
k=1Nk
as the sample complexity, and m :=
∑k0
k=1mk as the label complexity.
4 Performance Guarantee
In this paper, we always presume that the underlying halfspace is parameterized by w∗, which is s-
sparse and has unit ℓ2-norm. This condition may not be explicitly stated in our analysis. In addition
to the structural condition on w∗, we make the following two assumptions. We will explicitly state
which condition(s) is used for our theoretical analysis.
Assumption 1. The distribution D from which clean instances are drawn is isotropic log-concave.
Assumption 2. With probability 1 − η, a pair (x, y) is returned by the adversary where x ∼ D
and y = sign (w∗ · x); with probability η, it may return an arbitrary pair (x, y) ∈ Rd × {−1, 1}.
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Algorithm 2 Attribute-Efficient Localized Instance Reweighting
Require: Reference unit vector u, band width b, radius r for ℓ2-ball, radius ρ for ℓ1-ball, ratio ξ, a
set of unlabeled instances T = {x1, x2, . . . , xn} where for all x ∈ T , |u · x| ≤ b.
1: Find a function q : T → [0, 1] satisfying the following constraints:
1. for all x ∈ T, 0 ≤ q(x) ≤ 1;
2.
∑
x∈T q(x) ≥ (1− ξ)|T |;
3. for all w ∈ B2(u, r) ∩B1(u, ρ), 1|T |
∑
x∈T q(x)(w · x)2 ≤ 2C2(b2 + r2).
Ensure: A function q : T → [0, 1].
We present our main theorem as follows.
Theorem 1. Suppose that Assumption 1 and Assumption 2 are satisfied. There exists an absolute
constant c5 such that for any ǫ ∈ (0, 1), if η ≤ c5ǫ, then with probability at least 1− δ, errD(wk0) ≤ ǫ
where wk0 is the last iterate of Algorithm 1. Furthermore, Algorithm 1 runs in polynomial time.
The total number of calls to EXxη(D,w
∗) (i.e. sample complexity) is O˜
(
1
ǫ s
2 log5 d · log4 1δ
)
, and the
total number of calls to EXyη(D,w
∗) (i.e. label complexity) is O˜
(
s log3 dδ · log4 1ǫ
)
.
We will need an ensemble of new results to prove the theorem. That is, we propose new tech-
niques to control the sample and computational complexity of instance reweighting (Algorithm 2),
and a new analysis of label complexity by making full use of the localized instance and concept
spaces. We elaborate on them in the following, and sketch the proof of Theorem 1 at the end of
this section.
4.1 Localized sampling in the instance space
Localized sampling, also known as margin-based active learning, is a useful technique proposed in
[5]. Interestingly, under isotropic log-concave distributions, [6] showed that if the band width b is
large enough, the region outside the band, i.e. {x : |w · x| > b}, can be safely “ignored” in the sense
that w is guaranteed to incur a small error rate therein. Inspired by this elegant finding, theoretical
analyses in the literature are often dedicated to the error rate within the band, and it is now well
understood that a constant error rate within the band suffices to ensure significant progress in each
iteration [2, 4, 58]. We follow this line and our technical contribution is to show how to obtain such
constant error rate with near-optimal label complexity and noise tolerance.
4.2 Attribute and computationally efficient instance reweighting
Our instance reweighting paradigm (Algorithm 2) is built upon [4]. The key difference between
our algorithm and theirs is that, in addition to localizing the concept space in an ℓ2-norm ball, we
also impose an ℓ1-norm constraint. On the statistical side, this favorable constraint, in allusion to
Adamczak’s bound in empirical process literature [1], results in a uniform concentration bound for
the variance (w · x)2, which further implies a sample complexity of poly (s, log d, log(1/ǫ)). This
significantly improves the bound of poly
(
d, log(1/ǫ), 1/η
)
established in [4], and is optimal up to
logarithmic factors. It is also worth mentioning that our refined analysis shows that the sample
complexity does not depend on the noise rate η (although we still have a natural condition on η).
The detailed proof can be found in Appendix E.
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While the proposed algorithm is statistically effective, it remains nontrivial to develop a polynomial-
time solver to find a feasible solution q under a set of constraints induced by w lying an intersection
of an ℓ2-ball and an ℓ1-ball. In particular, if we aim to find a separation oracle for the problem, we
would have to solve the following non-convex program:
max
w∈Rd
∑
x∈T
q(x)(w · x)2, s.t. ‖w − wk−1‖2 ≤ rk, ‖w − wk−1‖1 ≤ ρk. (4.1)
The above program is closely related to the problem of sparse principal component analysis (PCA) [63].
Unfortunately, existing results in the literature only established statistical consistency under strong
assumptions on the data, say Gaussian distribution [38, 57], or only global optimality for convex
relaxations [64], neither of which can be applied to our problem. As our contribution on the com-
putational side, we in this paper show that, there is an efficient solver that finds a global optimum
of (4.1). Our major observation is that the ℓ1-norm constraint can be transformed into a set of
linear inequalities, based on which the program (4.1) can be further reformulated in an equivalent
way such that the polynomial-time algorithm developed in [9] can be applied. We believe that this
finding is of independent interest to the machine learning and statistics communities.
Proposition 2 (Polynomial-time solvability of sparse PCA). There is an algorithm such that for
any given Q ∈ Rd×d and u ∈ Rd, it solves the following optimization problem in polynomial time:
min
v∈Rd
v⊤Qv + u⊤v, s.t. ‖v‖2 ≤ r, ‖v‖1 ≤ ρ.
Note that by changing the variable w to v := w − wk−1, and let Q = −
∑
x∈T q(x)x
⊤x and
u = 2Q · wk−1, solving (4.1) reduces to solving the optimization problem in Proposition 2.
Equipped with both statistical and computational efficiency, we have the following theorem.
Theorem 3. Consider the k-th iteration of Algorithm 1 for any 1 ≤ k ≤ k0. Suppose that Assump-
tion 1 and 2 are satisfied, and that η ≤ c5ǫ. With the setting of nk and c5, with probability 1 − δk,
Algorithm 2 will output a feasible function q in polynomial time.
Remark 1. While in some standard settings, a proper ℓ1-norm constraint suffices to guarantee
a desired bound of sample complexity in the high-dimensional regime [55, 28], we note that in
order to establish near-optimal noise tolerance, the ℓ2-norm constraint is vital as well. Though
eliminating it eases the search of a feasible function q, this leads to a suboptimal noise tolerance
η ≤ Ω(ǫ/s). Informally speaking, the per-iteration error rate, expected to be a constant, is inherently
proportional to the variance (w · x)2 times ξk, the noise rate within the band. Now without the
control from the ℓ2-ball, the variance can be larger than before by a factor of s (since we will have
to use ρk as a proxy for the radius of the ℓ2-ball). This implies that we need to set ξk a factor 1/s
of before, which in turn indicates that the noise tolerance η becomes a factor 1/s of before since
η/ǫ ≈ ξk. See Proposition 29 and Lemma 33 for a more formal treatment.
Remark 2. The quantity nk has a quadratic dependence on the sparsity parameter s. We conjecture
that under much stronger assumptions on D, for example, D being standard Gaussian distribution,
we might be able to obtain a linear dependence on s by leveraging techniques in other fields such
as phase retrieval [48]. Since our primary focus in this paper is the optimality of label complexity
and noise tolerance under the broad class of isotropic log-concave distributions, we do not pursue
it here; we believe this problem is worth investigating as an independent work.
In order to collect nk instances to form the working set T , we need to call EX
x
η(D,w
∗) sufficient
times since our sampling is localized within the band Xk := {x : |wk−1 · x| ≤ bk}. The following
lemma characterizes the sample complexity at the k-th iteration.
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Lemma 4. Suppose that Assumption 1 is satisfied. With probability 1 − δk, we will obtain nk
instances that fall into the band Xk by making Nk = O
(
1
bk
(
nk + log
1
δk
))
calls to EXxη(D,w
∗).
Next, we describe the statistical property of the distribution p (obtained by normalizing q
returned by Algorithm 2). Observe that the noise rate within the band is at most η/bk ≤ η/ǫ ≤ ξk
since the probability mass of the band is Θ(bk). Also, it is known that the variance of clean instances
on directions w ∈ Wk is around b2k + r2k [4]. Therefore, Algorithm 2 is essentially searching for a
solution such that clean instances have overwhelming weights over dirty instances, and that the
variance of the entire data is well-controlled. The following proposition states that the reweighted
hinge loss is a good proxy for the hinge loss evaluated exclusively on clean instances.
Proposition 5. Suppose that Assumption 1 and 2 are satisfied. Assume that η ≤ c5ǫ. For any
1 ≤ k ≤ k0, with the setting of nk and ξk, we have with probability 1− δk,
sup
w∈Wk
∣∣ℓτk(w;TC )− ℓτk(w; p)∣∣ ≤ κ,
where ℓτk(w; p) :=
∑
x∈T p(x) · ℓτk(w;x, yx).
Note that though the result is phrased in terms of the hinge loss, which is evaluated on pairs
(x, yx), our analysis does not require the knowledge of the labels yx. Therefore, the size of T does
not count towards our label complexity (in fact T only consists of unlabeled instances).
4.3 Attribute and label-efficient empirical risk minimization
In light of Proposition 5, one may want to find an iterate by minimizing the reweighted hinge loss
ℓτk(w; p). However, this requires collecting labels for all instances in T , which leads to a suboptimal
label complexity O(s2polylog
(
d, 1/ǫ
)
). As a remedy, we perform a random sampling process, which
draws mk instances from T according to the distribution p and then we query their labels. This gives
the labeled set Sk. By uniform convergence arguments, it is expected that ℓτk(w;Sk) ≈ ℓτk(w; p)
provided that mk is properly chosen. The proof can be found in Appendix F.
Proposition 6. Suppose that Assumption 1 and 2 are satisfied. For any 1 ≤ k ≤ k0, with the
setting of mk, with probability 1− δk, we have
sup
w∈Wk
∣∣ℓτk(w; p) − ℓτk(w;Sk)∣∣ ≤ κ.
In addition,
sup
w∈Wk
∣∣∣ℓτk(w;TC )− Ex∼Dwk−1,bk [ℓτk(w;x, sign (w∗ · x))]
∣∣∣ ≤ κ.
We note that when establishing the performance guarantee, the ℓ1-norm constraint plays a
crucial role as it leads to a Rademacher complexity that depends linearly on the sparsity s rather
than the dimension d [62, 28]. This observation has recently been utilized to obtain attribute-
efficient learning algorithms with tolerance to adversarial and bounded noise [58]. It is also worth
noting that our analysis is more involved than that of [4]: applying their analysis to the case of
sparse halfspaces along with the fact that the VC dimension is O(s log(d/s)) gives a label complexity
quadratic in s.
After solving the hinge loss minimization problem, we perform hard thresholding and ℓ2-normalization
to generate the iterate wk. These two steps are useful to guarantee that the target halfspace w∗
stays in the next constraint set Wk+1. Moreover, wk deviates from w∗ only by a constant factor 4
of that of vk from w∗, i.e. ‖wk − w∗‖2 ≤ 4 ‖vk − w∗‖2. Thus, these two steps do not diminish our
efforts in minimizing the empirical hinge loss.
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4.4 Uniform concentration for unbounded data
Our analysis involves building uniform concentration bounds. The primary issue of applying stan-
dard concentration results, e.g. Theorem 1 of [28], is that the instances are not contained in a
pre-specified ℓ∞-ball with probability 1 under isotropic log-concave distribution. [3, 58] proposed to
consider concentration with respect to a conditional distribution, on which the data are all bounded
from above, and then measure the difference between this conditional distribution and the origi-
nal one. We address this common issue using the Adamczak’s bound [1] in the empirical process
literature, which provides a generic way to analyze concentration inequalities for unbounded data.
Lemma 7 (Adamczak’s bound). For any α ∈ (0, 1], there exists a constant Kα, such that the
following holds. Given any function class F and a function F such that for any f ∈ F , ∣∣f(x)∣∣ ≤ F (x),
with probability at least 1− δ over the draw of S = {x1, . . . , xn} of i.i.d. instances from D,
GF (S,D) ≤ KαES∼Dn
[
GF (S,D)
]
+
√
1
n
ln
1
δ
·MF (D) +
(ln 1δ )
1
α
n
∥∥∥∥max1≤i≤nF (xi)
∥∥∥∥
ψα
. (4.2)
Here GF (S,D) := supf∈F
∣∣∣ 1n∑ni=1 f(xi)− Ex∼D [f(x)]∣∣∣, MF (D) := supf∈F Ex∼D [(f(x))2] and
‖Z‖ψα := inf
{
t > 0 : EZ
[
exp
(|Z|/t)α − 1] ≤ 1}.
Observe that the left-hand side of (4.2) is the concentration of interest. For the right-hand
side, it is known that the first term can be estimated by the expectation of Rademacher complexity
(see, e.g. Lemma 26.2 of [45]). To calculate it, we can first fix a set S, on which it is possible to
establish high probability upper bound on the magnitude of the data. This allows us to obtain
the Rademacher complexity, and hence its expectation over S. The second term can be estimated
thanks to the localization in both instance space and concept space. In particular, for f(x) being
the hinge loss we always have
(
ℓτk(w;x, yx)
)2 ≤ 2(1 + (w · x)2/τ2k ), and the expectation of (w · x)2
is less than b2k + r
2
k using existing result. For f(x) being the variance (w · x)2, it is more involved to
bound E[(w · x)4]. We link isotropic log-concave distribution to subexponential distribution, whose
ψ4-Orlicz norm can be bounded. This implies an upper bound of the 4th-order moment of w · x.
For the last term in (4.2), it requires estimating the ψα-Orlicz norm [53, 23]. As this term only
depends on the given set S, we can build upon the high probability argument that each member
of S is bounded, which helps us bound the last term. We collect useful properties of the ψα-Orlicz
norm in Appendix C, followed by a detailed proof of our concentration results in Appendix D.
4.5 Proof sketch of Theorem 1
Proof. We first prove the constant error rate of vk on Dwk−1,bk , and that of wk follows immediately
in view of our discussion in Section 4.3. Let Lτk(w) := Ex∼Dwk−1,bk [ℓτk(w;x, sign (w
∗ · x))]. Observe
that in light of Proposition 5 and Proposition 6, we have
sup
w∈Wk
∣∣ℓτk(w;Sk)− Lτk(w)∣∣ ≤ 3κ.
Therefore, if w∗ ∈ Wk, by the optimality of vk, we have Lτk(vk) ≤ ℓτk(vk;Sk) + 3κ ≤ ℓτk(w∗;Sk) +
4κ ≤ Lτk(w∗) + 7κ ≤ 8κ, where the last inequality is by Lemma 3.7 of [4]. Since Lτk(vk) always
serves as an upper bound of errDwk−1,bk (vk), the result follows. Next we use the analysis framework
of margin-based active learning to show that such constant error rate ensures that the angle between
wk and w∗ is as small as O(2−k), which in turn implies w∗ ∈Wk+1.
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It remains to justify that w∗ ∈ W1. This can be easily seen by noting that W1 = B2(0, 1) ∩
B1(0,
√
s). Hence, we conclude w∗ ∈ Wk for all 1 ≤ k ≤ k0. Observe that the radius of ℓ2-ball
of Wk0 is as small as ǫ, which, by a basic property of isotropic log-concave distributions, implies
the error rate of wk0 on D is less than ǫ. The bounds of sample and label complexity follow from
our setting of Nk and mk, and the fact that bk ≤ 1/ǫ for all k ≤ k0. See Appendix G for the full
proof.
5 Conclusion and Open Questions
We have presented a computationally efficient algorithm for learning sparse halfspaces under the
challenging malicious noise model. Our algorithm leverages the well-established margin-based active
learning framework, with a particular treatment on the attribute efficiency, label complexity, and
the degree of noise tolerance. We have shown that our theoretical guarantee is near-optimal, thanks
to the set of new techniques proposed in this paper. Specifically, our results on the polynomial
solvability of sparse PCA might be of independent interest.
We raise three open questions for further investigation. First, as we discussed in Section 4.2,
the sample complexity for concentration of (w · x)2 has a quadratic dependence on s. It would
be interesting to study whether this is a fundamental limit of learning under isotropic log-concave
distributions, or it can be improved by a more sophisticated localization scheme in the instance and
the concept spaces. Second, while the isotropic log-concave distributions bear favorable properties
that fit perfectly in the margin-based framework, it would be interesting to examine whether the
established results can be extended to heavy-tailed distributions. This may lead to a large error
rate within the band that cannot be controlled at a constant level, and new techniques must be
developed. Finally, it would be interesting to design computationally more efficient algorithms, e.g.
gradient descent-type algorithms, with comparable statistical guarantee.
A Detailed Choices of Reserved Absolute Constants
The absolute constants c0, c1 and c2 are specified in Lemma 8, and c3 and c4 are specified in
Lemma 9. c5 and c6 were clarified in Section 3.1. The definition of c7 can be found in Lemma 11,
c8 can be found in Lemma 12, and c9 can be found in Lemma 13.
The absolute constant C1 acts as an upper bound of all bk’s, and by our choice in Section 3.1,
C1 = c¯/16. The absolute constant C2 is defined in Lemma 10.
Other constants, such as C4, C5, are not crucial in our analysis or algorithmic design. Therefore,
their values may change from appearance to appearance.
B Useful Properties of Isotropic Log-Concave Distributions
We record some useful properties of isotropic log-concave distributions.
Lemma 8. Assume that D is isotropic log-concave in Rd and let f be the density function.
1. Projections of D onto a subspace of Rd are isotropic log-concave;
2. If d = 1, then Prx∼D(a ≤ x ≤ b) ≤|b− a|;
3. If d = 1, then there is an absolute constant c0 such that f(x) > c0 for all x ∈ [−1/9, 1/9];
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4. There are absolute constants c1 and c2, such that for any two vectors u, v ∈ Rd,
c1 · Prx∼D
(
sign (u · x) 6= sign (v · x)) ≤ θ(u, v) ≤ c2 · Prx∼D (sign (u · x) 6= sign (v · x)) ;
5. Prx∼D
(
‖x‖2 ≥ t
√
d
)
≤ exp(−t+ 1).
We note that Item 1, Item 2, Item 3, and Item 5 are due to [37], and Item 4 is from [54, 6].
Lemma 37 of [59] further sets out that c0 = 2−16.
The following lemma is implied by the proof of Theorem 21 in [6], which shows that if we choose
a proper band width b, the error outside the band will be small. This observation is crucial for
controlling the error over the distribution D, and has been broadly recognized in the literature [4, 58].
Lemma 9 (Theorem 21 of [6]). Suppose that D is an isotropic log-concave distribution. There are
absolute constants c3 and c4 such that the following holds. Let u and v be two unit vectors in R
d
and assume that θ(u, v) = α < π/2. Then for any b ≥ 4c4α, we have
Prx∼D(sign (u · x) 6= sign (v · x) and |v · x| ≥ b) ≤ c3α exp
(
−c4b
2α
)
.
Lemma 10 (Lemma 3.4 of [4]). Suppose Assumption 1 is satisfied. For any constant C1, there is
a constant C2 such that, for all b ∈ (0, C1] and all w ∈ B2(u, r),
Ex∼Du,b[(w · x)2] ≤ C2(b2 + r2).
Lemma 11 (Lemma 20 in [3]). Suppose that D is an isotropic log-concave distribution. Draw n
i.i.d. instances from D to form a sample set T . Then there is an absolute constant c7 > 0 such that
Prx∼D
(
max
x∈T
‖x‖∞ ≥ c7 log
|T | d
δ
)
≤ δ.
Lemma 12. Suppose that D is an isotropic log-concave distribution. Then for a given unit vector
u ∈ Rd and a band width b > 0,
2c0 min{b, 1/9} ≤ Prx∼D
(|u · x| ≤ b) ≤ 2b.
If we further have b ≤ C1, then
Prx∼D
(|u · x| ≤ b) ≥ c8 · b, where c8 = 2c0 min{1, 1/(9C1)}.
Proof. The upper bound follows immediately from Item 1 and Item 2 of Lemma 8. For the lower
bound, Item 3 therein shows that the density function of the random variable u ·x is lower bounded
by c0 when |u · x| ≤ 1/9. Thus
Prx∼D
(|u · x| ≤ b) ≥ Prx∼D (|u · x| ≤ min{b, 1/9}) ≥ 2c0 min{b, 1/9} ≥ 2c0 min
{
1,
1
9C1
}
· b
where in the last inequality we use the condition b ≤ C1.
Lemma 13. Let T be a set of i.i.d. instances drawn from Du,b where D is isotropic log-concave
and b ≤ C1 for some constant C1. Then there is an absolute constant c9 such that
Prx∼Du,b
(
max
x∈T
‖x‖∞ ≥ c9 log
|T | d
bδ
)
≤ δ.
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Proof. Using Lemma 11 we have
Prx∼D
(
‖x‖∞ ≥ c7 log
d
δ
)
≤ δ.
Thus,
Prx∼Du,b
(
‖x‖∞ ≥ c7 log
d
δ
)
≤
Prx∼D
(
‖x‖∞ ≥ c7 log dδ
)
Prx∼D(|u · x| ≤ b) ≤ K1
δ
b
for some constant K1. Taking the union bound we have
Prx∼Du,b
(
max
x∈T
‖x‖∞ ≥ c7 log
d
δ
)
≤ K1|T | δ
b
.
The proof is complete by changing δ to δ′ = K1
|T |δ
b .
Lemma 14. Suppose that Assumption 1 and Assumption 2 are satisfied. We say an instance is
dirty if it is not drawn from D by the instance generation oracle. If b ≤ C1 for some absolute
constant C1, we have
Pr(x is dirty | |u · x| ≤ b) ≤ η
c8b
where c8 was defined in Lemma 12.
Proof. We give the noise rate within the band as follows:
Pr(x is dirty | |u · x| ≤ b) ≤ Prx∼D(x is dirty)
Prx∼D(|u · x| ≤ b) ≤
η
c8b
,
where the first inequality uses the fact Pr(A|B) ≤ Pr(A)Pr(B) and the second inequality uses Lemma 12.
C Orlicz Norm and Its Properties
The following notion of Orlicz norm [53, 23] is useful in handling random variables that has a tail
of the form exp(−tα) for general α’s beyond α = 2 (subgaussian) and α = 1 (subexponential).
Definition 15 (Orlicz norm). For a random variable Z, and α > 0, denote by ψα : Z 7→ exp(Zα)−1.
Furthermore, define ‖Z‖ψα , the Orlicz norm of Z with respect to ψα, as:
‖Z‖ψα = inf
{
t > 0 : E
[
ψα
(|Z|/t)] ≤ 1} .
We collect some useful properties of Orlicz norm in the following lemma.
Lemma 16. Consider the Orlicz norm with respect to ψα. We have the following:
1. ‖·‖ψα is a norm. Specifically, for any a ∈ R, ‖aZ‖ψα = |a| · ‖Z‖ψα; ‖Z1 + Z2‖ψα ≤ ‖Z1‖ψα +‖Z2‖ψα.
2. For every α ≥ 1, there exists a constant Cα, such that∥∥∥∥max1≤i≤nZi
∥∥∥∥
ψα
≤ Cα(ln n+ 1)
1
α max
1≤i≤n
‖Zi‖ψα .
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3. If Pr
(|Z| ≥ t) ≤ K1 exp (−K2tα) for any t ≥ 0, then ‖Z‖ψα ≤
(
2(lnK1+1)
K2
)1/α
.
4. ‖Z‖ψp ≤ p! ‖Z‖ψ1 .
5. For any p, α > 0, ‖Z‖αψp = ‖Zα‖ψp/α.
6. If ‖Z‖ψα ≤ K, then for all t ≥ 0, Pr
(|Z| ≥ t) ≤ 2 exp (−( tK )α).
7. If Pr
(|Z| ≥ t) ≤ 2 exp (−( tK )α) for all t ≥ 0, then ‖Z‖ψα ≤ 31/αK.
The following generalization of Talagrand’s inequality, due to [1], will be useful to establish the
uniform concentration inequalities that appear in this paper.
Lemma 17 (Adamczak’s bound). For any α ∈ (0, 1], there exists a constant Kα, such that the
following holds. Given any function class F , and a function F such that for any f ∈ F , ∣∣f(x)∣∣ ≤
F (x), we have with probability at least 1−δ over the draw of a set S = {x1, . . . , xn} of i.i.d. instances
from D,
sup
f∈F
∣∣∣∣∣∣
1
n
n∑
i=1
f(xi)− Ex∼D
[
f(x)
]∣∣∣∣∣∣ ≤ KαES∼Dn

sup
f∈F
∣∣∣∣∣∣
1
n
n∑
i=1
f(xi)− Ex∼D
[
f(x)
]∣∣∣∣∣∣


+
√
supf∈F Ex∼D
[
(f(x))2
]
ln 1δ
n
+
(ln 1δ )
1/α
n
∥∥∥∥max1≤i≤nF (xi)
∥∥∥∥
ψα
.
C.1 Useful properties of subexponential distributions
Definition 18 (Subexponential variables). A random variable Z with mean µ = E[Z] is subexpo-
nential if there are non-negative parameters (ν, β) such that for all |λ| ≤ 1/β
E
[
exp(λ(Z − µ))] ≤ exp
(
ν2λ2
2
)
.
Lemma 19 (Lemma 32 in [59]). Suppose Z is a random variable such that Pr( |Z| > t) ≤
K exp(−t/σ) for some K ≥ 1. Then
E
[
exp
( |Z|
2σ(lnK + 1)
)]
≤ 4.
Lemma 20 (Lemma 33 in [59]). For random variable Z and some K1 > 0, if E
[
exp(K1 ·|Z|)
] ≤ K2
for some K2, then Z is
(
4
√
K2
K1
, 4K1
)
-subexponential.
Lemma 21. Let Z be a zero mean subexponential random variable with parameters (ν, β). Then
‖Z‖ψ
1
≤ β + 2ν.
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Proof. By the definition of subexponential variables, for all |λ| ≤ 1/β we have
E
[
exp(λZ)
] ≤ exp
(
ν2λ2
2
)
.
This implies
Pr
( |Z| ≥ t) ≤ 2 exp(− t
2β
)
, ∀t ≥ ν
2
β
.
Now we upper bound the Orlicz norm of Z. For any t ≥ β, we have
E
[
exp
(|Z|/t)] ≤ (E [exp (2|Z|/t)])1/2 ≤ (E [exp(2Z/t)]+ E [exp(−2Z/t)])1/2
=
(
2 · E [exp(2Z/t)])1/2 ≤ √2 exp
(
ν2
t2
)
,
where in the first inequality we use the fact that E[X] ≤ (E[X2])1/2 for any random variable X, the
second inequality follows from algebra exp(|X|) ≤ exp(X) + exp(−X), the third inequality follows
from the fact that −Z has the same moment generating function as Z.
In order to upper bound the Orlicz norm of Z, by Definition 15 we need to find a minimum
t such that E
[
exp( |Z| /t)] ≤ 2. It thus suffices to let the right-hand side of the above inequality
be less than 2. This gives t ≥
√
2
ln 2 · ν. Combining this with the condition t ≥ β, we show that
‖Z‖ψ
1
≤ max
{
β,
√
2
ln 2 · ν
}
≤ β + 2ν.
Lemma 22. Suppose that x = (x(1), . . . , x(d)) is drawn from Du,b where D is isotropic log-concave
over Rd and b ≤ C1. Let γ be an arbitrary random variable such that |γ| ≤ 1. The the random
variable γx(j) is (2λb, λb)-subexponential where λb = 8 + 8 ln
(
e
c8b
)
.
Proof. Fix j and to ease notation denote x(j) by z. For any one-dimensional isotropic log-concave
random variable Z, [37] shows that
Pr( |Z| > t) ≤ exp(−t+ 1).
Therefore,
Prx∼Du,b( |z| > t) ≤
Prx∼D( |z| > t)
Prx∼D( |u · x| ≤ b) ≤ λ
′
b exp(−t),
where the first inequality uses the fact Pr(A|B) ≤ Pr(A)Pr(B) , the second inequality applies Lemma 12
and λ′b =
e
c8b
. Recall that c0 = 2−16. Hence λ′b is always greater than 1. This allows us to use
Lemma 19 and obtain
Ex∼Du,b

exp
(
|z|
2(ln λ′b + 1)
)
 ≤ 4,
which, by Lemma 20, implies that z is
(
16
(
lnλ′b + 1
)
, 8
(
lnλ′b + 1
))
-subexponential. Since |γ| ≤ 1
with probability 1, we always have Pr( |γz| ≥ t) ≤ Pr( |z| ≥ t). Thus γz is subexponential with the
same parameters.
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D Concentration Results using Adamczak’s Bound
In this section, we establish the key concentration results. Since we are considering the isotropic log-
concave distribution, any unlabeled instance x is unbounded. This prevents us from using standard
concentration bound, e.g. [28]. We henceforth appeal to Lemma 17.
D.1 Uniform concentration of hinge loss
Proposition 23. Suppose that Assumption 1 is satisfied. Let TC = {x1, . . . , xn} be a set of n
i.i.d. unlabeled instances drawn from Du,b and let yx = sign (w
∗ · x) for any x ∈ Rd. Denote
W = B2(u, r) ∩ B1(u, ρ) and let G(w) = 1n
∑n
i=1 ℓτ (w;xi, yxi) − Ex∼Du,b
[
ℓτ (w;x, yx)
]
. Then with
probability 1− δ,
sup
w∈W
∣∣G(w)∣∣ ≤ C4
(
b+ ρ ln 1b ln d
τ
√
n
+
b+ r
τ
√
n
√
log
1
δ
+
b+ ρ ln ndbδ
τn
log
1
δ
)
for some absolute constant C4. In particular, suppose b = O(r), ρ = O(
√
sr) and τ = Ω(r), we
have for any t > 0, a sample size n = O˜
(
1
t2 s(log d)
2
(
log 1b
)2(
log 1δ
)2)
suffices to guarantee that
with probability 1− δ
sup
w∈W
∣∣G(w)∣∣ ≤ t.
Proof. We will use Lemma 17 with function class F = {(x, y) 7→ ℓτ (w; (x, y)) : w ∈W} and the
Orlicz norm with respect to ψ1. We define F (x, y) = 1 + bτ +
ρ
τ ‖x‖∞. It can be seen that for every
w ∈W ,
∣∣ℓτ (w; (x, y))∣∣ ≤ 1 + |w · x|
τ
≤ 1 + u · x
τ
+
(w − u) · x
τ
≤ 1 + b
τ
+
ρ
τ
‖x‖∞ = F (x, y).
That is, for every f in F , ∣∣f(x, y)∣∣ ≤ F (x, y).
Step 1. We upper bound
∥∥max1≤i≤n F (xi, yxi)∥∥ψ
1
. Since ‖·‖ψ
1
is a norm, we have
∥∥∥∥max1≤i≤nF (xi, yxi)
∥∥∥∥
ψ
1
≤
∥∥∥∥1 + bτ
∥∥∥∥
ψ
1
+
∥∥∥∥ρτ · max1≤i≤n ‖xi‖∞
∥∥∥∥
ψ
1
= 1 +
b
τ
+
ρ
τ
·
∥∥∥∥max1≤i≤n ‖xi‖∞
∥∥∥∥
ψ
1
. (D.1)
By Lemma 13, there exists an absolute constant C ′ such that for any t > 0
Prx∼Du,b
(
max
1≤i≤n
‖xi‖∞ ≥ c9 log
nd
bδ
)
≤ δ.
This implies that with probability at least 1− δ, ∥∥max1≤i≤n ‖xi‖∞∥∥ψ
1
≤ c9 ln ndbδ . Thus, continuing
(D.1) we have ∥∥∥∥max1≤i≤nF (xi, yxi)
∥∥∥∥
ψ
1
≤ 1 + b
τ
+
c9ρ
τ
(
ln
nd
bδ
)
. (D.2)
Step 2. Next, we upper bound supw∈W Ex∼Du,b
[
(ℓτ (w;x, y))
2
]
. For all w in W , we have
sup
w∈W
Ex∼Du,b
[
(ℓτ (w; (x, yx)))
2
]
≤ 2 · sup
w∈W
Ex∼Du,b
[
1 +
(w · x)2
τ2
]
≤ 2 + 2C2 · r
2 + b2
τ2
(D.3)
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where the last inequality uses Lemma 10.
Step 3. Finally, we upper bound ETC∼Dn
[
supw∈W
∣∣G(w)∣∣] for
G(w) =
1
n
n∑
i=1
ℓτ (w; (xi, yxi))− Ex∼Du,b
[
ℓτ (w; (x, yx))
]
.
Let σ = (σ1, . . . , σn) where each σi is an i.i.d. draw from the Rademacher distribution. We have
ETC
[
sup
w∈W
∣∣G(w)∣∣
]
≤ 2
n
ETC ,σ

 sup
w∈W
∣∣∣∣∣∣
n∑
i=1
σiℓτ
(
w; (xi, yxi)
)∣∣∣∣∣∣


≤ 2
τn
ETC ,σ

 sup
w∈W
∣∣∣∣∣∣
n∑
i=1
σiyxi(w · xi)
∣∣∣∣∣∣


≤ 2
τn
ETC ,σ


∣∣∣∣∣∣
n∑
i=1
σiyxi(u · xi)
∣∣∣∣∣∣

+ 2
τn
ETC ,σ

 sup
v∈B1(0,ρ)
∣∣∣∣∣∣
n∑
i=1
σiyxi(v · xi)
∣∣∣∣∣∣

 .
In the above, the first inequality uses Lemma 26.2 of [45]. In the second inequality, we use the
contraction property of Rademacher complexity and the fact that ℓτ (w; (x, y)) is a composition of
an 1τ -Lipschitz function φ(a) = max
{
0, 1 − 1τ ay
}
and a = w · x. In the last inequality, we simply
decompose any w ∈W as w = u+ v with v ∈ B1(0, ρ).
For the first term on the right-hand side, we have
2
τn
Eσ


∣∣∣∣∣∣
n∑
i=1
σiyxi(u · xi)
∣∣∣∣∣∣

 ≤ 2
τn
√√√√√Eσ

 n∑
i=1
σiyxi(u · xi)


2
=
2
τn
√√√√ n∑
i=1
(u · xi)2 +
∑
i 6=j
Eσσiσjyxiyxj(u · xi)(u · xj)
≤ 2b
τ
√
n
,
where we applied the fact that E[Z] ≤
√
E[Z2] for any random variable Z in the first inequality,
and use |u · xi| ≤ b and E[σiσj ] = E[σi] · E[σj] = 0 in the last inequality.
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Therefore, we have
ETC
[
sup
w∈W
∣∣G(w)∣∣
]
≤ 2b
τ
√
n
+
2
τn
ETC ,σ

 sup
v∈B1(0,ρ)
∣∣∣∣∣∣
n∑
i=1
σiyxi(v · xi)
∣∣∣∣∣∣


=
2b
τ
√
n
+
2
τn
ETC ,σ

 sup
v∈B1(0,ρ)
∣∣∣∣∣∣v ·
( n∑
i=1
σiyxixi
)∣∣∣∣∣∣


≤ 2b
τ
√
n
+
2ρ
τn
ETC ,σ


∥∥∥∥∥∥
n∑
i=1
σiyxixi
∥∥∥∥∥∥
∞


=
2b
τ
√
n
+
2ρ
τn
ETC ,σ

max
1≤j≤d
max


n∑
i=1
σix
(j)
i ,−
n∑
i=1
σix
(j)
i



 ,
where the second inequality follows from Holder’s inequality |α · β| ≤ ‖α‖1 · ‖β‖∞, and the second
equality is simply an expansion of the infinity norm where x(j)i denotes the jth coordinate of xi.
Observe that for any i and j, the random variable σix
(j)
i is (2λb, λb)-subexponential where
λb = 8+8 ln
(
e
c8b
)
in view of Lemma 22. This implies that
∑n
i=1 σix
(j)
i is (2
√
nλb, λb)-subexponential.
Therefore,
∥∥∥∑ni=1 σix(j)i ∥∥∥
ψ
1
≤ (1 + 4√n)λb ≤ 5
√
nλb by Lemma 21. Moreover, using Item 2 of
Lemma 16 we have∥∥∥∥∥∥∥max1≤j≤dmax


n∑
i=1
σix
(j)
i ,−
n∑
i=1
σix
(j)
i


∥∥∥∥∥∥∥
ψ
1
≤ C ′1 · ln(2d+ 1) · 5
√
nλb (D.4)
for some absolute constant C ′1. The definition of Orlicz norm suggests that ψ1( |Z|) = e − 1 > 1,
which amounts to the fact that |Z| < ‖Z‖ψ
1
. Therefore, the following holds for some constant C ′′:
ETC
[
sup
f∈F
∣∣G(w)∣∣
]
≤ C ′′ b
τ
√
n
+ C ′′
ρ
τ
√
n
·
(
ln
1
b
)
ln d, (D.5)
where we use the fact that λb = O
(
ln 1b
)
.
Put together. The first inequality of the proposition follows from combining (D.2), (D.3), and
(D.5), and using Lemma 17 with F and ψ1.
For the second inequality, observe that in light of our choice of (b, r, ρ, τ), to guarantee supw∈W
∣∣G(w)∣∣ ≤
t, it suffices to let
n ≥ 1
t2
s(log d)2
(
log
1
b
)2
+
1
t2
log
1
δ
+
1
t
log
1
δ
+
1
t
√
s log
nd
bδ
log
1
δ
.
Using the fact that log d, log 1b ,
1
δ are all greater than 1, and do some rearrangement, we see that
n = O˜
(
1
t2
s (log d)2
(
log 1b
)2 (
log 1δ
)2)
suffices.
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D.2 Uniform concentration of variance
Proposition 24. Suppose that Assumption 1 is satisfied. Let TC = {x1, . . . , xn} be a set of n i.i.d.
unlabeled instances drawn from Du,b. Denote W = B2(u, r) ∩B1(u, ρ). Then with probability 1− δ,
for all w ∈W
sup
w∈W
∣∣∣∣∣∣
1
n
n∑
i=1
(w · xi)2 − Ex∼Du,b[(w · x)2]
∣∣∣∣∣∣ ≤ C5
(
ρ(b+ ρ)
(
ln(nd/b)
)2√
log d√
n
+
b2 + (r ln 1b )
2
√
n
log
1
δ
+
b2 + (ρ ln d)2
n
log2
1
δ
)
for some absolute constant C5. In particular, suppose ρ = O(
√
sr), b = O(r). For any t > 0, a
sample size n = O˜
(
1
t2
s2(log d)5r4
(
log 1b
)4 (
log 1δ
)4)
suffices to guarantee
∣∣∣∣∣∣
1
n
∑
x∈TC
(w · x)2 − Ex∼Dw,b [(w · x)2]
∣∣∣∣∣∣ ≤ t.
Proof. We will use Lemma 17 with function class F = {x 7→ (w · x)2 : w ∈W} and ψ0.5. We define
F (x) = 2b2 + 2ρ2 ‖x‖∞. It can be seen that for all w ∈W , we have
(w · x)2 = (u · x+ (w − u) · x)2 ≤ 2(u · x)2 + 2((w − u) · x)2 ≤ 2b2 + 2ρ2 ‖x‖2∞ .
This implies that for all f in F , ∣∣f(x)∣∣ ≤ F (x).
Step 1. We bound
∥∥∥√F (x)∥∥∥
ψ
1
as follows:
∥∥∥√F (x)∥∥∥
ψ
1
=
∥∥∥√2b2 + 2ρ2‖x‖2∞∥∥∥
ψ
1
≤
∥∥∥√2b2 +√2ρ2‖x‖2∞∥∥∥
ψ
1
≤
√
2b+
√
2ρ
∥∥‖x‖∞∥∥ψ
1
≤
√
2b+
√
2ρ ln(d+ 1).
By Item 5 of Lemma 16,
∥∥F (x)∥∥
ψ
0.5
which equals
∥∥∥√F (x)∥∥∥2
ψ
1
. This implies that
∥∥F (x)∥∥
ψ
0.5
≤ 2(b+ ρ ln(d+ 1))2 ≤ 4b2 + 4ρ2 ln2(d+ 1). (D.6)
Step 2. Next we upper bound supf∈F Ex∼Du,b
[
(f(x))2
]
. For all w in W , we have,
Ex∼Du,b
[
(w · x)4
]
≤ 8Ex∼Du,b
[
(u · x)4
]
+ 8Ex∼Du,b
[
((w − u) · x)4
]
≤ 8b4 + 8Ex∼Du,b
[
((w − u) · x)4
]
. (D.7)
Denote v = w−u so that v ∈ B2(0, r)∩B1(0, ρ). Let vˆ = v/ ‖v‖2. Hence v · x = ‖v‖2 · (vˆ · x). Note
that vˆ · x is log-concave with zero mean and Ex∼D
[
(vˆ · x)2] = 1. Thus Item 5 of Lemma 8 implies
Prx∼D
(|vˆ · x| ≥ t) ≤ exp(−t+ 1), which gives
Prx∼Du,b
(|vˆ · x| ≥ t) ≤ Prx∼D
(|vˆ · x| ≥ t)
Prx∼D(|u · x| ≤ b) ≤ λ
′
b exp(−t), where λ′b =
e
c8b
.
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Using Item 3 of Lemma 16, we obtain ‖vˆ · x‖ψ
1
≤ 2(ln λ′b + 1) ≤ 4 ln λ′b since λ′b is large enough.
Now Item 4 of Lemma 16 implies ‖vˆ · x‖ψ
4
≤ 24 ‖vˆ · x‖ψ
1
≤ 96 lnλ′b. By the definition of Orlicz
norm, we know that there exists t ≤ 96 ln λ′b, such that
Ex∼Du,b
[
exp
(
(vˆ · x)4/t4
)
− 1
]
≤ 1.
Since a ≤ ea−1 for any a ≥ 0, we have Ex∼Du,b
[
(vˆ · x)4/t4] ≤ 1, which implies that Ex∼Du,b [(vˆ · x)4] ≤
t4 ≤ (96 ln λ′b)4. This in allusion to the condition ‖v‖2 ≤ r, implies that
Ex∼Du,b
[
(v · x)4
]
≤ (96r lnλ′b)4.
Therefore, continuing (D.7) we have
Ex∼Du,b
[
(w · x)4
]
≤ 8b4 + (96r lnλ′b)4 ≤ K1(b4 + (r lnλ′b)4) (D.8)
for some absolute constant K1.
Step 3. Finally, we upper bound ETC∼Dn
[
supf∈F
∣∣∣ 1n∑ni=1 f(xi)− Ex∼Du,b [f(x)]∣∣∣]. Let σ =
(σ1, . . . , σn) where σi’s are i.i.d. draw from Rademacher distribution, and let V = B2(0, r)∩B1(0, ρ).
It can be bounded as follows:
ETC

 sup
w∈W
∣∣∣∣∣∣
1
n
n∑
i=1
(w · xi)2 − Ex∼Du,b[(w · x)2]
∣∣∣∣∣∣


≤ 2
n
ETC ,σ

 sup
w∈W
∣∣∣∣∣∣
n∑
i=1
σi(w · xi)2
∣∣∣∣∣∣


=
2
n
ETC ,σ sup
w∈W
∣∣∣∣∣∣
n∑
i=1
σi
(
(w − u) · xi)2 + 2(w − u · xi) · (u · xi) + (u · xi)2
)∣∣∣∣∣∣
≤ 2
n
ETC ,σ
∣∣∣∣∣∣
n∑
i=1
σi(u · xi)2
∣∣∣∣∣∣+
2
n
ETC ,σ sup
v∈V
∣∣∣∣∣∣
n∑
i=1
σi(v · xi) · (u · xi)
∣∣∣∣∣∣
+
2
n
ETC ,σ sup
v∈V
∣∣∣∣∣∣
n∑
i=1
σi(v · xi)2
∣∣∣∣∣∣ . (D.9)
We look at the three terms in (D.9) and bound them separately.
Step 3(a). First we apply the inequality E[Z] ≤
√
E[Z2] with random variable Z =
∣∣∑n
i=1 σi(u · xi)2
∣∣.
Note that
Eσ
[
Z2
]
= Eσ

 n∑
i=1
(u · xi)4 + 2
∑
i 6=j
σiσj(u · xi)2(u · xj)2

 = n∑
i=1
(u · xi)4 ≤ nb4.
Thus
2
n
ETC ,σ
∣∣∣∣∣∣
n∑
i=1
σi(u · xi)2
∣∣∣∣∣∣ ≤
2b2√
n
. (D.10)
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Step 3(b). We next bound the second term in (D.9). Recall Lemma 13 that for a given TC , the
event Aδ =
{
max1≤i≤n ‖xi‖∞ ≤ c9 ln ndδb
}
happens with probability at least 1−δ. Moreover, denote
x˜i = (u · xi)xi. By Holder’s inequality∣∣∣∣∣∣
n∑
i=1
σi(v · xi)(u · xi)
∣∣∣∣∣∣ ≤ ‖v‖1 ·
∥∥∥∥∥∥
n∑
i=1
σix˜i
∥∥∥∥∥∥
∞
.
Since v ∈ B1(0, ρ), the supreme of the left-hand side is exactly ρ
∥∥∑n
i=1 σix˜i
∥∥
∞. Now by Lemma 36,
we immediately have that on Aδ
2
n
Eσ

sup
v∈V
∣∣∣∣∣∣
n∑
i=1
σi(v · xi) · (u · xi)
∣∣∣∣∣∣

 ≤ 2ρ
√
2 log(2d)
n
max
1≤i≤n
‖x˜i‖∞ ≤ K2bρ
√
log(d)
n
ln
nd
δb
(D.11)
for some absolute constant K2. Now let us think of the left-hand side as a non-negative random
variable Z (where the randomness is taken over the draw of TC). Let t∗ = K2bρ ln ndb
√
log d
n . The
above expression is equivalent to the following statement: for any t ≥ t∗,
Pr(Z > t) ≤ nd
b
exp
(
− t
K2bρ
√
n
log d
)
, (D.12)
and for any t < t∗, Pr(Z > t) ≤ 1. Hence
ETC [Z] =
∫ +∞
0
Pr(Z > t)dt ≤ t∗ +
∫ +∞
t∗
nd
b
exp
(
− t
K2bρ
√
n
log d
)
dt ≤ 2K2bρ ln nd
b
√
log d
n
.
(D.13)
Step 3(c). For the last term in (D.9), we will again consider the event Aδ happens. Note that
(v · x)2 is a composition of φ(a) = a2 and a = v · x. Since |v · x| ≤ ρ ‖x‖∞ ≤ c9ρ ln ndδb , the function
φ(a) is
(
2c9ρ ln
nd
δb
)
-Lipschitz. Therefore, on event Aδ
2
n
Eσ

sup
v∈V
∣∣∣∣∣∣
n∑
i=1
σi(v · xi)2
∣∣∣∣∣∣

 ≤ 4c9ρ
n
ln
nd
δb
Eσ

sup
v∈V
∣∣∣∣∣∣
n∑
i=1
σi(v · xi)
∣∣∣∣∣∣


≤ 4c9ρ
n
ln
nd
δb
Eσ

ρ
∥∥∥∥∥∥
n∑
i=1
σixi
∥∥∥∥∥∥
∞


≤ 4c9ρ
2
n
ln
nd
δb
√
2n log(2d) max
1≤i≤n
‖xi‖∞
≤ K3
(
ρ ln
nd
δb
)2√ log d
n
,
where we use the contraction property in the first inequality, use Holder’s inequality |v · u| ≤ ‖v‖1 ·
‖u‖∞ in the second inequality, use Lemma 36 in the third inequality, and use the condition on
‖xi‖∞ in the last inequality. Again, we think of the left-hand side of the above equation as a
random variable Z. Let t∗ = K3
(
ρ ln ndb
)2√ log d
n . We have for any t < t
∗, Pr(Z > t) ≤ 1, and for
any t > t∗,
Pr(Z > t) ≤ nd
b
exp
(
−1
ρ
√
t
K3
(
n
log d
)1/4)
.
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Thus
ETC [Z] = t
∗ +
∫ +∞
t∗
Pr(Z > t)dt ≤ 2K3
(
ρ ln
nd
b
)2√ log d
n
. (D.14)
Put together. Combining (D.9), (D.10), (D.13) and (D.14), we have
ETC

 sup
w∈W
∣∣∣∣∣∣
1
n
n∑
i=1
(w · xi)2 − Ex∼Du,b [(w · x)2]
∣∣∣∣∣∣

 ≤ K4 · b2 + bρ ln(nd/b)
√
log d√
n
+K4 · (ρ ln(nd/b))
2
√
log d√
n
for some constant K4. We then combine (D.6), (D.8), the above result, and use Lemma 17 to get
the first inequality of the proposition. Under our setting of (b, r, ρ), by some calculation it suffices
to pick
n = O˜
(
1
t2
s2(log d)5r4
(
log
1
b
)4(
log
1
δ
)4)
which ensures the second inequality of the proposition. The proof is complete.
E Analysis of Algorithm 2
Recall that we decompose T = TC ∪TD, where TC consists of clean instances (i.e. those drawn from
Du,b), and TD consists of dirty instances (i.e. arbitrary instances in Rd).
Lemma 25. Suppose that Assumption 1 and 2 are satisfied. Further assume η ≤ c5ǫ. For any
1 ≤ k ≤ k0, if nk ≥ 6ξk log
1
δk
, then with probability 1− δk,
|TD|
nk
≤ ξk.
Proof. We first give the noise rate within the band Xk := {x : |wk−1 · x| ≤ bk} by Lemma 14:
Pr(x is dirty | x ∈ Xk) ≤ η
c8bk
=
η
c8c¯ · 2−k−3 ≤
π
2c8c¯c1
· η
ǫ
≤ πc5
2c8c¯c1
≤ ξk
2
,
where the equality applies our setting on bk, the second inequality uses k ≤ k0 = log
(
π
16c1ǫ
)
, and
the last inequality holds since our choice of c5 guarantees that c5 ≤ c8c¯c1π ξk for all 1 ≤ k ≤ k0.
Now we apply the first inequality of Lemma 35 by specifying Zi = 1{xi is dirty}, α = 1 therein.
Then we have
Prx∼Dwk−1,bk (|TD| ≥ ξknk) ≤ exp
(
−ξknk
6
)
,
which completes the proof.
Lemma 26 (Restatement of Lemma 4). Suppose that Assumption 1 is satisfied. With probabil-
ity 1 − δk, we will obtain nk instances that fall into the band {x : |wk−1 · x| ≤ bk} by making
8
c8bk
(
nk + log
1
δk
)
calls to the instance generation oracle.
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Proof. By Lemma 12
Prx∼D(|wk−1 · x| ≤ bk) ≥ c8bk.
We want to ensure that by drawing N instances from D, with probability at least 1− δk, nk out of
them fall into the band Xk := {x : |wk−1 · x| ≤ bk}. To this end, we apply the second inequality of
Lemma 35 by specifying Zi = 1{xi∈Xk} and α = 1/2, and obtain
Prx∼D
(
|T | ≤ c8bk
2
N
)
≤ exp
(
−c8bkN
8
)
.
Thus, when N ≥ 8c8bk
(
nk + log
1
δk
)
, we are guaranteed to receive at least nk samples that fall into
the band.
Theorem 27 (Restatement of Theorem 3). Consider the k-th iteration of Algorithm 1 for any
1 ≤ k ≤ k0. Suppose that Assumption 1 and 2 are satisfied, and that η ≤ c5ǫ. If
|T | = O˜
(
s2(log d)5
(
log
1
bk
)4(
log
1
δk
)4)
,
then with probability 1− δk, Algorithm 2 will output a function q with the following properties:
1. for all x ∈ T, q(x) ∈ [0, 1];
2. 1|T |
∑
x∈T q(x) ≥ 1− ξ;
3. for all w ∈Wk, 1|T |
∑
x∈T q(x)(w · x)2 ≤ 2C2
(
b2k + r
2
k
)
.
Furthermore, such function q can be found in polynomial time.
Proof. By Lemma 25, if |T | ≥ 6ξk log
2
δk
, then with probability 1 − δk/2, |TD| ≤ ξk|T |, i.e. |TC | ≥
(1 − ξk)|T |. Our choice on |T | satisfies the condition, since ξk is lower bounded by a constant (see
Section 3.1 for our parameter setting).
On the other side, Proposition 24 in allusion to Lemma 10 implies that with probability 1− δk2 ,
for all w ∈Wk we have
1
|TC |
∑
x∈TC
(w · x)2 ≤ 2C2(b2k + r2k) (E.1)
provided that
|TC | = O˜
(
s2(log d)5
(
log
1
bk
)4(
log
1
δk
)4)
.
Note that here r2k is absorbed since it is less than a constant. Using Lemma 14 we know that the
noise rate within the band is less than ηc8bk ≤ c5c8. Thus, by Chernoff bound our choice of |T |
ensures that there are sufficient samples in TC . By union bound, (E.1) and |TC | ≥ (1− ξk)|T | hold
simultaneously with probability 1− δk.
Now consider a particular function q such that q(x) = 0 for all x ∈ TD and q(x) = 1 for all
x ∈ TC . We immediately have
1
|T |
∑
x∈T
q(x) =
|TC |
|T | ≥ 1− ξk.
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It also follows that for all w ∈Wk
1
|T |
∑
x∈T
q(x)(w · x)2 = 1|T |
∑
x∈TC
(w · x)2 ≤ 1|TC |
∑
x∈TC
(w · x)2 ≤ 2C2(b2k + r2k).
Thus, such construction of q satisfies Item 1 to Item 3 of the theorem simultaneously. In other
words, we proved the existence of a feasible solution.
It remains to prove that for a given candidate function q, a separation oracle for the program
can be computed in polynomial time. First, it is straightforward to check whether q(x) ∈ [0, 1] and∑
x∈T q(x) ≥ (1− ξ)|T | are violated. If not, we just need to further check if there exists a w ∈Wk
such that 1|T |
∑
x∈T q(x)(w ·x)2 > 2C2(b2k+ r2k). To this end, we need to solve the following program:
max
w∈Rd
1
|T |
∑
x∈T
q(x)(w · x)2, s.t. ‖w − wk−1‖2 ≤ rk, ‖w − wk−1‖1 ≤ ρk. (E.2)
If its maximum objective value is greater than 2C2(b2k + r
2
k), then we conclude q is not feasible;
otherwise we would have found a desired function.
By changing the variable w to v := w − wk−1, and let Q = − 1|T |
∑
x∈T q(x)x
⊤x, we obtain an
equivalent formulation of (E.2):
min
v∈Rd
v⊤Qv + 2(Qwk−1)⊤v, s.t. ‖v‖2 ≤ rk, ‖v‖1 ≤ ρk.
In view of Proposition 2, we can solve it in polynomial time.
Proposition 28 (Restatement of 2). There is an algorithm such that for any given Q ∈ Rd×d and
u ∈ Rd, it solves the following optimization problem in polynomial time:
(P1) min
v∈Rd
v⊤Qv + u⊤v, s.t. ‖v‖2 ≤ r, ‖v‖1 ≤ ρ.
Proof. Denote by f(v) = v⊤Qv + u⊤v. Observe that any optimal solution [v; g] 2 of the following
problem
(P2) min
[v; g]∈R2d
f(v), s.t. ‖v‖2 ≤ r,
d∑
i=1
gi ≤ ρ, −gi ≤ vi ≤ gi, ∀ i = 1, . . . , d,
its v component must also be an optimal solution of (P1). This can be seen by the following:
1. For any feasible v in (P1), there exists a feasible solution [v; g] = [v; |v|] (where |·| denotes
element-wise absolute value) in (P2) that has the same objective. Therefore, the optimal
objective value of (P2) is at most that of (P1).
2. Now suppose [v; g] is an optimal solution of (P2); then [v; |v|] must also be feasible and
optimal in (P2), as the objective of (P2) only depends on v. Moreover, v is also a feasible
solution of (P1). In addition, by the first item, f(v) must be at most that of optimal objective
value of (P1), proving that v is an optimal solution of (P1).
We next show that any optimal solution [v; g] of the following optimization problem
(P3) min
[v; g]∈R2d
f(v), s.t.
∥∥[v; g]∥∥
2
≤
√
2r,
d∑
i=1
gi ≤ ρ, −gi ≤ vi ≤ gi, ∀ i = 1, . . . , d,
is also an optimal solution of (P2). This can be seen by the following:
2Here, [v; g] is a concatenation of v and g, hence is a 2d-dimensional vector.
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1. For any feasible [v; g] in (P2), there exists a feasible solution [v; |v|] in (P3) that has the same
objective; specifically, ‖v‖2 ≤ r implies
∥∥[v; |v|]∥∥
2
≤ √2r. Therefore, the optimal objective
value of (P3) is at most that of (P2).
2. Now suppose [v; g] is an optimal solution of (P3); then [v; |v|]must also be feasible and optimal
in (P3), as the objective of (P3) only depends on v. Moreover, because
∥∥[v; |v|]∥∥
2
≤ √2r
implies that ‖v‖2 ≤ r, v is also a feasible solution of (P2). In addition, by the first item, f(v)
must be at most that of optimal objective value of (P2), proving that [v; |v|] is an optimal
solution of (P2).
Observe that (P3) has a quadratic objective function, one ℓ2-norm constraint, and 2d+1 linear
inequalities. Therefore, it can be solved in polynomial time using the result of [9].
F Analysis of Weighted Sampling
Fix a particular round k. Let ℓτk(w; p) :=
∑
x∈T p(x)ℓ(w;x, yx). We decompose the working set
T = TC ∪ TD, where TC are drawn from Dwk−1,bk and TD are dirty instances generated by the
adversary (the algorithm does not know which instances belong to TC).
Proposition 29 (Formal statement of Prop. 5). Suppose that Assumption 1 and 2 are satisfied.
Assume that η ≤ c5ǫ. Set the size of working set T as nk = O˜
(
s2(log d)5
(
log 1bk
)4 (
log 1δk
)4)
and
set ξk such that ξk ≤ 1/2. Denote zk :=
√
b2k + r
2
k =
√
c¯2 + 1 · 2−k−3. With probability 1 − δk, for
all w ∈Wk
ℓτk(w;TC) ≤ ℓτk(w; p) + 2ξk
(
2 + 2
√
C2 · zk
τk
)
+ 2
√
C2ξk · zk
τk
,
ℓτk(w; p) ≤ ℓτk(w;TC ) + 2ξk +
√
8C2ξk · zk
τk
.
In particular, with our hyper-parameter setting,∣∣ℓτk(w;TC)− ℓτk(w; p)∣∣ ≤ κ.
Proof. The choice of nk guarantees that with probability 1− δk we have for all w ∈Wk
1
|T |
∑
x∈T
q(x)(w · x)2 ≤ 2C2z2k, (F.1)
1
|TC |
∑
x∈TC
(w · x)2 ≤ 2C2z2k, (F.2)
|TD|
|T | ≤ ξk. (F.3)
In the above expression, (F.1) follows from Item 3 of Theorem 3, (F.2) is due to (E.1), and (F.3)
follows from Lemma 25. It follows from Eq. (F.3) and ξk ≤ 1/2 that
|T |
|TC | =
|T |
|T | −|TD| =
1
1−|TD| /|T | ≤
1
1− ξk ≤ 2. (F.4)
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Step 1. First we upper bound ℓτk(w;TC ) by ℓτk(w; p).
|TC | · ℓτk(w;TC) =
∑
x∈TC
ℓ(w;x, yx)
=
∑
x∈T
[
q(x)ℓ(w;x, yx) + (1{x∈TC} − q(x))ℓ(w;x, yx)
]
ζ1≤
∑
x∈T
q(x)ℓ(w;x, yx) +
∑
x∈TC
(1− q(x))ℓ(w;x, yx)
ζ2≤
∑
x∈T
q(x)ℓ(w;x, yx) +
∑
x∈TC
(1− q(x))
(
1 +
|w · x|
τk
)
ζ3≤
∑
x∈T
q(x)ℓ(w;x, yx) + ξk|T |+ 1
τk
∑
x∈TC
(1− q(x))|w · x|
ζ4≤
∑
x∈T
q(x)ℓ(w;x, yx) + ξk|T |+ 1
τk
√∑
x∈TC
(1− q(x))2 ·
√∑
x∈TC
(w · x)2
ζ5≤
∑
x∈T
q(x)ℓ(w;x, yx) + ξk|T |+ 1
τk
√
ξk|T | ·
√
2C2|TC | · zk, (F.5)
where ζ1 follows from the simple fact that
∑
x∈T (1{x∈TC}−q(x))ℓ(w;x, yx) =
∑
x∈TC (1−q(x))ℓ(w;x, yx)+∑
x∈TD(−q(x))ℓ(w;x, yx) ≤
∑
x∈TC (1 − q(x))ℓ(w;x, yx), ζ2 explores the fact that the hinge loss is
always upper bounded by 1 + |w·x|τk and that 1 − q(x) ≥ 0, ζ3 follows from Item 2 of Theorem 3, ζ4
applies Cauchy-Schwarz inequality, and ζ5 uses Eq. (F.2).
In view of Eq. (F.4), we have |T ||TC | ≤ 2. Continuing Eq. (F.5), we obtain
ℓτk(w;TC ) ≤
1
|TC |
∑
x∈T
q(x)ℓ(w;x, yx) + 2ξk +
√
4C2ξk · zk
τk
≤ 1|TC |
∑
x∈T
q(x)ℓ(w;x, yx) + 2ξk + 2
√
C2ξk · zk
τk
=
∑
x∈T q(x)
|TC |
∑
x∈T
p(x)ℓ(w;x, yx) + 2ξk + 2
√
C2ξk · zk
τk
= ℓτk(w; p) +
(∑
x∈T q(x)
|TC | − 1
)∑
x∈T
p(x)ℓ(w;x, yx) + 2ξk + 2
√
C2ξk · zk
τk
≤ ℓτk(w; p) +
( |T |
|TC | − 1
)∑
x∈T
p(x)ℓ(w;x, yx) + 2ξk + 2
√
C2ξk · zk
τk
≤ ℓτk(w; p) + 2ξk
∑
x∈T
p(x)ℓ(w;x, yx) + 2ξk + 2
√
C2ξk · zk
τk
, (F.6)
where in the last inequality we use |T | /|TC | − 1 = |TD |/|T |1−|TD |/|T | ≤ 2|TD| /|T |. On the other hand, we
have the following result which will be proved later on.
Claim 1.
∑
x∈T p(x)ℓ(w;x, yx) ≤ 1 + 2
√
C2 · zkτk .
Therefore, continuing Eq. (F.6) we have
ℓτk(w;TC) ≤ ℓτk(w; p) + 2ξk
(
2 + 2
√
C2 · zk
τk
)
+ 2
√
C2ξk · zk
τk
.
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which proves the first inequality of the proposition.
Step 2. We move on to prove the second inequality of the theorem, i.e. using ℓτk(w;TC) to upper
bound ℓτk(w; p). Let us denote pD =
∑
x∈TD p(x). Then
pD =
∑
x∈TD q(x)∑
x∈T q(x)
≤ |TD|
(1− ξk)|T |
≤ ξk
1− ξk
≤ 2ξk, (F.7)
where the first inequality follows from q(x) ≤ 1 and Item 2 of Theorem 3, the second inequality
follows from (F.3), and the last inequality is by our choice ξk ≤ 1/2.
Note that by Item 2 of Theorem 3 and the choice ξk ≤ 1/2, we have
∑
x∈T q(x) ≥ (1− ξk)|T | ≥
|T | /2. Hence
∑
x∈T
p(x)(w · x)2 = 1∑
x∈T q(x)
∑
x∈T
q(x)(w · x)2 ≤ 2|T |
∑
x∈T
q(x)(w · x)2 ≤ 4C2z2k (F.8)
where the last inequality holds because of (F.1). Thus,
∑
x∈TD
p(x)ℓ(w;x, yx) ≤
∑
x∈TD
p(x)
(
1 +
|w · x|
τk
)
= pD +
1
τk
∑
x∈TD
p(x)|w · x|
= pD +
1
τk
∑
x∈T
(
1{x∈TD}
√
p(x)
)
·
(√
p(x)|w · x|
)
≤ pD +
1
τk
√∑
x∈T
1{x∈TD}p(x) ·
√∑
x∈T
p(x)(w · x)2
(F.8)
≤ pD +
√
pD ·
√
4C2 · zk
τk
.
With the result on hand, we bound ℓτk(w; p) as follows:
ℓτk(w; p) =
∑
x∈TC
p(x)ℓ(w;x, yx) +
∑
x∈TD
p(x)ℓ(w;x, yx)
≤
∑
x∈TC
ℓ(w;x, yx) +
∑
x∈TD
p(x)ℓ(w;x, yx)
= ℓτk(w;TC ) +
∑
x∈TD
p(x)ℓ(w;x, yx)
≤ ℓτk(w;TC ) + pD +
√
pD ·
√
4C2 · zk
τk
(F.7)
≤ ℓτk(w;TC ) + 2ξk +
√
8C2ξk · zk
τk
,
which proves the second inequality of the proposition.
Put together. We want to have
∣∣ℓτk(w; p)− ℓτk(w;TC)∣∣ ≤ κ. This is guaranteed by our setting of
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ξk in Section 3.1 which ensures that ξk simultaneously fulfills the following three constraints:
2ξk
(
2 + 2
√
C2 · zk
τk
)
+ 2
√
C2ξk · zk
τk
≤ κ,
2ξk +
√
8C2ξk · zk
τk
≤ κ, and ξk ≤ 1
2
.
Proof of Claim 1. Since ℓ(w;x, yx) ≤ 1 + |w·x|τk , it follows that
∑
x∈T
p(x)ℓ(w;x, yx) ≤
∑
x∈T
p(x)
(
1 +
|w · x|
τk
)
= 1 +
1
τk
∑
x∈T
p(x)|w · x|
≤ 1 + 1
τk
√∑
x∈T
p(x)(w · x)2
(F.8)
≤ 1 + 2
√
C2 · zk
τk
,
which completes the proof of Claim 1.
Proposition 30 (Formal statement of Prop. 6). Suppose that Assumption 1 and 2 are satisfied. Set
nk = O˜
(
s(log d)2
(
log 1bk
)2(
log 1δk
)2)
and mk = O˜
(
s
(
log dδkbk
)3)
. Then with probability 1 − δk,
for all w ∈Wk we have ∣∣Lτk(w)− ℓτk(w;TC)∣∣ ≤ κ,∣∣ℓτk(w; p)− ℓτk(w;Sk)∣∣ ≤ κ,
where Lτk(w) := Ex∼Dwk−1,bk [ℓτk(w;x, sign (w
∗ · x))].
Proof. For any x ∈ TC , it holds that Ex∼Dwk−1,bk [ℓτk(w;x, yx)] = Lτk(w). We apply Proposition 23,
in view of and obtain that with probability 1− δk/4, supw∈Wk
∣∣Lτk(w) − ℓτk(w;TC )∣∣ ≤ κ as soon as
|TC | = O˜
(
s(log d)2
(
log
1
bk
)2(
log
1
δk
)2)
.
Note that our choice of nk ensures that with probability 1 − δk/4, there are as many instances in
TC as above.
For the second inequality, note that the randomness is taken over the i.i.d. draw of mk samples
from T according to the distribution p over T . Thus, for any (x, y) ∈ Sk, E[ℓτk(w;x, y)] = ℓτk(w; p).
Moreover, let Rk = maxx∈T ‖x‖∞. Any random sample x drawn from T satisfies ‖x‖∞ ≤ R with
probability 1. It is also easy to verify that
ℓτk(w;x, y) ≤ 1 +
|w · x|
τk
≤ 1 + (w − wk−1) · x
τk
+
|wk−1 · x|
τk
≤ 1 + ρkRk
τk
+
bk
τk
.
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By Theorem 8 of [8] along with standard symmetrization arguments, we have that with probability
at least 1− δk/4,
∣∣ℓτk(w; p)− ℓτk(w;Sk)∣∣ ≤
(
1 +
ρkRk
τk
+
bk
τk
)√
ln(4/δk)
2mk
+R(F ;Sk) (F.9)
where R(F ;Sk) denote the Rademacher complexity of function class F on the labeled set Sk,
and F := {ℓτk(w;x, y) : w ∈Wk}. In order to calculate R(F ;Sk), we observe that each func-
tion ℓτk(w;x, y) is a composition of φ(a) = max
{
0, 1− 1τk ya
}
and function class G := {x 7→ w · x :
w ∈Wk}. Since φ(a) is 1τk -Lipschitz, by contraction property of Rademacher complexity, we have
R(F ;Sk) ≤ 1
τk
R(G;Sk). (F.10)
Let σ = (σ1, . . . , σmk) where the σi’s are i.i.d. draw from the Rademacher distribution, and let
Vk = B2(0, rk) ∩B1(0, ρk). We compute R(G;Sk) as follows:
R(G;Sk) = 1
mk
Eσ

 sup
w∈Wk
w ·

mk∑
i=1
σixi




=
1
mk
Eσ

wk−1 ·

mk∑
i=1
σixi



+ 1
mk
Eσ

 sup
w∈Wk
(w − wk−1) ·

mk∑
i=1
σixi




=
1
mk
Eσ

 sup
v∈Vk
v ·

mk∑
i=1
σixi




≤ ρkRk
√
2 log(2d)
mk
,
where the first equality is by the definition of Rademacher complexity, the second equality simply
decompose w as a sum of wk−1 and w−wk−1, the third equality is by the fact that every σi has zero
mean, and the inequality applies Lemma 36. We combine the above result with (F.9) and (F.10),
and obtain that with probability 1− δk4 ,
∣∣ℓτk(w; p)− ℓτk(w;Sk)∣∣ ≤
(
1 +
ρkRk
τk
+
bk
τk
)√
2 log(2d) + ln(4/δk)
mk
.
Next, by Lemma 13 we have that with probability 1− δk4 ,
max
x∈T
‖x‖∞ ≤ c9 log
4nkd
δkbk
, where nk = |T | .
By union bound, with probability 1− δk2 ,
∣∣ℓτk(w; p)− ℓτk(w;Sk)∣∣ ≤ K1
(
1 +
ρk
τk
log
4nkd
δkbk
+
bk
τk
)√
2 log(2d) + ln(4/δk)
mk
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for some constant K1. Using our hyper-parameter setting, the above expression can be simplified
to ∣∣ℓτk(w; p) − ℓτk(w;Sk)∣∣ ≤ K2 · log nkdδkbk
√
s log(d/δk)
mk
for some constant K2. In view of our setting of nk, it suffices to choose mk = O˜
(
s
(
log dδkbk
)3)
to
ensure
∣∣ℓτk(w; p) − ℓτk(w;Sk)∣∣ ≤ κ.
G Analysis of Progress
Let Lτk(w) = Ex∼Dwk−1,bk
[
ℓτk(w;x, sign (w
∗ · x)].
Lemma 31 (Lemma 3.7 in [4]). Suppose Assumption 1 is satisfied. Then
Lτk(w
∗) ≤ τk
c0 min{bk, 1/9} .
In particular, by our choice of τk
Lτk(w
∗) ≤ κ.
Lemma 32. For any 1 ≤ k ≤ k0, if w∗ ∈Wk, then with probability 1− δk, errDwk−1,bk (vk) ≤ 8κ.
Proof. We have
errDwk−1,bk (vk) ≤ Lτk(vk)
≤ ℓτk(vk;TC) + κ (by Proposition 30)
≤ ℓτk(vk; p) + 2κ (by Proposition 29)
≤ ℓτk(vk;Sk) + 3κ (by Proposition 30)
≤ min
w∈Wk
ℓτk(w;Sk) + 4κ (by definition of vk)
≤ ℓτk(w∗;Sk) + 4κ (by feasibility of w∗)
≤ ℓτk(w∗; p) + 5κ (by Proposition 30)
≤ ℓτk(w∗;TC) + 6κ (by Proposition 29)
≤ Lτk(w∗) + 7κ (by Proposition 30)
≤ 8κ (by Lemma 31).
The proof is complete.
Lemma 33. For any 1 ≤ k ≤ k0, if w∗ ∈Wk, then with probability 1− δk, θ(vk, w∗) ≤ 2−k−8π.
Proof. For k = 1, by Lemma 32 and that we actually sample from D, we have
Prx∼D
(
sign (v1 · x) 6= sign
(
w∗ · x)) ≤ 8κ.
Hence Item 4 of Lemma 8 indicates that
θ(v1, w
∗) ≤ 8c2κ = 16c2κ · 2−1. (G.1)
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Now we consider 2 ≤ k ≤ k0. Denote Xk = {x : |wk−1 · x| ≤ bk}, and X¯k = {x : |wk−1 · x| > bk}.
We will show that the error of vk on both Xk and X¯k is small, hence vk is a good approximation to
w∗.
First, we consider the error on Xk, which is given by
Prx∼D
(
sign (vk · x) 6= sign
(
w∗ · x) , x ∈ Xk)
= Prx∼D
(
sign (vk · x) 6= sign
(
w∗ · x) | x ∈ Xk) · Prx∼D(x ∈ Xk)
= errDwk−1,bk (vk) · Prx∼D(x ∈ Xk)
≤ 8κ · 2bk
= 16κbk, (G.2)
where the inequality is due to Lemma 32 and Lemma 12.
Next we derive the error on X¯k. Note that Lemma 10 of [58] states for any unit vector u, and
any general vector v, θ(v, u) ≤ π ‖v − u‖2. Hence,
θ(vk, w
∗) ≤ π ∥∥vk − w∗∥∥2 ≤ π(‖vk − wk−1‖2 + ∥∥w∗ − wk−1∥∥2) ≤ 2πrk.
Recall that we set rk = 2−k−3 < 1/4 in our algorithm and choose bk = c¯ · rk where c¯ ≥ 8π/c4, which
allows us to apply Lemma 9 and obtain
Prx∼D
(
sign (vk · x) 6= sign
(
w∗ · x) , x ∈ X¯k) ≤ c3 · 2πrk · exp
(
− c4c¯ · rk
2 · 2πrk
)
= 2−k · c3π
4
exp
(
−c4c¯
4π
)
.
This in allusion to (G.2) gives
errD(vk) ≤ 16κ · c¯ · rk + 2−k · c3π
4
exp
(
−c4c¯
4π
)
=
(
2κc¯ +
c3π
4
exp
(
−c4c¯
4π
))
· 2−k.
Recall that we set κ = exp(−c¯) and denote by f(c¯) the coefficient of 2−k in the above expression.
By Item 4 of Lemma 8
θ(vk, w
∗) ≤ c2errD(vk) ≤ c2f(t) · 2−k. (G.3)
Now let g(c¯) = c2f(c¯) + 16c2 exp(−c¯). By our choice of c¯, g(c¯) ≤ 2−8π. This ensures that for
both (G.1) and (G.3), θ(vk, w∗) ≤ 2−k−8π for any k ≥ 1.
Lemma 34. For any 1 ≤ k ≤ k0, if θ(vk, w∗) ≤ 2−k−8π, then w∗ ∈Wk+1.
Proof. We first show that ‖wk − w∗‖2 ≤ rk+1. Let vˆk = vk/ ‖vk‖2. By algebra ‖vˆk − w∗‖2 =
2 sin θ(vk ,w
∗)
2 ≤ θ(vk, w∗) ≤ 2−k−8π ≤ 2−k−6. Now we have∥∥wk − w∗∥∥2 =
∥∥∥Hs(vk)/∥∥Hs(vk)∥∥2 − w∗
∥∥∥
2
=
∥∥∥Hs(vˆk)/∥∥Hs(vˆk)∥∥2 − w∗
∥∥∥
2
≤ 2∥∥Hs(vˆk)− w∗∥∥2
≤ 4∥∥vˆk − w∗∥∥2
≤ 2−k−4
= rk+1.
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By the sparsity of wk and w∗, and our choice ρk+1 =
√
2srk+1, we always have∥∥wk − w∗∥∥1 ≤ √2s ∥∥wk − w∗∥∥2 ≤ √2srk+1 = ρk+1.
The proof is complete.
G.1 Proof of Theorem 1
Proof. We will prove the theorem with the following claim.
Claim 1. For any 1 ≤ k ≤ k0, with probability at least 1−
∑k
i=1 δi, w
∗ is in Wk+1.
Based on the claim, we immediately have that with probability at least 1−∑k0k=1 δk ≥ 1− δ, w∗
is in Wk0+1. By our construction of Wk0+1, we have∥∥w∗ − wk0∥∥2 ≤ 2−k0−4.
This, together with Item 4 of Lemma 8 and the fact that θ(w∗, wk0) ≤ π
∥∥w∗ − wk0∥∥2 (see Lemma 10
of [58]), implies
errD(wk0) ≤
π
c1
· 2−k0−4 = ǫ.
Now we prove Claim 1 by induction. First, for k = 1, W1 = B2(0, 1) ∩ B1(0,
√
s). Therefore,
w∗ ∈ W1 with probability 1. Now suppose that Claim 1 holds for some k ≥ 2, that is, there
is an event Ek−1 that happens with probability 1 −
∑k−1
i δi, and on this event w
∗ ∈ Wk. By
Lemma 33 we know that there is an event Fk that happens with probability 1 − δk, on which
θ(vk, w
∗) ≤ 2−k−8π. This further implies that w∗ ∈ Wk+1 in view of Lemma 34. Therefore,
consider the event Ek−1 ∩ Fk, on which w∗ ∈ Wk+1 with probability Pr(Ek−1) · Pr(Fk | Ek−1) =
(1−∑k−1i δi)(1− δk) ≥ 1−∑ki=1 δi.
H Useful Lemmas
Lemma 35 (Chernoff bound). Let Z1, Z2, . . . , Zn be n independent random variables that take value
in {0, 1}. Let Z =∑ni=1 Zi. For each Zi, suppose that Pr(Zi = 1) ≤ η. Then for any α ∈ [0, 1]
Pr
(
Z ≥ (1 + α)ηn) ≤ e−α2ηn3 .
When Pr(Zi = 1) ≥ η, for any α ∈ [0, 1]
Pr
(
Z ≤ (1− α)ηn) ≤ e−α2ηn2 .
Lemma 36 (Lemma 26.11 of [45]). Let σ = (σ1, . . . , σn) where σi’s are i.i.d. draw from the
Rademacher distribution and let x1, . . . , xn be d-dimensional vectors. Then
Eσ

 sup
w∈B1(0,ρ)
n∑
i=1
σiw · xi

 ≤ ρ√2n log(2d) max
1≤i≤n
‖xi‖∞ .
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