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1. INTRODUCTION
In the sequel, we always assume that |q| < 1. For positive integers n, we
employ the standard notation
(a; q)n=D
n−1
j=0
(1−aq j) and (a; q).=D
.
n=0
(1−aqn).
The Rogers–Ramanujan functions are defined as
G(q) :=C
.
n=0
qn
2
(q; q)n
=
1
(q; q5). (q4; q5).
(1.1)
and
H(q) :=C
.
n=0
qn
2+n
(q; q)n
=
1
(q2; q5). (q3; q5).
,(1.2)
where the two equalities on the right of (1.1) and (1.2) are the celebrated
Rogers–Ramanujan identities.
Forty modular relations for G(q) and H(q) were found by Ramanujan
[8] and are known as Ramanujan’s forty identities. Among the forty
identities, the simplest and most beautiful one is
G(q11) H(q)−q2G(q) H(q11)=1,(1.3)
which was first proved by Darling [6] in 1921. In the same issue of the
Proceedings of London Mathematical Society, Rogers [9] proved 10 of the
40 identities including (1.3). In 1933, Watson [10] established 8 of the 40
identities 2 of which had been previously proved by Rogers. Watson also
indicated that ‘‘the beauty of these formulae seems to me to be comparable
to that of the Rogers–Ramanujan identities.’’ In 1977, Bressoud [4, 5]
generalized Rogers’s results to prove 15 additional identities. The remain-
ing 9 identities were established by Biagioli [3] in 1989 by using the theory
of modular forms. Rogers, Watson, and Bressoud all employed the same
bare hands approach by viewing the sums as taken over quadratic forms
with the variables taken from restricted residue classes. Indeed, Rogers and
Bressoud also derived general formulas that were powerful for proving
some of the forty identities. We should emphasize that the primary disad-
vantage of Biagioli’s method is that the desired identities must be known in
advance, and the proofs are perhaps more aptly called verifications.
The Göllnitz–Gordon functions are defined as
S(q) :=C
.
n=0
(−q; q2)n
(q2; q2)n
qn
2
=
1
(q; q8). (q4; q8). (q7; q8).
(1.4)
and
T(q) :=C
.
n=0
(−q; q2)n
(q2; q2)n
qn
2+2n=
1
(q3; q8). (q4; q8). (q5; q8).
,(1.5)
where the two equalities on the right of (1.4) and (1.5) are the celebrated
Göllnitz–Gordon identities. Motivated by the similarity between the
Rogers–Ramanujan and the Göllnitz–Gordon functions, Huang [7] found
modular relations for the Göllnitz–Gordon functions by using results from
Rogers and Bressoud. Among these modular relations, a perfect analogue
of (1.3) is
S(q7) T(q)−q3S(q) T(q7)=1.(1.6)
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In Section 3, we give a new proof for (1.6) by using bare hands method
mentioned above and indicate some identities of Huang which can also
be reproved by using the same method. In Section 4, we establish new
modular relations for the Göllnitz–Gordon functions. In the final section,
we mention some applications of those new modular relations to the theory
of partitions.
2. PRELIMINARY RESULTS
The Ramanujan’s general theta function is defined by
f(a, b)= C
.
n=−.
an(n+1)/2bn(n−1)/2,(2.1)
where |ab| < 1. Evidently, f(a, b)=f(b, a). If we set a=qe2iz, b=qe−2iz,
and q=epiy, where z is a complex number and Im(y) > 0, then f(a, b) is
indeed the classical theta function J3(z, y) (see [11, p. 464]). Two special
cases of f(a, b) are
j(q) :=f(q, q)= C
.
n=−.
qn
2
(2.2)
and
k(q) :=f(q, q3)= C
.
n=−.
q2n
2+n.(2.3)
One familiar form for k(q) is
k(q)=12 f(1, q)=C
.
n=0
qn(n+1)/2,(2.4)
which can be found in [2, p. 36, Entry 22(ii)].
In the following, we state some useful results for f(a, b), j(q), and k(q).
For convenience, we denote f(−q, −q2) by f(−q) and f(−qn) by fn.
Theorem 2.1 (Jacobi’s Triple Product Identity [2, p. 35]).
f(a, b)=(−a; ab). (−b; ab). (ab; ab)..
Theorem 2.2 (Pentagonal Number Theorem [2, p. 36]).
f(−q)=(q; q). and so fn=(qn; qn)..
60 CHEN AND HUANG
Theorem 2.3 [2, p. 48, Entry 31]. Let
Un=an(n+1)/2bn(n−1)/2 and Vn=an(n−1)/2bn(n+1)/2
for each integer n. Then
f(U1, V1)=C
k−1
r=0
Urf 1Uk+rUr , Vk−rUr 2 ,
for every positive integer k. In particular, when k=2, we have
f(a, b)=f(a3b, ab3)+af(b/a, a5b3).
Theorem 2.4 [2, p. 46].
f(a, b) f(−a, −b)=f(−a2, −b2) j(−ab),(2.5)
f(a, b)+f(−a, −b)=2f(a3b, ab3),(2.6)
f(a, b)−f(−a, −b)=2af(b/a, a5b3).(2.7)
Theorem 2.5 [2, p. 34, Entry 18(ii) and p. 51, Example (iv)].
j(−q)+j(q2)=
2f2(q3, q5)
k(q)
(2.8)
j(−q)−j(q2)=
−2qf2(q, q7)
k(q)
.(2.9)
Lemma 2.6. We have
S(q)=
f(−q2, −q6) f(−q3, −q5)
f1f8
(2.10)
T(q)=
f(−q2, −q6) f(−q, −q7)
f1f8
.(2.11)
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Proof. By (1.4) and Theorems 2.1 and 2.2, we have
S(q)=
1
(q; q8). (q4; q8). (q7; q8).
=
(q2; q8). (q3; q8). (q5; q8). (q6; q8). (q8; q8).
(q; q).
=
f(−q2, −q6) f(−q3, −q5)
f1f8
.
The equality (2.11) can be proved in a similar way. L
3. A NEW PROOF FOR S(q7) T(q)−q3S(q) T(q7)=1
For integers m and n, we define
h1(m, n)=4m2+3m+28n2+7n,
h2(m, n)=4m2+m+28n2+21n+3,
g1(m, n)=8m2+2m+56n2+14n,
g2(m, n)=8m2+6m+56n2+42n+8,
g3(m, n)=4m2+2m+28n2+14n+1.
Lemma 3.1. When counting multiplicities, we have
(1) {h1(m, n) | m+n=4k, k ¥ Z}
={g1(M, N) |M+N=2l, l ¥ Z}
(2) {h1(m, n) | m+n=4k+2, k ¥ Z}
={g2(M, N) |M+N=2l+1, l ¥ Z}
(3) {h1(m, n) | m+n=4k+1, k ¥ Z}
={g3(M, N) |M+N=4l+1, l ¥ Z}
(4) {h1(m, n) | m+n=4k+3, k ¥ Z}
={g3(M, N) |M+N=4l+3, l ¥ Z}
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(5) {h2(m, n) | m+n=4k+3, k ¥ Z}
={g1(M, N) |M+N=2l+1, l ¥ Z}
(6) {h2(m, n) | m+n=4k+1, k ¥ Z}
={g2(M, N) |M+N=2l, l ¥ Z}
(7) {h2(m, n) | m+n=4k, k ¥ Z}
={g3(M, N) |M+N=4l, l ¥ Z}
(8) {h2(m, n) | m+n=4k+2, k ¥ Z}
={g3(M, N) |M+N=4l+2, l ¥ Z}.
An immediate corollary of Lemma 3.1 is
Corollary 3.2. We have
C
.
m, n=−.
qh1(m, n)+ C
.
m, n=−.
qh2(m, n)
= C
.
m, n=−.
qg1(m, n)+ C
.
m, n=−.
qg2(m, n)+ C
.
m, n=−.
qg3(m, n).
Proof of Lemma 3.1. First, we prove (1) by establishing a one-to-one
correspondence between the two sets S1={h1(m, n) | m+n=4k, k ¥ Z} and
S2={g1(M, N) |M+N=2l, l ¥ Z}.
Given x ¥ S1, there exists (m, n) such that x=h1(m, n) and m+n=4k,
for some k ¥ Z. Let
M=
7n−m
4
and N=
m+n
4
.(3.1)
ThenM and N are integers,M+N=2n and
g1(M, N)=8 17n−m4 22+2 17n−m4 2+56 1n+m4 22+14 1n+m4 2
=4m2+3m+28n2+7n
=x,
and so x ¥ S2. Also, note that distinct pairs of (m, n) map into distinct pairs
of (M, N) under the relation (3.1). Therefore, S1 ı S2, counting multi-
plicities.
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Conversely, given y ¥ S2, there exists (M, N) such that y=g1(M, N) and
M+N is even. Let
m=
7N−M
2
and n=
M+N
2
.(3.2)
Then m and n are integers, m+n=4N, and
h1(m, n)=4 17N−M2 22+3 17N−M2 2+28 1M+N2 22+7 1M+N2 2
=8M2+2M+56N2+14N
=y,
and so y ¥ S1. Note that (3.2) is actually the inverse map of (3.1). Hence,
S2 ı S1. This completes the proof of (1).
Next, proofs of (2)–(8) resemble very much that of (1). Therefore, we
only give the correspondence between (m, n) and (M, N).
(2) Given (m, n), take (M, N)=1m−7n−2
4
, −
m+n+2
4
2 .
(3) Given (m, n), take (M, N)=1 −m+7n+1
4
,
m+n−1
4
2 .
(4) Given (m, n), take (M, N)=1m−7n−3
4
, −
m+n+1
4
2 .
(5) Given (m, n), take (M, N)=1−3m+7n+4
4
,
−m+3n
4
2 .
(6) Given (m, n), take (M, N)=1−3m+7n+3
4
,
−m+3n−1
4
2 .
(7) Given (m, n), take (M, N)=13m+7n+2
4
,
m−3n−2
4
2 .
(8) Given (m, n), take (M, N)=13m+7n+1
4
,
m−3n−1
4
2 . L
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Lemma 3.3 [2, p. 315, (19.1)]. We have
k(q) k(q7)=k(q8) j(q28)+q6k(q56) j(q4)+qk(q2) k(q14).
Theorem 3.4.
k(q) k(q7)=f(q, q7) f(q21, q35)+q3f(q3, q5) f(q7, q49).
Proof. By (2.1) and (2.2), we have
f(1, q8) j(q28)= C
.
m, n=−.
q4m
2+4m+28n2.(3.3)
For given integers m and n, we choose integersM and N such that
m+7n=8M+a and m−n=8N+b,(3.4)
where a and b have values selected from the complete set of residues
S={−4, −3, −2, −1, 0, 1, 2, 3}
modulo 8. Solving (3.4) for m and n, we have
m=M+7N+
a+7b
8
and n=M−N+
a−b
8
,(3.5)
and so a=b since m, n, M, and N are all integers. Therefore, (3.5)
becomes
m=M+7N+a and n=M−N.(3.6)
By the 1–1 correspondence between (m, n) and (M, N, a), we change
variables by substituting (3.6) into the double series in (3.3) to obtain
f(1, q8) j(q28)
=C
a ¥ S
C
.
M, N=−.
q4(M+7N+a)
2+4(M+7N+a)+28(M−N)2
=C
a ¥ S
q4(a
2+a)1 C.
M=−.
q32M
2+8aM+4M C
.
N=−.
q224N
2+56aN+28N2
= C
3
a=−4
q4(a
2+a)f(q28−8a, q36+8a) f(q196−56a, q252+56a)
=2 C
3
a=0
q4(a
2+a)f(q28−8a, q36+8a) f(q196−56a, q252+56a),
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i.e.,
k(q8) j(q28)=C
3
a=0
q4(a
2+a)f(q28−8a, q36+8a) f(q196−56a, q252+56a)(3.7)
=f(q28, q36) f(q196, q252)+q8f(q20, q44) f(q140, q308)
+q24f(q12, q52) f(q84, q364)+q48f(q4, q60) f(q28, q420).
By similar arguments as above, we can obtain
k(q56) j(q4)=q36f(q28, q36) f(q28, q420)+q16f(q20, q44) f(q84, q364)(3.8)
+q4f(q12, q52) f(q140, q308)+f(q4, q60) f(q196, q252).
By (3.7) and (3.8), we have
k(q8) j(q28)+q6k(q56) j(q4)
=(f(q28, q36)+q6f(q4, q60))(f(q196, q252)+q42f(q28, q420))
+q8(f(q20, q44)+q2f(q12, q52))(f(q140, q308)+q14f(q84, q364)),
and consequently,
k(q8) j(q28)+q6k(q56) j(q4)=f(q6, q10) f(q42, q70)+q8f(q2, q14) f(q14, q98),
(3.9)
by repeated use of Theorem 2.3. Combining Lemma 3.3, (3.9), and (2.1)
gives
k(q) k(q7)=f(q6, q10) f(q42, q70)+q8f(q2, q14) f(q14, q98)+qk(q2) k(q14)
= C
.
m, n=−.
q8m
2+2m+56n2+14n+ C
.
m, n=−.
q8m
2+6m+56n2+42n+8
+ C
.
m, n=−.
q4m
2+2m+28n2+14n+1.
Finally, appealing to Corollary 3.2 gives
k(q) k(q7)= C
.
m, n=−.
q4m
2+3m+28n2+7n+q3 C
.
m, n=−.
q4m
2+m+28n2+21n
=f(q, q7) f(q21, q35)+q3f(q3, q5) f(q7, q49). L
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Now, we are ready to give a new proof for (1.6).
Theorem 3.5.
S(q7) T(q)−q3S(q) T(q7)=1.
Proof. By Lemma 2.6, we have
S(q7) T(q)−q3S(q) T(q7)
=
f(−q2, −q6) f(−q14, −q42)
f1f7f8f56
×{f(−q, −q7) f(−q21, −q35)−q3f(−q3, −q5) f(−q7, −q49)}.
By Theorem 3.4, it remains to show that
k(−q) k(−q7)=
f1f7f8f56
f(−q2, −q6) f(−q14, −q42)
.(3.10)
By (2.3) and Jacobi’s triple product identity (Theorem 2.1), we have
k(−q) k(−q7) f(−q2, −q6) f(−q14, −q42)
=(q; q4). (q3; q4). (q4; q4).×(q7; q28). (q21; q28). (q28; q28).
×(q2; q8). (q6; q8). (q8; q8).×(q14; q56). (q42; q56). (q56; q56).
=(q; q2). (q4; q4). (q7; q14). (q28; q28).
×(q2; q4). (q8; q8). (q14; q28). (q56; q56).
=(q; q). (q7; q7). (q8; q8). (q56; q56).
=f1f7f8f56.
This completes the proof of (3.10). L
In addition to (1.6), some other identities of Huang [7] can be proved by
a similar method. We list three examples here.
S(q) S(q)+qT(q) T(q)=
f62
f31f
3
4
(3.11)
S(q3) S(q)+q2T(q3) T(q)=
f3f4
f1f12
(3.12)
S(q3) T(q)−qS(q) T(q3)=
f1f12
f3f4
.(3.13)
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The proofs of (3.11)–(3.12) are similar and simpler than that of Theorem
3.5. So, we only provide the proof of (3.12) and omit the others.
Proof of (3.12). Consider
f(1, q2) f(−q3, −q3)= C
.
n, m=−.
(−1)m qn
2+n+3m2.(3.14)
For given integers m and n, we choose integersM and N such that
3m+n=4M+a and m−n=4N+b,(3.15)
where a and b have values selected from the complete sets of residues
S={−1, 0, 1, 2} and S={−2, −1, 0, 1}
modulo 4, respectively. Solving (3.15) for m and n, we have
m=M+N+
a+b
4
and n=M−3N+
a−3b
4
,(3.16)
and so a=−b since m, n, M, and N are all integers. Therefore, (3.16)
becomes
m=M+N and n=M−3N+a.(3.17)
By the 1–1 correspondence between (m, n) and (M, N, a), we change
variables by substituting (3.17) into the double series in (3.14) to obtain
f(1, q2) f(−q3, −q3)
= C
2
a=−1
C
.
M, N=−.
(−1)M+N q4M
2+12N2+(2a+4) M−(6a+3) N+(a2+a)
= C
.
M=−.
(−1)M q4M
2−M C
.
N=−.
(−1)N q12N
2+3N
+ C
.
M=−.
(−1)M q4M
2+M C
.
N=−.
(−1)N q12N
2−3N
+q2 C
.
M=−.
(−1)M q4M
2+3M C
.
N=−.
(−1)N q12N
2−9N
+q6 C
.
M=−.
(−1)M q4M
2+5M C
.
N=−.
(−1)N q12N
2−15N
=2f(−q3, −q5) f(−q9, −q15)+2q2f(−q, −q7) f(−q3, −q21),
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where the last equality follow from replacing M by M−1 and N by N+1
in the last double sum inM and N. Hence,
k(q2) j(−q3)=f(−q3, −q5) f(−q9, −q15)+q2f(−q, −q7) f(−q3, −q21).
(3.18)
Combining Lemma 2.6 with (3.18), we obtain
S(q3) S(q)+q2T(q3) T(q)
=
f(−q2, −q6) f(−q6, −q18)
f1f3f8f24
×{f(−q3, −q5) f(−q9, −q15)+q2f(−q, −q7) f(−q3, −q21)}
=f(−q2, −q6) f(−q6, −q18) k(q2) j(−q3)
=
f3f4
f1f12
,
where the last equality follows from Jacobi’s triple product identity
(Theorem 2.1) and two simple equalities
k(q)=
f22
f1
and j(−q)=
f21
f2
. L(3.19)
Remark. The crucial parts of proofs of Theorem 3.5 and (3.12) are to
establish Theorem 3.4 and (3.18), respectively. Similarly, to prove (3.11)
and (3.13), one needs the following two identities.
k(q) j(−q2)=f2(−q3, −q5)+qf2(−q, −q7).(3.20)
k(q6) j(q)=f(q, q7) f(q9, q15)+qf(q3, q5) f(q3, q21).(3.21)
We leave the proofs of (3.20) and (3.21) to the reader.
4. NEW MODULAR RELATIONS FOR THE
GÖLLNITZ–GORDON FUNCTIONS
In this section, we establish new modular relations for the Göllnitz–
Gordon functions which are not included in [7].
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Theorem 4.1.
S(q) T(−q)+S(−q) T(q)=
2f16
f2f8
f(−q6, −q10).
Proof. Consider
f(1, −q4) f(q, −q3)= C
.
m, n=−.
(−1) (m
2−m+n2−n)/2q2m
2−2m+2n2−n.(4.1)
For each given integers m and n, choose integersM and N such that
m+n=2M+a and m−n=2N+b,(4.2)
where a, b ¥ {0, 1}. Solving (4.2) for m and n, we have
m=M+N+
a+b
2
and n=M−N+
a−b
2
.
Clearly a=b since m, n, M, and N are all integers. Hence,
m=M+N+a and n=M−N.(4.3)
By the one-to-one correspondence between (m, n) and (M, N, a), we can
rewrite (4.1) as, after simplification,
f(1, −q4) f(q, −q3)
= C
.
M, N=−.
(−1)N q4M
2+4N2−3M−N+ C
.
M, N=−.
(−1)M q4M
2+4N2+M+3N,
which is
f(1, −q4) f(q, −q3)=2f(q, q7) f(−q3, −q5),(4.4)
by the definition of f(a, b). From (4.4), we have
f(q, q7) f(−q3, −q5)+f(−q, −q7) f(q3, q5)
=12 {f(1, −q
4) f(q, −q3)+f(1, −q4) f(−q, q3)}
=12 f(1, −q
4){f(q, −q3)+f(−q, q3)},
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which becomes, by appealing to (2.3), (2.4), and (2.6),
f(q, q7) f(−q3, −q5)+f(−q, −q7) f(q3, q5)=2f(−q4, −q12) f(−q6, −q10).
(4.5)
Finally, by Lemma 2.6, (4.5), and Theorem 2.1, we obtain
S(q) T(−q)+S(−q) T(q)
(4.6)
=
f2(−q2, −q6)
f1f
2
8(−q;−q).
{f(q, q7) f(−q3, −q5)+f(−q, −q7) f(q3, q5)}
=
2f2(−q2, −q6) f(−q4, −q12) f(−q6, −q10)
f1f
2
8(−q;−q).
=
2f16
f2f8
f(−q6, −q10). L
Theorem 4.2.
S(q) T(−q)−S(−q) T(q)=
2qf16
f2f8
f(−q2, −q14).
Proof. By (4.4), (2.3), (2.4), and (2.7), we have
f(q, q7) f(−q3, −q5)−f(−q, −q7) f(q3, q5)
=12 {f(1, −q
4) f(q, −q3)−f(1, −q4) f(−q, q3)}
=12 f(1, −q
4){f(q, −q3)−f(−q, q3)}
=2qf(−q4, −q12) f(−q2, −q14).
By similar arguments used to prove (4.6), we deduce that
S(q) T(−q)−S(−q) T(q)=
2qf16
f2f8
f(−q2, −q14). L
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Theorem 4.3.
S(q) S(−q)−qT(q) T(−q)=
f28
f2f4f16
f(−q, q3).
Proof. Applying the same substitution (4.3) to
f(q, −q3) f(q2, −q2)= C
.
m, n=−.
(−1) (m
2−m+n2−n)/2q2m
2−m+2n2,
we arrive at
f(q, −q3) f(q2, −q2)=f(q3, q5) f(−q3, −q5)−qf(q, q7) f(−q, −q7).
(4.7)
Finally, by Lemma 2.6, (4.7), and Theorem 2.1, we obtain
S(q) T(−q)−qS(−q) T(q)
=
f2(−q2, −q6)
f1f
2
8(−q;−q).
{f(q3, q5) f(−q3, −q5)−qf(q, q7) f(−q, −q7)}
=
f2(−q2, −q6) f(q, −q3) f(q2, −q2)
f1f
2
8(−q;−q).
=
f28
f2f4f16
f(−q, q3). L
5. APPLICATIONS TO THE THEORY OF PARTITIONS
In the sequel, for simplicity, we adopt the notation
(a1, a2, ..., an; q).=D
n
j=1
(aj; q).
and define
(q r±; q s).=(qr, q s−r; q s).,
where r and s are positive integers and r < s. For example, (q2±; q8).
means (q2, q6; q8). which is (q2; q8). (q6; q8)..
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We also introduce the notion of colored partitions. We say that a posi-
tive integer n has k colors if there are k copies of n available and all of them
are viewed as distinct objects. For example, if 1 is allowed to have 2 colors,
then all the (colored) partitions of 2 are 2, 1r+1r, 1r+1g, and 1g+1g,
where we use the indices r (red) and g (green) to distinguish the two copies
of 1. An important fact is that (qu; qv)−k. is the generating function for the
number of partitions of n where all parts are congruent to u (mod v) and
have k colors. We emphasize that, for colored partitions, different integers
might possess different numbers of colors. One of the main subject of the
theory of generalized Frobenius partitions deals with partitions into parts all
of which have the same number of colors. For an account of generalized
Frobenius partitions, we refer the reader to [1].
Theorems 4.1–4.3 have applications in colored partitions. We demon-
strate this by giving combinational interpretations for Theorems 4.1 and 4.2.
Theorem 5.1. Let p1(n) denote the number of partitions of n into parts
congruent to ±6 (mod 16), or ±1, 4 (mod 8), with parts congruent to
±1 (mod 8) having 2 colors.
Let p2(n) denote the number of partitions of n into parts congruent to
±2 (mod 16), or ±3, 4 (mod 8), with parts congruent to ±3 (mod 8) having
2 colors.
Let p3(n) denote the number of partitions of n into parts that are either odd
or congruent to ±2 or 8 (mod 16), with parts congruent to 8 (mod 16)
having 2 colors.
Then, for any positive integer n, we have
p1(n)+p2(n)=2p3(n).
Proof. By the definitions of S(q) and T(q), Theorem 4.1 can be
rewritten as
1
(q1±, −q3±, q4, q4; q8).
+
1
(−q1±, q3, q4, q4; q8).
=
2(q6±, q16, q16; q16).
(q2; q2). (q8; q8).
.
Now, rewrite all the products on the right side by the common base q16, for
example, write (q2; q2). as (q2±, q4±, q6±, q8, q16; q16). and cancel the
common terms to obtain
1
(q1±, −q3±, q4, q4; q8).
+
1
(−q1±, q3, q4, q4; q8).
=
2
(q2±, q8, q8; q16).
.
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Next, multiplying both sides of the last equality by (q1±, q3±; q8)−1. which is
in fact (q; q2)−1. , we arrive at
1
(q1±, q1±, q4; q8). (q6±; q16).
+
1
(q3±, q3±, q4; q8). (q2±; q16).
=
2
(q; q2). (q2±, q8, q8; q16).
.
Note that the left and right sides of the last equality represent the generat-
ing functions for p1(n)+p2(n) and p3(n), respectively and this yields the
desired result. L
Similarly, one can show that Theorem 4.2 is equivalent to
1
(q1±, q1±, q4; q8). (q6±; q16).
−
1
(q3±, q3±, q4; q8). (q2±; q16).
=
2q
(q; q2). (q6±, q8, q8; q16).
,
which immediately implies the following result.
Theorem 5.2. Let p1(n) and p2(n) be the two functions defined in
Theorem 5.1. Let p4(n) denote the number of partitions of n into parts that
are either odd or congruent to ±6, 8 (mod 16), with parts congruent to
8 (mod 16) having 2 colors. Then, for any positive integer n > 1,
p1(n)−p2(n)=2p4(n−1).
Example 5.3. The following table verifies the case n=5 in Theorem 4.2:
p1(5)=8 p2(5)=4 p4(4)=2
4+1r 5r 3+1
4+1g 5g 1+1+1+1
1r+1r+1r+1r+1r 3r+2
1r+1r+1r+1r+1g 3g+2
1r+1r+1r+1g+1g
1r+1r+1g+1g+1g
1r+1g+1g+1g+1g
1g+1g+1g+1g+1g
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