This paper provides a critical overview of the strongly derivational and non-cartographic approaches to syntax based solely on the relation between a newly selected lexical item (LI) and the so-called derivational space (the existing syntactic object) treated as the pivot of the syntactic derivation. Specifically, it is argued that, given the asymmetry requirement requisite for linearization, as stated in Kayne's (1994) Linear Correspondence Axiom (LCA) and Chomsky's (1994) Bare Phrase Structure (BPS), the abovementioned procedure is unattainable in certain strongly derivational syntactic configurations. The latter sections of the paper, while still arguing against the excessively minimized derivational space, focus on the non-cartographic Escape system proposed by Zwart (2007) . It is shown that the data (comprising mostly the so-called "look-ahead"-based cases) that prove problematic for Escape can be captured within a moderately (i.e. weakly) cartographic view of the left periphery in accord with Thráinsson's (1996) Limited Diversity Hypothesis.
1. Technicalities first 1
Fixed vs. flexible (FLEXIBLE) syntactic structures
One of the main points made by Zwart (2007) concerns the distinction between "fixed" and "flexible" syntactic computations. The former are rooted in the tradition of an articulated left periphery in the spirit of Cinque (1999) and Rizzi (1997 . The latter, postulated in some more recent analyses (e.g. Neeleman and van de Koot 2006; Zwart 2007) , dispense with a fixed sentence format. The former are further subdivided into strongly and weakly cartographic, a division in some ways reminiscent of the strong and weak version of Thráinsson's (1996) Structural Uniformity Hypothesis (SUH), below.
(1)
The Structural Uniformity Hypothesis (Thráinsson 1996: 255) (a) Strong Version Clausal architecture is completely determined by UG in the sense that all clauses in all languages have the same set of functional categories and their sequence (c-command relations) is uniform.
(b) Weak Version
Clausal architecture is determined by UG in the sense that UG defines a set of functional categories, {F 1 , F 2 , …F N }, that languages "select" from. For any functional categories F i and F j , the sequence will be uniform whenever they occur, i.e. if L 1 and L 2 each instantiate both F i and F j and if F i c-commands F j in L 1 , then F i c-commands F j in L 2 .
While (1a) seems to comply with Zwart's definition of fixed approaches, (1b) falls short of the true character of flexible ones; as Zwart (2007: 1) himself points out, " [a] weak cartographic approach might accept that not all projections need to be realized in full; just that when they are realized, they are bound to appear in a certain hierarchical order". Thus, Zwart's weakly cartographic flexible approach approximates some aspects of the Limited Diversity Hypothesis (LDH), yet another notion offered by Thráinsson.
(2) The Limited Diversity Hypothesis (LDH, Thráinsson 1996: 257) Clausal architecture is determined by UG in the sense that UG defines the set of functional categories [FC] , {F 1 , F 2 , …F N }, that languages "select" from. Cross-linguistic and intra-linguistic variations are limited to the following:
(a) It is not the case that all FCs are instantiated by all languages.
(b) The FCs selected by a given language may not be present in all clause types of that language (c) The sequence (c-command relations) of those functional categories (dominance relations between functional projections) that are directly related to morphological distinctions may vary from language to language, consistent with Mirror Principle (Baker 1985) .
The formulation of sentence architecture along the lines suggested by LDH clearly parts with the universal format originally present in the analyses of Cinque and Rizzi. A weakly cartographic approach defined in terms of LDH has to cope with the explanatory "give-and-take", i.e. the price it has to pay for abandoning the universal format, plausibly a part of UG. On the other hand though, an approach postulating the absence of any "pre-engineered" syntactic hierarchies would have to be shaped solely by the computational properties of Merge and Move, a promising perspective. For the purpose of the analysis then, I will assume that a FLEXIBLE 2 model of syntax respects (2a) and (2b), yet it makes no recourse to a potential configuration of c-command relations between the functional categories {F 1 … F N }. The task of UG is thus restricted to the provision of an unordered set of FCs, a generally desired result. 3 Zwart adds yet another empirical argument in favour of the FLEXIBLE syntax; "[on] a weak dynamic approach, we might say that the map of the clause is an abstraction of the structure of different types of clauses [...] there is a reason to believe that such an abstraction is impossible, because of the existence of order transitivity failures (Zwart 2007: 2) . 4 In structure-building terms, it appears to share a number of relevant features with some derivational late-minimalist systems (e.g. Collins 2002; Frampton and Gutman 2002) , as shown in the section below.
The story of Locus, Pivot and Derivational (work)Space
A brief look at the characteristics of the proposals put forward by, among others, Collins (2002) , Frampton and Gutmann (2002) , Epstein and Seely (2002) and Zwart (2007) reveals clear parallels between their structure-building mechanisms. Most importantly, they share some common intuitions concerning the motivation for syntactic operations Merge & Move, which is aptly captured by Collins (2002) in his notion of Locus:
Let X be a lexical item that has one or more probe/selectors. Suppose X is chosen from the lexical array and introduced into the derivation. Then the probe/selectors of X must be satisfied before any new unsaturated items are chosen from the lexical array. Let us call X the locus X the derivation. (Collins 2002: 46) If a feature of a given probe fails to be satisfied/saturated at a particular point of the derivation (Locus), the subsequent insertion of another LI with uninterpretable/un-valued features causes the derivational space to be occupied by two unsaturated LIs at the same time, thereby crashing the derivation, as in (3).
The illegitimate series of Mergers in (4) illustrates the point; the derivation crashes at v′ due to the introduction of T 0 with its own set of uninterpretable features without prior checking of v's external θ-role.
(4)
...will see Mary (a) MERGE (see, Mary) = {see, Mary} -θ-role/feature valued (b) MERGE (will, {see, Mary}) = {will, see Mary}
According to Collins, the Locus-based system allows to minimize the necessary lookback to the previous operation, a natural assumption to be made given the impossibility of having two lexical items, each with a set of uninterpretable features within the same derivational space, as in (3). Frampton and Gutmann (2002) , in their crash-proof system, incorporate a similar model, i.e. the Pivot;
In this system, a derivation is a series of cycles. Each cycle is triggered by the introduction of a new head. Certain features of that head, called the pivot, must be satisfied before a new cycle is undertaken. First every selectional feature of the pivot [at a given point in the derivation] must be satisfied by merger with phrases headed by previous pivots. After the selectional needs of the pivot are satisfied, certain "attracting features" of the pivot must be satisfied by agreement. (Frampton and Gutmann 2002: 97) It is worth noticing that the derivational systems presented above do not utilize Numeration/Lexical Arrays; these become spurious (non-optimal), as claimed by Collins in his earlier works:
The presence of Numeration in the theory of grammar is not necessary in the same way the lexicon and the PF and LF interfaces are necessary. The Numeration is purely grammar internal that is observed only through its consequences for observable structures generated by the grammar. (Collins 1997: 90) 6 Another argument raised by Chomsky (2001) in favour of the reduced computational workspace concerns the timing of the valuation of uninterpretable features; after they are valued, the distinction is lost and interpretation without reconstruction is impossible. It is thus proposed that Spell-Out should occur shortly after the valuation in order to reduce look-back. Epstein and Seely (2002) incorporate essentially the same observation in their system, i.e. each transformational rule constitutes a phase (their null hypothesis). Zwart's (2007) concept of a FELXIBLE computation sheds some more light on the issues related to the formulation of the derivational Locus/Pivot. In fact, Zwart assumes a supposedly inherently asymmetric relation whereby "an element α is merged to a workspace δ". The necessary conditions are represented in (5) and (6): (5) For P, a derivation (i.e. a syntactic object derived by Merge) and δ, the derivational workspace of P (a) P = δ before the merger of α to δ (b) P = <α, δ> after the merger of α to δ (6) (Zwart's (1)) [G]iven a workspace δ of a derivation P, and an element α merged to δ, the position of α = OCC(δ) in P. Zwart (2007: 3) adds that "only elements merged to the workspace have a syntactic position [...] the operation Merge creates them, but not positions them"; see (7). 6 The problem is exemplified by the (conceptually dubious) phase-based resolution of the Merge-over-Move issue in the account of existential EXPL constructions, see (i) and (ii). (ii) *There seems [TP a mani to [vP ti be in the room]].
The formulation of (6), although in some ways convergent with the idea of Locus/ Pivot, has an appealingly (at least, on the conceptual level) minimalist flavor; it takes Merge to be the structure-building operation driving syntactic computations.
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In essence then, the computational models discussed in this section display the following set of features. 
It is unclear, however, if OCC(δ) is supposed to be δ only, say XP, a label, or whether it is the XP and all the categories it contains. In any case, defining the position of a newly merged LI on the basis of derivational sisterhood seems suspicious for reasons yet to be explained. 8 More recently, as Chomsky (2005: 5) The moot points, marked as ? or ?/√, will be referred to in the latter sections of this paper.
As (8ii) shows, there is a considerable overlap in the derivational procedures they apply, particularly in terms of transparency/opacity of the derivation. Let us now subject (8a-h) to some empirical tests.
The nuts and bolts of the strongly derivational (dynamic) approaches
This section examines the compatibility of the approaches mentioned in Section 1.1, the LCA (Kayne 1994) and BPS (Chomsky 1994) . The major assumption is that they fail to observe some basic structure-building mechanisms necessary for linearization/specification of syntactic positions. Additionally, I discuss here some potentially problematic data (concentrating mostly on the so-called left periphery) in order to show that the strongly derivational/FLEXIBLE approaches of the type discussed above do not offer any convenient ways of handling certain long-distance morpho-syntactic relations.
2.1. The legacy of LCA (Kayne 1994) and Bare Phrase Structure (Chomsky 1994 ); Asymmetry and X′-invisibility taken seriously
On conceptual grounds, Epstein and Seely's null hypothesis (8e) yields some appealing consequences for the competence-performance interface (see also Frampton and Gutmann 2002 ). Yet, in empirical terms, an approach respecting (8e) will inevitably have to face a number of problems concerning the structural description of the operation Merge as well as linearization of the derivation. These emerge once Kayne's (1994) and Chomsky's (1994) observations on linearity and the status of non-branching/intermediate projections, formulated respectively as Linear Correspondence Axiom (LCA) and Bare Phrase Structure (BPS), are taken into consideration. Let us first deal with the linearity problem as defined in LCA. LCA is based on three major conditions, i.e. transitivity, totality and asymmetry. Thus, (10a) and (10b) overleaf, both containing the non-terminal nodes X, Y and Z, with their respective terminal nodes {j}, {m} and {o}, differ minimally in that the former contains an additional non-terminal node F. 10 (9) forces the following set of asymmetric c-command dependencies:
10 To derive the required relations, Kayne introduces some useful technical terms/dependencies between lexical items; thus A is the set of ordered pairs of non-terminals such that the first item asymmetrically ccommands the other, T is the set of terminals of a given phrase marker P and d(X) is the set of terminals that X dominates. Given A, T and d, the LCA assumes that d(A) is the linear ordering of T (Kayne 1994: 6) .
As (9c) shows, the relation between the terminals is indeed transitive, total and asymmetric. Crucially though, this result can only be obtained if F is present in the structure. 11 Otherwise, the required set of dependencies fails to be total and transitive and linearization is impossible, as shown in (11):
Chomsky's (BPS) offers an alternative analysis on which "phrase structure representation is 'bare', excluding anything beyond lexical features and objects constructed from them" (Chomsky 1994: 245) . Its properties can be captured in terms of Myusken's (1982) feature system:
Crucially though, Chomsky (1994: 242-243) wants to dispense with the X′-level claiming that "[a] category that does not project any further is a maximal projection XP, and one that is not a projection at all is a minimal projection X min ; any other is an X′, invisible at the interface and for computation".
It should be noted that both the systems, although differing in a significant number of ways, share common assumptions concerning the obligatorily asymmetric character 11 According to Kayne (1994: 16-17) , "unless there turns out to be another natural way to permit specifiers within the theory developed here, the conclusion must be that a specifier is necessarily to be taken as an adjoined phrase, involving crucial use of the segment/category distinction".
of syntactic mergers. Thus, any potentially symmetric operations, e.g. between X min and its complement (as shown in 13) will, according to Kayne, involve the raising of the latter and creation of an asymmetric configuration; (13) α
Thus, if A is a bare head, say N 0 and X is a gerund 12 , N 0 will obligatorily move up, as witnessed in (14a). (14) (a) I love book/*books reading.
(b) I love reading *book/books.
In (14b), however, books, an intricately structured DP, stays in-situ without giving rise to the violation of LCA.
As for the status of intermediate projections in BPS, Chomsky assumes that "from a representational point of view, there is something odd about a category that is present but invisible; but from a derivational perspective [...] the result is quite natural, the objects being 'fossils' that were maximal (hence visible at an earlier stage of the derivation, targeted by the operation that renders them invisible".
The conditions defined above as asymmetry and X′-invisibility pose a good deal of problems for the strongly derivational approaches to syntax postulating the minimized, truncated derivational workspace along the lines of (8), in particular (8e). These have to do with (a) the lack of asymmetry in the proposed syntactic relations, (b) the identification and positioning of newly merged/remerged lexical items. Unless these are addressed with satisfactory results, the computational models sketched in Section 1.1 face an imminent risk of running into too much unwelcome stipulation. Consider the point Zwart (2007) makes with reference to the relation between a yet-to-be-merged LI and the derivational workspace:
We take Merge in its simplest form to be an assignment operation which takes an element from a certain resource (Numeration of Chomsky 1995) and assigns it to a workspace (the current derivation under construction). As pointed out by Jaspers (1998) , such an operation is inherently asymmetric, in the sense that its product contains a previously existing part (the current stage of the derivation) and a newly added element (the element merged). (Zwart 2007: 1) What are the factors that make Merge an inherently asymmetric relation? Consider the characteristics of merging a LI α, a head, with a set of features F into the derivation(al space) at a given point β;
According to LCA, the relation between the head α and its complement β will be linearized if the head α establishes asymmetric c-command with the terminals of β, either on merging α with β (LCA-driven syntactic computation) or at the point of transfer to PF/LF (LCA-driven phonological linearization). In any case, β allows some (apparently limited) insight into its contents, needed for linearization purposes ( which can be delayed until PF-split) as well as the positioning of α, a newly merged element. What is β [+p, +m] then? Let us have a look at (16), in which β is taken as the output of a syntactic operation, equivalent to a label, as evidently dictated by (8e).
Despite the fact that β possesses a set of features {F}, the record of its derivational history, the structural relation between α and β is in no way asymmetric (see 9a). Within the derivational space there are only two objects available, namely α and β (β -a phase with its content spelt-out). To enable linearization, the non-projecting element β has to raise up (see 13). On assumption that each step of the derivation is followed by SpellOut (8e), the procedure is necessarily reiterated at every step of the derivation until all the Numeration is exhausted. As witnessed in (17), the derivation is thus massively complex:
Thus, the merger of Φ, a head, into the derivational workspace consisting of α, a nonhead, forces the movement of the latter to a higher position in order to establish a (vacuous) asymmetric c-command relation. In the illustrated configuration, α will now vacuously asymmetrically c-command Φ as, in fact, in order to be c-commanded by Φ, α would have to be dominated by all the segments of Φ. 14 Next, the derivational workspace marked as Φ, a label, merges with ∆, a head, resulting in Φ moving up. An analogous situation is encountered once Σ is introduced into the derivation. Construed in this way, the computation in (17) seems far from economical. There are two ways in which the unwanted overgeneration can be restrained. Primarily, as Barrie (2005) suggests, it is the introduction of a null head; supposing Φ has no phonological content, its linearization with respect to α will not cause the latter to move. For that reason, ∆ is allowed to establish asymmetric c-command relations with both α and Φ. Once Σ is merged, the asymmetric c-command relation is established between Σ and ∆, Φ placed in-situ. Yet, according to Barrie, for this scenario to work, "we must allow heads to occupy complement and specifier positions as BPS dictates and we must ignore phonologically empty heads for the purpose of linearization".
Let us now focus on the supposedly inherently asymmetric nature of Merge. Consider the properties of Merge, adopted here after Chomsky (1999) , listed as (18): The indispensable operation of a recursive system is Merge (or some variant of it), which takes two syntactic objects α and β and forms a new object Γ = {α, β}. We assume further that Γ is of indeterminate type: it has label LB = (Γ).
[…] Iterated Merge, required in any recursive system, yields Contain (equivalently, a term-of). Arguably Merge also yields a relation between α and β (sister); transitive closure yields c-command (and also Contain and Identity, presumably available independently) (Chomsky 1999: 2) .
(18) Merge (a) is a binary operation; (b) allows one of the LIs to project (Bare Phrase Structure) and label the newly created object; (c) when recursive, yields Contain (look-into); (d) allows to identify the newly merged LI by referring it to the existing item.
Crucially, (18c) and (18d) are available only if the item is a syntactic object, not a sole label, thus they are unattainable for β defined as in (16). To conclude, the inherently asymmetric (and thus LCA-compliant) nature of Merge is derivable naturally on condition that a newly merged LI has access (at the point of merger) to the content of the other constituent in order to establish asymmetric linearity relations. Otherwise, the asymmetry of Merge becomes a stipulated condition, a non-trivial problem for syntactic approaches that allow (8e). A plausible evasion of the above condition offered by Collins (2002, earlier Collins and Ura 2001) is to allow insight into the previous operation in the derivation, their Accessibility Condition, presented here as (19): In terms of LCA, (21a) and (21b) are analogous to (10a) and (10b).
In (21a), the PP (β) is regarded as a label, i.e. a syntactic word that has already been spelt-out. Unless any additional steps are taken, the sole application of Merge will not establish any asymmetric c-command relations and the structure will not be linearized. In (21b), however, the PP is "transparent" to the verb, thereby allowing LCA to operate. To conclude, it is not clear then how strictly derivational computations naturally derive the asymmetric nature of Merge. Rather, it seems that Merge itself is a simple syntactic operation forming binary structures (thus concatenating two lexical items at each point), its asymmetry resulting from the fact that the structure of one of these items is (at least to some extent) transparent (see 18c-d).
The apparent lack of asymmetry brings us directly to the other problem, i.e. the identification and positioning of newly merged/remerged lexical items. At this point various configurations should be analyzed. For example, let α be a non-head (XP) moved and subsequently remerged (Internal Merge, using Chomsky's 2001 terms) into the derivational workspace. Consider once again the way in which the position of a newly merged LI, is specified (22).
(22) (Zwart's (1)) [G]iven a workspace δ of a derivation P, and an element α merged to δ, the position of α = OCC(δ) in P.
(22) takes derivational sisterhood to be the fundamental relation specifying the merged elements at a given point of the derivation (see also Frampton and Gutmann 2002; Collins 2002 ). Yet, how to define the landing/re-merger site of α, an XP moved up and remerged back into the structure as illustrated in (23)?
In other words, what is the status of the boldfaced Φ, i.e. the derivational workspace? In BPS terminology (see 12), Φ counts as XP, to be converted (at a later stage) into X′, thus invisible for the syntactic component (see Chomsky 1994) . However, in a strongly derivational system such "restructuring" is far from well-motivated; Φ (a phase) constitutes a spell-out domain, a syntactic word that is inaccessible from outside/resistant to internal tampering (see No Tampering Condition, Chomsky 2005). Alternatively, it may be assumed that α gets adjoined to Φ, a solution akin to the LCA-based treatment of specifiers. Yet, as matters stand, the formulation of Φ in (24) seems at best obscure.
(24) The position of α = Φ (OCC)
Alternatively, as Zwart suggests, the asymmetric nature of Merge can be derived from the temporal asymmetry between a newly merged item and the existing syntactic object. Zwart (2007) and Zwart and Fortuny (2008) aim to resolve the problem by revoking Jasper's (1998) notion of temporal asymmetry. Consider the application of LCA in (25), presented in detail in (26). The derivation in (26) supposedly overcomes the problems of the representational (global) LCA, specifically the need to postulate non-branching projections for the sake of retaining asymmetry (see 9a). Order is the function of Merge, i.e. linearization depends on the chronological insertion of LIs and, established at each step of the computation. In some respects then, it derives the effects of both LCA and BPS, a desired result. The approach requires a necessary stipulation though. To preserve asymmetry, the elements placed at the left branch (a in 25, 26) must have a simplified structure, i.e. they should be represented as a sole syntactic label.
Let us consider a derivation in which the element merged at the left branch is itself structured, as in (27): (27) Derivation ( (27) offers two conflicting alternatives; in (27a), the LCA, operating upon the sequence of mergers, establishes the accurate order (<the, boy, left> → <the boy left>). Still, it fails to derive the proper constituent structure. In (27b), in turn, the and boy merge first, forming a constituent. However, the merger of left poses problems for Jasper's (1998) temporal asymmetry, as, this time, this is the verb that is merged "into an already existing structure"; in that case, the temporal asymmetry would instruct LCA to incorrectly derive <left, the boy> → <left the boy>. 16 In order to retain Jasper's proposal, the derivation would have to allow two simultaneous computations, "the left edge" vs. "the rest" and, subsequently, collapse the former, thus converting it into a label.
17 However, such a procedure seems conceptually void. First, by definition, there is only one deriva- 16 The PSiCL reviewer suggests that " [it] is not really a problem, as Zwart allows the output of previous derivations [...] to be a part of the Numeration". It is unclear to me how the DP the boy should become a part of the Numeration unless there are two cyclic derivations proceeding simultaneously. Yet, such an idea clearly parts with the assumption that order is the function of Merge, as that requires a one-at-a-time selection of LI into the syntactic computation. 17 If this system derives the linear ordering on the basis of the sequences of Merge only, the asymmetry might potentially be restored by introducing empty functional heads (e.g. little v in 27). However, if the explanatory potential of the theory is to be retained, their presence should be independently motivated; otherwise, the approach will face an enormous proliferation of (stipulated) functional projections. tional space. Secondly, given two simultaneous derivations, the syntactic component would require principled instructions as to which one should be linearized first (i.e. treated as "the left edge").
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It appears then that the position of α in (24) cannot be defined on strict application of derivational sisterhood only (compliant with 8e). The observation gives leeway to the not-so-reductionist approaches that allow limited look-back and look-ahead options, e.g. systems allowing locally representational steps (against 8e, g, h) (Cegłowski 2006) .
To the extent the fundamental phrase structure building mechanisms require linearization, asymmetry must be obtainable. As such, it does not seem to emerge as an inherent feature of Merge. Rather, a truly minimalist assumption is that the operation is binary, asymmetry naturally resulting from the (restricted) transparency of the so-called derivational workspace understood as a syntactic object rather that a label. Whereas labels have some featural make-up, their content stays impenetrable, as expected on Epstein and Seely's (2002) null hypothesis (8e). This, in turn, renders linearization unattainable, a serious problem for the strongly derivational systems described in Section 1.1.
Arguments for Thráinsson's (1996) Limited Diversity Hypothesis and against Zwart's (2007) Escape
In his article, Zwart (2007) proposes to capture wh-/Topic-movements as the so-called inner conflicts within the derivational space, prompting extraction and subsequent raising of the offending element. The essence of the procedure is given underneath:
The non-cartographic approach does not describe fronting as movement to a particular landing site (say, spec,CP), but as externalization of particular elements out of a certain stage of the derivation (essentially TP). On this approach, there is no "strong feature" residing in C which forces Spec,CP to be filled (Zwart 2007: 12, emphasis added) The mechanics of the inner-conflict-fueled system look appealingly simple; consider Topicalisation and wh-fronting, as shown in (28) and (29) In (28a and 29a), the movement of the topic is not driven by any strong features; dat boek raises (actually, it is expelled) in order to escape an inner conflict within the TP marked as comment. Analogously, in (28b and 29b), the wh-focus has to be freed from the shackles of TP-ground. Zwart (2007: 12) "gisteren is a topic [...] ; topics are removed from unmarked propositions ("TP") in Continental West Germanic, i.e. merged anew, followed by erasure of the topic from its position inside the proposition".
The following discussion focuses on two major areas considered problematic for this approach, namely: (a) the transfer of morphosyntactic information and (b) the nature of merge-erase system in the context of conflicting requirements on extraction. For convenience, it goes beyond the realm of Germanic syntax and consider some a number of interesting facts.
The transfer of morphosyntactic information
By definition, uninterpretable features on lexical items ensure that in the course of the syntactic computation, a given LI α will establish a relationship with another LI β resulting in the valuation of features, visible through Move or its prerequisite, Agree. Yet, on Zwart's FLEXIBLE approach, this relation is largely reduced; the landing site (say, spec, CP, FocP, TopP, etc.) is simply unidentifiable. Instead, as shown in (30), the unmarked proposition TP expels offending elements. In that respect, movement is no longer driven by uninterpretable features (e.g. wh, Foc, Top, C) and a lengthy bulk of descriptive apparatus is eliminated. Yet, the proposal fails to capture the fact that the specific morphosyntactic shape of a given LI selected from the Numeration and merged into the derivation may actually determine the selection of functional projections to be merged into the structure above the TP level. In that case, the minimization proposed in the FLEXIBLE account is only apparent; due to the specific featural make-up of the LI in question, the derivation needs to look beyond its current stage to ensure convergence at some later stages. In some particular configurations, the look-ahead stretches over a large portion of the computation, thus questioning the legitimacy of the strictly local derivational systems discussed in Section 1.1 (including Zwart's Escape). To illustrate the problem, I recall two interesting phenomena here, the interaction between Topic and Focus in Polish as well as the intricate properties of subjunctive constructions in Spanish.
Consider first the scopal interactions between fronted quantified phrases in Polish in examples involving the so-called Object Fronting and True Topicalisation (Tajsner and Cegłowski 2006 The most natural interpretation of (32b) and (32c) allows for distributive reading only. (32d), on the other hand, accepts both. How should these facts be captured within the FLEXIBLE account though (e.g. Zwart 2007)? In other words, if order is a function of merge, then the two alternative sequences of every/some in (32b-c) should yield different interpretive properties. The facts receive a straightforward account if the quantifier kaŜdy raises in both cases to a position c-commanding coś, say, the Distributive Phrase (DistP), placed over QP (the target of coś). In (32b) the movement is overt, whereas in (32c) it is covert. However, the most felicitous reading of (32d) implies that coś must have moved higher than kaŜdy, i.e. to a projection above DistP. On the analysis proposed by Tajsner and Cegłowski (2006) , coś moves to TopP, marked with a lexical marker to spec, TopP, marked with an overt to. The facts presented here receive a straightforward account in fixed configurations 20 as shown below:
The relatively fixed hierarchy of Top and Foc projections in Polish is further supported by the fact that a FOC-marked phrase cannot reach as high as the position of the specifier of to (on our account, the seat of True Topicalisation, see 32d).
Let us now have a closer look at some aspects of the C-T relation, particularly unwelcome from a non-cartographic perspective. Recall that the FLEXIBLE account, as proposed by Zwart (2007) , explicitly rejects the view of an articulated left periphery as proposed by Rizzi (1997) or Cinque (1999) suggesting that whatever happens beyond the TP level pertains to the resolution of inner conflicts. Bearing that in mind, let us analyze the intricacies of subjunctive (SUBJ) constructions in Spanish. Spanish SUBJ occurs frequently in subordinate clauses and is characterized by a morphological marking on the embedded verb; see Table 2 .
Interestingly, SUBJ in Spanish displays a number of intriguing long-distance dependencies. Among these is the fact that in embedded SUBJ clauses the choice of the It appears that a strictly local analysis offered within the strongly derivational accounts does not suffice to explain the motivation for the morphological choices postulated above. To the extent that SUBJ/IND distinction might be taken to involve the defective/opaque C, the computation needs to look ahead of the current derivational step and access the relevant information. In contrast to the strongly derivational computation, the phase-based system stands up to the test, as indicated in (40).
The above relation is predicted by Phase Impenetrability Condition, Chomsky (1999) :
Phase Impenetrability Condition (Chomsky 1999: 10) The domain of H is not accessible to operations outside HP, but only H and its edge, the edge being the residue outside H-bar, either Specs or elements adjoined to HP.
It is not clear how the PIC effects could be incorporated in Zwart's escape system, which excludes any featural correlation between T and C; LI leave the TP only to resolve inner conflicts, definable at the TP level. Apparently though, the issue is even more complex; the SUBJ marking on embedded verbs commonly appears in conjunction with a specific set of matrix controllers, some of them listed in Table 3 . According to PIC, the embedded vP phase should be transferred to syntax once the derivation reaches the CP-level. If that were the case, it would be visible to the matrix v [+] SUBJ /T as a frozen syntactic object, i.e. a syntactic word. Unless PIC is alleviated, the phase-based system has little if any principled account for tense sequence in (41).
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Whatever the exact formulation PIC-obviating effects in SUBJ constructions (e.g. phase sliding, see Pesetsky and Torrego 2001 Gallego 2005; Gallego and Uriag-iereka 2007, among others) , it is clear that there must be a featural relation between the matrix controller and the embedded verb. Such a relation seems unattainable within Zwart's FLEXIBLE account. 23 Let us further consider the limited availability of FOC/TOP/wh-driven movements in embedded IND/SUBJ clauses in terms of their phrasal architecture. On a purely descriptive level, (36-38) could be taken to support Thráinsson's LDH proposals concerning the distribution of functional projections in the left periphery of a given language. In order to account for their constrained occurrence in Spanish SUBJ constructions, it may be assumed that complementizer (phase) heads C indicative and C defective select from a different set of functional projections, in compliance with (42b).
(42)
The Limited Diversity Hypothesis (LDH, Thráinsson 1996: 257) (b) The FCs selected by a given language may not be present in all clause types of a given language.
To conclude, the presence/absence of certain functional projections within the left periphery of a given construction appears at least to to some extent visible thorough the featural (morphosyntactic) composition of the LIs selected from the Numeration. This, in turn, allows to assume that in certain syntactic configurations, e.g. quantifier interaction in Polish or SUBJ in embedded clauses in Spanish, the computation establishes the dependencies long before any TP-internal conflicts arise.
The nature of Merge-Erase (Escape)
Let us now look in some more detail at how the FLEXIBLE computation along the lines of Zwart (2007) captures the essence of dislocation phenomena. Zwart (2007) proposes to replace the traditional understanding of Move/Internal Merge (Chomsky 2001) with Merge-Erase, whereby (as in the case of 28, repeated here as 43) "no movement takes place, but dat/welk boek is erased after another token of the same item is merged to the comment/ground domain".
(43) (a) topic
Dat boek ken jij niet that book know:2SG.INV you not '[You] don't know this book.' FLEXIBLE account and its non-cartographic postulates. The discussion revealed a number of potentially puzzling issues that such a theory would have to address. Finally, an alternative analysis of the presented data was offered on which the empirical facts were taken to support a moderately cartographic view of the sentence structure as presented by Thráinsson's (1996) Limited Diversity Hypothesis.
