We consider the solvable intervals of two positive parameters λ and μ in which the second-order nonlocal differential system 
Introduction
Boundary value problem with integral boundary conditions is a typical nonlocal problem, which arises naturally in hydrodynamic problems [1] , semiconductor problems [2] , thermal conduction problems [3] . Such problems have been considered by many authors [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . Specifically, Boucherif [19] exploited the fixed point theorem in cones to study the following problem: The author got several excellent results on the existence of positive solutions to problem (1.1).
In [20] , Feng, Ji and Ge began to study the boundary value problem with integral boundary conditions in abstract spaces Applying the fixed point theory in a cone for strict set contraction operators, the authors investigated the existence, nonexistence and multiplicity of positive solutions for problem (1.2) .
At the same time, we see that increasing attention has been paid to the study of nonlocal boundary value problems with parameters (see [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] ). Especially, let us review several excellent results related to boundary value problems with parameters. In [31] , Kong considered the existence and uniqueness of positive solutions for second-order singular boundary value problem ⎧ ⎨ ⎩ u (t) + λf (u(t)) = 0, t ∈ (0, 1),
( 1.3)
The author examined the uniqueness of the solution and its dependence on the parameter λ for problem (1.3) by using the mixed monotone operator theory. Very recently, Zhang and Feng [32] considered the following second-order differential equations with one-dimensional p-Laplacian: 
) which may be singular at t = 0 and/or t = 1. Using fixed point techniques, the authors obtain some new and more general existence, nonexistence and multiplicity results. In addition, they also studied the dependence of positive solution u λ on the parameter λ.
For the latest development direction of the nonlocal problems, see Refs. [33] [34] [35] [36] [37] . However, to the best of our knowledge, the corresponding results for second-order differential system with integral boundary conditions and multiple parameters are not investigated until now.
Moreover, a class of indefinite problems have attracted the attention of Ma and Han [38] , López-Gómez and Tellini [39] , Boscaggin and Zanolin [40, 41] , Sovrano and Zanolin [42] , Bravo and Torres [43] , Wang and An [44] , and Yao [45] . In [38] , Ma and Han considered the following boundary value problem:
where a ∈ C[0, 1] may change sign, λ is a parameter. They proved the existence, multiplicity and stability of positive solutions for problem (1.5) by applying bifurcation techniques. In [42] , applying the shooting method, Sovrano and Zanolin presented a multiplicity result of positive solutions for the Neumann problem 6) where the weight function a ∈ C[0, 1] has indefinite sign.
Recently, Wang and An in [44] dealt with the existence and multiplicity of positive solutions for the second-order differential system
where a(t), b(t), g(t) are allowed to change sign on [0, 1].
Very recently, López-Gómez, Omari, Rivetti [46, 47] studied a class of quasilinear indefinite problem
where λ ∈ R is a parameter, a ∈ L 1 [0, 1] changes sign. They derived many results on the existence and the multiplicity of positive (regular) solutions by applying topological degree and variational approach, respectively. For other results on indefinite problems, we refer the reader to Refs. [48] [49] [50] [51] and the references cited therein.
To the best of our knowledge, in the literature there are no articles on multiple positive solutions for the analogous of second-order nonlocal differential system with indefinite weights and multiple parameters. More precisely, the study of λ ≡ 1, μ ≡ 1, and a(t), b(t) and ω(t) changing sign on [0, 1] is still open for the second-order nonlocal differential system 
Moreover, a(t), ω(t), b(t) do not vanish identically on any subinterval of
, and f (s) > 0 for s > 0, where R + = [0, +∞).
are nonnegative on J, and ∈ [0, 1), ν ∈ [0, 1), where
We call a pair of functions (u, ϕ) with u, ϕ ∈ C 2 (0, 1) ∩ C[0, 1] being a solution to system (1.9), if (u, ϕ) satisfies (1.9) for t ∈ J. A solution (u, ϕ) is called a positive solution if, for any t ∈ J, we get u(t), ϕ(t) ≥ 0 and u(t), ϕ(t) ≡ 0. Inspired by the work of the above papers, our aim in the present paper is to investigate the multiplicity of positive solutions of system (1.9). We remark that this is probably the first time that the existence of multiple positive solutions of the second-order nonlocal differential system with indefinite weight and multiple parameters has been studied.
The rest of present article is organized as follows. In Sect. 2, we give an equivalent integral equation of system (1.9) and present several lemmas which are needed throughout this article. Section 3 is devoted to the statement and proof the main results. Several related remarks are given in Sect. 4. Finally, we give an example to illustrate the main results in the final section.
2 An equivalent formulation of system (1.9)
In this part, we will aim for changing system (1.9) into an equivalent integral equation, and present several lemmas which play an important role in the proof of our main results.
It is clear that system (1.9) is equivalent to the following two boundary value problems: 
where 
Proof By the definition of G(t, s) and H(t, s), it is not difficult to see that (2.6) and (2.7) hold. Next, turning to (2.
On the other hand, noticing that t,
Similarly, one can prove that tH(s,
This gives the proof of (2.8).
If t ∈ [ξ , 1], it is easy to see that by (2.
This finishes the proof of (2.9).
Lemma 2.2
Assume that (H 1 ) and (H 3 ) hold. Then the problem
has a unique solution ϕ given by
where
Proof The proof of Lemma 2.2 is similar to that of Lemma 2.1 in [52] .
Similar to the proof of Proposition 2.1, we can get Proposition 2.2.
Proposition 2.2 Assume that (H 3 ) holds. Then we have
Remark 2.1 Letting (u, ϕ) be a solution of system (1.9), then from Lemma 2.1 and Lemma 2.2, we have 20) and ϕ is defined in (2.11).
For the weight functions a(t), b(t), ω(t), we define a
Moreover, to obtain the existence of positive solution of system (1.9), we make the following hypotheses:
(H 4 ) There exists 0 < σ 1 < ξ such that
(H 5 ) There exists 0 < σ 2 < ξ such that
(H 6 ) There exists 0 < l ≤ 1 such that
(H 8 ) There exists 0 < σ 3 < ξ such that
We denote 
Also, for a positive number r, we define r by
and then we get 
Lemma 2.4 Assume that (H 1 )-(H 8 ) hold. Then T(K) ⊂ K , and T : K → K is completely continuous.
Proof For any u ∈ K , we firstly prove that
So, we get min 0<σ ≤t≤ξ q(t) = 
Hence, for t ∈ J, by assumption (H 4 ), we have
which shows that (2.23) holds.
Next, for any u ∈ K , we prove
it follows from (2.14) and (H 5 ) that
This finishes the proof of (2.24).
Thirdly, for any u ∈ K , we show
e(s)
which shows that (2.25) holds.
Thus, for u ∈ K , we have
Moreover, by direct calculating, we get (i) Tx ≤ x , ∀x ∈ P ∩ ∂ 1 and Tx ≥ x , ∀x ∈ P ∩ ∂ 2 , and (ii) Tx ≥ x , ∀x ∈ P ∩ ∂ 1 , and Tx ≤ x , ∀x ∈ P ∩ ∂ 2 , is satisfied. Then T has at least one fixed point in P ∩ (¯ 2 \ 1 ).
Main results
In this part, applying Lemma 2.5, we get the solvable intervals of positive parameters λ and μ in which system (1.9) admits multiple positive solutions. 
Proof Part (I).
Considering the case θ > 1, it follows from (H 7 ) that
which shows that there exists a r > 0 such that
where ε 1 satisfies
2) 
}.
Then, for any u ∈ K ∩ ∂ r , noticing (2.8), we get
H(t, s)g(s)f u(s) ds
which shows that
On the other hand, noticing that θ > 1, it follows from (H 7 ) that
which shows that there exists a R > 0 such that 
If u ∈ K , then from the concavity on [0, ξ ], it follows that Noticing that, for all d ∈ (0, ξ ), min 
H(t, s)H
* (s, τ )a(s)b(τ )u(s)u(τ ) dτ ds + λ 1 0
G(t, s)g(s)f u(s) ds
Consequently, (3.3) , and B * is defined in (3.9).
We define σ η by
where is defined in (3.6). Noticing (H 2 ), then σ η is defined well and σ η > 0. So, for any
and hence, we get
This shows
Lemma 2.5 to (3.5), (3.10) and (3.11) shows that T has at least two fixed points in K ∩ (¯ R \¯ r ) and K ∩ ( r \ η ). Thus it follows that system (1.9) admits at least two positive solutions (u 1 , ϕ 1 ) and (u 2 , ϕ 2 ) with u 1 ∈ K ∩ (¯ R \¯ r ), u 2 ∈ K ∩ ( r \ η ), and
Part (II).
Next turning to 0 < θ < 1, it follows from (H 7 ) that
which shows that there exists a positive constant r > 0 such that
where ε 3 satisfies 12) and δ(t) is defined in (3.6), A is defined in (3.2). Therefore, for any x ∈ K ∩ ∂ r , noticing (3.7), we get
On the other hand, noticing that 0 < θ < 1, then it follows from (H 7 ) that
which shows that there exists a R > r such that
where ε 4 satisfies 3λε 4
and
Then it is not difficult to see that M < +∞. 14) which shows that
where 0 < η < r, and A * is defined in (3.3).
We define M η by
Noticing (H 2 ) and (H 3 ), then M η is defined well and M η > 0. So, for any u ∈ K ∩ ∂ η , similarly to the proof of (3.4), we get
Therefore, applying Lemma 2.4 to (3.13), (3.15) and (3.16) shows that T has at least two fixed points in K ∩ (¯ R \¯ r ) and K ∩ ( r \ η ). Thus it follows that system (1.9) admits at least two positive solutions. 
Proof Firstly, since 0 < θ < 1, by (H 7 ), we get
Then there exists sufficiently small r > 0 with 0 < r < (2λk 2
where ε 3 satisfies (3.12). And hence, for u ∈ ∂ r , similar to the proof of (3.12), we obtain
Secondly, there exists a sufficiently large R 1 > max{(2μA
Then, for u ∈ ∂ R 1 , similar to the proof of (3.11), we get
Thirdly, for any μ > 0, λ > 0, we choose R satisfying
Then, for u ∈ ∂ R , it follows from (2.8) and (H 7 ) that
Consequently,
Finally, choose a number r 1 ∈ (0, r 2 ). Noticing that f (u) > 0 for all u > 0, we can define, for r 1 > 0,
It follows (3.23) that f (u) ≤ α r 1 for 0 ≤ u ≤ r 1 . Let
Then, for u ∈ ∂ r 1 and 0 < μ ≤ μ 0 , 0 < λ ≤ λ 0 , similar to the proof of (3.15), we obtain
Summing up we can show that T has three fixed point u 1 ∈¯ R 1 \¯ R , u 2 ∈ R \¯ r and u 3 ∈ r \ r 1 by applying Lemma 2.5 to (3.18), (3.20) , (3.22) and (3.25) . And hence, if 0 < θ < 1, there exist μ 0 > 0 and λ 0 > 0 such that system (1.9) has at least three positive solutions for 0 < μ ≤ μ 0 and 0 < λ ≤ λ 0 , with k 2 satisfying (3.17). The gives the proof of Theorem 3.2.
Remarks and comments
In this section, we offer some remarks and comments of the associated system (1.9).
Remark 4.1 In Theorem 3.1 and Theorem 3.2, we generalize the results of [38] [39] [40] [41] [42] [43] in three main directions:
(ii) Multi-parameter case is in order.
(iii) The method used in the present paper is complete different from those in [33] [34] [35] [36] [37] [38] . 3 It is not difficult to see that the details of the proof of (3.14) are very different from that of (3.4) . And the idea of the proof of (3.14) comes from Theorem 3.2 of [54] . Remark 4.7 Similarly, one can consider the multiplicity of positive solutions for the following second-order nonlocal differential systems: 
An example
To illustrate how our main results can be used in practice, we present an example. -t), t ∈ [0, 1 3 ],
(t - 1 3 ), t ∈ [ 1 3 , 1],
-t), t ∈ [0, 1 3 ],
Conclusion. System (5.1) admits at least two positive solution for 0 < λ ≤ 0.091, 0 < μ ≤ 0.025.
For convenience, we give a corollary of Proposition 2.3 in [40] . If there exists 0 < σ < ξ such that 
