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はじめに
現在、インターネットの爆発的は普及により、さまざ
まな情報が簡単に手に入るようになった。しかし、こ
れらの情報の中から自分のほしい情報を探すのは簡単
ではない。多量の文献の中から自分の欲しい文献を検
索する時の効率は、各文献に付与されているキーワー
ドの品質に大きく左右される。効率の高い文献検索を
実現するためには、与えられた文献から高品質のキー
ワードを自動抽出する必要がある。今までにいくつか
のキーワード抽出法が提案されているが、各キーワー
ド抽出法は文献に応じて精度に違いがあり、パラメー
タチューニングなども大変である。
この問題に対して、文献をカテゴリごとに分類し、遺
伝的プログラミングを用いてカテゴリごとにキーワー
ド抽出法を自動選択し、キーワードの抽出を行うシス
テムを提案した。 以前提案したシステムでは、 手
法のみを用いたキーワード抽出しか行えなかった。そ
こで前回の発表では、それを複数のキーワード抽出法
を同時に組み合わせてキーワード抽出が行えるように
拡張した。 本論文では、前回までのマイニングアル
ゴリズムに、語幹抽出処理とフィルタリング選択ノー
ドを追加した。これにより、提案手法では複雑なキー
ワード抽出アルゴリズムの組み合わせが行えるシステ
ムを構築可能になる。
提案した手法の検証のため、キーワード抽出実験の
ためのシステム構築を行った。
遺伝的プログラミング
遺伝的プログラミング は、
生物進化論の考えに基づいた学習法であり、そのアル
ゴリズムの流れは遺伝的アルゴリズム
と同様である。 その特徴は染色体表現
が と異なり、関数ノードと終端ノードを用い構造
表現ができるように拡張してあることである。 で
は、関数ノードと終端ノードを用いて の 式形
式で個体を表現する。
では、個体評価に適応度関数を用いる。適応度
関数には、個体の精度、大きさ、計算時間など複数の
指標を総合して組み込むことが可能である。
キーワード抽出法
キーワード抽出法として、さまざまなものが提案され
ている。提案されているキーワード抽出法を大きく分
けると、形態素解析を用いるもの、形態素解析を用い
ないもの、文章の構造をもとに解析するものなどがあ
る。 本論文では、主に形態素解析を用いるものに
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ついて検討した。
形態素解析
形態素解析とは、入力文を言語学的に意味をもつ最小
単位である形態素に分割し、各形態素の品詞を決定す
るとともに、活用などの語変形化をしている形態素に
対しては原形を割り当てることである。 形態素解
析で分割された単語を要素単語という。要素単語に分
けることにより、頻度解析や特定品詞へのフィルタリ
ングが行えるようになる。
語幹抽出処理
形態素解析の処理は、比較的計算量の多い処理である
ため、単に単語分けするためだけに形態素解析の処理
を使うのは、全体の処理を重くしてしまう可能性があ
る。そのため、英文に対しては、単語分けが容易なた
め、形態素解析を行わずに処理することがある。しか
し、英単語にでも活用があり、語尾が変化してしまう。
単に単語分けしただけでは、語尾が変化してしまった
単語を別の単語として処理してしまうことになる。語
幹抽出処理では、活用により語尾が変化している単語
や、品詞を変えるために語尾が変化している単語の語
幹を抽出する。語幹とは、語尾変化する単語の変化し
ない部分のことである。この処理を行うことにより、活
用などで変化してしまった単語をまとめて扱うことが
できるようになる。
出現頻度による抽出
形態素解析で分割された各要素単語の出現回数 頻度
を調べる。出現頻度の高い要素単語をキーワードとし
て抽出する。出現頻度の高い要素単語をキーワードと
して抽出するため、どんな文章からも最適なキーワー
ドを抽出しやすい手法である。しかし、助詞などのキー
ワードとして適切でない語を抽出する傾向があるため、
抽出後のフィルタリングが重要になる。単純な頻度を
使わずに、 を用いることもできる。これは、以
下の式で定義される。
スコア
ただし、
あるキーワードがその対象文章中に含まれる出現
回数
全文章数
そのキーワードを含むファイル数
法を用いることにより、多数の文章に多く含
まれる一般的なキーワードの重要度を下げ、特定の文
章中に多く含まれるキーワードの重要度をあげること
ができる。
連続名詞の抽出
情報検索の世界では名詞概念をキーワードとして抽出
する傾向が強い。 一般的には、形態素解析を用い
て名詞を抜粋し、キーワードの抽出を行う。
グラム
構文解析を行わない方法の１つとして、 グラム
法がある。 グラムは長い文字列から部分文字
列を取り出す方法で、 には や などの数をとるこ
とができる。 グラムのアルゴリズムでは１文字ずつ
ずらしながら、連続する 文字を取り出し、取り出し
た文字列の出現頻度を調べ、その集合の中で出現頻度
の高い語をキーワードとして抽出するというものであ
る。 あらかじめ文章に形態素解析による単語分け
を行う必要がなく、任意の数の文字数を設定すること
ができる。
しかし、単語分けを行わないで解析すると、単語の
一部分を含んだ文字列を大量にキーワードとして抽出
する恐れがある。これを改善するために、本論文では
形態素解析を行い、要素単語に分けた後で、その要素
単語の連続を調べる手法も検討した。
相関ルール
文章中に現れる文字や単語の相関から、キーワードを
抽出することが考えられる。これを相関ルールと呼び、
ルールはいくつかの文字 または単語 からなり、どれだ
け同時に現れやすいのか 相関があるか が評価対象と
なる。相関ルールを高速に抽出する手法として、
アルゴリズムがある。 相関ルールの探索では、支
持度 と確信度 と
いう２つの指標を用いて相関ルールを評価する。本論
文では、相関ルールの支持度 は全データに対す
る構成要素が含まれる割合、確信度 はある構成
要素が含まれた時に他の構成要素が含まれる割合の平
均であると定義する。
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相関ルール探索は、 グラムを用いたアルゴリズム
と同様に、形態素解析を行わなくてもキーワードを抽
出することが可能である。しかしこれも、単語の一部分
のみを抽出する可能性を減らすため、本論文では形態
素解析を行った後に要素単語間の相関ルールからキー
ワードも作成することを考える。
フィルタリング
単に文章からキーワードを切り出しただけでは、 てに
をは や 数字 などキーワードに適さない語が含まれ
てしまう可能性がある。また、 行う 、 行い など、
活用によって語尾が変化する語もある。これらを除去
したり、適切な形に替える必要があり、本論文ではこ
の作業をフィルタリングと定義している。フィルタリ
ングでは、このほかにも同じ意味の違う単語を統一す
るなどの作業を行うことがある。フィルタリングを行
うことにより、キーワードの質を高めることができる。
フィルタリングでは、
不要語リストを用いるフィルタリング
品詞によるフィルタリング
頻度によるフィルタリング
がある。不要語リストによるフィルタリングでは、キー
ワードになりにくい単語のリストを作成しておき、リ
ストにある単語をキーワード候補からはずす方法であ
る。品詞によるフィルタリングでは、キーワードにな
りやすい品詞やキーワードになりにくい品詞に対して、
キーワード候補のふさわしさに重み付けしたり、除去し
てしまう方法である。キーワードに前述のようにキー
ワードになりやすい品詞として名詞が、キーワードに
なりにくい品詞として助詞や助動詞がある。頻度によ
るフィルタリングでは、キーワードの出現頻度によって
キーワード候補のふさわしさに重みを付ける方法であ
る。高頻度のものほどキーワード候補としてふさわし
いと考えられるが、単純に頻度情報を使うのではなく、
法を用いて特定の文章中に多く含まれるキー
ワードの重要度を上げて評価することもある。
によるキーワード抽出手法の組み合わせ
各キーワード抽出法には、対象文章に得意・不得意が
あると考えられる。構造化した文章には構造を解析し
ながらキーワードを抽出することができるが、あまり
構造化されていない文章では同じ解析を行うことは難
表 ノードと ノード
関数ノード 定義
と を評価し、両方に含まれてい
るキーワードの割合を出力する
と を評価し、少なくともどちら
か一方に含まれているキーワードの
割合を出力する
しい。メールなどの短く、あまり構造化されていな文
章と、論文などのある程度の長さがあり、構造のはっ
きりした文章では、異なるキーワード抽出法を用いる
方が効果的と考えられる。また、それぞれのキーワー
ド抽出法において、パラメータを対象文章にあわせて、
チューニングする必要もある。
そこで以前、 を用いて、各情報カテゴリをもとに
して各キーワード抽出法を選択し、その時のキーワー
ド抽出法の正答率を求め、正答率が一番高い情報カテ
ゴリとキーワード抽出法の組み合わせを見つける手法
を提案した。 この手法では、 を用いることで
情報カテゴリに適したキーワード抽出法を自動選択し、
キーワードの抽出を行うことができる。また、適応度
関数の設計時に、キーワードの精度や数、抽出までの
時間などを考慮することが可能となる。また、キーワー
ド抽出法のパラメータも同時に学習させることが可能
である。提案した定義では、関数ノードはどのカテゴリ
の文章なのかの条件判断をあらわし、終端ノードはど
のキーワード手法を用いるのかをあらわすようにした。
しかしこの定義では、選択する手法は つになってし
まう。そこで、複数の手法が選択できるように、
と の関数ノードの定義を追加した。 表 参照
以前の定義では、
のような出力が得られたが、 と を追加する
ことにより、
のような出力が得られるようになる。
また、フィルタリングを行うかどうかについても、関
数ノードとして定義した。 表 参照
これにより、手法ごとにフィルタリングを行うかど
うか、行うならどのフィルタを使うのかが学習できる
ようになる。フィルタリング選択ノードを追加した
では、以下のような出力が期待される。
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表 フィルタリングノード
関数ノード 定義
引数 を評価し、その結果を不要語
リストによりフィルタリングする
引数 を評価し、その結果を品詞に
よりフィルタリングする
引数 を評価し、その結果を頻度に
よりフィルタリングする
適応度は、以前と同様に の個体により情報カテ
ゴリからキーワード抽出法を選択し、そのキーワード
抽出法によって得られてキーワードの正答率を求め、こ
れをもとにした。これにより正答率が一番高い個体が
適応度の高い個体となる。キーワードの抽出数や抽出
時間なども適応度計算として定義することにした。
を用いたキーワード抽出システムの欠点として、
実時間での学習が難しい点が考えられる。適応度をシ
ステム利用者の評価により行う対話的なキーワード抽
出システムも考えられる。しかし、 の適応度計算が
個体数やノード数に依存して増加してしまうので、対
話的に学習をさせようとすると待ち時間が長くなって
しまう。そこで、システム利用者からの評価入力待ち
時間やシステムが利用されていない時間などを使って、
評価と平行して学習するなどの工夫を行うことにより、
実時間での学習に対応させることが可能であると考え
られる。
提案手法で前提となるカテゴリ分けに関しても、以
前と同様に、文章を自動的にカテゴリ分けする手法は含
まず、カテゴリは使用者により指定されるものとした。
検証実験
提案手法の有効性を検証するために、複数カテゴリの
文章から複数手法を用いてキーワード抽出を行った。文
章のカテゴリとして、論文、ニュース、社説、マニュア
ル、メールを用いた。まず、それぞれから手作業によ
りキーワードを抽出し、これを正解とした。キーワー
ド抽出手法として、頻度解析、連続名詞の抽出、文字
をもとにした グラム法、単語をもとにした グラ
ム法、単語をもとにした相関ルールを用いた。
のパラメータは、以下のものを用いた。 表 参
表 のパラメータ
集団数
複製確率
交叉確率
突然変異確率
選択方式 トーナメント方式
関数ノード 表 の 種類
終端ノード 表 の 種類
訓練データ数 各カテゴリ 文章ずつ、合計 文章
表 関数ノード
表示 意味
引数 と引数 を評価し、評価値の
小さい方を返す
引数 と引数 を評価し、評価値の
大きい方を返す
カテゴリが論文なら引数 を、違う
なら引数 を評価する
カテゴリがニュースなら引数 を、
違うなら引数 を評価する
カテゴリが社説なら引数 を、違う
なら引数 を評価する
カテゴリがマニュアルなら引数 を、
違うなら引数 を評価する
カテゴリがメールなら引数 を、違
うなら引数 を評価する
引数を評価し、その結果を不要語リ
ストによりフィルタリングする
引数を評価し、その結果を品詞によ
りフィルタリングする
引数を評価し、その結果を頻度によ
りフィルタリングする
照 適応度は、正答率から求めた。個体評価の際、毎
回キーワード抽出を行うと時間がかかるので、実験で
はあらかじめ各キーワード抽出法でキーワード抽出を
行い、正答率を求めてから 学習を行った。以前の
実験では正答率にあまり差がない場合にうまく学習が
行えなかった。そこで、今回の実験では、正答率の差
が適応度の大きく影響するように正答率に重み付けを
行った。 と に関して、あらかじめ個別の手法
での正答率が得られているので、とりあえず表 のよ
うに定義した。
単に引数の最大、最小を返す実装になっている
によるキーワード選択時の正答率を、実際
に複数手法でキーワードを抽出した時のキーワード数
に応じたものになるように変更し、提案手法が実際に
使えるかどうか検討する予定である。また、フィルタリ
ング選択ノードを追加した実験も行う予定である。現
在、実験で使用するための学習データを整理している
段階である。
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表 終端ノード
表示 意味
出現頻度による抽出法を用いる
連続名詞による抽出法を用いる
文字をもとにした による抽
出法を用いる
単語をもとにした による抽
出法を用いる
単語をもとにした相関ルール抽出よ
る抽出法を用いる
おわりに
本論文では、以前提案した文献をカテゴリごとに分類
し、遺伝的プログラミングを用いてカテゴリごとに複
数のキーワード抽出法の組み合わせを自動選択し、キー
ワードの抽出を行うシステムに、語幹抽出処理とフィ
ルタリング選択ノードを追加した。語幹抽出処理は、形
態素解析と同様に使用できるように実装した。フィル
タリング選択ノードは案数ノードとして実装した。提
案した手法の検証のため、キーワード抽出実験のため
のシステム構築を行った。
現在、実験で使用するための学習データを整理して
いる段階であるので、フィルタリング選択ノードを追
加した実験を行い、提案手法が実際に使えるかどうか
検討する予定である。また、単に引数の最大、最小を
返す実装になっている によるキーワード選
択時の正答率を、実際に複数手法でキーワードを抽出
した時のキーワード数に応じたものになるように変更
し、提案手法が実際に使えるかどうか検討する予定で
ある。
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