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Abstract. We present a polynomial-time reduction from parity games
with imperfect information to safety games with imperfect information.
Similar reductions for games with perfect information typically increase
the game size exponentially. Our construction avoids such a blow-up
by using imperfect information to realise succinct counters which cover
a range exponentially larger than their size. In particular, the reduc-
tion shows that the problem of solving imperfect-information games with
safety conditions is EXPTIME-complete.
1 Introduction
Nondeterminism is a notorious source of complexity in automata. The
process of determinisation, which consists in monitoring the uncertainty
about the flow of control in a nondeterministic device, typically involves a
power-set construction and an exponential blow-up of the state space. Re-
versing the argument, a nondeterministic automaton may be considerably
more succinct than any equivalent deterministic automaton.
When we shift from automata to games, a similar jump in complexity
arises as an effect of imperfect information of players about the history
of a play. Already in the basic setting of two-player zero-sum games, the
construction of a perfect-information game monitoring the uncertainty of
a player about the flow of information in an imperfect-information game
requires a powerset construction.
The shape of winning conditions constitutes a further source of com-
plexity in games. In particular in parity games, the range of the priority
function is perceived as a key factor. For games with perfect information,
the current situation is as follows. While games with two priorities can be
solved in quadratic time, the complexity of the best known deterministic
algorithms is exponential in the number of priorities. Several procedures
for reducing the priorities in a parity game to a fixed small number have
been proposed, all leading to an exponential blow-up in the size of the
game [3, 9, 15]. A polynomial-time reduction of this kind would prove that
parity games can be solved in polynomial time, which is a major open
problem.
The question of parity-range reduction has also been investigated in
the context of the modal µ-calculus, an expressive logic that subsumes
many important specification formalisms. The model-checking problem
for this logic corresponds to the problem of solving a parity game with as
many priorities as there are alternating fixed-point quantifiers in the for-
mula [7]. A uniform method for reducing the number of alternating quan-
tifiers in formulae would thus lead to tractable model-checking games.
For a particular fragment of distributive formulae, a reduction to for-
mulae with only one alternation is presented in [12]. However, the fact
that the µ-calculus alternation hierarchy is strict [11, 4, 1], implies that a
uniform reduction, which depends only on the formula, cannot exist for
the general case. In [15], Seidl proposes a reduction that removes fixed-
point alternations syntactically in a non-uniform way, depending on the
model, yielding one of the best algorithms for µ-calculus model checking,
or equivalently, for solving parity games with perfect information.
In this paper, we consider parity games with imperfect information.
We present a polynomial-time reduction of parity games into safety games
that preserves the existence of winning strategies. This shows that, in the
setting of imperfect information, parity games with only two priorities are
able to simulate parity games with arbitrarily many priorities in a succinct
way. In other words, the complexity arising from imperfect information
preempts the complexity inherent to the winning condition.
The reduction implements a variant of the progress-measure algorithm
for solving parity games proposed by Jurdzinski in [8]. We use the power
of imperfect information in two ways: firstly, to design counters that cover
a range exponentially larger than their size and, secondly, to maintain the
number of occurrences of all odd priorities simultaneously during the play.
The parity condition is monitored by synchronising the game graph with
a small counter gadget equipped with a safety condition.
Our construction illustrates a basic design pattern for applying imper-
fect information as a synchronisation mechanism. Furthermore, the count-
ing gadgets provide examples of safety games in which winning strategies
require memory of exponential size. Finally, our reduction shows that the
problem of solving imperfect-information games with safety conditions is
EXPTIME-complete.
2 Parity games with perfect information
We first describe the model of parity games with perfect information
and introduce the key properties needed for our reduction. In view of a
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uniform treatment of both perfect and imperfect information models, our
terminology sometimes deviates from the standard literature.
2.1 Games and strategies
Let Σ be a finite alphabet of actions. A game structure with perfect in-
formation is a tuple G = (L, ℓ0,∆) consisting of a finite set L of locations
(or positions), a designated initial location ℓ0 ∈ L, and a transition rela-
tion ∆ ⊆ L×Σ ×L. We assume that the transition relation is total, i.e.,
for every location ℓ ∈ L and every action a ∈ Σ, there exists at least one
a-successor ℓ′ such that (ℓ, a, ℓ′) ∈ ∆, and that all locations of L are reach-
able from ℓ0 via transitions in ∆. Games on G are played by two players,
Player 1 and Player 2, taking turns to move a token along transitions
of G. Initially, the token is located at ℓ0. The game proceeds in rounds.
In every round, Player 1 first chooses an action a ∈ Σ, then Player 2
moves the token to an a-successor of the current location. Thus, playing
the game yields an infinite sequence of locations π = ℓ1ℓ2 . . . , called a
play, such that ℓ1 = ℓ0 and (ℓi, a, ℓi+1) ∈ ∆ for all i ≥ 1. A history is a
finite prefix ℓ1 . . . ℓi of a play. A strategy for Player 1 in G is a function
σ : L+ → Σ that maps histories to actions. A play ℓ1ℓ2 . . . is consistent
with σ if, for every position i ≥ 1, there is a transition (ℓi, a, ℓi+1) ∈ ∆
with a = σ(ℓ1, . . . , ℓi). We denote the set of plays in G that are consistent
with σ by Outcome(G,σ).
A winning condition for a game structure G is a set ϕ ⊆ Lω. A
strategy σ for Player 1 is winning for the condition ϕ, if all plays consistent
with σ are winning, i.e., Outcome(G,σ) ⊆ ϕ. A game is a pair (G,ϕ)
consisting of a game structure G and a matching winning condition ϕ.
We say that Player 1 wins the game, if he has a winning strategy for the
condition ϕ.
We shall consider two kinds of winning conditions. Given a set
T ⊆ L of target locations, the safety condition requires that the play
stay within the set T : Safe(T ) = {ℓ1ℓ2 . . . | ℓi ∈ T for all i ≥ 1}.
We call the elements of L \ T bad locations. Given a priority function
Ω : L → N that maps each location to a priority, the parity condition
requires that the least priority visited infinitely often in a play be even :
Parity(Ω) = {ℓ1ℓ2 . . . | lim infi→∞ Ω(ℓi) is even}. Parity conditions can
be viewed as nested combinations of safety and reachability conditions,
where reachability is the dual of safety : Reach(T ) = Lω\Safe(L\T ). They
provide a canonical form to express all ω-regular winning conditions [16].
The algorithmic problem of solving a game is to decide, given a game
structure G and a winning condition ϕ, whether Player 1 wins the game
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(G,ϕ). Safety conditions are specified by a target set, and parity condi-
tions are specified by a priority function.
A conceptually simple way of solving parity games is to provide a
winning strategy for Player 1. For this purpose, strategies that depend
only on the last location of the history of the play are of particular interest.
A strategy σ is memoryless if σ(ρ ·ℓ) = σ(ρ′ ·ℓ) for all ρ, ρ′ ∈ L∗. It is easy
to see that, if Player 1 wins a game with safety or reachability condition,
then he also has a memoryless strategy to win the game. The following
fundamental result establishes that memoryless strategies areq sufficient
even for perfect-information games with parity conditions.
Theorem 1 ([6]). Player 1 wins a parity game with perfect information
if and only if he has a memoryless winning strategy.
A memoryless strategy σ for a game structure G = (L, ℓ0,∆) can
be represented as a substructure Gσ obtained by removing from ∆ all
transitions (ℓ, a, ℓ′) with a 6= σ(ℓ). The plays in Gσ are then precisely
the plays in Outcome(G,σ). Accordingly, for a parity condition ϕ, the
strategy σ is winning if and only if all the plays in Gσ are winning, which
amounts to saying that on each cycle in Gσ reachable from ℓ0, the least
visited priority is even. This remark provides the key argument for the
transformation of parity games into safety games.
Definition 2. Let n ∈ N. An infinite sequence p1p2 . . . of natural
numbers is parity-n-fair if, for every odd number r, each subsequence
pipi+1 . . . pj that contains the number r more than n times also contains
a number strictly smaller than r.
For a fixed game (G,Parity(Ω)), we say that a play π is parity-n-fair
if the sequence of priorities visited by π is parity-n-fair. Notice that every
parity-n-fair play satisfies the parity condition. Conversely, if G has n
locations, then all plays consistent with a memoryless winning strategy σ
of Player 1 in G are parity-n-fair. Indeed, every subsequence of a play
consistent with σ that contains more than n occurrences of an odd prior-
ity r must follow a cycle in Gσ. As the least priority in every cycle of Gσ
is even, every such subsequence also contains a priority smaller than r.
According to Theorem 1, we can hence restrict our attention, without loss
of generality, to strategies that enforce parity-n-fair plays.
Proposition 3. Player 1 wins a parity game with perfect information of
size n if and only if he has a strategy σ such that every play consistent
with σ is parity-n-fair.
4
Let us now turn to the computational complexity of solving a parity
game with perfect information G. A memoryless strategy σ for Player 1
can be guessed in linear time and we can verify in polynomial time
whether σ is winning, i.e., whether the minimal priorities on all reachable
cycles in Gσ are even. Thus, the problem of solving a game belongs to NP
and, by the Determinacy Theorem of [6], it follows that it is in NP∩Co-NP.
Hence the problem is close to polynomial time, in terms of general com-
plexity (see also [8]). The question whether parity games can be solved in
polynomial time is a major open problem. The best known deterministic
algorithms have running times that are polynomial with respect to the
size of the game structure, but exponential with respect to the number
of different priorities (see [10, 14]).
2.2 Priority-range reduction
Due to the apparent impact of the number of priorities on the complex-
ity of solving parity games, it would be very desirable to find efficient
procedures for reducing the range of the priority function.
An explicit reduction from parity to safety games with perfect infor-
mation is presented by Bernet, Janin, and Walukiewicz in [3]; it can be
understood as an online-version of Jurdzinski’s parity-measure algorithm
for solving parity games [9]. The main ingredient of the reduction is an
internal memory device consisting of a vector of counters, one for each
odd priority which is maintained along the transitions of a play. Basically,
the device works as follows: if the current state has priority r, all counters
corresponding to priorities strictly higher than r are reset; additionally,
if r is odd, the counter corresponding to r is incremented. The range
of each counter is bounded by the number of locations in the game. To
transform a parity game into a safety game, the memory device is syn-
chronised with the game structure via a product operation. Finally, the
safety condition requires that no counter overflow occur. Essentially, the
internal memory monitors whether the current play is parity-n-fair and
forces the play into a bad location when it detects that this is not the
case. The correctness of this reduction is justified by arguments similar
to Proposition 3. Notice, however, that to monitor a game with n states
and d priorities, a memory device with O(nd/2) many states is needed.
Accordingly, this reduction from parity to safety games involves an expo-
nential blow-up of the game structure.
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3 Games with Imperfect Information
We consider a model of games with imperfect information that was orig-
inally introduced in [13]. The set of locations is partitioned into informa-
tion sets indexed by observations.
3.1 Observation-based model
In addition to the alphabet Σ of actions, we fix a finite alphabet Γ of
observations. A game structure with imperfect information over Σ and Γ
is a tuple G = (L, ℓ0,∆, γ), where L, ℓ0,∆ are defined as in the perfect-
information case, and γ : Γ → 2L \ ∅ is an observability function that
maps each observation to a nonempty set of locations such that the sets
γ(o) for o ∈ Γ form a partition of L. For each location ℓ ∈ L, we write
obs(ℓ) to denote the unique observation o such that ℓ ∈ γ(o). For an
action a ∈ Σ and a set of locations s ⊆ L, we define posta(s) = {ℓ
′ ∈ L |
∃ℓ ∈ s : (ℓ, a, ℓ′) ∈ ∆}.
The game on G is played in the same way as in the perfect information
case, by moving a token along the transitions of G and forming an infinite
play. But now, only the observation of the current location is revealed to
Player 1. The effect of the uncertainty about the history of the play is
formally captured by the notion of strategy.
A strategy for Player 1 in G is a function σ : Γ+ → Σ that maps
finite sequences of observations to actions. Given a play π = ℓ1ℓ2 . . . ,
we set obs(π) = obs(ℓ1)obs(ℓ2) . . .. We say that π is consistent with the
strategy σ, if for every position i ≥ 1, there is a transition (ℓi, a, ℓi+1) ∈ ∆
with a = σ(obs(ℓ1) . . . obs(ℓi)). As before, we denote the set of plays in G
that are consistent with σ by Outcome(G,σ).
Following [5], we express winning conditions in terms of observations.
A winning condition for a game structureG = (L, ℓ0,∆, γ) is a set ϕ ⊆ Γ
ω
of infinite sequences of observations. A strategy σ for Player 1 is winning
for the condition ϕ if obs(π) ∈ ϕ for all π ∈ Outcome(G,σ). The safety
condition for a set T ⊆ Γ is Safe(T ) = {o1o2 . . . | oi ∈ T for all i ≥ 1},
and the parity condition for a priority function Ω : Γ → N is defined by
Parity(Ω) = {o1o2 . . . | lim infi→∞ p(oi) is even}.
Notice that games of perfect information correspond to the special
case where Γ = L and γ(ℓ) = {ℓ} for all ℓ ∈ L.
3.2 Reduction to perfect-information games
To solve a game with imperfect information (G,ϕ) over a structure
G = (L, ℓ0,∆, γ), the basic algorithm proposed in [13] constructs a game
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of perfect information (GK, ϕ′) over a game structure GK = (S, s0,∆
′)
with the action alphabet Σ of G, such that Player 1 has a winning strat-
egy for ϕ in G if and only if he has a winning strategy for ϕ′ in GK. The
structure GK is obtained by a subset construction which, intuitively, mon-
itors the knowledge that Player 1 has about the current location of the
play. The set of locations S ⊆ 2L \ {∅} consists of the subsets of L reach-
able from the initial location s0 = {ℓ0} via transitions in ∆
′ defined by
(s1, a, s2) ∈ ∆
′ if and only if there exists an observation o ∈ Γ such that
s2 = posta(s1)∩γ(o) 6= ∅. Notice that each location in G
K corresponds to
a unique observation in G, in the sense that for all s ∈ S, there is a unique
o ∈ Γ such that s ⊆ o. A bijection µ between strategies σ in G and strate-
gies σK in GK that preserves winning strategies is defined as follows. For
all strategies σ in G, set µ(σ) = σK such that σK(s1 . . . sn) = σ(o1 . . . on)
for all sequences s1 . . . sn of locations in G
K, where o1 . . . on is the unique
sequence of observations o1 . . . on corresponding to s1 . . . sn. Conversely,
given a strategy σK in GK, the strategy σ = µ−1(σK) is such that for all
o1 . . . on ∈ Γ
+, we have σ(o1 . . . on) = σ
K(s1 . . . sn) where s1 = s0 and
si+1 = postai(si) ∩ γ(oi+1) with ai = σ
K(s1 . . . si) for all 1 ≤ i < n. Ob-
serve that the set of plays consistent with σ in G visit the same sequences
of priorities as the set of plays consistent with σK = µ(σ) in GK.
The construction transforms games with imperfect information into
games of perfect information with the same type of winning condition [5].
For a parity condition ϕ defined by the priority function Ω : Γ → N, the
parity condition ϕ′ is defined by the priority function Ω′ : S → N such
that Ω′(s) = Ω(o) for all s ∈ S and o ∈ Γ such that s ⊆ o.
Proposition 4 ([5]). Player 1 wins a game with imperfect information
(G,Parity(Ω)) if and only if he wins the game with perfect information
(GK,Parity(Ω′)).
4 Reduction of parity to safety games
To present our reduction from parity to safety games, let us fix a parity
game with imperfect information (G,Parity(Ω)) with n locations and with
priorities ranging from 1 to d; we set [d] = {1, 2, . . . , d}. Without loss of
generality, we assume that d is even.
The game structure GK obtained by the subset construction of Sub-
section 3.2 has less than 2n locations. According to Proposition 3, we can
require that a winning strategy of Player 1 in (GK,Parity(Ω)) (and thus
also in (G,Parity(Ω))) ensures that no odd priority is visited more than 2n
times between two consecutive occurrences of lower priorities. This is a
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safety condition that can be checked by counting the occurrences of each
odd priority in the play. If the count exceeds 2n while no lower priority is
visited, a bad location is entered.
The challenge is to design counters with a bound of at least 2n and to
maintain simultaneously d/2 such counters, one for each odd priorities,
using only a polynomial number of locations.
We use a counter gadget to store the number of occurrences of an odd
priority r. Whenever a priority smaller than r is visited, the counter is
reset. For each visit to priority r, Player 1 has to increment the counter
via a click action that he can choose from the set [n] = {1, 2, . . . , n}. The
gadgets are constructed in such a way that in each step at least one click
can increment the counter, until the upper bound is reached. At that
point all clicks would lead to the bad location.
To each odd priority, we associate a counter gadget. In the first round
of the game, Player 2 can choose a counter associated to one particular
odd priority r to be tracked. This choice is not observable to Player 1.
Thus, Player 1 has to ensure that every odd priority occurs only a
bounded number of times before a lower priority is visited. This translates
a parity condition (that the minimal priority seen infinitely often is even)
into a safety condition (that no counter ever overflows).
4.1 Succinct counters
For each odd priority r, the counter gadget Cr is a game structure con-
sisting of n disjoint components (numbered 1, 2, . . . , n), one for each click.
Fig. 1 shows a counter gadget with 3 components. The locations of Cr are
all indistinguishable to Player 1. In his perspective, it is helpful to think
of a virtual game played simultaneously on all components. The i-th com-
ponent has the shape of a loop over qi locations, where qi is the i-th prime
number. The number of configurations of a counter is given by the pri-
morial qn# =
∏n
i=1 qi. Clearly, we have qn# > 2
n whereas the number
of locations in a counter is
∑n
i=1 qi = O(n
2 log n) and thus polynomially
bounded in n (cf. [2]).
The value of a counter is encoded by the position of the (virtual)
token in each of its components. A counter can be incremented by taking,
simultaneously in all components, a transition represented by a solid edge
in Fig. 1, it can be reset to 0 with the dashed edges, and it can idle with
self-loops on each location (not drawn in the figure). The transitions of Cr
are labeled by all actions (a, p, k) ∈ Σ × [d] × [n] such that p > r on all
idle edges, p < r on all reset edges, and p = r on all increment edges,
except the last edge of each component where the click i must be different
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ℓ11
ℓ12
⊤ ¬1
ℓ21
ℓ22 ℓ
2
3
⊤
⊤
¬2
ℓ31
ℓ32
ℓ33 ℓ
3
4
ℓ35
⊤
⊤
⊤
⊤
¬3
Increment (solid edges) on priority p = r, with any click except i on edges ℓiqi → ℓ
i
1.
Reset (dashed edges) on all priorities p < r.
Idle (not depicted) on all priorities p > r (self-loops).
Fig. 1. Counter gadget for priority r with 3 components that counts modulo 2·3·5 = 30.
from the index of the component (in Fig. 1, the label ⊤ is interpreted as
“for all clicks” and ¬k is interpreted as “for all clicks except k”). Finally,
we complete the transition relation, by sending all missing transitions to
a sink location. Intuitively, whenever a counter is incremented, the value
of the click k should be chosen (by Player 1) in such a way that every
component has an enabled increment transition labeled with k, i.e., such
that qk does not divide the incremented counter value. This is always
possible except when, in all components, the token is in the last location
before completing the cycle. In the example of Fig. 1, this happens after
29 steps. From that moment on, Player 1 should avoid visiting priority r
unless the counter is reset by a visit to a lower priority.
Lemma 5. Let C1, C3, . . . , Cd−1 be counter gadgets, each with n com-
ponents. A sequence p1p2 . . . of priorities pi ∈ [d] is parity-(qn#)-fair if
and only if there exist sequences a1a2 . . . of actions and k1k2 . . . of clicks
such that (a1, p1, k1)(a2, p2, k2) . . . is a play in each of the components of
C1, . . . , Cd−1.
4.2 Reduction
For the parity game with imperfect information (G,Parity(Ω)) over al-
phabets Σ and Γ , we construct in polynomial time a safety game with
imperfect information (G,Safe(T )) over extended alphabets Σ′ and Γ ′
such that Player 1 wins (G,Parity(Ω)) if and only if he wins (G′,Safe(T )).
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ℓ12
⊤ ¬1
ℓ21
ℓ22 ℓ
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3
⊤
⊤
¬2
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ℓ33 ℓ
3
4
ℓ35
⊤
⊤
⊤
⊤
¬3
ℓ11
ℓ12
⊤ ¬1
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2
3
⊤
⊤
¬2
ℓ31
ℓ32
ℓ33 ℓ
3
4
ℓ35
⊤
⊤
⊤
⊤
¬3
ℓ11
ℓ12
⊤ ¬1
ℓ21
ℓ22 ℓ
2
3
⊤
⊤
¬2
ℓ31
ℓ32
ℓ33 ℓ
3
4
ℓ35
⊤
⊤
⊤
⊤
¬3
a
b c
d
σ σ
σ
σ
σ
ℓ′0
. . .
Fig. 2. Reduction overview.
The set T contains all locations of G′ except a designated sink location.
The game structure G′ consists of an initial location ℓ′0 from which there
is an outgoing transition to the initial location of each of the n compo-
nents of each counter gadget C1, . . . , Cd−1 and to the initial location of a
modified copy Ĝ of G, as in Fig. 2.
The game structure Ĝ enriches the setΣ of actions to synchronise with
the counter gadgets. The locations of Ĝ are those of G and a fresh location
with odd priority. For each transition (ℓ, a, ℓ′) in G, there are transitions
(ℓ, (a, p, k), ℓ′) for p = Ω(obs(ℓ)) and for all 1 ≤ k ≤ n. Hence, the set of
actions of Ĝ is Σ′ = Σ × [d] × [n]. We complete the transition relation
of Ĝ by sending all missing transitions to the fresh location from which
Player 1 cannot win. The game Ĝ is equivalent to G, as the strategies of
Player 1 in G have access to the observation of the current location (and
therefore also to its priority) and can thus be translated into equivalent
strategies for Ĝ by simply choosing the priority p = Ω(obs(ℓ)) of the
current location ℓ for the second component of the indicated action (the
third component is intended for synchronisation with the clicks and does
not matter in Ĝ).
The observations in G′ are the same as in G, that is, Γ ′ = Γ . However,
the observability function γ′ of G′ is defined for all o ∈ Γ by γ′(o) =
γ(o)∪LC where LC is the set of all locations of the counter gadgets. This
defines overlapping observations, but we can construct in polynomial time
an equivalent safety game with partitioning observations (cf. [5]).
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Proposition 6. The problem of solving a parity game with imperfect in-
formation can be reduced in polynomial time to the problem of solving a
safety game with imperfect information.
Proof. We show that Player 1 wins the game (G,Parity(Ω)) if and only
if he wins the game (G′,Safe(T )).
First, let us assume that Player 1 wins (G′,Safe(T )) and let us fix a
winning strategy σ′ in G′. We construct a strategy σ in G such that for
all ρ ∈ Γ+, we have σ(ρ) = a if σ′(ρ) = (a, p, k) for a priority p and a
click k. Now we claim that σ is winning in G. To show this, we argue
that for all odd priorities r, if r occurs infinitely often in a path π of Gσ ,
then a smaller priority p < r also occurs infinitely often in π. Towards
a contradiction, assume that an odd priority r occurs infinitely often on
a path π of Gσ, whereas all priorities lower than r occur only finitely
often. In particular, this implies that π is not a parity-qn#-fair path. By
Lemma 5 it follows that σ′, which agrees with σ on the first component
(on actions a ∈ Σ), cannot avoid an overflow of the counter Cr leading
the play to the sink state. Hence, σ′ is not a winning strategy in G′.
For the converse, assume that Player 1 wins (G,Parity(Ω)). Then,
there exists a winning strategy σ for Player 1 in G ensuring that every
path in Gσ is parity-2
n-fair, by Proposition 3 and via the bijection µ
between strategies of G and GK defined in Subsection 3.2. Therefore,
each path of Gσ , can visit at most 2
n < qn# times an odd priority r
without visiting a smaller priority. Hence, each counter Cr is reset before
reaching the maximal value qn#. The winning strategy σ can therefore
be extended to a winning strategy in G′ by prescribing (a, r, k) whenever
σ prescribes a, where r is the priority of the current observation, and k is
a click allowed in the corresponding counter Cr (i.e., such that qi is not a
divisor of the number of visits to priority r since the last visit to a smaller
priority). In this way, the sink location of the counters is never reached
in G′ and thus, the strategy σ is winning. 
If we view the counter gadgets as individual games, we obtain a family
of examples of safety games with an exponential lower bound for the
memory size of a winning strategy.
Corollary 7. There exists a family (Gn,Safe(Tn))n∈N of safety games
with imperfect information where Player 1 wins, such that each game Gn
is of size polynomial in n, whereas every winning strategy in Gn requires
memory of size at least exponential in n.
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The problem of solving reachability and parity games of imperfect
information is known to be EXPTIME-complete [13, 5]. However, the ques-
tion about a matching lower bound for the complexity of safety games
remained open. We can now settle this question as a direct consequence
of Proposition 6.
Corollary 8. The problem of solving safety games of imperfect informa-
tion is EXPTIME-complete.
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