We present an introductory study that paves the way for a new kind of person re-identification, by exploiting a single Pan-Tilt-Zoom (PTZ) camera. PTZ devices allow to zoom on body regions, acquiring discriminative visual patterns that enrich the appearance description of an individual. This intuition has been translated into a statistical direct reidentification scheme, which collects two images for each probe subject: the first image captures the probe individual, focusing on the whole body; the second can be a zoomed body part (head, torso or legs) or another whole body image, and is the outcome of an action-selection mechanism, driven by feature selection principles. The validation of this technique is also explored: in order to allow repeatability, two novel multi-resolution benchmarks have been created. On these data, we demonstrate that our approach selects effective actions, by focusing on body portions which discriminate each subject. Moreover, we show that the proposed compound of two images overwhelms standard multi-shot descriptions, composed by many more pictures.
INTRODUCTION
People re-identification (re-id) has definitely become a primary module for multi-camera video surveillance systems, allowing to recognize individuals across different locations and times. Now mature, the re-id literature is partitioned in direct VS learning-based and single-shot VS multi-shot methods. Direct approaches [1, 2, 3] are on-line feature extractors, while learning-based techniques [4, 5, 6, 7, 8, 9 , 10] require a training step prior to work. Single-shot [1, 2, 3, 5, 6, 7, 8] and multi-shot [1, 2, 4, 8, 9] approaches differ for the number of images exploited to describe each probe or gallery subject.
This work adds a novel point of view to this taxonomy, introducing the usage of a PTZ camera for the re-id problem. PTZ cameras are nowadays widespread in many different environments (stadiums, banks, crossroads) and many tracking algorithms have been developed to automatically zoom on particular areas of interest [11, 12, 13] . Assuming this technology available, we present a PTZ protocol composed by a set of actions (zoom on the head, torso, legs, do not zoom), which produces a two-image description of each probe subject. The first image focuses on the whole body, and it is supposed to be acquired during an initialization phase, where the PTZ camera looks for individuals (as in a usual pedestrian detection scenario). The second image is collected after performing an action selected from the set of possible actions. To this end, we propose a max-variance action selection algorithm that is built upon the feature selection principles [14, 15] . The idea is that the method chooses the action that exhibits the highest variance in the feature space, because it is supposed to better discriminate between different individuals. In addition, we show how the two images are properly integrated to create a composite description of the individual for re-id.
The proposed method has been tested with the aim of simulating the behavior of a PTZ camera and of providing repeatable benchmarks often hard to get when using PTZ cameras. To this end, we propose a novel evaluation protocol that is based on building a dataset with the whole-body image at low resolution and the three body parts at high resolution for each subject (some examples are shown in Fig. 1) .
The results highlight different facets of our proposal, promoting the use of PTZ for boosting the re-id performances. Moreover, we demonstrate that our two-image description for PTZ cameras is far better than exploiting ten whole-body images in a fixed-camera multi-shot setup.
PTZ RE-IDENTIFICATION
In general, re-id aims at finding in the gallery set G the description g j , j ∈ {1, ..., J} related to the individual with identity label l(j), such that it corresponds to the description q i , i ∈ {1, ..., I} in the probe set Q, that is, l(i) = l(j). In the direct approaches, this amounts to minimize an opportune distance d(i, j). Single or multiple-shot re-id indicate the need of having a single or multiple images for building a description, respectively.
The proposed re-id scheme with PTZ cameras assumes that the camera may capture two kinds of images: whole body (with no zoom) and zoomed (where a single part of the body is recorded using the zoom). In the following, we refer to them as whole and zoomed images, respectively. Therefore, the gallery set for PTZ re-id consists of a whole image g a=0 j and the set of zoomed images {g a j } a={1,2,3} for each single individual, where a indexes the set A of actions that the camera can perform, i.e., getting another whole image (a=0) or zooming on the face (a=1), torso (a=2), legs (a=3).
The process of PTZ re-id is carried out following a procedure composed by five steps, sketched in Fig. 2 .
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Step Fig. 2 . The proposed method first detects the whole body of the probe and a first round of re-id is performed. The max-var action selection algorithm exploits this information to select the most informative part and performing a second attempt of re-id that combines the two images.
The first step detects the whole probe image q 0 i . 1 The second step performs re-id by considering the entire gallery of whole images {g
, thus obtaining a preliminary re-id ranking defined by the distance d(q 0 i , g 0 j ) (distances will be detailed later). The idea is that images with higher ranking (lower distance value) are more similar to the probe, and thus more important.
In the third step, the max-var action selection algorithm chooses an action a ∈ A, deciding whether to zoom on a single part (a = {1, 2, 3}) or to keep the focus on the entire body (a = 0). To this end, a weighted variance on the features that characterize the different parts or the whole body is calculated, across all the corresponding elements of the gallery. The weight is related to the distance between the features, the lower the distance the higher the weight. Features which exhibit high weighted variance indicate parts that are highly discriminant for the different identities, considering standard principles of feature selection. The details of the max-var action selection are reported in the next section. In the fourth step, the action is performed by the PTZ camera, obtaining the second probe image r 
Max-Var Action Selection
Let us describe the re-id task in a probabilistic way, defining x as the random variable representing the unknown probe identity label l(i) that we want to associate to the j-th gallery description with label l(j).
As discussed above, the distance d(q
provides an initial guess of the probe identity. This is formulated as a probability density for x, defined as:
where λ regulates how peaked is the density (high λ for peaked distributions), and it has been optimized in our experiments. We remark that this distance is defined over whole images, as it is reasonable that the first action performed by the PTZ camera is to detect a probe individual. The action a defines the second probe image r a i , and it should maximize the information available in the gallery, given the probe image q 0 i . Taking inspiration from widelyknown principles of feature selection based on maximum variance [14, 15] , the best action a is defined as follows: 
where p(x|q 0 i ) is defined in Eq. 1. The first term in the integral of Eq. 3 is defined as:
where δ(·) selects the individual j in the gallery set that has label x. In practice, Eq. 4 selects the gallery description related to action a, assuming it corresponds to the probe description that we have not yet acquired.
The integral in Eq. 3 therefore becomes a weighted sum over the gallery set:
The mean and the variance of such discrete distribution can be easily derived as follows:
var r a i |q
The action selection strategy is summarized in Alg. 1.
Features
All the images, whole and zoomed, are described by the chromatic and structural features used in most of the re-id approaches. The chromatic description is inspired by [2] , given by the concatenation of the normalized 2-dimensional HueSaturation (HS) histogram r [16] . We also tested the combination of the two descriptors, dubbed HSV+LBP, which is obtained simply concatenating the two normalized histograms. Before all the features were computed, the pedestrian images were equalized on each RGB channel independently. For the second probe image, where the whole pedestrian is not completely visible, we applied the equalization transformation computed in the first image.
Distances
Our approach deals with two kinds of distances: the d(·, ·), which is the standard Bhattacharyya distance between normalized histograms as in [1] , and d joint (·, ·) that compares the complete probe description {q 
where d applies indistinctively to whole or zoomed images depending on the best action selected a ; α is a parameter that weights the combination of the two Bhattachryya distances (set to 0.5 in the experiments).
EXPERIMENTS
The ideal experimental setup for benchmarking PTZ applications should be a repeatable scenario, in which the different actions can be tested with the identical input. In practice, this is often not possible, and most of the repeatable tests with PTZ cameras use synthetic data [17] . Since testing re-id using real data is very important, we proposed a validation protocol that exploits realistic, existing re-id datasets. Starting from the original images, they have been bi-linearly downsampled (factor 1/4) to simulate the whole images {q 0 i } and the correspondent gallery images {g 0 j }. The whole person bounding boxes and the parts are obtained from the whole image by applying the pictorial structures detector [18] .
To ensure that the produced images mimic genuine PTZ imagery (SONY SNC-RX550P camera), we analyze the difference between a downsampled image taken at zoom 4x and the corresponding area of an image at zoom 1x so that they both share the same field of view. We obtained an RMSE of 30 (summing over all the RGB channels), averaged over 10 image pairs. As comparison, the RMSE between two consecutive images framed at constant zoom is 10.
Following this line, we adapted two public datasets, namely RGB-Did [19] and iLIDS-MA [20] , for our purpose. RGB-Did contains 93 people, where occlusions do not occur, but the pose of the individual and the illumination of the scene change. iLIDS-MA contains 40 individuals manually extracted from two cameras by [21] , and brings occlusions into play. In both the datasets we select for each person 3 images, maximizing the variations in pose and light between the probe and the gallery and preferring large images (averagely, 150 × 350). From them we obtain the complete descriptions (whole + zoomed) as described above. Two images form the probe images and one populates the gallery. The two probe images have been selected with an interval of few frames between them, to simulate the time a PTZ requires to perform an action. In general, the whole person bounding boxes are of size 32x64, while the single parts bounding boxes have average size 35x30 (head), 60x60 (torso), 100x50 (legs) (see Fig. 1 ).
Results. The standard metrics for re-id are used to evaluate the proposed method: the Cumulative Match Curve (CMC), the normalized Area Under the CMC (nAUC) and the first rank in the CMC (CMC(1)).
We first consider the RGB-Did dataset, performing three different tests, whose results are reported in Table 1 . The first column (no action) reports the results when only one image at low resolution is used as description, representing thus the standard single-shot scenario. The second block of experiments test fixed-action policies (i.e., after the whole image, takes always the head, or the torso, or the legs, or another whole image). The last two columns report the max-var action selection performance and the oracle results, where the oracle selects the action giving the highest re-id accuracy knowing the ground truth.
The considerations are: i) as expected, the single image approach (column 1) performs the worst; ii) the proposed approach is better for CMC (1) to all the fixed policies (columns 2-4) for all the features, reaching the best performances considering nAUC except in one case; iii) having a zoomed image is better than exploiting another whole image; iv) there is still room of improvement, looking at the results of the oracle. The CMC curves are reported in Fig. 3 , showing the behavior of HSV+LBP which gives the best performance. Considering the iLIDS-MA dataset, analogue experiments have been carried out, whose results are reported on Table 2. In this case the max-var action selection algorithm reaches the best performance, demonstrating that such method works also when partial occlusions are present.
The last test on iLIDS-MA aims at comparing our PTZ reid with a standard multi-shot strategy. Let us reasonably assume that the time needed by a standard PTZ camera to zoom at 4X is 1 second (as in the case of our SONY camera). Thus, the PTZ re-id method extracts an image at low resolution and one at high resolution in about 1 second, while a fixed camera can acquire reasonably between 7 to 10 frames per second at low resolution. We thus performed an experiment using up to 10 images at low resolution taken in an interval of about 1 second after the first probe image. Please note that in this case each probe image is compared with the gallery image, and a unique distance is obtained by extending Eq. 8 with uniform weights. Results are reported in Table 3 , and shows that our framework is definitely superior.
CONCLUSIONS
This paper shows that a strong boost in the re-id literature can be given by the usage of a PTZ camera, overcoming multishot policies. Here we move the first step towards this direction, designing a protocol that selects the best action that a PTZ camera should perform, assuming it is able to zoom on single parts. In addition, we create a public benchmark that can be distributed to the community. Many are the desirable future works: first of all, the extension to deal with more actions performed sequentially; second the study of which features are better for a given action.
