The electrical dynamics in the heart is modeled by a two-component PDE. Using geometric singular perturbation theory, it is shown that a traveling pulse solution, which corresponds to a single heartbeat, exists. One key aspect of the proof involves tracking the solution near a point on the slow manifold that is not normally hyperbolic. This is achieved by desingularizing the vector field using a blow-up technique. This feature is relevant because it distinguishes cardiac impulses from, for example, nerve impulses. Stability of the pulse is also shown, by computing the zeros of the Evans function. Although the spectrum of one of the fast components is only marginally stable, due to essential spectrum that accumulates at the origin, it is shown that the spectrum of the full pulse consists of an isolated eigenvalue at zero and essential spectrum that is bounded away from the imaginary axis. Thus, this model provides an example in a biological application reminiscent of a previously observed mathematical phenomenon: that connecting an unstable -in this case marginally stable -front and back can produce a stable pulse. Finally, remarks are made regarding the existence and stability of spatially periodic pulses, corresponding to successive heartbeats, and their relationship with alternans, irregular action potentials that have been linked with arrhythmia.
Introduction
The first model of electrical activity in the cardiac membrane, an adaptation of the classic Hodgkin-Huxley model of neural dynamics, was introduced by Noble [HN60, Nob62] for the Purkinje fiber. Beeler and Reuter [BR77] introduced the first model for the dynamics of a ventricular myocyte, and more complicated models including additional and new experimental data (see, for example, Luo and Rudy [LR91, LR94] ) followed. The main aim of all these models was to describe generic restitution properties of cardiac tissue, as well as to support spiral waves that break up spontaneously. Restitution refers to the relation between the diastolic interval, the interval between the end of an action potential and the beginning of the next action potential, and the duration of the next action potential pulse. The length and shape of action potentials in myocardial cells are distinct from those of the Hodgkin-Huxley model. In particular, myocardial cells have substantially prolonged action potentials, compared to neural action potentials, which facilitates muscular contraction. See figure 1a.
In order to focus on the qualitative aspects of the Hodgkin-Huxley model of membrane activity in the giant squid axon, a simplified version, known as the FitzHugh-Nagumo model, was developed. In the same spirit, Karma [Kar93, Kar94] extracted a model of minimal complexity that reproduces restitution properties of the above mentioned cardiac cell models. Because these properties are absent in the standard FitzHugh-Nagumo model, it was necessary to introduce a different minimal model.
In this paper, we study a variant of Karma's model that was introduced by Mitchell and Schaeffer [MS03] . In addition, we allow for spatial variation and replace the step functions that appear in their model by smooth functions. The result is v t = κv xx + I in (v, h) + I out (v) + I stim (t) ,
where
, and
where δ v is sufficiently small, f h and f τ are smooth, monotonic functions that give continuity of the functions h ∞ and τ h , and I stim (t) is an external stimulus. In the above equations, x ∈ R, t > 0, v = v(x, t) ∈ R corresponds to the membrane potential of myocardial tissue and h = h(x, t) ∈ R is a gating variable. Both are dimensionless quantities that can range between zero and one.
The change of membrane potential v is governed by diffusion, through the diffusion coefficient κ, and the ionic currents. The current I in (v, h) denotes a bulk inward current, a combination of all currents that raise the voltage accross the membrane -primarly sodium and calcium current. This current is voltage dependent and includes the gating variable h -open when h = 1, closed when h = 0 -that governs the inactivation of the bulk inward current. The current I out (v) denotes a bulk outward current, a combination of all currents that decreases the voltage across the membrane -primarly potassium current. This current is voltage dependent but ungated. The stimulus current I stim is an external current usually applied in brief pulses, either by a pacemaker cell or an experimenter.
The parameters τ in and τ out govern the flow of ions into and out of the cell, respectively, and the parameters τ open and τ close govern the opening and closing rates of the gate h. Based upon physiological information, it is reasonable to assume that τ in , τ out τ open , τ close .
(1.2) Therefore, changes in the voltage v occur much faster than changes in the gating variable h, the inactivation of the bulk inward current. We exclude the case where the speed τ out of the bulk outward current is comparable to the speeds of the gating variable h. For a myiocardial cell to be able to produce an action potential, it is a necessary to have τ out /τ in := R sufficiently large, i.e. activation must occur before deactivation -the inward current has to be sufficiently faster than the outward current. The exact minimal size for R is dependent on the specific model, and we will see below that for the model we investigate it is R > 4. Similar conditions on the gating speeds are not necessary for the existence of action potentials. We remark that, although R is large, it is not asymptotically large with respect to 1/ , where is a small parameter that we define below.
Under these assumptions we will rescale space and time so that
We remark that it is not necessary that τ open = τ close , but we assume this for convenience. Allowing them to differ, but remain of the same order, would only change the decay/growth rates on the slow manifold and would not qualitatively affect our results. Therefore, we define via
(1.4)
We note that similar scalings were used in [MS03] . For typical values of these parameters, see [CS06] . The relevance of different choices of R will be discussed further, below. The voltage threshold v crit determines when the gate switches from an opening to a closing state or vice versa, and it is reasonable to assume that 0 < v crit < 1/2 [MS03, CS06] .
In this paper, we will be primarily interested in traveling pulse solutions, corresponding to a single heartbeat, stimulated in the distant past at x = −∞. The reason for this is the following. One particularly interesting biological behavior, found in the ODE version of the model, is a bifurcation in the response to periodic external stimulation as the frequency is increased. For smaller frequencies, the model produces action potentials with constant maximum value in one-to-one correspondence with the stimulus. As the frequency increases, this behavior can destabilize and alternans, action potentials with beat to beat variation in their restitution, can appear. This phenomenon has been linked with ventricular fibrillation and sudden cardiac death [CS06] . In order to eventually understand this phenomenon in spatially dependent models, we first seek to understand the dynamics of a single heartbeat, which is described by a traveling pulse solution to the above model without external stimulus. Therefore, in this paper we will set I stim (t) ≡ 0.
Thus, the model we will study throughout is
and we have chosen f τ (v) = 1/ = τ open = τ close . Notice that (v, h) ≡ (0, 1) is a stationary solution of equation (1.5). We are interested in traveling pulses that are biasymptotic to this stationary solution. In order to study such solutions, we define the moving coordinate ξ = x + ct and analyze the model in the (ξ, t) coordinates:
(1.7) As mentioned above, this model has many similarities with the Fitzhugh-Nagumo equation, which was analyzed in [JKL91] and [Jon84] using geometric singular perturbation theory [Fen71, Fen79, Jon94, Kap99] . The above model also contains a small parameter, , indicating the presence of two separated time-scales on which the dynamics occur, and so we will use similar techniques in our analysis. On the other hand, there are key structural differences manifested predominantly in the inward current term Rhv 2 (1 − v), which will lead to properties of the associated travelling pulse solution that are distinct from those of the pulse solution to the FitzHugh-Nagumo model. We will point to these differences throughout the paper.
If we consider the ODE associated with spatially independent solutions,
we see that the v-and h-nullclines are given by the sets {v = 0} ∪ {h = 1/(Rv(1 − v))} and {g(v, h) = 0}, respectively (see figure 1b) . This provides intuition for the stationary solutions that one can expect to exist for the PDE (1.7). For the construction of the pulse, the v-nullcline will correspond to the slow manifold. Thus, we expect that the pulse will consist of four pieces: a fast jump in {h = 1} from v = 0 to v = v + , on the right branch of the v nullcline, a slow decay on the rightmost branch of the v-nullcline, a second fast jump in {h = 4/R} from v = 1/2 to v = 0, and a slow growth along the leftmost branch of the v-nullcline, back to the point (v, h) = (0, 1). We will assume that R > 4, which is in accordance with our earlier comment on the size of the ratio τ out /τ in and their relative sizes in equation (1.3).
The key difference between this pulse and that of the FitzHugh-Nagumo model will be that the second 'fast' jump, in the present case, occurs at the knee of the v-nullcline. This point is exactly where the slow manifold of the singularly perturbed system loses normal hyperbolicity. As a direct consequence, the repolarization period of the wave back is much longer than the fast depolarization period of the wave front.
(This explains the quotes in the second 'fast' jump, above.) This is one of the key features of membrane potentials in cardiac tissue.
The outline of the paper is as follows. Section 2 contains the proof of existence of traveling pulses. Section 3 is devoted to the stability analysis of such solutions. Finally, in section 4, we briefly discuss spatially periodic traveling pulses, corresponding to successive heartbeats.
Existence of the Traveling Pulse
The main result of this section is Theorem 2.1, in which we prove that a traveling pulse, connecting (v, h) = (0, 1) at ξ = ±∞, exists for all ∈ (0, 0 ), where 0 is sufficiently small.
Construction of the pulse: = 0
The traveling pulse is a stationary solution to the PDE (1.7) and also a solution to the ODE
Notice that v and w are fast variables, while h is a slow variable. By setting = 0 in the above system, we obtain the reduced fast system:
By defining y = ξ in equation (2.1) and setting = 0, we obtain the reduced slow system:
First, consider the reduced slow equation (2.3). The associated leading order slow manifold is given by two pieces:
}.
We will be interested in S l and the right branch ofS r , given by
The slow dynamics on these manifolds are given by
Next, consider system (2.2), where, due to the third equation, we may think of h as being a fixed parameter. For 1 ≥ h > 4/R, this equation has three fixed points: (0, 0), (v + (h), 0), and (v − (h), 0), where
Note that (0, 0) ∈ S l and (v + (h), 0) ∈ S r . In addition, this system is equivalent to the traveling wave equation associated with the PDE
In other words, system (2.2) is the ODE satisfied by stationary solutions of equation (2.5). Using the change of coordinates
, we see that this equation is just the bistable equation
In the above equation, µ = v − (h)/v + (h). Traveling wave solutions to the bistable equation are relatively well understood. See, for example, [Xin00] . In particular, for 0 < µ < 1/2, there is an exact formula for the unique traveling wave connecting v = 0 at ξ = −∞ to v = 1 at ξ = +∞. Similarly, for 1/2 < µ < 1, there is an exact formula for the unique wave connecting v = 1 at ξ = −∞ to v = 0 at ξ = +∞. Translating back to the original variables, we obtain the following formulae for the traveling wave solutions of the reduced fast equation:
Notice this implies that, if As h decreases throughh, the value of H(v + (h), 0) switches from being positive to negative. As a result, for h >h, there is no way to have a connection going from v = v + (h) to v = 0, and, for h <h, there is no way to go in the opposite direction.
The above reduced fast analysis was for h ∈ (4/R, 1]. If h = 4/R, however, we have v + (h) = v − (h), and the structure of the reduced fast system changes. In that case, equation (2.2) becomes
which is equivalent to the traveling wave equation for the PDE
Up to a change of variables, this PDE is exactly the generalized Fisher-KPP equation of order 2 [Xin00].
For each c ≥ √ 2/2, equation (2.8) has a heteroclinic orbit connecting (1/2, 0) at −∞ with (0, 0) at +∞. If c > √ 2/2, then the orbit leaves (1/2, 0) along a center manifold and approaches (0, 0) along its stable manifold (see figure 3b ). If c = √ 2/2, known as the critical wavespeed, then the orbit leaves (1/2, 0) along the unstable manifold and approaches (0, 0) along its stable manifold. For more information on critical wavespeeds in this and other related equations, see, for example, [PK06] .
Putting the information from the reduced slow and fast dynamics together, we expect that the leading order pulse will consist of four pieces:
1. A fast jump from (0, 0, 1) to (v + (1), 0, 1), which is given explicitly in equation (2.6), with c * = c(R, 1);
2. Slow decay along S r to a point (v + (h * ), 0, h * ), where h * will be determined by the third piece of the pulse.
3. A fast jump from (v + (h * ), 0, h * ) to (0, 0, h * ), at the value of h * ∈ [4/R, 1) such that c * = c * (R, h * ); and 4. Slow growth along S l back to (0, 0, 1).
Notice that the first piece will determine the wavespeed c * = c(R, 1). The value of h * at which the third piece occurs will be determined by the relation in equation (2.7) and will be the value of h ∈ [4/R, 1) such that c(R, 1) = c * = c(R, h * ). A sketch of the function c(R, h), for fixed R, is given in figure 2. If 0 < R < 25/4, then there exists an h * ∈ (4/R,h) for which the reduced fast system (2.2) has a heteroclinic orbit of speed c * connecting (v + (h * ), 0) at −∞ with (0, 0) at +∞. However, if R > 25/4, there is no such h * ∈ (4/R,h).
Recall that, based upon the relative sizes in equation (1.2), we expect R to be large. As a result, we are interested in the case where R > 25/4. Thus, the second fast jump must occur for h = 4/R, because for this value of h a connection exists for all c ≥ √ 2/2. As a result, the complete, leading order pulse is given by a curve as sketched in figure 4.
This situation corresponds to the pulse leaving the slow manifold at the knee, which is exactly the point where the manifold ceases to be normally hyperbolic. Therefore, it is not immediately clear what will happen to the pulse for > 0. Furthermore, because c(R, 1) > √ 2/2 (for R > 25/4), the second fast jump leaves the knee along the center, rather than the unstable, manifold. This will create a slow transition between the first slow and second fast piece of the pulse, due to the algebraic, rather than exponential, growth away from the slow manifold in the singular limit. 2.2 Persistence of the pulse: 1 > 0
The above analysis tells us what the pulse looks like, to leading order. In order to show that a traveling pulse exists for 0 < 1, we will track the leading-order center-unstable manifold of (0, 0, 1), which we will denote by W cu , forwards along the first fast jump, down the slow manifold, and along the second fast jump. In addition, we will track the leading-order center-stable manifold of (0, 0, 1), denoted by W cs , backwards down along the left-most piece of the slow manifold. We will show that, for = 0, these manifolds intersect transversely, which proves that a traveling pulse must also exist for positive and sufficiently small.
There are two main difficulties in tracking the center-unstable manifold W cu along the pulse. The first difficulty lies in following W cu along the slow manifold S r for large times. However, there is a tool, known as the Exchange Lemma and proved in [JK94] , which will allow us to do this. Second, complications can arise due to the lack of normal hyperbolicity at the knee. Analysis in a neighborhood of the knee can be carried out using a geometric desingularization technique known as blow-up [KS01] . Using these techniques, we will prove the following theorem.
Theorem 2.1. Let φ 0 denote the formal traveling pulse solution of equation (1.5) for = 0, constructed in section 2.1. More specifically, φ 0 is defined by the union of the following curves in the (v, v ξ , h) phase space. Define
given by (2.6) for ξ ∈ R, h = 1}, and F B = {(v, v ξ ) the traveling wave solution of (2.8) when c = c * > √ 2/2 for ξ ∈ R, h = 4/R}. Then
If 0 > 0 is sufficiently small, then for all ∈ (0, 0 ) there exists a traveling pulse solution of equation (1.5),
and lying as a curve within O( 2/3 ) of the set φ 0 .
Remark 2.2. In the statement of the above theorem, the perturbed pulse is parameterized by the spatial variable ξ. The leading order pulse, φ 0 , can not be parameterized in this way. This is because, for = 0, it takes an infinite amount of "time" for the pulse to traverse each piece of the leading order orbit in the phase space. This is why the leading order pulse is defined geometrically, in terms of the sets F F , S r , F B , S l .
Proof: First, we remark that, along various pieces of the leading-order pulse, different quantities (ie v, w, h, c, ) will determine the key properties of the tracked manifold. Thus, we will consider only the relevant equations for v ξ , w ξ , h ξ , c ξ , or ξ along each of the two fast and two slow components of the pulse. With a slight abuse of notation, we will still refer to the tracked manifold as the center-stable or centerunstable manifold along each piece and hope that it will be clear from the context exactly which variables we are keeping track of at the time.
We begin by tracking W cu along the first fast jump. Consider the reduced fast system, equation (2.2). The plane {h = 1} is invariant, and we want to determine how the unstable manifold of (v, w) = (0, 0) intersects the stable manifold of (v, w) = v + (1), 0) as we vary the wavespeed c. To do this, we fix h = 1 and append to (2.2) the equation c ξ = 0:
Based upon the analysis of the bistable equation, mentioned above, there is a unique c * = c * (R) for which a unique heteroclinic connection between the saddle (0, 0) at −∞ and the saddle (v + (1), 0) at +∞ exists. We will show that the two-dimensional center-unstable manifold, which is a union of the unstable manifolds of (v, w) = (0, 0) for values of c near c * and denoted by W cu (0, 0), intersects the two-dimensional centerstable manifold of (v + (1), 0) (again defined as a union of the stable manifolds for c near c * ), denoted by W cs (v + (1), 0), and that this intersection is transverse in the c direction. In other words, upon varying c along the fibers within the center-unstable and center-stable manifolds, there is an intersection for a unique value, c = c * , and the manifolds intersect transversely at this point.
One way to track the evolution of two-dimensional manifolds is using two-forms, as in [JKL91] . This essentially allows one to track the evolution of their tangent planes. The vector of one-forms associated with equation (2.9) is (dv, dw, dc), and its evolution is given by
where (·) = d/dξ. The associated two-forms are P vw = dv ∧ dw, P vc = dv ∧ dc, and P wc = dw ∧ dc, with evolution equations
These equations can be analyzed as in [JKL91] , and we restate the details here for convenience. To be precise, we really should think of {P vw , P vc , P wc } as the basis for the space of two-forms in vwc-space and write an arbitrary element as f 1 (v, w, c)P vw + f 2 (v, w, c)P vc + f 3 (v, w, c)P wc . It is really the coefficients f i that we want to determine. The notation in the above system is therefore an abuse of notation: P vw (ξ) denotes the coefficient f 1 (v, w, c)(ξ), and so on. As this notation has become somewhat standard (for example, in system (2.1) we are in some sense thinking of {v, w, h} as a basis for R 3 , particularly when we plot the phase diagram in figure (4)), we use it in the following.
Consider the equation for P vw , and let P ± vw and P ± vc be the two forms associated with manifolds W cu (0, 0) (−, coming from −∞) and W cs (v + (1), 0) (+, coming from +∞). We will show that P + vc and P + vw have the same sign, whereas P − vc and P − vw have the opposite sign. This implies that the vectors of two-forms associated with the manifolds, (P ± vw , P ± vc , P ± wc ), are linearly independent and, hence, that the manifolds intersect transversely.
The manifolds W cu (0, 0) and W cs (v + (1), 0) both have the vector field, (w, cw − Rv 2 (1 − v) + v, 0), as one tangent vector. Denote the other one by (dv ± , dw ± , 1), respectively, where we can take dc = 1 since dc = 0. This ensures the two tangent vectors for each manifold are linearly independent. The two-forms for each tangent plane are, up to a positive normalization factor N , given by 2 × 2 subdeterminants of a 2 × 3 matrix, whose rows are exactly the above tangent vectors. Thus, we have
As a result, the equation for P vw is given by
Since both W cu (0, 0) and W cs (v + (1), 0) asymptotically contain a line of fixed points in the c-direction, we know that P + vw → 0 as ξ → +∞, and P − vw → 0 as ξ → −∞. Using the above equation, we can then see that P − vw > 0 and P + vw < 0 along the manifolds. Since P ± vc = N w and w is positive along the first fast jump, P ± vc > 0. Thus, the manifolds intersect transversely.
In order to continue tracking W cu along the slow manifold S r , we will need to use the Exchange Lemma [JK94] . This lemma tells us how information in the center direction, corresponding to the wavespeed c, at the top of S r is exchanged for information in the center direction, corresponding to h, at the bottom of S r . More specifically, the lemma tells us that, since W cu is transverse to W cs (v + (1), 0), when it leaves a
The exchange lemma tells us what W cu looks like up to a neighborhood of the knee, when h = 4/R. At this point, the slow manifold S r is not normally hyperbolic, and so we'll need to use blow-up to track the manifold around the knee.
Analysis of the Knee
Consider the ODE for the pulse, equation (2.1), and append to it an equation for :
Because the first fast jump selected the wavespeed c = c( ), where c(0) = c * , we now think of c as being fixed. (For notational convenience we do not explicitly write the epsilon dependence.) The relevant center directions, therefore, are now given by h, and also by .
We are interested in the behavior of this equation near the knee, which corresponds to the fixed point (1/2, 0, 4/R, 0). The Jacobian at this point is given by
This matrix has one positive eigenvalue, λ = c, with associated eigenvector (1, c, 0, 0). In addition, λ = 0 is an eigenvalue with algebraic multiplicity three and geometric multiplicity one. The associated eigenvector is (1, 0, 0, 0), and the generalized eigenvectors are (0, 1, 8c/R, 0) and (0, 0, −8/R, −2c 2 ). In order to do the blow-up, we will need to isolate the nonhyperbolic dynamics, which occur on a three-dimensional center manifold. In a neighborhood of the knee, this manifold can be represented by
where α i , β i , and γ i are constants. We remark that the center manifold is not unique. However, the analysis that we carry out below is valid up to exponentially small terms, and thus is independent of the choice of the center manifold.
One can explicitly compute the above coefficients. As we will see below, the ones that will be relevant for the blow-up analysis are: Inserting these into equation (2.11), one sees that the dynamics on the center manifold are given by
This system is essentially the normal form for a fold point, given in [KS01] . Their analysis explains why the terms of order
2 ) are all indeed higher order. We now collect the results from [KS01] that are relevant for this paper.
In [KS01] , the authors analyze systems of the form
This system possesses a slow manifold that, for = 0, is given by S = {(x, y) : y = x 2 }. It can be divided into the attracting and repelling branches of the parabola, denoted by S a and S r , respectively. (To be consistent with the notation in [KS01] , we use S r to denote the repelling branch and hope that it will not be confused with the right branch of the slow manifold, given in equation (2.1).) Outside a neighborhood of the fold point, (0, 0), these manifolds are normally hyperbolic and, therefore, perturb smoothly to locally invariant manifolds S a and S r , for positive and sufficiently small (see figure 5 ).
Their main result describes what happens in a neighborhood of (0, 0) for 0 < 1, and it can be explained as follows. Let ∆ in = {(x, ρ 2 ), x ∈ I} and ∆ out = {(ρ, y), y ∈ R}, where I ⊂ R is a suitable interval. Let π : ∆ in → ∆ out be the transition map associated with the flow of (2.14) (see figure 5).
Proposition 2.3. [KS01]
There exists an 0 > 0 such that, for ∈ (0, 0 ), 1. The manifold S a passes through ∆ out at a point (ρ, y( )), where y( ) = O( 2/3 ). In particular, y( ) = −Ω 0 2/3 + o( 2/3 ), where Ω 0 > 0 is known explicitly.
2. The transition map π is a contraction with contraction rate O(e −k/ ), where k is a positive constant.
The first item of this proposition tells us how to track the manifold W cu around the knee. The second tells us that the resulting analysis will be independent of the choice of center manifold. We note the scaling 2/3 is consistent with the higher order asymptotics of the restitution curve, computed in [MS03, CS06] . As mentioned above, for any h ∈ (4/R, 1), the two-dimensional manifold W cu is spanned by the onedimensional fast unstable direction of the points (v, w) = (v + (h), 0) and the tangent line in the plane {w = 0} to the one dimensional slow manifold, given by h = 1/(Rv(1 − v)). As W cu enters a neighborhood of the knee, it will intersect the center manifold of the knee, given in equation (2.12). We will denote this center manifold by M = {w = F (v, h, )} and its leading order version by
In order to see how the dynamics on center manifold at the knee will guide W cu , define the following objects (with a slight abuse of notation, we will reuse the quantities ∆ in,out and ρ from the fold analysis):
Both ∆ in and ∆ out are two-dimensional objects, as is W cu . I u,in and I u,out , however, are one-dimensional, and p in,out are points (at least for fixed , when M is two-dimensional).
Because the point p in lies on the center manifold M , its evolution will be governed by the dynamics of the fold. The trajectory through p in will follow the attracting critical manifold S a around the knee, and exit the neighborhood of the knee on the section ∆ out at the point p out . Since p in is also in W cu , the tracked manifold will follow its trajectory around the knee. Upon exiting a neighborhood of the knee, W cu will be spanned by the one-dimensional direction of the flow at p out , and the one-dimensional fast fibers of M at p out . See figure 6.
The important information to take away from the analysis at the knee is the following. When = 0, the manifold W cu is tangent at the knee to the plane spanned by the vectors (1, 0, 0) and (1, c, 0), which are obtained by setting v = 1/2 in equation (2.10), and has height h = 4/R. We need to know how this picture changes for positive and small. Based on the above analysis, we see that, on leaving a neighborhood of the knee, the tangent plane to W cu is spanned by a vector tangent to the fast unstable fibers of M and a vector in the direction of the flow. We know that the unstable fibers of the center manifold M perturb smoothly, so their h component will be O( ). The other tangent vector is given by the flow, whose h component is O( ). In addition, the height of the tangent plane to W cu is given by h = 4/R − O( 2/3 ). Therefore, upon leaving a neighborhood of the knee, the perturbed manifold W cu will be C 1 O( 2/3 ) close to the unperturbed one. We remark that the C 1 aspect of the perturbation follows from the fact that the center manifold itself is normally hyperbolic, and therefore its unstable fibers perturb smoothly. It is these fibers that make up W cu . Proposition 2.3 then ensures that the base points of these fibers can change by no more than O( 2/3 ).
Completion of the existence proof
We will now follow W cu along the back and W cs backwards down the left branch of the slow manifold and show they intersect transversely. This will complete the existence argument.
We have shown above that when W cu leaves a neighborhood of the knee, its tangent plane is close to a plane that is parallel to the vw plane. One can see directly from equation (2.1) that, to leading order, any plane parallel to the vw plane is invariant. There is only a finite amount of time between when W cu leaves a neighborhood of the knee and when it enters a neighborhood of the point (0, 0, 4/R). Therefore, by choosing sufficiently small, we can make the tangent plane to W cu , upon entering this neighborhood, as close to a plane parallel to the vw plane as we like.
The center stable manifold of (0, 0, 1), W cs , consists of the union of the stable manifolds of the saddle points (0, 0) for h ∈ [4/R, 1]. As a result, it will transversely intersect any plane which is parallel to the vw plane. This implies that W cs intersects W cu transversely, which completes the proof.
Stability of the pulse
The goal of this section will be to prove the following theorem on the linear stability of the traveling pulse.
Theorem 3.1. The traveling pulse solution, constructed in section 2, is spectrally stable. In other words, the operator obtained by linearizing around the wave (see equation (3.1)) has no spectrum in {Re(λ) ≥ 0} except for an isolated eigenvalue at the origin of geometric and algebraic multiplicity one.
We remark that linear stability of the wave follows from a spectral mapping theorem for the strongly continuous semigroup generated by the linear operator in equation (3.1). In addition, because the zero eigenvalue is isolated, standard arguments, such as invariant manifold theory, can be used to show that the traveling pulse is nonlinearly stable, as well [BJ89] .
The outline of the proof is as follows. First, we will show that the essential spectrum is bounded to the left of the imaginary axis -although the bound will be dependent on . We will then construct the Evans function [Eva73, AGJ90] associated with the full problem, for > 0, followed by the Evans functions associated with the reduced fast pieces along the front and back of the pulse. This will be done in section 3.1. We will then show that eigenvalues of the full Evans function are determined by those of the reduced problems, and use information about the stability of the pulses in the bistable and generalized KPP equations to determine the stability of the pulse. This will be done in section 3.2.
There are two key elements of the argument. First, the spectrum of the reduced fast problem along the back, corresponding to the generalized KPP equation, contains essential spectrum that accumulates at the origin. Thus, one must be careful in analyzing the associated reduced Evans function. We will appeal to the results of [WXY06] , in which the Evans function for algebraically decaying solutions to such equations was analyzed. Second, the loss of normal hyperbolicity at the knee could potentially allow the zeros of the full Evans function to be different than those of the reduced problem. Using techniques similar to those of the existence argument, above, we will see that this is not the case.
Essential spectrum and definition of the Evans function
We will denote the persistent traveling pulse solution to equation (1.7) by (V (ξ), H(ξ)). (Note that this solution is also dependent on the parameter , although we will surpress this in our notation.) In order to consider the stability of the pulse, assume that solutions to equation (1.7) have the form (v, h)(ξ, t) = (V (ξ), H(ξ)) + (p, r)(ξ, t). The linearized flow for the new coordinates (p, r), which represent the perturbation of the wave, is then given by
The associated eigenvalue problem, when written as a first order system, is given by
We can write this eigenvalue problem using matrix notation
and the ξ dependence is through the underlying wave, (V, H) = (V (ξ), H(ξ)).
Location of the essential spectrum
The essential spectrum is determined by the asymptotic limits of the matrix A, defined in equation (3.4), which are given by
(3.5)
The boundary of the essential spectrum is given by all values of λ for which this matrix has purely imaginary eigenvalues [Hen81] . This set is given by
In addition, by [Hen81] , the essential spectrum lies to the left of the above boundary: σ ess ⊂ {λ ∈ R : Re(λ) ≤ − }. In the limit → 0, the essential spectrum will approach the imaginary axis. However, this will not affect the definition of the Evans function, as given below. We define Ω = Ω( ) to be the open region in the complex plane that lies to the right of the essential spectrum, containing the right half plane.
Definition of the Evans function
The eigenvalues of the asymptotic matrix A ∞ (λ), defined in equation (3.5), are given by
For λ ∈ Ω, ν + (λ) is the unique eigenvalue with positive real part. One can check that there exists a b, independent of , such that, for all sufficiently small and all λ ∈Ω := {λ : Re(λ) > −b}, ν + (λ) remains the unique eigenvalue with largest real part. (Note thatΩ is slightly large than, but contains, Ω, for sufficiently small.) This remains true even when the real part of ν 0 changes sign. The eigenvector associated with ν + is given by X + = (1, ν + , 0) t . As a result, there exists a unique solution to equation (3.3), ζ(ξ, λ), such that lim
Consider now the associated adjoint problem,
Similarly, for λ ∈Ω, there is a unique eigenvalue of the associated asymptotic matrix with smallest real part. This eigenvalue is given by µ − (λ) = −ν + (λ), and its associated eigenvector is Y − = (µ − − c, 1, 0) t . For λ ∈Ω, we have that Re(µ − ) < 0. There exists a unique solution to (3.7), η(ξ, λ), such that
The Evans function [AGJ90] is then defined by
As in [Jon84] , D(λ) can be shown to be analytic onΩ. This is because ν + and µ − are the unique eigenvalues with largest and smallest real part, respectively, inΩ, uniformly in , even as λ crosses into the essential spectrum. (For addition information on the extension of the Evans function into the essential spectrum, see, for example, [KS98, GZ98] .) For λ ∈ Ω, the zeros of D(λ), along with their multiplicities, correspond to the eigenfunctions of the linear operator in equation (3.1). For λ ∈Ω, however, this relationship does not necessarily hold. Technically, the actual Evans function, D(λ), is only defined on Ω, and the Evans function we consider is an analytic extension of it (sometimes denoted byD(λ)) intoΩ. We will not emphasize this distinction here.
Locating zeros of D(λ) in the right half plane
The goal of this section is to show that the only zero of D(λ) with Re(λ) ≥ 0 is λ = 0, and that its geometric and algebraic multiplicity is one. The argument will be similar to that in [Jon84] , although we will have to do a bit of extra work to account for the loss of hyperbolicity in the knee of the existence construction.
The outline of the argument is as follows. First, we will construct the reduced Evans functions associated with the fast flow along the front and back of the pulse and show that the only zero in the closed right half plane is at the origin and associated with the front. The back does not contribute a zero there because of its algebraic decay at −∞. This is a key difference between this problem and the stability of the pulse in FitzHugh-Nagumo. Next, it will be shown that any zeros of the full Evans function must be close to zeros of the reduced Evans functions. Thus, because there exists a unique zero of the reduced Evans functions in the right half plane, and we know it remains at zero for the full system due to translation invariance of the underlying wave, the wave must be spectrally stable. Note that it is not necessary to compute the derivative of the Evans function at the origin, as it was for FitzHugh-Nagumo, since there is no second zero to locate.
The reduced Evans functions
In this section, we consider the reduced Evans functions for the fast equation along the front and back of the pulse. We will show that both reduced Evans functions have no zeros with {Re(λ) ≥ 0} \ {0}, and that there is only one zero at λ = 0, associated with the front.
Recall that, along the front, to leading order we have h ≡ 1. As a result, the reduced, fast PDE that governs the dynamics of the front is given by
As mentioned above, this is just the bistable equation, and the front is the heteroclinic connection between 0 at −∞ and v + (1) at +∞. Up to rescaling, this is also the equation that governs the dynamics of the front of the pulse for the Fitzhugh-Nagumo equation. Its Evans function was analyzed in detail in [Jon84] , and we summarize those results in the following proposition. In [Jon84] , it was also shown that
, although we will not need that fact here. However, we do need that the derivative of the Evans function at 0 is non-zero, for simplicity of the eigenvalue. We remark that the b in the definition ofΩ may need to be chosen slightly smaller than above, in order for this proposition to hold.
Next, consider the reduced PDE for the back,
where c is the wavespeed that was selected in the analysis of the front (see equation (2.6) for h = 1). As mentioned above, this is the generalized Fisher KPP equation of order 2. The back is a heteroclinic connection between 1/2 at −∞ and 0 at +∞. It is asymptotic to a stable manifold at +∞, but a center manifold at −∞, where it decays only algebraically. In addition, the essential spectrum of the associated linearized operator is contained in a parabolic region of the left half plane that touches the imaginary axis at the origin. As a result, the stability analysis of the back and construction of the associated reduced Evans function is a bit more subtle. However, this analysis has been carried out in [WXY06] , and we collect the relevant results. Again, it may be necessary to take b in the definition ofΩ to be slightly smaller than above.
It may be surprising that the derivative of the heteroclinic solution does not lead to a zero of the reduced Evans function at the origin. This is because the Evans function in [WXY06] is constructed using the strong unstable eigenvalue at −∞. Since the wave decays only algebraically there, it is asymptotic to the weak unstable direction and, therefore, does not contribute a zero. See [WXY06] Theorem 2.1 and Lemma 4.1 for more details.
Approximation of eigenvalues
We now show that any zero of the Evans function D(λ) inΩ must be near the unique zero of D F (λ) and D B (λ) in that region, λ = 0. Let B δ denote the ball of radius δ at 0, where δ is chosen sufficiently small so that B δ ⊂Ω, and let G =Ω \ B δ .
Lemma 3.4. D(λ) = 0 for all λ ∈ G.
Proof First, we note that we need only consider a bounded region within G, sayĜ = {λ ∈ G : |λ| < M } for some fixed M that is independent of . This can be shown using a scaling argument [San02] .
Fix λ ∈Ĝ and consider ζ(ξ, λ) and η(ξ, λ), defined in equations (3.6) and (3.8). We will track ζ around the pulse until ξ is sufficiently large and then show that it cannot be orthogonal to η.
The main idea is to show that, in the absence of an eigenfunction for the reduced fast flows, the strong unstable direction is always an attractor for the evolution of ζ. As a result, if λ / ∈Ĝ, then the unstable directions completely determines the evolution of ζ, and we can use it to track the evolution around the pulse and show it cannot be orthogonal to η. This argument will be similar to that of [Jon84] , and so some details will be omitted.
In order to follow ζ(ξ, λ) around the pulse, we must track its evolution according to equation (3.2). To make this more precise, one must couple the traveling wave system (2.1) to equation (3.2) and track the combined solution ((V (ξ), W (ξ), H(ξ)), (p(ξ), q(ξ), r(ξ))). However, for our purposes it is sufficient to refer only to system (3.2). In addition, in [Jon84] the wave was parameterized by θ ∈ S 1 , but we will not discuss this further here.
First, we track ζ along the fast front. If v F (ξ) and w F (ξ) denote the leading order fast pulse along the front, then the eigenvalue problem associated with equation (3.10) is
(3.12)
The reduced Evans function along the front is defined by
, where ζ and η are defined analogously to equations (3.6) and (3.8).
To leading order, ζ(ξ, λ) = (ζ F (ξ, λ), 0) and η(ξ, λ) = (η F (ξ, λ), 0). In other words, the components of the full Evans function are just the inclusions in R 3 of their reduced counterparts. Therefore, to leading order, the reduced equation can be used to track the evolution of ζ along the front of the wave.
We are really only interested in the direction of the vector ζ(ξ, λ), which can be studied using the projectivized version of (3.2). To that end, define (a, b) := π(p, q, r) = (q/p, r/p). Thus, π : {(p, q, r) ∈ C 3 : p = 0} → CP 2 . The evolution of (a, b) is governed, to leading order, by
The eigenvector associated with the unique largest eigenvalue of an ODE always corresponds to a stable fixed point of the corresponding projectivized system. If we fix λ and consider the "frozen" version of equation (3.13), where ξ is fixed on the right hand side, then the projectivized version of that eigenvector is an attractor for the system. Taking a union over all ξ in some interval, for example, we would obtain an attractor for the evolution of (3.13) in that interval. (Note: this fact relies on the compactness ofĜ.) If we then letζ denote the projectivized version of ζ, that attractor would govern the evolution ofζ along that interval.
We could similarly construct the projectivized version of the reduced equation (3.12). The unstable direction is an attractor forζ F as it follows the front. For λ ∈Ĝ, we know the reduced system does not have an eigenvalue, and soζ F will approach the unstable direction as ξ → +∞. Thus, when the pulse enters a neighborhood of the invariant slow manifold,ζ(ξ, λ) will be equal, to leading order, to the direction of the unstable fast fiber of the manifold.
Next, we need to trackζ down along the slow manifold until the pulse enters a neighborhood of the knee.
Using the projectivized equations associated with the fast flow for any fixed h ∈ (4/R, 1], one sees that the union of the unstable eigenvectors associated with the fixed points (v + (h), 0) of equation (2.2) is an attractor. As a result, asζ follows the first slow piece of the pulse, it will remain close to the direction of the unstable fibers of the slow manifold, until it enters a neighborhood of the knee. Now we must trackζ around the knee. For λ ∈Ĝ, the presence of the knee does not pose any additional complications, and the analysis follows as in [Jon84] . This is because, when (V, H) ∼ (1/2, 4/R) at the knee, equation (3.2) is hyperbolic for λ = 0. There is still a unique largest eigenvalue, andζ will be attracted to the direction of its corresponding eigenvector.
The analysis of the evolution ofζ along the back is similar to that of the front, above. The key fact is that, whenζ emerges from a neighborhood of the knee, it will be close to the strong unstable direction. Since this direction corresponds to the unstable fiber of the (normally hyperbolic) center manifold, it will perturb smoothly. In other words, it is a tangent vector living in the tangent space of the traveling wave (which is O( 2/3 ) close to the leading order wave) and its direction is C 1 O( ) close to the leading order strong unstable direction. Since it is this direction that is used to construct the Evans function in [WXY06] , we can then use those results to conclude that any zero of the full Evans must be near a zero of the reduced Evans function.
Because the reduced equation, the linearization of the generalized KPP equation, does not have a eigenvalue inĜ,ζ must be O( ) close to the direction of the unstable fibers as the pulse enters a neighborhood of the slow invariant manifold. Thus, we can follow it up along the slow manifold S l and conclude that it is not orthogonal toη(ξ, λ) when the pulse enters a neighborhood of the fixed point (0, 0, 1). Because theζ and η determine the directions of the vectors ζ and η, this proves that ζ and η are not orthogonal, as well.
Winding number calculation
We know from the previous section that any potential unstable eigenvalues must lie in B δ , the ball of radius δ at the origin. Let K = ∂B δ denote the boundary of that ball, and chose δ sufficiently small so that zero is the only eigenvalue of either reduced fast system that is contained in B δ . We will compute the winding number of D(λ) along K and show that it is one. This will show that there is exactly one zero of the Evans function inΩ, which implies that there is exactly one eigenvalue of geometric and algebraic multiplicity one inΩ [AGJ90] . Since we know there must exist an eigenvalue at λ = 0, it is the only one. This will complete the proof of theorem 3.1. We remark that, again, this argument is similar to that of [Jon84] , and so we do not include all of the details here. As above, we must check that the presence of the knee does not affect the winding number.
Note that an analytic extension of the Evans function is defined for all λ ∈ B δ ∪ K, uniformly in , and that it is nonzero on K. Any zero inside B δ necessarily corresponds to an eigenvalue only if it is in Ω ∪ {0}.
In the previous section, it was shown that the projectivized equations can be used to trackζ around the pulse. If we take an element (q/p, r/p) ∈ CP 2 , then we can associated it with an element in C 3 using π −1 (q/p, r/p) = (1, q/p, r/p), which is just a normalized version of the vector (p, q, r). When computing the winding number we will need not only the direction of the vector, but its amplitude as well. One can directly check that, for any ξ such that p(ξ, λ) = 0, ζ(ξ, λ) = p(ξ, λ)[π −1 (ζ)](ξ, λ).
4. W (p(T 3 , K)) = 1 5. W (p(T 4 , K)) = 1 .
Note that, in [Jon84] , it was shown p(T i , K) = 0 for i = 0, 4. In other words, as p moves along the pulse, the corresponding winding number increases by one only as it moves along the front, due to the eigenvalue of the reduced system there. Along the rest of the wave, it remains constant.
The proof essentially follows from the results in [Jon84] . The only thing one needs to check, due to the presence of the knee, is that W (p(T 2 , K)) = 1. This would follow if p(ξ, λ) = 0 for all ξ ∈ [T 1 , T 2 ], uniformly for λ near zero. This is because one could then construct a homotopy between p(T 1 , K) and p(T 2 , K) to show that their winding numbers are equal.
Consider the projectivized system (3.13) near the knee, i.e. for (V, H) ∼ (1/2, 4/R):
The three fixed points of this system are (a + (λ), 0), (a − (λ), 0), and (−λ/c, −8λ 2 /Rc), where a ± = (c ± √ c 2 + 4λ)/2. These correspond to the unstable, stable, and center directions of the slow manifold, respectively. As λ → 0, (a − , 0) and (−λ/c, −8λ 2 /Rc) coincide, but the remaining fixed point remains separate, uniformly in λ. It is this direction that defines the attractor thatζ follows as it moves along the wave. Since these fast unstable directions always point along vectors with nonzero p component, this shows that p(ξ, λ) = 0 for all ξ ∈ [T 1 , T 2 ], uniformly for λ near zero, just as in [Jon84] .
In other words, the evolution ofζ, and hence the winding number, is determined primarily by the behavior of the strong unstable direction to which it is attracted. Since we have shown that this direction remains unique despite the nonhyperbolicity at the knee, the winding number calculation in essentially the same as in [Jon84] .
By continuing to follow ζ along the pulse, we arrive at W (p(T 4 , K)) = W (D(K)) = 1. This proves that there is only one zero of the Evans function inΩ, and since we know there exists a zero at the orgin it must be the only one. This concludes the proof of the spectral stability of the wave.
Spatially periodic waves
We now briefly remark on the existence and biological relevance of spatially periodic waves, which will be the subject of future work.
Recall from equations (2.6) and (2.7) that the fast jumps exist for explicitly computable values of the wavespeed. If we can find a c per and an h per ∈ (4/R, 1) such that a fast jump exists at h per from v = 0 at ξ = −∞ to v = v + (h per ) at ξ = +∞, and c per = c(h per , R) > √ 2/2, then we would be able to construct a leading order periodic solution consisting of the following four pieces:
1. A fast jump from (0, 0, h per ) to (v + (h per ), 0, v + (h per )), which is given explicitly in equation (2.6), with c per = c(R, h per ) 2. Slow decay along S r
