We study Brenier's variational models for incompressible Euler equations. These models give rise to a relaxation of the Arnold distance in the space of measure-preserving maps and, more generally, measure-preserving plans. We analyze the properties of the relaxed distance, we show a close link between the Lagrangian and the Eulerian model, and we derive necessary and sufficient optimality conditions for minimizers. These conditions take into account a modified Lagrangian induced by the pressure field. Moreover, adapting some ideas of Shnirelman, we show that, even for non-deterministic final conditions, generalized flows can be approximated in energy by flows associated to measure-preserving maps.
Introduction
The velocity of an incompressible fluid moving inside a region D is mathematically described by a time-dependent and divergence-free vector field u(t, x) which is parallel to the boundary ∂D. The Euler equations for incompressible fluids describes the evolution of such velocity field u in terms of the pressure field p:
(1.1)
Let us assume that u is smooth, so that it produces a unique flow g, given by ġ(t, a) = u(t, g(t, a)), g(0, a) = a.
By the incompressibility condition, we get that at each time t the map g(t, ·) : D → D is a measure-preserving diffeomorphism of D, that is g(t, ·) # µ D = µ D , * This work was partially supported by the MIUR COFIN04 grant † l.ambrosio@sns.it ‡ a.figalli@sns.it (here and in the sequel f # µ is the push-forward of a measure µ through a map f , and µ D is the volume measure of the manifold D). Writing Euler equations in terms of g, we get   g (t, a) = −∇p (t, g(t, a)) (t, a) ∈ [0, T ] × D, g(0, a) = a a ∈ D, g(t, ·) ∈ SDiff(D)
t ∈ [0, T ].
(1.2)
Viewing the space SDiff(D) of measure-preserving diffeomorphisms of D as an infinite-dimensional manifold with the metric inherited from the embedding in L 2 , and with tangent space made by the divergence-free vector fields, Arnold interpreted the equation above, and therefore (1.1), as a geodesic equation on SDiff(D) [6] . According to this intepretation, one can look for solutions of (1.2) by minimizing
among all paths g(t, ·) : [0, T ] → SDiff(D) with g(0, ·) = f and g(T, ·) = h prescribed (typically, by right invariance, f is taken as the identity map i), and the pressure field arises as a Lagrange multiplier from the incompressibility constraint (the factor T in front of the integral is just to make the functional scale invariant in time). We shall denote by δ(f, h) the Arnold distance in SDiff(D), whose square is defined by the above-mentioned variational problem in the time interval [0, 1] . Although in the traditional approach to (1.1) the initial velocity is prescribed, while in the minimization of (1.3) is not, this variational problem has an independent interest and leads to deep mathematical questions, namely existence of relaxed solutions, gap phenomena and necessary and sufficient optimality conditions, that are investigated in this paper. We also remark that no existence result of distributional solutions of (1.1) is known when d > 2 (the case d = 2 is different, thanks to the vorticity formulation of (1.1)), see [21] , [17] for a discussion on this topic and other concepts of weak solutions to (1.1).
On the positive side, Ebin and Marsden proved in [20] that, when D is a smooth compact manifold with no boundary, the minimization of (1.3) leads to a unique solution, corresponding also to a solution to Euler equations, if f and h are sufficienly close in a suitable Sobolev norm.
On the negative side, Shnirelman proved in [23] , [24] that when d ≥ 3 the infimum is not attained in general, and that when d = 2 there exists h ∈ SDiff(D) which cannot be connected to i by a path with finite action. These "negative" results motivate the study of relaxed versions of Arnold's problem.
The first relaxed version of Arnold's minimization problem was introduced by Brenier in [12] : he considered probability measures η in Ω(D), the space of continuous paths ω : [ is given by Φ g (x) = g(·, x), but the converse is far from being true: the main difference between classical and generalized flows consists in the fact that fluid paths starting from different points are allowed to cross at a later time, and fluid paths starting from the same point are allowed to split at a later time. This approach is by now quite common, see for instance [2] (DiPerna-Lions theory), [11] (branched optimal transportation), [22] , [27] . Brenier's formulation makes sense not only if h ∈ SDiff(D), but also when h ∈ S(D), where S(D) is the space of measure-preserving maps h : D → D, not necessarily invertible or smooth. In the case D = [0, 1] d , existence of admissible paths with finite action connecting i to any h ∈ S(D) was proved in [12] , together with the existence of paths with minimal action. Furthermore, a consistency result was proved: smooth solutions to (1.1) are optimal even in the larger class of the generalized incompressible flows, provided the pressure field p satisfies 5) and are the unique ones if the inequality is strict. When η = (Φ g ) # µ D we can recover g(t, ·) from η using the identity (e 0 , e t ) # η = (i, g(t, ·)) # µ D , t ∈ [0, T ].
Brenier found in [12] examples of action-minimizing paths η (for instance in the unit ball of R 2 , between i and −i) where no such representation is possible. The same examples show that the upper bound (1.5) is sharp. Notice however that (e 0 , e t ) # η is a measure-preserving plan, i.e. a probability measure in D × D having both marginals equal to µ D . Denoting by Γ(D) the space of measure-preserving plans, it is therefore natural to consider t → (e 0 , e t ) # η as a "minimizing geodesic" between i and h in the larger space of measure-preserving plans. Then, to be consistent, one has to extend Brenier's minimization problem considering paths connecting γ, η ∈ Γ(D). We define this extension, that reveals to be useful also to connect this model to the Eulerian-Lagrangian one in [16] , and to obtain necessary and sufficient optimality conditions even when only "deterministic" data i and h are considered (because, as we said, the path might be non-deterministic in between). In this presentation of our results, however, to simplify the matter as much as possible, we shall consider the case of paths η between i and h ∈ S(D) only. In Section 5 we study the relation between the relaxation δ * of the Arnold distance, defined by
and the distance δ(i, h) arising from the minimization of the Lagrangian model. It is not hard to show that δ(i, h) ≤ δ * (h), and a natural question is whether equality holds, or a gap phenomenon occurs. In the case D = [0, 1] d with d > 2, an important step forward was obtained by Shnirelman in [24] , who proved that equality holds when h ∈ SDiff(D); Shnirelman's construction provides an approximation (with convergence of the action) of generalized flows connecting i to h by smooth flows still connecting i to h. The main result of this section is the proof that no gap phenomenon occurs, still in the case D = [0, 1] d with d > 2, even when non-deterministic final data (i.e. measure-preserving plans) are considered. The proof of this fact is based on an auxiliary approximation result, Theorem 5.3, valid in any number of dimensions, which we believe of independent interest: it allows to approximate, with convergence of the action, any generalized flow η in [0, 1] d by W 1,2 flows (in time) induced by measure-preserving maps g(t, ·). This fact shows that the "negative" result of Shnirelman on the existence in dimension 2 of nonattainable diffeomorphisms is due to the regularity assumption on the path, and it is false if one allows for paths in the larger space S(D). The proof of Theorem 5.3 uses some key ideas from [24] (in particular the combination of law of large numbers and smoothing of discrete families of trajectories), and some ideas coming from the theory of optimal transportation. Minimizing generalized paths η are not unique in general, as shown in [12] ; however, Brenier proved in [14] that the pressure field p, identified by the distributional relation
is indeed unique. Here v t (x) is the "effective velocity", defined by (e t ) # (ω(t)η) = v t µ D , and v ⊗ v t is the quadratic effective velocity, defined by (
The proof of this fact is based on the so-called dual least action principle: if η is optimal, we have
for any measure ν in Ω(D) such that (e 0 , e T ) # ν = (i, h) # µ D and ρ ν − 1 C 1 ≤ 1/2. Here ρ ν is the (absolutely continuous) density produced by the flow ν, defined by ρ ν (t, ·)µ D = (e t ) # ν. In this way, the incompressibility constraint can be slightly relaxed and one can work with the augmented functional (still minimized by η)
whose first variation leads to (1.6). In Theorem 6.2, still using the key Proposition 2.1 from [14] , we provide a simpler proof and a new interpretation of the dual least action principle.
A few years later, Brenier introduced in [16] a new relaxed version of Arnold's problem of a mixed Eulerian-Lagrangian nature: the idea is to add to the Eulerian variable x a Lagrangian one a representing, at least when f = i, the initial position of the particle; then, one minimizes a functional of the Eulerian variables (density and velocity), depending also on a. Brenier's motivation for looking at the new model was that this formalism allows to show much stronger regularity results for the pressure field, namely p ∈ L 1 loc ((0, T ); BV (D)). In Section 3.3 we describe in detail this new model and, in Section 4, we show that the two models are basically equivalent. This result will be used by us to transfer the regularity informations on the pressure field up to the Lagrangian model, thus obtaining the validity of (1.7) for a much larger class of generalized flows ν, that we call flows with bounded compression. The proof of the equivalence follows by a general principle (Theorem 2.4, borrowed from [3] ) that allows to move from an Eulerian to a Lagrangian description, lifting solutions to the continuity equation to measures in the space of continuous maps.
In the final section of our paper we look for necessary and sufficient optimality conditions for the geodesic problem; although we don't see a serious obstruction to the extension of our results to a more general framework, we consider in that section the case of the flat torus T d only. We shall denote by µ T the canonical measure on the flat torus.
The first elementary remark is that any integrable function q in (0, T )×T d with T d q(t, ·) dµ T = 0 for almost all t ∈ (0, T ) provides us with a null-lagrangian for the geodesic problem, as the incompressibility constraint gives
for any generalized incompressible flow ν. Taking also the constraint (e 0 , e T ) # ν = (i, h) # µ into account, we get
where c T q (x, y) is the minimal cost associated with the Lagrangian
Since this lower bound depends only on h, we obtain that any η satisfying (1.4) and concentrated on c q -minimal paths, for some q ∈ L 1 , is optimal, and δ 2 (i, h) = c T q (i, h) dµ T . This is basically the argument used by Brenier in [12] to show the minimality of smooth solutions to (1.1), under assumption (1.5): indeed, this condition guarantees that solutions ofω(t) = −∇p(t, ω) (i.e. stationary paths for the Lagrangian, with q = p) are also minimal.
We are able to show that basically this condition is necessary and sufficient for optimality if the pressure field is globally integrable (see Theorem 6.11). However, since no global in time regularity result for the pressure field is presently known, we have also been looking for necessary and sufficient optimality conditions that don't require the global integrability of the pressure field. Using the regularity p ∈ L 1 loc ((0, T ); L r (D)) for some r > 1, guaranteed in the case D = T d with r = d/(d − 1) by [16] , we show in Theorem 6.8 that any optimal η is concentrated on locally minimizing paths for the Lagrangian
Since we are going to integrate p along curves, this statement is not invariant under modifications of p in negligible sets, and the choice of a specific representative in the Lebesgue equivalence class is needed, see (6.10) for its definition. In addition, we identify a second necessary (and more hidden) optimality condition. In order to state it, let us consider an interval [s, t] ⊂ (0, T ) and the cost function
is the maximal function of p(t, ·) evaluated at x, see (6.11)). Recall that, according to the theory of optimal transportation, a probability measure λ in T d ×T d is said to be c-optimal if
for any probability measure λ ′ having the same marginals µ 1 , µ 2 of λ. We shall also denote W c (µ 1 , µ 2 ) the minimal value, i.e. T d ×T d c dλ, with λ c-optimal. Now, let η be an optimal generalized incompressible flow between i and h; according to the disintegration theorem, we can represent η = η a dµ D (a), with η a concentrated on curves starting at a (and ending, since our final conditions is deterministic, at h(a)), and consider the plans λ
Roughly speaking, this condition tells us that one has not only to move mass from x to y achieving c s,t p , but also to optimize the distribution of mass between time s and time t. In the "deterministic" case when either (e 0 , e s ) # η or (e 0 , e t ) # η are induced by a transport map g, the plan λ s,t a has δ g(a) either as first or as second marginal, and therefore it is uniquely determined by its marginals (it is indeed the product of them). This is the reason why condition (1.9) does not show up in the deterministic case.
Finally, we show in Theorem 6.11 that the two conditions are also sufficient, even on general manifolds D: if, for some r > 1 and These results show a somehow unexpected connection between the variational theory of incompressible flows and the theory developed by Bernard-Buffoni [9] of measures in the space of action-minimizing curves; in this framework one can fit Mather's theory as well as optimal transportation problems on manifolds, with a geometric cost. In our case the only difference is that the Lagrangian is possibly nonsmoooth (but hopefully not so bad), and not given a priori, but generated by the problem itself. Our approach also yields (see Corollary 6.12) a new variational characterization of the pressure field, as a maximizer of the family of functionals (for
where η s a , γ t a are the marginals of λ s,t a . In a forthcoming paper [5] we plan to analyze more carefully this variational problem, and to relate (somehow in the same spirit of [16] ) the pointwise behaviour of the typical path ω to the pressure field.
Notation and preliminary results
Measure-theoretic notation. We start by recalling some basic facts in Measure Theory. Let X, Y be Polish spaces, i.e. topological spaces whose topology is induced by a complete and separable distance. We endow a Polish space X with the corresponding Borel σ-algebra and denote by P(X) (resp. M + (X), M (X)) the family of Borel probability (resp. nonnegative and finite, real and with finite total variation) measures in X. For A ⊂ X and µ ∈ M (X) the restriction µ A of µ to A is defined by µ A(B) := µ(A ∩ B). We will denote by i : X → X the identity map. It is easy to check that f # µ has finite total variation as well, and that |f # µ| ≤ f # |µ|. An elementary approximation by simple functions shows the change of variable formula
for any bounded Borel function (or even either nonnegative or nonpositive, and R-valued, in the In this paper we use only the "easy" implication in Prokhorov theorem, namely that any tight family is sequentially relatively compact. It is immediate to check that a sufficient condition for tightness of a family F of probability measures is the existence of a coercive functional Ψ : X → [0, +∞] (i.e. a functional such that its sublevel sets {Ψ ≤ t}, t ∈ R + , are relatively compact in X) such that
Furthermore, equality holds if and only if
for all nonnegative Borel map f . Conversely, any λ and any Borel map x → µ x ∈ P(Y ) induce a probability measure µ in X × Y via (2.2). We shall often consider measures
We denote by SDiff(D) the measure-preserving diffeomorphisms of D, and by S(D) the measure-preserving maps in D:
We also set
For any g ∈ S i (D) the inverse g −1 is well defined up to µ D -negligible sets, µ D -measurable, and
We shall also denote by Γ(D) the family of measure-preserving plans, i.e. the probability measures in D × D whose first and second marginal are µ D :
(here π 1 , π 2 are the canonical coordinate projections).
and that any element g ∈ S(D) canonically induces a measure preserving plan γ g , defined by
Furthermore, this correspondence is continuous, as long as convergence in L 2 (µ) of the maps g and narrow convergence of the plans are considered (see for instance Lemma 2.3 in [4] ). Moreover
(the first result is standard, see for example the explicit construction in [18 The continuity equation. In the sequel we shall often consider weak solutions µ t ∈ P(D) of the continuity equation
where t → µ t is narrowly continuous (this is not restrictive, see for instance Lemma 8.1.2 of [3] ) and v t (x) is a suitable velocity field with v t L 2 (µt) ∈ L 1 (0, T ) (formally, v t is a section of the tangent bundle and |v t | is computed according to the Riemannian metric). The equation is understood in a weak (distributional) sense, by requiring that
with bounded first derivatives and support contained in J × D,
The following general principle allows to lift solutions of the continuity equation to measures in the space of continuous paths.
Theorem 2.4 (Superposition principle) Assume that either D is a compact subset of R d , or D is a smooth compact Riemannian manifold without boundary, and let µ t : [0, T ] → P(D) be a narrowly continuous solution of the continuity equation (2.8) for a suitable velocity field
(ii) the following energy inequality holds:
Proof. In the case when D = R d (and therefore also when D ⊂ R d is closed) this result is proved in Theorem 8.2.1 of [3] (see also [7] , [25] , [10] for related results). In the case when D is a smooth, compact Riemannian manifold we recover the same result thanks to an isometric embedding in R d , for d large enough.
3 Variational models for generalized geodesics
Arnold's least action problem
Let f, h ∈ SDiff(D) be given. Following Arnold [6] , we define δ 2 (f, h) by minimizing the action
connecting f to h. By time rescaling, δ is independent of T . Since right composition with a given element g ∈ SDiff(D) does not change the action (as it amounts just to a relabelling of the initial position with g), the distance δ is right invariant, so it will be often useful to assume, in the minimization problem, that f is the identity map. The action A T can also be computed in terms of the velocity field u, defined by u(t, x) = g(t, y)| y=g −1 (t,x) , as
As we mentioned in the introduction, connections between this minimization problem and (1.1) were achieved first by Ebin and Marsden, and then by Brenier: in [12] , [16] 
By integrating the inequality
Shnirelman also proved in [23] that when d ≥ 3 the infimum is not attained in general and that, when d = 2, δ(i, h) need not be finite (i.e., there exist h ∈ SDiff(D) which cannot be connected to i by a path with finite action).
Brenier's Lagrangian model and its extensions
In [12] , Brenier proposed a relaxed version of the Arnold geodesic problem, and here we present more general versions of Brenier's relaxed problem, allowing first for final data in Γ(D), and then for initial and final data in Γ(D). Let γ ∈ Γ(D) be given; the class of admissible paths, called by Brenier generalized incompressible flows, is made by the probability measures η on Ω(D) such that
Then the action of an admissible η is defined as
where
2) and δ 2 (γ i , γ) is defined by minimizing A T (η) among all generalized incompressible flows η connecting γ i to γ, i.e. those satisfying
Notice that it is not clear, in this purely Lagrangian formulation, how the relaxed distance δ(η, γ) between two measure preserving plans might be defined, not even when η and γ are induced by maps g, h. Only when g ∈ S i (D) we might use the right invariance and define
These remarks led us to the following more general problem: let us denotẽ
whose typical element will be denoted by (ω, a), and let us denote by π a :Ω(D) → D the canonical projection. We consider probability measures η inΩ(D) having µ D as second marginal, i.e. (π a ) # η = µ D ; they can be canonically represented as η a ⊗ µ D , where η a ∈ P(Ω(D)). The incompressibility constraint now becomes 4) or equivalently (e t ) # η = µ D for all t, if we consider e t as a map defined onΩ(D). Given initial and
Equivalently, in terms on η a we can write
Then, we define δ 2 (η, γ) by minimizing the action
among all generalized incompressible flows η (according to (3.4) ) connecting η to γ (according to (3.5) or (3.6)). Notice that δ 2 is independent of T , because the action is scaling invariant; so we can use any interval [a, b] in place of [0, T ] to define δ, and in this case we shall talk of generalized flow between η and γ in [a, b] (this extension will play a role in Remark 3.2 below). When η a = δ a (i.e. η = γ i ), (3.6) tells us that almost all trajectories of η a start from a: then D η a dµ D (a) provides us with a solution of Brenier's original model with the same action, connecting γ i to γ. Conversely, any solution ν of this model can be written as D ν a dµ D , with ν a concentrated on the curves starting at a, and ν a ⊗ µ D provides us with an admissible path for our generalized problem, connecting γ i to γ, with the same action.
Let us now analyze the properties of (Γ(D), δ); the fact that this is a metric space and even a length space (i.e. any two points can be joined by a geodesic with length equal to the distance) follows by the basic operations reparameterization, restriction and concatenation of generalized flows, that we are now going to describe.
and χ(T ) = T . Then, right composition of ω with χ induces a transformation η → χ # η between generalized incompressible flows that preserves the initial and final condition. As a consequence, the functional χ → A T (χ # η) attains its minimum when χ(t) = t. Changing variables we obtain
is equivalent to a constant. We shall call the square root of this quantity speed of η. 
Let s < l < t and let η = µ a ⊗ µ D , ν = ν a ⊗ µ D be generalized incompressible flows, respectively defined in [s, l] and [l, t], and joining η to γ and γ to θ. Then, writing γ a = (e l ) # η a = (e l ) # ν a , we can disintegrate both η a and ν a with respect to γ a to obtain
with η a,x , ν a,x concentrated on the curves ω with ω(l) = x. We can then consider the image λ x,a , via the concatenation of paths (from the product of
of the product measure η a,x × ν a,x to obtain a probability measure in C([s, t]; D) concentrated on paths passing through x at time l. Eventually, setting
we obtain a generalized incompressible flow in [s, t] joining η to θ with action given by
is the action of ν in [l, t] (strictly speaking, the action of their restrictions).
A simple consequence of the previous remarks is that δ is a distance in Γ(D) (it suffices to concatenate flows with unit speed); in addition, the restriction of an optimal incompressible flow η = η a ⊗ µ D between η a ⊗ µ D and γ a ⊗ µ D to an interval [s, t] is still an optimal incompressible flow in [s, t] between the plans (e s ) # η a ⊗ µ D and (e t ) # η a ⊗ µ D . This property will be useful in Section 6.
Another important property of δ that will be useful in Section 6 is its lower semicontinuity with respect to the narrow convergence, that we are going to prove in the next theorem. Another non-trivial fact is the existence of at least one generalized incompressible flow with finite action. In 
whenever a Lipschitz measure-preserving map f :
Proof. The inequality δ(γ i , γ h ) ≤ δ(i, h) simply follows by the fact that any smooth flow g induces a generalized one, with the same action, by the formula η = Φ # µ D , where Φ : D →Ω(D) is the map x → (g(·, x), x). Assuming that some generalized incompressible flow with a finite action between η and γ exists, the existence of an optimal one follows by the narrow lower semicontinuity of η → A T (η) (because ω → A T (ω) is lower semicontinuous in Ω(D)) and by the tightness of minimizing sequences (because A T (ω) is coercive in Ω(D), by the Ascoli-Arzelà theorem). A similar argument also proves the lower semicontinuity of (η, γ) → δ(η, γ), as the conditions (3.4), (3.5) are stable under narrow convergence (of η and η, γ).
follows by the explicit construction in [12] , [24] 
; by right invariance (see Proposition 3.4 below) the same estimate holds for δ(γ f , γ h ) with f ∈ S i (D); by density and lower semicontinuity it extends to δ(η, γ), with η, γ ∈ Γ(D).
Let f : D ′ → D be a Lipschitz measure-preserving map and h ∈ S(D); we claim that it suffices to show the existence of
Indeed, if this is proved, since f naturally induces by left composition a map F fromΩ(D ′ ) toΩ(D) given by (ω(t), a) → (f (ω(t)), a), then to any η ∈ Ω(D ′ ) connecting i to γ ′ we can associate F # η, which will be a generalized incompressible flow connecting i to h. By the trivial estimate
. By density and lower semicontinuity we get the estimate on δ D (γ i , γ) for all γ ∈ Γ(D). Thus, to conclude the proof, we have to construct γ. Let us consider the disintegration of µ D ′ induced by the map f , that is
where, for µ D -a.e. y, µ y is a probability measure in D ′ concentrated on the compact set f −1 (y). We now define γ as
Clearly the first marginal of γ is µ D ′ ; since h ∈ S(D), changing variables in (3.9) one has
, and so also the second marginal of γ is µ D . Let us now prove that
where in the last equality we used that µ y is concentrated on f −1 (y) and µ h(y) is concentrated on f −1 (h(y)) for µ D -a.e. y.
By (3.1), (3.8) and the narrow lower semicontinuity of δ(i, ·) we get
We conclude this section by pointing out some additional properties of the metric space (Γ(D), δ). Proof. We will prove that δ(η, γ) ≥ W 2 (η, γ), where W 2 is the quadratic Wasserstein distance in P(D×D) (with the quadratic cost d 2 D (x, y)/2); as this distance metrizes the narrow convergence, this will give the implication between δ-convergence and narrow convergence. In order to show the inequality δ(η, γ) ≥ W 2 (η, γ) we consider an optimal flow η a ⊗ µ D defined in [0, 1]; then, denoting by ω a ∈ Ω(D) the constant path identically equal to a, and by ν a ∈ P(C([0, 1]; D × D)) the measure η a × δ ωa , the measure ν : (η, γ) ; since the action of any dynamical transference plan bounds from above W 2 2 (η, γ), the inequality is achieved. The completeness of (Γ(D), δ) is a consequence of the inequality δ ≥ W 2 (so that Cauchy sequences in this space are Cauchy sequences for the Wasserstein distance), the completeness of the Wasserstein spaces of probability measures and the narrow lower semicontinuity of δ: we leave the details of the simple proof to the reader.
The right invariance of δ simply follows by the fact that
because we can apply the same transformation to any admissible flow η a ⊗ µ D connecting η to γ, producing an admissible flow η h(a) ⊗ µ D between η • h and γ • h with the same action. If h ∈ S i (D) the inequality can be reversed, using h −1 . Now, let us prove the last part of the statement. We first show that
Indeed, considering again an optimal flow η a ⊗ µ D , for µ D -a.e. a ∈ D we have
and we need only to integrate this inequality with respect to a. From (3.11) we obtain that S(D) is a closed subset of Γ(D), relative to the distance δ. In particular, considering for instance a sequence (g n ) ⊂ S(D) narrowly converging to γ ∈ Γ(D) \ S(D), whose existence is ensured by (2.6), one proves that the two topologies are not equivalent and the space is not compact.
Combining right invariance with (3.10), we obtain
in the L 2 norm and the lower semicontinuity of δ, this inequality still holds when g ∈ S(D).
Brenier's Eulerian-Lagrangian model
In [16] , Brenier proposed a second possible relaxation of Arnold's problem, motivated by the fact that this second relaxation allows for a much more precise description of the pressure field, compared to the Lagrangian model (see Section 6). Still denoting by η = η a ⊗ µ D ∈ Γ(D), γ = γ a ⊗ µ D ∈ Γ(D) the initial and final plan, respectively, the idea is to add to the Eulerian variable x a Lagrangian one a (which, in the case η = γ i , simply labels the position of the particle at time 0) and to consider the family of distributional solutions, indexed by a ∈ D, of the continuity equation
with the initial and final conditions c 0,a = η a , c T,a = γ a , for µ D -a.e. a. (3.14)
Notice that minimization of the kinetic energy T 0 D |v t,a | 2 dc t,a dt among all possible solutions of the continuity equation would give, according to [8] , the optimal transport problem between η a and γ a (for instance, a path of Dirac masses on a geodesic connecting g(a) to h(a) if η a = δ g(a) , γ a = δ h(a) ). Here, instead, by averaging with respect to a we minimize the mean kinetic energy
with the only global constraint between the family {c t,a } given by the incompressibility of the flow:
It is useful to rewrite this minimization problem in terms of the the global measure c in [
(from whom c t,a can obviously be recovered by disintegration), and the velocity field v(t, x, a) := v t,a (x): the action becomes
while (3.13) is easily seen to be equivalent to
with a bounded gradient with respect to the x variable. Thus, we can minimize the action on the class of couples measures-velocity fields (c, v) that satisfy (3.16) and (3.15), with the endpoint condition (3.14). The existence of a minimum in this class can be proved by standard compactness and lower semicontinuity arguments (see [16] for details). This minimization problem leads to a squared distance between η and γ, that we shall still denote by δ 2 (η, γ). Our notation is justified by the essential equivalence of the two models, proved in the next section.
Equivalence of the two relaxed models
In this section we show that the Lagrangian model is equivalent to the Eulerian-Lagrangian one, in the sense that minimal values are the same, and there is a way (not canonical, in one direction) to pass from minimizers of one problem to minimizers of the other one. 
Proof. Up to an isometric embedding, we shall assume that D ⊂ R m isometrically (this is needed to apply Lemma 2.3). If η = η a ⊗ µ ∈ P(Ω(D)) is a generalized incompressible flow, we denote by 
with equality only ifω(t) = v η t,a (e t (ω)) for η a -a.e. ω. Then, we define the global measure and velocity by
. It is easy to check that (c η , v η ) is admissible: indeed, writing η = η a ⊗ µ, γ = γ a ⊗ µ D , the conditions (e 0 ) # η a = η a and (e T ) # η a = γ a yield c η 0,a = η a and c η T,a = γ a (for µ D -a.e. a). This proves that (3.14) is fulfilled; the incompressibility constraint (3.15) simply comes from (3.4). Finally, we check (3.13) for a ∈ D ′ ; this is equivalent, recalling the definition of v t,a , to
which in turn corresponds to
This last identity is a direct consequence of an exchange of differentiation and integral. By integrating (4.2) in time and with respect to a we obtain that A T (c η , v η ) ≤ A T (η), and equality holds only if (4.1) holds. So, in order to conclude the proof, it remains to find, given a couple measure-velocity field (c, v) with finite action that satisfies (3.13), (3.14) and (3.15), an admissible generalized incompressible flow η with A T (η) ≤ A T (c, v). By applying Theorem 2.8 to the family of solutions of the continuity equations (3.13), we obtain probability measures η a with (e t ) # η a = c t,a and
Then, because of (3.15), it is easy to check that η := η a ⊗ µ D is a generalized incompressible flow, and moreover η connects η to γ. By integrating (4.5) with respect to a, we obtain that
Comparison of metrics and gap phenomena
Throughout this section we shall assume that D = [0, 1] d . In [24] , Schnirelman proved when d ≥ 3 the following remarkable approximation theorem for Brenier's generalized (Lagrangian) flows:
, then each generalized incompressible flow η connecting i to h ∈ SDiff(D) may be approximated together with the action by a sequence of smooth flows (g k (t, ·))
connecting i to h. More precisely:
This result yields, as a byproduct, the identity
More generally the relaxed distance δ(η, γ) arising from the Lagragian model can be compared, at least when η = γ i and the final condition γ is induced by a map h ∈ S(D), with the relaxation δ * of the Arnold distance:
By (3.7) and (3.8), we have δ * (h) ≥ δ(γ i , γ h ), and a gap phenomenon is said to occur if the inequality is strict. In the case d = 2, while examples of h ∈ SDiff(D) such that δ(i, h) = +∞ are known [23] , the nature of δ * (h) and the possible occurrence of the gap phenomenon are not clear.
In this section we prove the non-occurrence of the gap phenomenon when the final condition belongs to S(D), and even when it is a transport plan, still under the assumption d ≥ 3. To this aim, we first extend the definition of δ * by setting
This extends the previous definition (5.2), taking into account that γ hn narrowly converge to γ h if and only if h n → h in L 2 (µ D ) (for instance, this is a simple consequence of [4, Lemma 2.3]).
The proof of the theorem, given at the end of this section, is a direct consequence of Theorem 5.1 and of the following approximation result of generalized incompressible flows by measurepreserving maps (possibly not smooth, or not injective), valid in any number of dimensions.
Theorem 5.3 Let γ ∈ Γ(D). Then, for any probability measure η on Ω(D) such that
and
Proof. The first three steps of the proof are more or less the same as in the proof of Shnirelman's approximation theorem (Theorem 5.1 in [24] ).
Step 1. Given ε > 0 small, consider the affine transformation of D into the concentric cube D ε of size 1 − 4ε:
This transformation induces a mapT ε from Ω(D) into C([0, T ]; D ε ) (which is indeed a bijection) given by (T ε (ω))(t) := T ε (ω(t)) ∀ω ∈ Ω(D).
Then we defineη ε := (T ε ) # η, and
where η 0,ε is the "steady" flow in D \ D ε : it consists of all the curves in D \ D ε that do not move for 0 ≤ t ≤ T . It is then not difficult to prove that η ε → η narrowly and A T (η ε ) → A T (η), as ε → 0. Therefore, by a diagonal argument, it suffices to prove our theorem for a measure η which is immobile near ∂D. More precisely we can assume that, if ω(0) is in the 2ε-neighborhood of ∂D, then ω(t) ≡ ω(0) for η-a.e. ω. Moreover, arguing as in Step 1 of the proof of the above mentioned approximation theorem in [24] , we can assume that the flow does not move for 0 ≤ t ≤ ε, that is, for 0 ≤ t ≤ ε, ω(t) ≡ ω(0) for η-a.e. ω.
Step 2. Let us now consider a family of independent random variables ω 1 , ω 2 , . . . defined in a common probability space (Z, Z, P ), with values in C([0, T ], D) and having the same law η. Recall that η is immobile near ∂D and for 0 ≤ t ≤ ε, so we can see ω i as random variables with values in the subset of Ω(D) given by the curves which do not move for 0 ≤ t ≤ ε and in the 2ε-neighbourhood of the ∂D. By the law of large numbers, the random probability measures in Ω(D)
narrowly converge to η with probability 1. Moreover, always by the law of large numbers, also
with probability 1. Thus, choosing properly z, we have approximated η with measures ν N concentrated on a finite number of trajectories ω i (z)(·) which are immobile in [0, ε] and close to ∂D. From now on (as typical in Probability theory) the parameter z will be tacitly understood.
Step 3. Let ϕ ∈ C ∞ c (R d ) be a smooth radial convolution kernel with ϕ(x) = 0 for |x| ≥ 1 and ϕ(x) > 0 for |x| < 1. Given a finite number of trajectories ω 1 , . . . , ω N as described is step 2, we define
where Γ is the discrete group of motions in R n generated by the reflections in the faces of D.
It is easy to check that a i = 1 and that supp(a i ) is the intersection of D with the closed ball
and notice that g i,t : D → D whenever |x − ω i (0)| ≤ ε and that the flow induced by g i,t is measure preserving. Therefore the probability density
is well defined. Let M N := (a 1 , . . . , a N , g 1,t (x), . . . , g N,t (x)) and let us consider the generalized flow η N associated to M N , given by
Since ρ η N = ρ N , the flow η N is not measure preserving. However we are more or less in the same situation as in Step 3 in the proof of the approximation theorem in [24] (the only difference being that we do not impose any final data). Thus, by [24, Lemma 1.2], with probability 1
as N → ∞. By the first two equations in (5.5), we can left compose g i,t with a smooth correcting flow ζ N t (x) as in Step 3 in the proof of the approximation theorem in [24] , in such a way that the flowη N associated toM N := (a 1 , . . . , a N , ζ N  t • g 1,t (x) , . . . , ζ N t • g N,t (x)) via the formula analogous to (5.4) is incompressible. Moreover, thanks to the third equation in (5.5) and the convergence of A T (ν N ) to A T (η), one can prove that A T (η N ) → A T (η) with probability 1.
We observe that, since η is immobile for 0 ≤ t ≤ ε, the same holds by construction forη N . Without loss of generality, we can therefore assume that ζ N t does not depend on t for t ∈ [0, ε].
Step 4. In order to conclude, we see that the only problem now is that the flowη N associated toM N is still non-deterministic, since if x ∈ supp(a i ) ∩ supp(a j ) for i = j, then more that one curve starts from x. Let us partition D in the following way:
This decomposition is possible, as E is contained in the union of the boundaries of supp a i , which is L d -negligible.
Fix one of the sets D j and assume just for notational simplicity that i k = k for 1 ≤ k ≤ M . We are going to modify the flowη N in D j , increasing a little bit its action (say, by an amount α > 0), in such a way that one curve starts from it. Given x ∈ D j , we know that M curves start from it, weighted with mass a k (x) > 0, and M k=1 a k (x) = 1. These curves coincide for 0 ≤ t ≤ ε (since nothing moves), and then separate. We want to partition
in such a way that, for any x ∈ E k , only one curve ω k x starts from it at time 0, ω k x (t) ∈ D j for 0 ≤ t ≤ ε, and the map
Moreover, we want the incompressibility condition to be preserved for all t ∈ [0, ε]. If this is possible, the proof will be concluded by gluing ω k x with the only curve starting from ω k x (ε) with weight a k (ω k (ε)).
The above construction can be achieved in the following way. First we write the interior of D j , up to null measure sets, as a countable union of disjoints open cubes (C i ) with size δ i satisfying
a k . This is done just considering the union of the grids in R d given by Z d /2 n for n ∈ N, and taking initially our cubes in this family; if (5.6) does not hold, we keep splitting the cubes until it is satisfied (b i can only increase under this additional splitting, therefore a factor 4 is gained in each splitting). Once this partition is given, the idea is to move the mass within each C i for 0 ≤ t ≤ ε. At least heuristically, one can imagine that in C i the functions a k are almost constant and that the velocity of a generic path in C i is at most of order δ i /ε. Thus, the total energy of the new incompressible fluid in the interval [0, ε] will be of order
and the conclusion will follow by our choice of δ i . So, in order to make this argument rigorous, let us fix i and let us see how to construct our modified flow in the cube C i for t ∈ [0, ε]. Slicing C i with respect to the first (d − 1)-variables, we see that the transport problem can be solved in each slice. Specifically, if C i is of the form x i + (0, δ i ) d , and we define
whose sum is δ d i , then the points which belong to
Moreover, this has to be done preserving the incompressibility condition.
If we write
moving the curves only in the d-th direction, i.e. keeping x ′ fixed. Thanks to Lemma 5.4 below and a scaling argument, we can do this construction paying at most 4M 2 (M + 1) 2b−4 i δ 3 i /ε in each slice of C i , and therefore with a total cost less than
This concludes our construction. 
Proof. We start with a preliminary remark: let J ⊂ (0, 1) be an interval with length l and assume that ρ t is a nonnegative Lipschitz map between [0, 1] and L 1 (0, 1), with ρ t ≤ 1 and 1 0 ρ t dx = l, and let f (t, ·) be the unique (on J, up to countable sets) nondecreasing map pushing χ J L 1 to ρ t . Assume also that supp ρ t is an interval and ρ t ≥ r L 1 -a.e. on supp ρ t , with r > 0. Under this extra assumption, f (t, x) is uniquely determined for all x ∈ J, and implicitly characterized by the conditions
This implies, in particular, that f (·, x) is continuous for all x ∈ J. We are going to prove that this map is even Lipschitz continuous in [0, 1] and
for all x ∈ J. To prove this fact, we first notice that the endpoints of the interval supp ρ t (whose length is at least l) move at most with velocity Lip(ρ · )/r; then, we fix x ∈ J = [a, b] and consider separately the cases x ∈ ∂J = {a, b}, x ∈ Int(J) = (a, b).
In the first case, since for any t ∈ [0, 1]
and by assumption f (t, x) ∈ supp ρ t for any x ∈ J, we get supp ρ t = [f (t, a), f (t, b)] for all t ∈ [0, 1]. This, together with the fact that the endpoints of the interval supp ρ t move at most with velocity Lip(ρ · )/r, implies (5.8) if x ∈ ∂J. In the second case we have
It suffices now to find a Lipschitz estimate of |f (s, x) − f (t, x)| when s, t are sufficiently close. Assume that f (s, x) ≤ f (t, x): adding and subtracting
Now, as f (s, x) belongs to supp ρ t for |s − t| sufficiently small, we get
This proves the Lipschitz continuity of f (·, x) and (5.8).
Given this observation, to prove the lemma it suffices to find maps
Necessary and sufficient optimality conditions
In this section we study necessary and sufficient optimality conditions for the generalized geodesics; we shall work mainly with the Lagrangian model, but we will use the equivalent EulerianLagrangian model to transfer regularity informations for the pressure field (borrowed from [16] ) to the Lagrangian model. Without any loss of generality, we assume throughout this section that T = 1.
The pressure field p can be identified, at least as a distribution (precisely, an element of the dual of C 1 ([0, 1] × D) ), by the so-called dual least action principle introduced in [14] . In order to introduce it, let us introduce a natural class of first variations in the Lagrangian model: given a smooth vector field w(t, x), vanishing for t sufficiently close to 0 and 1, we may define the maps
where e εwt x is the flow, in the (ε, x) variables, generated by the autonomous field w t (x) = w(t, x) (i.e. e 0wt = i and d dε e εwt x = w(t, e εwt x)), and the perturbed generalized flows η ε := (S ε ) # η. Notice that η ε is incompressible if div w t = 0, and more generally the density ρ η ε satisfies for all times t ∈ (0, 1) the continuity equation
This motivates the following definition. 
Now we provide a slightly simpler proof of the characterization given in [14] of the pressure field (the original proof therein involved a time discretization argument).
for all almost incompressible flows η satisfying (3.5).
Proof. Let us define the closed convex set C :
We observe that φ(1) = δ 2 (η, γ). Moreover, it is a simple exercise to prove that φ is convex and lower semicontinuous in C 1 ([0, 1] × D). Let us now prove that φ has bounded (descending) slope at 1, i.e.
lim sup
By [14, Proposition 2.1] we know that there exist 0 < ε < 1 2 and c > 0 such that, for any ρ ∈ C with ρ − 1 ≤ ε, there is a Lipschitz family of diffeomorphisms g ρ (t, ·) :
g ρ (t, ·) = i for t = 0, 1, and the Lipschitz constant of (t, x) → g ρ (t, x) − x is bounded by c. Thus, adapting the construction in [14, Proposition 2.1] (made for probability measures in Ω(D), and not inΩ(D)), for any incompressible flow η connecting η to γ, and any ρ ∈ C, we can define an almost incompressible flow ν still connecting η to γ such that ρ ν = ρ, and
where c ′ depends only on c (for instance, we define ν := G # η, where G :Ω(D) →Ω(D) is the map induced by g ρ via the formula (ω(t), a) → (g ρ (t, ω(t)), a)). In particular, considering an optimal η, we get
for any ρ ∈ C with ρ − 1 ≤ ε. This fact implies that φ is bounded on a neighbourhoof of 1 in C. Now, it is a standard fact of convex analysis that a convex function bounded on a convex set is locally Lipschitz on that set. This, together with (6.4), provides the bounded slope property. By a simple application of the Hahn-Banach theorem (see for instance Proposition 1.4.4 in [3] ), it follows that the subdifferential of φ at 1 is not empty, that is, there exists p in the dual of C 1 such that
This is indeed equivalent to (6.3).
This result tells us that, if η is an optimal incompressible generalized flow connecting η to γ (i.e. A 1 (η) = δ 2 (η, γ)), and if we consider the augmented action 5) then η minimizes the new action among all almost incompressible flows ν between η and γ. Then, using the identities
and the convergence in the sense of distributions (ensured by (6.2)) of (ρ η ε − 1)/ε to −div w as ε ↓ 0, we obtain
As noticed in [14] , this equation identifies uniquely the pressure field p (as a distribution) up to trivial modifications, i.e. additive perturbations depending on time only.
In the Eulerian-Lagrangian model, instead, the pressure field is defined (see (2.20) in [16] ) and uniquely determined, still up to trivial modifications, by
all derivatives being understood in the sense of distributions in (0, 1) × D (here (c, v) is any optimal pair for the Eulerian-Lagrangian model). We used the same letter p to denote the pressure field in the two models: indeed, we have seen in the proof of Theorem 4.1 that, writing
maps optimal solutions for the first problem into optimal solutions for the second one. Since under this correspondence (6.7) reduces to (6.6), the two pressure fields coincide.
The following crucial regularity result for the pressure field has been obtained in [16 The L 1 loc integrability of p allows much stronger variations in the Lagrangian model, that give rise to possibly nonsmooth densities, which may even vanish.
From now one we shall confine our discussion to the case of the flat torus T d , as our orguments involve some global smoothing that becomes more technical, and needs to be carefully checked, in more general situations. We also set µ T = µ 
for any generalized flow with bounded compression ν between η and γ such that
, the condition (6.9) is not required for the validity of (6.8).
Proof. Let J := {ρ ν (t, ·) = 1} ⋐ (0, 1) and let us first assume that ρ ν is smooth. If ρ ν −1 C 1 ≤ 1/2, then the result follows by Theorem 6.2. If not, for ε > 0 small enough (1 − ε)η + εν is a slightly compressible generalized flow in the sense of Definition 6.1. Thus, we have
and this proves the statement whenever ρ ν is smooth. If ρ ν is not smooth, we need a regularization argument. Let us assume first that ρ ν is smooth in time, uniformly with respect to x, but not in space. We fix a cut-off function χ ∈ C 1 c (0, 1) identically equal to 1 on a neighbourhood of J and define, for y ∈ R d , the maps T ε,y :
Then, we set ν ε := R d (T ε,y ) # νφ(y) dy, where φ : R d → [0, +∞) is a standard convolution kernel. It is easy to check that ν ε still connects η to γ, and that
we can pass to the limit in (6.8) with ν ε in place of ν, which are smooth.
In the general case we fix a convolution kernel with compact support ϕ(t) and, with the same choice of χ done before, we define the maps
Setting ν ε = (T ε ) # ν, it is easy to check that A 1 (ν ε ) → A 1 (ν) and that
are smooth in time, uniformly in x. So, by applying (6.8) with ν ε in place of ν, we obtain the inequality in the limit. Finally, if p is globally integrable, we can approximate any generalized flow with bounded compression ν between η and γ by transforming ω into ω •ψ ε , where 1] ) and ψ ε is constant for t close to 0 and 1. Passing to the limit as ε ↓ 0 we obtain the inequality even without the condition ρ ν (t, ·) = 1 for t close to 0, 1.
Remark 6.5 (Smoothing of flows and plans) Notice that the same smoothing argument can be used to prove this statement: given a flow η between η = η a ⊗ µ T and γ = γ a ⊗ µ T (not necessarily with bounded compression), we can find flows with bounded compression η ε connecting η ε := (η a ) * φ ε ⊗ µ T to γ ε := (γ a ) * φ ε ⊗ µ T , with A T (η ε ) = A T (η) and
(where, as usual, r ε (t, x) = r(t, ·) * φ ε (x)). In order to have these properties, it suffices to define
where σ z (ω, a) = (ω + z, a). Notice also that the "mollified plans" η ε , γ ε converge to η, γ in (Γ(T d ), δ): if we consider the map S ε y :
given by x → ω x (t) := x + εty, the generalized incompressible flow ν ε = ν ε a ⊗ µ T , with
In order to state necessary and sufficient optimality conditions at the level of single fluid paths, we have to take into account that the pressure field is not pointwise defined, and to choose a particular representative in its equivalence class, modulo negligible sets in spacetime. Henceforth, we definep (t, x) := lim inf ε↓0 p ε (t, x), (6.10) where p ε (t, ·) = p(t, ·) * φ ε and φ ε (x) = ε −d φ(x/ε) is a family of convolution kernels induced by a radial φ ∈ C ∞ c (R d ). Recall thatp is a representative, because at any Lebesgue point of p(t, ·) the limit of p ε (t, x) exists, and coincides with p(t, x). Moreover, in order to handle passage to limits, we need uniform pointwise bounds on p ε ; these bounds are provided by the so-called spherical maximal function, defined by M f (x) := sup Indeed, it is immediate to check that |p ε (t, x)| ≤ M p(t, x) (t, x) ∈ (0, 1) × T d , ε supp φ ⊂ B 1/2 (0), (6.12) where M p(t, x) = M p(t, ·)(x) (we shall always adopt this convention in the sequel).
Definition 6.6 (q-minimizing path) Let ω ∈ H 1 ((0, 1); D) with M q(τ, ω) ∈ L 1 (0, 1). We say that ω is a q-minimizing path if for all [s, t] ⊂ (0, 1) and all δ ∈ H 1 0 ((s, t); D) with M q(τ, ω + δ) ∈ L 1 (s, t).
Remark 6.7 We notice that, for incompressible flows η, the L 1 (resp. L 1 loc ) integrability of M q(τ, ω) imposed on the curves ω (and on their perturbations ω + δ) is satisfied η-a.e. if M q ∈ L 1 ((0, 1) × D)) (resp. M q ∈ L 1 loc ((0, 1) × D)); this simply comes from the fact that the incompressibility of η and Fubini's theorem give (ω + δ + εyχ, a) if ω ∈ E (of course, the sum is understood mod (1)) and ν ε,y := (T ε,y ) # η.
It is easy to see that ν ε,y is a flow with bounded compression, since for all times τ the curves ω(τ ) are either left unchanged, or translated by the constant δ(τ ) + εyχ(τ ), so that the density produced by ν ε,y is at most 2, and equal to 1 outside the interval [s, t].
Therefore, by Theorem 6.4 we get We can now average the above inequality using the smooth convolution kernel φ(y) used before to definep, and we obtain Unlike most classical situations (see [26] ), existence of an optimal λ is not guaranteed because c By integrating the free variable z with respect to µ T , since d T ≤ it suffices to show that
