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ALGE`BRES ENVELOPPANTES A` HOMOTOPIE PRE`S,
HOMOLOGIES ET COHOMOLOGIES
RIDHA CHATBOURI
Re´sume´. On pre´sente une de´finition et une construction unife´e des homologies et co-
homologies d’alge`bres et de modules sur ces alge`bres dans le cas d’alge`bres associatives ou
commutatives ou de Lie ou de Gertsenhaber. On se´pare la construction ‘line´aire’ des coge`bres
ou bicoge`bres qui traduisent les syme´tries des relations de de´finition de la structure de la partie
structure qui apparaˆıt ici comme une code´rivation de degre´ 1 et de carre´ nul de la coge`bre ou
de la bicoge`bre.
0. Introduction et motivation
La de´finition ope´radique de l’homologie permet d’unifier les notions d’homologie
et de cohomologie pour les modules sur les alge`bres associatives (homologie et co-
homologie de Hochschild) et pour les modules sur les alge`bres de Lie (homologie et
cohomologie de Chevalley).
Ces deux complexes sont de´rive´s de re´solutions de l’alge`bre (associative ou de Lie)
conside´re´e : la bar re´solution et la re´solution de Koszul.
D’autre part, on peut affaiblir la notion d’alge`bre pour de´finir des alge`bres ‘a` homo-
topie pre`s’. Dans le cas d’une alge`bre associative A, on regarde A comme une alge`bre
a` homotopie pre`s particulie`re : cette alge`bre a` homotopie pre`s est exactement la Bar
re´solution de l’alge`bre A. Dans le cas d’une alge`bre de Lie g, la re´solution de Koszul
est obtenue en tensorisant par U(g) l’alge`bre a` homotopie pre`s qu’on identifie a` g.
Dans cet article, on parlera plutoˆt d’alge`bre enveloppante : alge`bre A∞ envelop-
pante de A, alge`bre L∞ enveloppante de g.
On de´crira alors les liens entre d’une part l’homologie et la cohomologie d’un mo-
duleM sur l’alge`bre de type X et des structures deX∞ alge`bre enveloppante associe´e.
De plus on traitera de meˆme le cas des alge`bres commutatives R et de leurs mo-
dules en e´tudiant leurs alge`bres a` homotopie pre`s enveloppantes C∞(R). Enfin, nous
utiliserons cette construction pour de´finir l’homologie et la cohomologie d’un module
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sur une alge`bre de Gerstenhaber G graˆce a` son alge`bre a` homotopie pre`s enveloppante.
Dans toutes ces constructions, nous commencerons par de´finir la partie line´aire
(les espaces de tenseurs retenus sur l’alge`bre de de´part) et sa ou ses comultiplica-
tions naturelles soit coassociatives ∆ pour A∞(A) ou L∞(g), soit cocrochet de Lie δ
pour C∞(R) soit un couple (κ,∆) pour les structures d’alge`bres de Gerstenhaber a`
homotopie pre`s G∞(G). Ensuite nous e´crirons la structure de l’alge`bre X∞ comme
l’ope´rateur bord d’un complexe. Cela nous permettra de de´finir explicitement les
ope´rateurs d’homologie et de cohomologie associe´s sur les modules.
Nous retrouvons ainsi des re´sultats ante´rieurs (voir [G], [BGHHW] et [AAC2] par
exemple) en les comple´tant, les pre´cisant et les explicitant.
1. Homologie et cohomologie de Hochschild d’une alge`bre
associative
Soit A une alge`bre associative et unitaire sur R. On rappelle (voir par exemple
[L]) que la Bar-re´solution de A est le complexe suivant :
0
∂0←− A
∂1←− A⊗A
∂2←− · · ·
∂n−1
←− ⊗nA
∂n←− . . .
ou` ∂n est l’application line´aire de´finie par :
∂n(a0 ⊗ a1 ⊗ · · · ⊗ an) =
n−1∑
j=0
(−1)ja0 ⊗ · · · ⊗ (ajaj+1)⊗ · · · ⊗ an.
On ve´rifie directement que ∂n−1 ◦ ∂n = 0 pour tout n ≥ 1. De plus, puisque A est
unitaire, ce complexe admet une homotopie, de´finie par :
hn : ⊗
nA −→ ⊗n+1A, hn(a1 ⊗ a2 ⊗ · · · ⊗ an) = 1⊗ a1 ⊗ · · · ⊗ an.
On montre directement que hn ◦ ∂n + ∂n+1 ◦ hn+1 est l’identite´ de ⊗
n+1A. Ce
complexe est donc une re´solution de l’alge`bre A. En posant Cn(A) = ⊗
n+1A, on le
note :
0
∂0←− C0(A)
∂1←− C1(A)
∂2←− · · ·
∂n−1
←− Cn−1(A)
∂n←− . . .
On note Zn(A) = ker(∂n) et Bn(A) = im(∂n+1), on a donc
Hn(A) = Zn(A)/Bn(A) = 0
pour tout n.
Soit M un A-bimodule. L’homologie de Hochschild du bimodule M est de´finie a`
partir de la Bar-re´solution de la fac¸on suivante.
ALGE`BRES A` HOMOTOPIE PRE`S, (CO)HOMOLOGIES 3
On pose Cn(A,M) =
∑n
j=0⊗
jA ⊗ M ⊗ ⊗n−jA. Le complexe d’homologie de
Hochschild est le complexe :
0
∂0←− C0(A,M)
∂1←− C1(A,M)
∂2←− · · ·
∂n−1
←− Cn−1(A,M)
∂n←− . . .
ou` le bord ∂n est line´aire et de´fini par :
∂n(a0 ⊗ . . .⊗ ai−1 ⊗mi ⊗ ai+1 ⊗ · · · ⊗ an) =
i−2∑
j=0
(−1)ja0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗mi ⊗ · · · ⊗ an+
+ (−1)i−1a0 ⊗ · · · ⊗ ai−1mi ⊗ · · · ⊗ an + (−1)
ia0 ⊗ · · · ⊗miai+1 ⊗ · · · ⊗ an+
+
n−1∑
j=i+1
(−1)ja0 ⊗ · · · ⊗mi ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an
Comme plus haut, le nie`me groupe d’homologie du bimodule M est Hn(A,M) =
Zn(A,M)/Bn(A,M), ou` Zn(A,M) = ker(∂n) et Bn(A,M) = im(∂n+1).
De meˆme la cohomologie de ce bimodule M est de´finie ainsi. On pose
Cn(A,M) = L(⊗nA,M),
et on obtient le complexe de cohomologie de Hochschild de´rive´ de la Bar re´solution :
0
∂0
−→ C0(A,M)
∂1
−→ C1(A,M)
∂2
−→ · · ·
∂n−1
−→ Cn−1(A,M)
∂n
−→ . . .
avec :
(∂n+1fn)(a0 ⊗ · · · ⊗ an) = a0fn(a1 ⊗ · · · ⊗ an)−
n−1∑
j=0
(−1)jfn(a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an)
+ (−1)n−1fn(a0 ⊗ · · · ⊗ an−1)an.
En conside´rant l’isomorphisme L(⊗nA,M) ≃ HomA⊗Aop(⊗
n+2A,M), donne´ par
Fn(a0 ⊗ · · · ⊗ an+1) = a0fn(a1 ⊗ · · · ⊗ an)an+1,
(Aop est A munie du produit oppose´ (a, b) 7−→ ba), on constate qu’on peut e´crire
∂n+1fn = −Fn ◦ ∂n+1|1⊗(⊗n+1A)⊗1,
donc on a un complexe de´rive´ de la Bar re´solution. La cohomologie de Hochschild de
M est celle de ce complexe :
Hn(A,M) = Zn(A,M)/Bn(A,M), ou` Zn(A,M) = ker(∂n+1) et Bn(A,M) = im(∂n).
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2. Alge`bre A∞ enveloppante
Dans cette section, nous allons traduire les constructions pre´ce´dentes dans le cadre
de la A∞ alge`bre enveloppante de A.
La structure multiplicative de A n’e´tant pas commutative, ne posse`de pas de
syme´trie : l’unique relation est l’associativite´ :
Ass(a1, a2, a3) = a1(a2a3)− (a1a2)a3,
L’application Ass n’a pas de syme´tries, l’espace V ect(Ass◦σ, σ ∈ S3) est de dimen-
sion 6. On conside´rera donc toute l’alge`bre tensorielle de A.
D’autre part, on sait que les signes (−1)j apparaissant dans les formules ci-dessus
s’interpre`tent simplement si on de´cale le degre´ des e´le´ments de A de 1. On va donc
directement conside´rer ici une alge`bre A gradue´e, munie d’une multiplication de degre´
0 :
|a1a2| = |a1|+ |a2|,
si |a| est le degre´ de a ∈ A.
L’espace vectoriel que l’on conside`re est donc ⊕n≥1 ⊗
n A[1], l’alge`bre tensorielle
sans unite´, gradue´e par :
deg(a1 ⊗ · · · ⊗ an) = deg(a1) + · · ·+ deg(an) = |a1|+ · · ·+ |an| − n.
Cet espace est une coge`bre coassociative libre pour la comultiplication canonique :
∆(a) = 0, ∆(a1 ⊗ · · · ⊗ an) =
n−1∑
j=1
(a1 ⊗ · · · ⊗ aj)
⊗
(aj+1 ⊗ · · · ⊗ an).
(Voir par exemple [AAC2]). La coassociativite´ s’e´crit :
(id⊗∆) ◦∆ = (∆⊗ id) ◦∆.
Le fait que (⊕n≥1 ⊗
n A[1],∆) est une coge`bre libre se traduit ici par la proprie´te´
suivante :
1. Pour tout espace gradue´ V , un morphisme F de coge`bres de (⊕n≥1⊗
nA[1],∆)
dans (⊕n≥1⊗
nV [1],∆) est uniquement caracte´rise´ par sa projection sur V [1] :
F est un morphisme si (F ⊗ F ) ◦∆ = ∆ ◦ F . Posons Fn : ⊗
nA[1] −→ V [1],
on a explicitement :
F (a1⊗· · ·⊗an) =
n∑
k=1
∑
rj , r1+···+rk=n
Fr1(a1⊗· · ·⊗ar1)⊗· · ·⊗Frk(an−rk+1⊗· · ·⊗an).
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Re´ciproquement, pour toute suite d’applications line´aires (Fn), l’application
F de´finie ci-dessus est un morphisme de coge`bres.
2. Toute code´rivation D de (⊕n≥1 ⊗
n A[1],∆) est uniquement caracte´rise´e par
sa projection sur A[1] : D est une de´rivation si (D⊗ id+ id⊗D)◦∆ = ∆◦D.
Posons Dn : ⊗
nA[1] −→ A[1], on a explicitement :
D(a1 ⊗ · · · ⊗ an) =
∑
1≤j<j+r−1≤n
(−1)deg(Dr)(deg(a1)+···+deg(aj−1))
(a1 ⊗ · · · ⊗ aj−1)⊗Dr(aj ⊗ · · · ⊗ aj+r−1)⊗ (aj+r ⊗ · · · ⊗ an).
Re´ciproquement, pour toute suite d’applications line´aires (Dn), l’application
D de´finie ci-dessus est une code´rivation de la coge`bre (⊕n≥1 ⊗
n A[1],∆).
La multiplication devient une ope´ration de degre´ 1 de ⊗2A[1] dans A[1]. On utilise
la re`gle des signes donne´e dans [AAC1], et on lui associe l’application :
m(a1 ⊗ a2) = (−1)
deg(a1)(a1a2).
Alors, l’application m se prolonge d’une fac¸on unique en une code´rivation de degre´
1 de la loi ∆ a` tout l’espace ⊕n≥1 ⊗
n A[1].
Ce prolongement est explicitement :
m(a0 ⊗ · · · ⊗ an) =
n−1∑
j=0
(−1)
P
i<j deg(ai)a0 ⊗ · · · ⊗m(aj ⊗ aj+1)⊗ · · · ⊗ an.
La relation d’associativite´ est e´quivalente a` m ◦m = 0 (e´quation de structure).
De´finition 2.1. (Alge`bre A∞ enveloppante)
Soit A une alge`bre associative. On appelle alge`bre A∞ enveloppante de A la coge`bre
(⊕n≥1 ⊗
n A[1],∆) munie de la code´rivation m. On note cette alge`bre enveloppante
A∞(A) = (⊕n≥1 ⊗
n A[1],∆, m).
La A∞ alge`bre enveloppante de A est donc la ge´ne´ralisation au cas gradue´ de la
Bar re´solution de A : si A n’est pas gradue´e, tous les a de A[1] sont de degre´ -1, et
l’espace vectoriel A∞(A) est ⊕n≥1 ⊗
n A et la code´rivation m co¨ıncide avec ∂.
Plus ge´ne´ralement,
Proposition 2.2. (Homologie et cohomologie de Hochschild et A∞ alge`bres)
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Soit A une alge`bre associative, unitaire et gradue´e. Soit M un A-bimodule gradue´.
On de´finit une nouvelle alge`bre associative, note´e B = A⋉M , produit semi-direct de
A par M en munissant A⊕M de la multiplication :
(a+ u)(b+ v) = (ab+ (ub+ av)) (a, b ∈ A, u, v ∈M).
Alors
1. Le complexe d’homologie de Hochschild du bimodule M est un sous complexe
de (A∞(A⋉M), mA⋉M ).
2. Un morphisme de coge`bres F : (⊕n≥1 ⊗
n A[1],∆A) −→ (⊕n≥1 ⊗
n B[1],∆B),
de degre´ 0 de´fini par F1 = ι+ c1, Fn = cn ou` ι est l’injection canonique de A
dans A⋉M et cj ∈ L(⊗
jA[1],M [1]) est un morphisme
F : (A∞(A),∆A, mA) −→ (A∞(B),∆B, mB)
de A∞ alge`bres si et seulement si mB ◦F = F ◦mA, si et seulement si ∂cj = 0
(j ≥ 1) ou` ∂ est le cobord de Hochschild.
3. Un tel morphisme est dit trivial s’il existe une suite d’applications b = (bn),
de degre´ -1 telle que c = mB ◦ (ι ⊗ b − b ⊗ ι) − b ◦ mA, ceci est e´quivalent
c1 = 0 et cn = ∂bn−1, pour tout n > 1.
Preuve
1. On a B = A⊕M , alors,
Cn(B) = ⊗
n−1B ⊃
n−1∑
j=0
⊗jA⊗M ⊗n−1−j A = Cn(A,M).
On ve´rifie directement que mB |Cn(A,M) = ∂n.
D’ou` le complexe d’homologie de Hochschild du bimodule M est un sous complexe
de
(
A∞(A⋉M), mA⋉M
)
.
2. Soit F :
(⊕
n≥1
⊗nA[1],∆A, mA
)
−→
(⊕
n≥1
⊗nB[1],∆B, mB
)
un morphisme de
A∞-alge`bres tel que F1 = ι+ c1 et Fn = cn. Alors, on a
F (a1 ⊗ · · · ⊗ an) =
∑
k>0, 0<r1,...,rk
r1+···+rk=n
Fr1(a1 ⊗ · · · ⊗ ar1)⊗ · · · ⊗ Frk(an−rk+1 ⊗ · · · ⊗ an).
et mB ◦ F = F ◦mA. On va de´montrer que ∂cj = 0 par re´currence sur j.
Pour j = 1, F (a⊗ b) = F1(a)⊗ F1(b) + F2(a⊗ b). Donc,
mB ◦ F (a⊗ b) = mB(F1(a)⊗ F1(b) = (−1)
dega(ab+ c1(a)b+ ac1(b))
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= F ◦mA(a⊗ b) = (−1)
dega(ab+ c1(ab)).
D’ou` ∂c1(a⊗ b) = 0.
Supposons que ∂cj = 0, ∀j ≤ n− 2 et montrons que ∂cn−1 = 0. On a
F ◦mA(a0 ⊗ · · · ⊗ an) =
= F (
n−1∑
j=0
(−1)
P
i<j deg(ai)a0 ⊗ · · · ⊗mA(aj ⊗ aj+1)⊗ · · · ⊗ an)
=
∑
k>0, 0<r1,...,rk
r1+···+rk=n
n−1∑
j=0
(−1)
P
i<r1+...+rj−1+1
deg(ai)Fr1(a1 ⊗ · · · ⊗ ar1)⊗
⊗ · · · ⊗ Frj ◦mA(ar1+...+rj−1+1 ⊗ · · · ⊗ arj )⊗ · · · ⊗ Frk(an−rk+1 ⊗ · · · ⊗ an)
et
mB ◦ F (a0 ⊗ · · · ⊗ an) =
=
∑
k>0, 0<r1,...,rk
r1+···+rk=n
n−1∑
j=0
(−1)
P
i<r1+...+rj−1+1
deg(ai)Fr1(a1 ⊗ · · · ⊗ ar1)⊗ · · ·⊗
⊗mB
(
Frj(ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
⊗ · · · ⊗ Frk(an−rk+1 ⊗ · · · ⊗ an).
Dans la somme pre´ce´dente, si rj et rj+1 sont supe´rieurs a` 1, on a
mB
(
Frj (ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
= 0.
De plus, on a si rj = 1,
mB
(
F1(ar1+...+rj−1+1)⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
=
= mB
(
ar1+...+rj ⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
et si rj+1 = 1,
mB
(
Frj(ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗ F1(ar1+...+rj+1)
)
=
= mB
(
Frj(ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗ ar1+...+rj+1
)
.
Dans l’expression (mB ◦ F − F ◦mA)(a0 ⊗ · · · ⊗ an), les termes ou` rj ≤ n − 2 et
les termes ou` rj+1 ≤ n − 2 disparaissent graˆce a` notre hypothe`se de re´currence car
∂crj = 0, pour tout rj ≤ n − 2. Il ne reste que les termes ou` rj = 1 et rj+1 = n − 1
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ou rj = n− 1 et rj+1 = 1. Donc
(mB ◦ F − F ◦mA)(a0 ⊗ · · · ⊗ an) = mB
(
Fn−1(a0 ⊗ · · · ⊗ an−1)⊗ an
)
+mB
(
a0 ⊗ Fn−1(a1 ⊗ · · · ⊗ an)
)
−
n−1∑
j=1
(−1)
P
i<j degaiFn−1
(
a0 ⊗ · · · ⊗ aj−1 ⊗mA(aj ⊗ aj+1)⊗ aj+2 ⊗ · · · ⊗ an
)
= (−1)
P
i≤n−1 degaiFn−1(a0 ⊗ · · · ⊗ an−1).an + (−1)
dega0a0.Fn−1(a1 ⊗ · · · ⊗ an)
−
n−1∑
j=1
(−1)
P
i≤j degaiFn−1
(
a0 ⊗ · · · ⊗ aj−1 ⊗ (aj.aj+1)⊗ aj+2 ⊗ · · · ⊗ an
)
= (∂Fn−1)(a0 ⊗ · · · ⊗ an) = 0
On retrouve l’ope´rateur de cobord de Hochschild ∂.
3. Si C = mB ◦ (ι⊗ b− b⊗ ι)− b ◦mA, alors,
Cn−1(a0⊗ · · · ⊗ an) =
=mB(a0 ⊗ bn−2(a1 ⊗ · · · ⊗ an) + bn−2(a0 ⊗ . . . an−1)⊗ an)
−
n−1∑
j=0
(−1)
P
i≤j degaibn−2(a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an)
=(−1)dega0a0.bn−2(a1 ⊗ · · · ⊗ an)− (−1)
P
i≤n−1 degaibn−2(a0 ⊗ · · · ⊗ an−1).an
−
n−1∑
j=0
(−1)
P
i≤j degaibn−2(a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an)
=∂bn−2(a0 ⊗ · · · ⊗ an).
Dans les sections suivantes, nous allons re´pe´ter cette construction dans le cas des
alge`bres commutatives, des alge`bres de Lie et des alge`bres de Gerstenhaber.
3. Alge`bre C∞ enveloppante d’une alge`bre commutative
Dans ce paragraphe, R est une alge`bre associative, commutative, gradue´e sur R.
La relation de commutativite´ :
Com(a1 ⊗ a2) = a1a2 − (−1)
|a1||a2|a2a1 = 0
est antisyme´trique. La relation d’associativite´ n’est pas comple`tement antisyme´trique
mais on a :
dimV ect{Ass ◦ σ, σ ∈ S3} = 2.
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En fait(Ass ◦ σ)(a1, a2, a3) = 0 pour tout σ est e´quivalent, en tenant compte de la
commutativite´, aux 2 relations :
Ass(a1, a2, a3) = 0 et Ass(a2, a1, a3) = 0.
Un supple´mentaire de l’espace V ect(id, (1, 2)) est engende´ par les (2,1) et (1,2) bat-
tements de trois lettres.
On de´finit donc d’abord les p, q battements de n = p+ q lettres comme les permu-
tations σ de {1, . . . , n} telles que σ(1) < · · · < σ(p) et σ(p+ 1) < · · · < σ(p+ q). On
appelle Bat(p, q) l’ensemble de tous ces battements et on de´finit le produit battement
de deux tenseurs α = a1 ⊗ · · · ⊗ ap ∈ ⊗
pR et β = ap+1 ⊗ · · · ⊗ ap+q ∈ ⊗
qR par
batp,q(α, β) =
∑
σ∈Bat(p,q)
ε|a|(σ
−1)aσ−1(1) ⊗ · · · ⊗ aσ−1(n).
Ou` ε|a|(σ
−1) est le signe obtenu par la re`gle de Koszul en tenant compte des degre´s
|a| des tenseurs. C’est a` dire le morphisme de groupe sur Sn tel que ε|a|((i, j)) =
(−1)|ai||aj |.
batp,q repre´sente la somme signe´e de tous les tenseurs ai1⊗· · ·⊗ain dans lesquels les
vecteurs a1, . . . , ap et les vecteurs ap+1, . . . , ap+q apparaissent range´s dans leur ordre
naturel.
Par de´finition, l’espace ⊗nR est le quotient de ⊗nR par la somme de toutes les
images des applications line´aires batp,n−p (0 < p < n) (voir [G], [L]). Cet espace est
engendre´ par les classes des tenseurs a1 ⊗ · · · ⊗ an dans le quotient. On note cette
classe :
a1 ⊗ · · · ⊗ an.
Si n = 3, si (a1, a2, a3) est un syste`me libre dans R, l’espace Bat(2, 1) contient les
tenseurs
bat2,1(a1 ⊗ a2, a3) = a1 ⊗ a2 ⊗ a3 + (−1)
|a3||a2|a1 ⊗ a3 ⊗ a2 + (−1)
|a3|(|a2|+|a1|)a3 ⊗ a1 ⊗ a2
bat2,1(a2 ⊗ a1, a3) = a2 ⊗ a1 ⊗ a3 + (−1)
|a3||a1|a2 ⊗ a3 ⊗ a1 + (−1)
|a3|(|a2|+|a1|)a3 ⊗ a2 ⊗ a1.
L’espace Bat(1, 2) contient les tenseurs
bat1,2(a1, a2 ⊗ a3) = a1 ⊗ a2 ⊗ a3 + (−1)
|a1||a2|a2 ⊗ a1 ⊗ a3 + (−1)
|a1|(|a2|+|a3|)a2 ⊗ a3 ⊗ a1
bat1,2(a2, a1 ⊗ a3) = a2 ⊗ a1 ⊗ a3 + (−1)
|a2||a1|a1 ⊗ a2 ⊗ a3 + (−1)
|a2|(|a1|+|a3|)a1 ⊗ a3 ⊗ a2.
Si V = V ect{a1, a2, a3}, ces quatre tenseurs forment une base de l’espace image des
battements de Bat(1, 2) et Bat(2, 1) dans ⊗3V . Les tenseurs a1⊗a2⊗a3 et a2⊗a1⊗a3
forment une base d’un supple´mentaire, donc a1 ⊗ a2 ⊗ a3 et a2 ⊗ a1 ⊗ a3 forment une
base de ⊗3V .
Ce qui remplacera l’alge`bre tensorielle ⊕n≥1⊗
nA[1] sera donc ici l’espace ⊕n≥1⊗
nR[1].
Le quotient tient compte bien suˆr du nouveau degre´ deg(a) = |a| − 1 des e´le´ments de
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R[1].
Cet espace est muni d’un cocrochet de Lie δ sur ⊕n≥1⊗
nR[1] .On pose d’abord :
δ(a1 ⊗ · · · ⊗ an) =
n−1∑
j=1
a1 ⊗ · · · ⊗ aj
⊗
aj+1 ⊗ · · · ⊗ an
− εdeg
(
1 ... n−j n−j+1 ... n
j+1 ... n 1 ... j
)
aj+1 ⊗ · · · ⊗ an
⊗
a1 ⊗ · · · ⊗ aj .
Cette formule permet de de´finir δ sur l’espace quotient ⊗n(R[1]) (voir [AAC2]).
Proposition 3.1. (La structure de coge`bre)
L’espace ⊕n≥1⊗
nR[1] e´quippe´ de δ est une coge`bre de Lie, c’est a` dire que δ est
coantisyme´trique de degre´ 0 et ve´rifie l’identite´ de coJacobi: si τ est la volte
τ(a⊗ b) = (−1)deg(a) deg(b)b⊗ a,
alors
τ ◦ δ = −δ,
(
id⊗3 + (τ ⊗ id) ◦ (id⊗ τ) + (id⊗ τ) ◦ (τ ⊗ id)
)
◦ (δ ⊗ id) ◦ δ = 0.
Cette coge`bre de Lie est libre. C’est a` dire que si (C, c) est une coge`bre de Lie
nilpotente quelconque, tout f : (C, c) −→ R[1] line´aire se prolonge en F : (C, c) −→
⊕n≥1⊗
nR[1] qui est un morphisme de coge`bre. On en de´duit qu’on peut de´finir des
code´rivations D et des morphismes F de cette structure a` partir de leur ‘se´rie de
Taylor’.
Soit F : ⊕n≥1⊗
nR[1] −→ ⊕n≥1⊗
nS[1] un morphisme de coge`bres de Lie :
(F ⊗ F ) ◦ δ = δ ◦ F,
on suppose toujours F homoge`ne de degre´ 0. On appelle Fn la projection sur S[1]
paralle`lement a` ⊕n>1⊗
nS[1] de la restriction de F a` ⊗n(R[1]) : Fn est une application
line´aire de ⊗n(R[1]) dans S[1].
De meˆme soit D : ⊕n≥1⊗
nR[1] −→ ⊕n≥1⊗
nR[1] une code´rivation de coge`bres de
Lie :
(id⊗D +D ⊗ id) ◦ δ = δ ◦D,
on suppose D homoge`ne de degre´ q. On appelle Dn la projection sur R[1] par-
alle`lement a` ⊕n>1⊗
nR[1] de la restriction de D a` ⊗n(R[1]) : Dn est une application
line´aire de ⊗n(R[1]) dans R[1].
Proposition 3.2. (Reconstruction de F et D)
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La suite d’applications (Fn) (resp. (Dn)) permet de reconstruire F (resp. D) de
fac¸on unique. En posant a[i,i+j] = ai ⊗ ai+1 ⊗ · · · ⊗ ai+j, on a explicitement :
F (a[1,n]) =
∑
k>0, 0<r1,...,rk
r1+···+rk=n
Fr1(a[1,r1])⊗ Fr2(a[r1+1,r1+r2])⊗ · · · ⊗ Frk(a[n−rk+1,n])
et
D(a[1,n]) =
∑
0<r
1≤j≤n−r
(−1)q deg(a[1,j])a[1,j] ⊗Dr(a[j+1,j+r])⊗ a[j+r+1,n].
Plus pre´cise´ment, toute suite d’applications (ϕn) peut se relever d’une seule fac¸on en
un morphisme (resp. une code´rivation).
Voir [AAC2] et [BGHHW] pour la preuve de cette proposition.
La multiplication dans R permet de transformer ⊕n≥1⊗
n(R[1]) en un complexe
d’homologie. Posons Cn(R) = ⊗
n(R[1]). La multiplication se remonte en une appli-
cation m : ⊗2R[1] −→ R[1] comme ci-dessus :
m(a⊗ b) = (−1)deg(a)ab.
Cette application est de degre´ 1, anticommutative et antiassociative :
deg(m(a⊗ b)) = 1 + deg(a) + deg(b),
m(a⊗ b) = −(−1)deg(a) deg(b)m(b⊗ a),
m(m(a⊗ b)⊗ c) = −(−1)deg(a)m(a⊗m(b⊗ c)).
Elle se prolonge d’une fac¸on unique en une code´rivation de (⊕n≥1⊗
nR[1], δ), toujours
note´e m. On a :
m(a0 ⊗ · · · ⊗ an) =
n−1∑
j=0
(−1)
P
i<j deg(ai)a0 ⊗ · · · ⊗m(aj ⊗ aj+1)⊗ · · · ⊗ an
et donc :
(id⊗m+m⊗ id) ◦ δ = δ ◦m.
La relation d’associativite´ pour le produit est e´quivalente a`
m ◦m = 0.
On de´finit ainsi un complexe d’homologie appele´ C∞ alge`bre enveloppante de R.
De´finition 3.3. (Alge`bre C∞ enveloppante)
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Soit R une alge`bre gradue´e, associative et commutative. On appelle C∞ alge`bre
enveloppante de R la coge`bre de Lie (⊕n≥1⊗
nR[1], δ) munie de la code´rivation m. On
note cette alge`bre enveloppante
C∞(R) = (⊕n≥1⊗
nR[1], δ,m).
La C∞ alge`bre enveloppante de R est donc un complexe d’homologie :
0
m
←− C0(R)
m
←− C1(R)
m
←− · · ·
m
←− Cn−1(R)
m
←− . . .
ou` Cn(R) = ⊗
nR[1] On note Zn(R) = ker(m|Cn(R)) et Bn(m) = im(m|Cn+1(R)), on a
donc les groupes d’homologie :
Hn(R) = Zn(R)/Bn(R)
pour tout n. On appelle cette homologie, l’homologie de Harrison de l’alge`bre com-
mutative R.
Plus ge´ne´ralement,
Soit R une alge`bre gradue´e, associative et commutative. Soit M un R-bimodule
gradue´ et syme´trique :
v.a = (−1)|a||v|a.v (a ∈ R, v ∈M).
On posera m(a⊗ v) = (−1)deg(a)a.v. L’homologie de Harrison du bimodule M est
de´finie de la fac¸on suivante.
On pose Cn(R,M) =
∑n
j=0⊗
jR[1]⊗M [1]⊗⊗n−jR[1], quotient de l’espace des
n chaˆınes de R vue comme une alge`bre associative par l’espace des images de tous
les battements batp,n−p agissant sur le produit tensoriel avec un facteur M [1]. Le
complexe d’homologie de Harrison de module M est le complexe :
0
∂0←− C0(R,M)
∂1←− C1(R,M)
∂2←− · · ·
∂n−1
←− Cn−1(R,M)
∂n←− . . .
ou` le bord ∂n est line´aire, de degre´ 1 et de´fini comme le quotient par les images des
battements du bord de Hochschild,c’est dire par :
∂n(a0 ⊗ · · · ⊗ ai−1 ⊗ vi ⊗ ai+1 ⊗ · · · ⊗ an) =
i−2∑
j=0
(−1)
P
k<j deg(ak)a0 ⊗ · · · ⊗m(aj ⊗ aj+1)⊗ · · · ⊗ vi ⊗ · · · ⊗ an+
+ (−1)
P
k<i−1 deg(ak)a0 ⊗ · · · ⊗m(ai−1 ⊗ vi)⊗ · · · ⊗ an
+ (−1)
P
k<i deg(ak)a0 ⊗ · · · ⊗m((vi ⊗ ai+1)⊗ · · · ⊗ an+
+
n−1∑
j=i+1
(−1)
P
k<j deg(ak)+deg(vi)a0 ⊗ · · · ⊗ vi ⊗ · · · ⊗m(aj ⊗ aj+1)⊗ · · · ⊗ an.
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Comme plus haut, le nie`me groupe d’homologie du bimodule M est
Hn(R,M) = Zn(R,M)/Bn(R,M),
ou` Zn(R,M) = ker(∂n) et Bn(R,M) = im(∂n+1).
De meˆme la cohomologie de ce bimodule M est de´finie ainsi. On pose
Cn(R,M) = L(⊗nR[1],M [1]),
et on obtient le complexe de cohomologie de Harisson en posant :
0
∂0
−→ C0(R,M)
∂1
−→ C1(R,M)
∂2
−→ · · ·
∂n−1
−→ Cn−1(R,M)
∂n
−→ . . .
avec, si f ∈ Cn(R,M) est homoge`ne de degre´ deg(f),
(∂n+1f)(a0 ⊗ · · · ⊗ an) =(−1)
deg(f) deg(a0)m(a0⊗f(a1 ⊗ · · · ⊗ an))
−
n−2∑
j=1
(−1)
P
k<j deg(ak)f(a0 ⊗ · · · ⊗m(aj ⊗ aj+1)⊗ · · · ⊗ an)
+ (−1)
P
k<n deg(ak)f(a0 ⊗ · · · ⊗ an−1)⊗an.
Et la cohomologie de Harrison de M est celle de ce complexe :
Hn(R,M) = Zn(R,M)/Bn(R,M), ou` Zn(R,M) = ker(∂n+1) et Bn(A,M) = im(∂n).
Remarquons que si R et M ne sont pas gradue´s, on retrouve l’homologie et la
cohomologie de Harrison usuelles du R bimodule syme´trique M .
Proposition 3.4. (Homologie et cohomologie de Harrison et C∞ alge`bres)
Soit R une alge`bre associative, commutative et gradue´e. Soit M un R-bimodule
syme´trique gradue´. On de´finit une nouvelle alge`bre associative et commutative, note´e
S = R⋉M , produit semi-direct de R parM en munissant R⊕M de la multiplication :
(a+ u)(b+ v) = (ab+ (ub+ av)) (a, b ∈ R, u, v ∈M).
Alors
1. Le complexe d’homologie de Harrison du bimodule syme´trique M est un sous
complexe de (C∞(R⋉M), mR⋉M ).
2. Un morphisme de coge`bres F : (⊕n≥1⊗
nR[1], δR) −→ (⊕n≥1⊗
nS[1],∆S), de
degre´ 0 de´fini par F1 = ι + c1, Fn = cn ou` ι est l’injection canonique de R
dans R ⋉M et cj ∈ L(⊗
jR[1],M [1]) est un morphisme
F : (C∞(R), δR, mR) −→ (C∞(S), δS, mS)
de C∞ alge`bres si et seulement si mS ◦F = F ◦mR, si et seulement si ∂cj = 0
(j ≥ 1) ou` ∂ est le cobord de Harrison.
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3. Un tel morphisme est dit trivial s’il existe une suite d’applications b = (bn),
de degre´ -1 telle que c = mB ◦ (ι ⊗ b − b ⊗ ι) − b ◦mA, ce qui est e´quivalent
c1 = 0 et cn = ∂bn−1, pour tout n > 1.
Preuve
1. Comme pour les A∞ alge´bre, S = R⊕M , alors,
Cn(R,M) =
n−1∑
j=0
⊗jR⊗M ⊗n−1−j R ⊂ ⊗n−1S = Cn(S)
et mS |Cn(R,M) = ∂n.
D’ou` le complexe d’homologie de Harrison du bimodule M est un sous complexe
de
(
C∞(R⋉M), mR⋉M
)
.
2. Soit F :
(⊕
n≥1
⊗nR[1],∆R, mR
)
−→
(⊕
n≥1
⊗nS[1],∆S, mS
)
un morphisme de
C∞-alge`bres tel que F1 = ι+ c1 et Fn = cn. Alors, on a
F (a1 ⊗ · · · ⊗ an) =
∑
k>0, 0<r1,...,rk
r1+···+rk=n
Fr1(a1 ⊗ · · · ⊗ ar1)⊗ · · · ⊗ Frk(an−rk+1 ⊗ · · · ⊗ an).
et mS ◦ F = F ◦mR. On va de´montrer que ∂cj = 0 par re´currence sur j.
Pour j = 1, F (a⊗ b) = F1(a)⊗ F1(b) + F2(a⊗ b). Donc,
mS ◦ F (a⊗ b) = mS(F1(a)⊗ F1(b)) = (−1)
dega(ab+ c1(a)b+ ac1(b))
= F ◦mR(a⊗ b) = (−1)
dega(ab+ c1(ab)).
D’ou` ∂c1(a⊗ b) = 0.
Supposons que ∂cj = 0, pour tout j ≤ n − 2 et montrons que ∂cn−1 = 0 (n ≥ 2).
On a
F ◦mR(a0 ⊗ · · · ⊗ an) = F (
n−1∑
j=0
(−1)
P
i<j deg(ai)a0 ⊗ · · · ⊗mR(aj ⊗ aj+1)⊗ · · · ⊗ an)
=
∑
k>0, 0<r1,...,rk
r1+···+rk=n
n−1∑
j=0
(−1)
P
i<r1+...+rj−1+1
deg(ai)Fr1(a1 ⊗ · · · ⊗ ar1)⊗
⊗ · · · ⊗ Frj ◦mR(ar1+...+rj−1+1 ⊗ · · · ⊗ arj )⊗ · · · ⊗ Frk(an−rk+1 ⊗ · · · ⊗ an)
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et
mS ◦ F (a0 ⊗ · · · ⊗ an) =
=
∑
k>0, 0<r1,...,rk
r1+···+rk=n
n−1∑
j=0
(−1)
P
i<r1+...+rj−1+1
deg(ai)Fr1(a1 ⊗ · · · ⊗ ar1)⊗ · · ·⊗
⊗mS
(
Frj(ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
⊗ · · · ⊗ Frk(an−rk+1 ⊗ · · · ⊗ an).
Dans la somme pre´ce´dente, si rj > 1 et rj+1 > 1 on a
mS
(
Frj (ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
= 0.
De plus, on a si rj = 1,
mS
(
F1(ar1+...+rj−1+1)⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
=
= mS
(
ar1+...+rj−1+1 ⊗ Frj+1(ar1+...+rj+1 ⊗ · · · ⊗ ar1+...+rj+1)
)
et si rj+1 = 1,
mS
(
Frj(ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗F1(ar1+...+rj+1)
)
= mS
(
Frj (ar1+...+rj−1+1 ⊗ · · · ⊗ ar1+...+rj)⊗ ar1+...+rj+1
)
.
Dans l’expression (mS ◦F −F ◦mR)(a0 ⊗ · · · ⊗ an), les termes ou` rj ≤ n− 2 et les
termes ou` rj+1 ≤ n− 2 disparaissent graˆce notre hypothe`se de re´currence ∂crj = 0,
pour tout rj ≤ n−2. Il ne reste que les termes ou` rj = 1 et rj+1 = n−1 ou rj = n−1
et rj+1 = 1. Donc
(mS ◦ F − F ◦mR)(a0 ⊗ · · · ⊗ an) = mS
(
cn−1(a0 ⊗ · · · ⊗ an−1)⊗an
)
+mS
(
a0⊗cn−1(a1 ⊗ · · · ⊗ an)
)
−
n−1∑
j=1
(−1)
P
i<j degaicn−1
(
a0 ⊗ · · · ⊗ aj−1 ⊗mR(aj⊗aj+1)⊗ aj+2 ⊗ · · · ⊗ an
)
= (−1)
P
i≤n−1 degaicn−1(a0 ⊗ · · · ⊗ an−1).an + (−1)
dega0a0.cn−1(a1 ⊗ · · · ⊗ an)
−
n−1∑
j=1
(−1)
P
i≤j degaicn−1
(
a0 ⊗ · · · ⊗ aj−1 ⊗ (aj .aj+1)⊗ aj+2 ⊗ · · · ⊗ an
)
= (∂cn−1)(a0 ⊗ · · · ⊗ an) = 0.
On retrouve l’ope´rateur de cobord de Harrison ∂.
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3. Si c = mS ◦ (ι⊗ b− b⊗ ι)− b ◦mA, alors,
cn−1(a0 ⊗ · · · ⊗ an) =
= mS(a0⊗bn−2(a1 ⊗ · · · ⊗ an) + bn−2(a0 ⊗ . . . an−1)⊗an)
−
n−1∑
j=0
(−1)
P
i≤j degaibn−2(a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an)
= (−1)dega0a0.bn−2(a1 ⊗ · · · ⊗ an) + (−1)
P
i≤n−1 degaibn−2(a0 ⊗ · · · ⊗ an−1).an
−
n−1∑
j=0
(−1)
P
i≤j degaibn−2(a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗ an)
= ∂bn−2(a0 ⊗ · · · ⊗ an).
4. Alge`bre L∞ enveloppante d’une alge`bre de Lie
Dans ce paragraphe, g est une alge`bre de Lie gradue´e sur R. La relation d’antisyme´trie
du crochet : Antisym(a1 ⊗ a2) = [a1, a2] + (−1)
|a1||a2|[a2, a1] = 0 est bien suˆr
syme´trique, de plus, la relation de Jacobi Jac(a1, a2, a3) = 0 ou` :
Jac(a1, a2, a3) = (−1)
|a1||a3|
[
[a1, a2], a3
]
+(−1)|a2||a1|
[
[a2, a3], a1
]
+(−1)|a3||a2|
[
[a3, a1], a2
]
ve´rifie :
dimV ect{Jac ◦ σ, σ ∈ S3} = 1.
En fait Jac ◦ σ(a1, a2, a3) = 0 pour tout σ est e´quivalent, en tenant compte de
l’antisyme´trie, a` la relation Jac(a1, a2, a3) = 0.
Apre`s de´calage des degre´s de 1, on doit donc conside´rer des tenseurs comple`tements
syme´triques pour le degre´ deg.
Ce qui remplacera l’alge`bre tensorielle ⊕n≥1⊗
nA[1] sera donc ici l’espace ⊕n≥1S
n(g[1]).
La syme´trie tient compte bien suˆr du nouveau degre´ deg(a) = |a| − 1 des e´le´ments
de g[1]. Un e´le´ment de Sn(g[1]) est note´ a1.a2. . . . .an.
Cet espace est muni d’une comultiplication ∆ de´finie par :
∆(a1. . . . .an) =
∑
I⊔J={1,...n}
|I|>0,|J |>0
εdeg(a)
(
{1,...n}
I,J
)
aI ⊗ aJ ,
ou` aI = ai1.ai2. . . . .ai|I| si I = {i1 < i2 < · · · < i|I|}. ∆ est ainsi bien de´fini sur
Sn(g[1]) (voir [AMM]).
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Proposition 4.1. (La structure de coge`bre)
L’espace ⊕n≥1S
n(g[1]) e´quippe´ de ∆ est une coge`bre cocommutative et coassociative,
c’est a` dire que ∆ est de degre´ 0 et ve´rifie, si τ est la volte
τ(a⊗ b) = (−1)deg(a) deg(b)b⊗ a,
alors
τ ◦∆ = ∆, (id⊗∆) ◦∆ = (∆⊗ id) ◦∆.
Cette coge`bre est libre, en particulier, on peut de´finir des code´rivations Q et des
morphismes F de cette structure a` partir de leurs ‘se´rie de Taylor’.
Si h est une alge´bre de lie gradue´e, soit F : ⊕n≥1S
n(g[1]) −→ ⊕n≥1S
n(h[1]) un
morphisme de coge`bres :
(F ⊗ F ) ◦∆ = ∆ ◦ F.
On suppose toujours F homoge`ne de degre´ 0. On appelle Fn la projection sur h[1]
paralle`lement a` ⊕n>1S
n(h[1]) de la restriction de F a` Sn(g[1]) : Fn est une application
line´aire de Sn(g[1]) dans h[1].
De meˆme soit D : ⊕n≥1S
n(g[1]) −→ ⊕n≥1S
n(g[1]) une code´rivation de ∆ :
(id⊗D +D ⊗ id) ◦∆ = ∆ ◦D.
On suppose D homoge`ne de degre´ q. On appelle Dn la projection sur g[1] par-
alle`lement a` ⊕n>1S
n(g[1]) de la restriction de D a` Sn(g[1]) : Dn est une application
line´aire de Sn(g[1]) dans g[1].
Proposition 4.2. (Reconstruction de F et D)
La suite d’applications (Fn) (resp. (Dn)) permet de reconstruire F (resp. D) de
fac¸on unique. On a explicitement :
F (a1. . . . .an) =
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
εdeg(a)
(
1,...,n
I1,...,Ij
)
F|I1|(aI1). . . . .F|Ij |(aIj ).
et
D(a1. . . . .an) =
∑
I⊔J={1,...,n}
I,J 6=∅
εdeg(a)
(
1,...,n
I,J
) (
D|I|(aI)
)
.aJ .
Plus pre´cise´ment, toute suite d’applications (ϕn) peut se relever d’une seule fac¸on en
un morphisme (resp. une code´rivation).
Voir [AMM] et [AAC2] pour la preuve de cette proposition.
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Le crochet de Lie dans g permet de transformer ⊕n≥1S
n(g[1]) en un complexe
d’homologie. Posons Cn(g) = S
n(g[1]). Le crochet de Lie se remonte en une applica-
tion ℓ : S2(g[1]) −→ g[1] comme ci-dessus :
ℓ(a.b) = (−1)deg(a)[a, b].
Cette application est de degre´ 1, commutative et ve´rifie Jacobi :
deg(ℓ(a.b)) = 1 + deg(a) + deg(b),
ℓ(a.b) = (−1)deg(a) deg(b)ℓ(b.a),
(−1)deg(a1) deg(a3)ℓ
(
ℓ(a1.a2).a3
)
+ (−1)deg(a2) deg(a1)ℓ
(
ℓ(a2.a3).a1
)
+
+ (−1)deg(a3) deg(a2)ℓ
(
ℓ(a3.a1).a2
)
= 0.
Elle se prolonge d’une fac¸on unique en une code´rivation de (⊕n≥1S
n(g[1]),∆), tou-
jours note´e ℓ. On a :
ℓ(a1. . . . .an) =
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)
ℓ(ai.aj).a1. . . . ıˆ . . . ˆ . . . .an
et donc :
(id⊗ ℓ+ ℓ⊗ id) ◦∆ = ∆ ◦ ℓ.
La relation de Jacobi pour le crochet est e´quivalente a`
ℓ ◦ ℓ = 0.
On de´finit ainsi un complexe d’homologie appele´ L∞ alge`bre enveloppante de g.
De´finition 4.3. (Alge`bre L∞ enveloppante)
Soit g une alge`bre de Lie gradue´e. On appelle L∞ alge`bre enveloppante de g la
coge`bre coassociative et cocommutative (⊕n≥1S
n(g[1]),∆) munie de la code´rivation ℓ.
On note cette alge`bre enveloppante
L∞(g) = (⊕n≥1S
n(g[1]),∆, ℓ).
La L∞ alge`bre enveloppante de g est donc un complexe d’homologie :
0
ℓ
←− C1(g)
ℓ
←− C2(g)
ℓ
←− · · ·
ℓ
←− Cn−1(g)
ℓ
←− . . .
ou` Cn(g) = S
n(g[1]). On note Zn(g) = ker(ℓ|Cn(g)) et Bn(g) = im(ℓ|Cn+1(g)), on a
donc les groupes d’homologie :
Hn(g) = Zn(g)/Bn(g)
pour tout n. Il est facile de voir que cette homologie est l’homologie de Chevalley de
l’alge`bre de Lie g.
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Plus ge´ne´ralement,
Soit g une alge`bre de Lie gradue´e. Soit M un g-module gradue´. On posera
ℓ(a.v) = (−1)deg(a)av = (−1)deg(a) deg(v)ℓ(v.a).
L’homologie de Chevalley du module M est de´finie de la fac¸on suivante.
On pose Cn(g,M) =M [1].S
n(g[1]), c’est un sous espace de Sn+1(g[1]⊕M [1]).
Le complexe d’homologie de Chevalley est le complexe :
0
∂0←− C0(g,M)
∂1←− C1(g,M)
∂2←− · · ·
∂n−1
←− Cn−1(g,M)
∂n←− . . .
ou` le bord ∂n est line´aire, de degre´ 1 et de´fini, en posant v.a1. . . . .an = x0. . . . .xn,
par :
∂n(x0. . . . .xn) =
∑
i<j
εdeg(x)
(
0 ... n
i,j,0...ˆıˆ...n
)
ℓ(xi.xj).x0. . . . ıˆ . . . ˆ . . . .xn
Comme plus haut, le nie`me groupe d’homologie du module M est
Hn(g,M) = Zn(g,M)/Bn(g,M),
ou` Zn(g,M) = ker(∂n) et Bn(g,M) = im(∂n+1).
De meˆme la cohomologie de ce module M est de´finie ainsi. On pose
Cn(g,M) = L(Sn(g[1]),M [1]),
et on obtient le complexe de cohomologie de Chevalley en posant :
0
∂0
−→ C0(g,M)
∂1
−→ C1(g,M)
∂2
−→ · · ·
∂n−1
−→ Cn−1(g,M)
∂n
−→ . . .
avec, si f ∈ Cn(g,M) est homoge`ne de degre´ deg(f) :
∂nf(a1. . . . .an+1) =
∑
i
(−1)deg(ai) deg(f)εdeg(a)
(
1 ... n+1
i,1,...ˆı...n+1
)
ℓ(ai.f(a1. . . . ıˆ . . . .an+1))
−
∑
i<j
εdeg(a)
(
1, ... ,n+1
i,j,1...ˆıˆ...n+1
)
f(ℓ(ai.aj).a1 . . . ıˆ . . . ˆ . . . .an+1).
La cohomologie de Chevalley de M est celle de ce complexe :
Hn(g,M) = Zn(g,M)/Bn(g,M), ou` Zn(g,M) = ker(∂n+1) et Bn(g,M) = im(∂n).
Remarquons que si g etM ne sont pas gradue´s deg(f) = 0, deg(a) = deg(m) = −1,
on retrouve l’homologie et la cohomologie de Chevalley usuelles du g module M .
Proposition 4.4. (Homologie et cohomologie de Chevalley et L∞ alge`bres)
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Soit g une alge`bre de Lie gradue´e. Soit M un g-module gradue´. On de´finit une
nouvelle alge`bre de Lie gradue´e note´e h = g⋉M , produit semi-direct de g par M en
munissant g⊕M du crochet :
[(a+ u), (b+ v)] = ([a, b] + (av − (−1)|b||u|bu)) (a, b ∈ g, u, v ∈M).
Alors
1. Le complexe d’homologie de Chevalley du module M est un sous complexe de
(L∞(g⋉M), ℓg⋉M).
2. Un morphisme de coge`bres F : (⊕n≥1S
n(g[1]),∆g) −→ (⊕n≥1S
n(h[1]),∆h), de
degre´ 0 de´fini par F1 = ι + c1, Fn = cn ou` ι est l’injection canonique de g
dans g⋉M et cj ∈ L(S
j(g[1]),M [1]) est un morphisme
F : (L∞(g),∆g, ℓg) −→ (L∞(h),∆h, ℓh)
de L∞ alge`bres si et seulement si ℓh ◦ F = F ◦ ℓg, si et seulement si ∂cj = 0
(j ≥ 1) ou` ∂ est le cobord de Chevalley.
3. Un tel morphisme est dit trivial s’il existe une suite d’applications b = (bn),
de degre´ -1 telle que c = ℓh ◦ (ι • b)− b ◦ ℓg, ou` par de´finition
(ι • b)(a1. · · · .an) =
∑
i
(−1)deg(ai)εdeg(a)
(
1 ... n
i,1,...ˆı...n
)
ai.b(a1. . . . ıˆ . . . .an)
(qui est une ge´ne´ralisation de la formule de´finissant un morphisme en tenant
compte du degre´ de b). Ceci est e´quivalent c1 = 0 et cn = ∂bn−1, pour tout
n > 1.
Preuve
1. Par un calcul direct, on a :
Cn(g,M) = M [1].S
n(g[1]) ⊂ Sn+1(g[1]⊕M [1]) et ℓg⋉M/Cn(g,M) = ∂n.
D’ou` le complexe d’homologie de Chevalley du module M est un sous complexe de
(L∞(g⋉M), ℓg⋉M).
2. Soit F : (⊕n≥1S
n(g[1]),∆g, ℓg) −→ (⊕n≥1S
n(h[1]),∆h, ℓh) un morphisme de L∞
alge`bres de degre´ 0 tel que F1 = ι + c1 et Fn = cn. Montrons par re´currence sur j
que ∂cj = 0.
On a ℓh ◦ F = F ◦ ℓg. D’une part,
ℓh ◦ F (a⊗ b) = ℓh(F1(a).F1(b) + F2(a⊗ b))
= ℓh(F1(a).F1(b)),
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d’autre part :
F ◦ ℓg(a⊗ b) = ℓg(a⊗ b) + c1(ℓg(a⊗ b)).
D’ou` ∂c1(a⊗ b) = 0.
Supposons le re´sultat vrai a` l’ordre n− 2 et montrons qu’il est vrai a` l’ordre n− 1.
On a
ℓh ◦ F (a1 ⊗ · · · ⊗ an) =
=ℓh
(∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
εdeg(a)
(
1,...,n
I1,...,Ij
)
F|I1|(aI1). . . . .F|Ij |(aIj)
)
=
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
∑
s<k
εdeg(a)
(
1,...,n
Is,Ik,I1,...sˆk...,Ij
)
ℓh
(
F|Is|(aIs), F|Ik|(aIk)
)
F|I1|(aI1). . . . .F|Ij |(aIj ).
Dans cette somme, si |Is| > 1 et |Ik| > 1, alors ℓh
(
F|Is|(aIs), F|Ik|(aIk)
)
= 0. Il
reste donc :
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
∑
s6=k
|Is|=1
εdeg(a)
(
1,...,n
s,Ik,I1,...sˆk...,Ij
)
ℓh
(
as, F|Ik|(aIk)
)
F|I1|(aI1). . . . .F|Ij |(aIj) =
=
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
∑
s6=k
|Is|=1,|Ik|≤n−2
εdeg(a)
(
1,...,n
s,Ik,I1,...sˆk...,Ij
)
ℓh
(
as, F|Ik|(aIk)
)
F|I1|(aI1). . . . .F|Ij |(aIj)
+
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
∑
s
εdeg(a)
(
1,...,n
s,1,...sˆ...,n
)
ℓh
(
as, Fn−1(a1 ⊗ . . . sˆ · · · ⊗ an)
)
.
Car ℓh
(
F1(as), Fn−1(a1 ⊗ . . . sˆ · · · ⊗ an)
)
= ℓh
(
as, Fn−1(a1 ⊗ . . . sˆ · · · ⊗ an)
)
.
D’autre part, on a
F ◦ ℓg(a1 ⊗ · · · ⊗ an) = F
(∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)
ℓg(ai.aj).a1. . . . ıˆ . . . ˆ . . . .an
)
.
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On pose b1 = ℓg(ai.aj), b2 = a1, . . . , bn−1 = an. Alors, on a
F ◦ ℓg(a1 ⊗ · · · ⊗ an) =
=
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)∑
ℓ>0
1
ℓ!
∑
I1⊔···⊔Iℓ={1,...,n−1}
I1...Iℓ 6=∅
εdeg(b)
(
1 ... n−1
I1...Iℓ
)
F|I1|(bI1). . . . .F|Iℓ|(bIℓ)
=
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)∑
ℓ>0
1
ℓ!
∑
I1⊔···⊔Iℓ={1,...,n−1}
I1...Iℓ 6=∅
b1∈Ik
εdeg(b)
(
1 ... n−1
IkI1...Iℓ
)
F|Ik|(bIk).F|I1|(bI1). . . . .F|Iℓ|(bIℓ)
=
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)∑
ℓ>0
1
ℓ!
∑
I1⊔···⊔Iℓ={1,...,n−1}
I1...Iℓ 6=∅
b1∈Ik,|Ik|≤n−2
εdeg(b)
(
1 ... n−1
IkI1...Iℓ
)
F|Ik|(bIk).F|I1|(bI1). . . . .F|Iℓ|(bIℓ)
+
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)
Fn−1(ℓg(ai.aj)a1. . . . .an).
D’ou`,
ℓh ◦ F (a1 ⊗ · · · ⊗ an)− F ◦ ℓg(a1 ⊗ · · · ⊗ an) = 0 =
=
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
∑
s6=k
|Is|=1,|Ik|≤n−2
εdeg(a)
(
1,...,n
s,Ik,I1,...sˆk...,Ij
)
ℓh
(
as, F|Ik|(aIk)
)
F|I1|(aI1). . . . .F|Ij |(aIj)
−
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)∑
ℓ>0
1
ℓ!
∑
I1⊔···⊔Iℓ={1,...,n−1}
I1...Iℓ 6=∅
b1∈Ik,|Ik|≤n−2
εdeg(b)
(
1 ... n−1
IkI1...Iℓ
)
F|Ik|(bIk).F|I1|(bI1). . . . .F|Iℓ|(bIℓ)
+
∑
j>0
1
j!
∑
I1⊔···⊔Ij={1,...,n}
I1...Ij 6=∅
∑
s
εdeg(a)
(
1,...,n
s,1,...sˆ...,n
)
ℓh
(
as, Fn−1(a1 ⊗ . . . sˆ · · · ⊗ an)
)
−
∑
i<j
εdeg(a)
(
1 ... n
i,j,1...ˆıˆ...n
)
Fn−1(ℓg(ai.aj)a1. . . . .an)
=(I)− (II) + (III)− (IV ).
Sachant que ∂c|Ik| = 0, pour tout Ik tel que |Ik| ≤ n− 2, on obtient (I)− (II) = 0.
Il restera donc (III)− (IV ) = ∂cn−1(a1 ⊗ · · · ⊗ an) = 0.
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3. Si c = ℓh ◦ (ι • b)− b ◦ ℓg, alors,
cn−1(a0. . . . .an) =ℓh(
∑
i
(−1)deg(ai)εdeg(a)
(
1 ... n+1
i,1,...ˆı...n+1
)
ai.b(a0. . . . ıˆ . . . .an)
−
∑
i<j
εdeg(a)
(
0 ...
i,j,0...ˆıˆ...n
)
bn−2(ℓg(ai.aj).a0. . . . ıˆ . . . ˆ . . . .an)
=∂bn−2(a0. . . . .an).
5. Re´solution de Koszul pour une alge`bre de Lie
On peut, comme pour l’homologie et la cohomologie de Hochschild, de´crire les
complexes d’homologie et de cohomologie de Chevalley comme des complexes de´rive´s
d’une re´solution, celle du module trivial R. Introduisons l’alge`bre enveloppante U(g)
de l’alge`bre de Lie g. On rappelle, que si (ai)i∈I est une base de g, forme´e d’e´le´ments
homoge`nes, si I est totalement ordonne´, alors les monoˆmes ai1ai2 . . . aip (calcule´s dans
U(g)) ou` ik ≤ ik+1 et ik = ik+1 implique aik pair forment une base de U(g), dite base
de Poincare´-Birkhof-Witt. On peut prouver ce re´sultat en reprenant la preuve de [B]
donne´e dans le cas non gradue´e et en l’adaptant au cas gradue´.
Rappelons que de meˆme une base de S(g) est donne´e par les meˆmes monoˆmes,
calcule´s dans S(g). Enfin une base de
∧
g (qui est line´airement isomorphe a` S(g[1]))
est donne´e par les monoˆmes ai1 ∧ ai2 ∧ · · · ∧ aip, ou` ik ≤ ik+1 et ik = ik+1 implique
aik impair, calcule´s dans
∧
g.
Conside`rons la suite exacte :
0
∂−1
←− R
∂0←− U(g)
∂1←− U(g)⊗ g
∂2←− · · ·
∂n←− U(g)⊗ ∧ng
∂n+1
←− . . .
que l’on note
0
∂−1
←− R
∂0←− C1
∂1←− C2
∂2←− · · ·
∂n←− Cn
∂n+1
←− . . .
ou` ∂0 est l’augmentation de U(g) et ∂n est un morphisme de U(g)-module de´fini par :
∂n(u⊗ a1∧ · · · ∧ an) =
n∑
i=1
(−1)i+1ε|a|(i, 1 . . . ıˆ . . . , n)uai ⊗ a1 ∧ . . . ıˆ · · · ∧ an
+
∑
i<j
(−1)i+jε|a|(i, j, 1, . . . ıˆˆ . . . , n)u⊗ [ai, aj ] ∧ a1 ∧ . . . ıˆ . . . ˆ · · · ∧ an.
Cette suite exacte est une re´solution, elle s’appelle la re´solution de Koszul du g mo-
dule trivial.
Pour montrer que la suite est une re´solution, on filtre d’abord l’espace total
C = ⊕n≥0Cn = ⊕n≥0U(g)⊗ ∧
ng
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en posant :
Fp(C) =
p⊕
k=0
U(g)p−k ⊗ ∧
kg =
p⊕
k=0
Fp(C)k.
On pose W qp = Fp(C)q/Fp−1(C)q. En ne retenant que la premie`re partie de
l’ope´rateur ∂n, on pose :
dn(u⊗ a1 ∧ · · · ∧ an) =
n∑
i=1
(−1)i+1ε|a|(i, 1 . . . ıˆ . . . , n)uai ⊗ a1 ∧ . . . ıˆ · · · ∧ an.
Cet ope´rateur passe au quotient et de´finit donc une famille de suites exactes, pour
p ≥ 0 :
0
d−1
←− R
d0←−W 0p
d1←− W 1p
d2←− · · ·
dp
←− W pp
dp+1
←− 0.
Ces suites admettent une homotopie qui est de´finie sur la base de Fk(C)n :
hn+1(ai1 . . . aik⊗aj1∧· · ·∧ajn) =


0 si ik < jn ou si ik = jn et aik est pair
1
#{ℓ, jℓ = jn}
ai1 . . . aik−1 ⊗ aik ∧ aj1 ∧ · · · ∧ ajn sinon.
On ve´rifie que hn passe au quotient, il est de´fini sur W
n
k et pour tout k et tout n,
hn ◦ dn + dn+1 ◦ hn+1 = idWn
k
Maintenant on a un diagramme commutatif pour tout p :
0←− R←− W 0p ←− W
1
p ←− · · · ←− W
q
p ←− · · · ←− W
p
p ←− 0
‖ π0 ↑ π1 ↑ πq ↑ πp ↑
0←− R←− (FpC)0 ←− (FpC)1 ←− · · · ←− (FpC)q ←− · · · ←− (FpC)p ←− 0
‖ j0 ↑ j1 ↑ jq ↑ jp ↑
0←− R←− (Fp−1C)0 ←− (Fp−1C)1 ←− · · · ←− (Fp−1C)q ←− · · · ←− (Fp−1C)p = 0
ici, jq est l’injection canonique et πq est la projection canonique et les fle`ches de la
premie`re ligne sont les dk, celles des lignes 2 et 3 sont les ∂k.
On ve´rifie directement que ces diagrammes commutent et on vient de voir que la
premie`re ligne est exacte.
On en de´duit de fac¸on classique une suite longue en homologie ∀p ≥ 1:
· · · −→ H((Fp−1C)q) −→ H((FpC)q) −→ H(W
q
p ) = 0 −→ H((Fp−1C)q+1) −→ · · ·
Alors, pour tout p ≥ 1 et tout q, H((Fp−1C)q) = H((FpC)q).
De plus, on a (F0C)0 = R et (F0C)−1 = R. Donc, on obtient H((F0C)q) = 0 pour
tout q, puis on en de´duit que
H((FpC)q) = 0
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pour tout p et tout q. Ou
Proposition 5.1. (La re´solution de Koszul est une re´solution)
Le complexe de Koszul du g module trivial R est une re´solution.
Soit M un g module a` gauche, on le conside`re comme un U(g) module a` gauche.
Alors, apre`s de´calage, on a les identifications d’espaces vectoriels :
M ⊗U(g) Cn ≃M [1]⊗ S
n(g[1]) et HomU(g)(Cn,M) ≃ L(S
n(g[1]),M [1]).
L’homologie et la cohomologie de Chevalley du module M , de´finies dans la sec-
tion pre´ce´dente sont alors obtenues comme des complexes de´rive´s de la re´solution de
Koszul par un argument du meˆme type que celui de la section 1.
6. G∞ alge`bres
Conside´rons maintenant une alge`bre de Gerstenhaber G. G est un espace vecto-
riel gradue´, muni d’une multiplication associative et commutative, de degre´ 0, note´e
(a, b) 7→ ab et d’un crochet note´ (a, b) 7→ [a, b], de degre´ -1 tel que (G[1], [ , ]) est une
alge`bre de Lie gradue´e. De plus l’application ada : b 7→ [a, b] est une de´rivation de
degre´ |a| − 1 pour la multiplication (relation de Leibniz).
La de´finition de l’alge`bre G∞ enveloppante comme ci-dessus, demande la construc-
tion d’une code´rivation, combinaison du produit et du crochet, telle que la relation
de structure, c’est a` dire l’associativite´ du produit, la relation de Jacobi pour le
crochet et la relation de Leibniz soient e´quivalentes a` l’annulation du carre´ de cette
code´rivation. La premie`re difficulte´ est le fait que le produit et le crochet ne sont pas
de meˆme degre´ et qu’ils de´pendent du meˆme nombre d’arguments. Si on remplace G
par G[k], le produit et le crochet restent de degre´s diffe´rents. La seconde difficulte´
vient des relations de syme´tries diffe´rentes pour chaque loi.
La solution propose´e par Ginot [G] consiste a` remplacer le produit par la code´rivation
m comme pour les alge`bres commutatives, a` prolonger le crochet en un crochet sur
la C∞ alge`bre enveloppante de G. De`s lors cette alge`bre posse`dera deux ope´rations,
l’une ayant un seul argument (m) de degre´ 1 l’autre e´tant un crochet de degre´ 0
entre deux arguments. Un nouveau de´calalge et la construction d’une L∞ alge`bre
enveloppante de C∞(G) permet de se retrouver avec deux code´rivations de degre´ 1
que l’on peut additionner et ainsi de de´crire la structure comme l’annulation d’un
carre´.
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Si on ne regarde que les syme´tries des relations, on trouve :
Com(a1 ⊗ a2) = a1a2 − (−1)
|a1||a2|a2a1 = 0,
Ass(a1 ⊗ a2 ⊗ a3) = a1(a2a3)− (a1a2)a3 = 0,
Antisym(a1 ⊗ a2) = [a1, a2] + (−1)
deg(a1) deg(a2)[a2, a1],
Jac(a1 ⊗ a2 ⊗ a3) =
∮
1,2,3
(−1)deg(a1) deg(a3)
[
[a1, a2], a3
]
= 0
Leibn(a1 ⊗ a2 ⊗ a3) = [a1, a2a3]− [a1, a2]a3 − (−1)
|a2| deg(a1)a2[a1, a3].
(
∮
123
signifie somme sur les permutations circulaires sur 1,2,3). De ces relations, on
peut construire une relation qui ne ve´rifie pas la re`gle des signes de Koszul :
[a1a2, a3] = a1[a2, a3] + (−1)
|a2| deg(a3)[a1, a3]a2.
On va donc traiter en deux e´tapes la construction de la coge`bre qu’on utilisera.
D’abord, on construit la coge`bre de Lie
(H, δ) = (⊕n≥1⊗
nG[1], δ),
cette coge`bre est de´finie dans la section 4.
Ensuite on e´tend le cocrochet δ en un cocrochet κ de H[1] en posant,
X = a1 ⊗ · · · ⊗ ap,
et
κ(X) =
p−1∑
j=1
(
(−1)
P
k≤j deg(ak)a1 ⊗ · · · ⊗ aj
⊗
aj+1 ⊗ ap
− εdeg(a)
(
1,...,...,p
j+1,...,p,1,...,j
)
(−1)
P
k>j deg(ak)aj+1 ⊗ · · · ⊗ ap
⊗
a1 ⊗ · · · ⊗ aj
)
.
Cette formule s’e´crit de fac¸on condense´e ainsi : posons
Uj = a1 ⊗ · · · ⊗ aj, Vj = aj+1 ⊗ · · · ⊗ ap,
ce sont des e´le´ments de H[1] de degre´s
deg(Uj) =
∑
k≤j
deg(ak)− 1 et deg(Vj) =
∑
k>j
deg(ak)− 1.
Alors :
κ(X) =
p−1∑
j=1
(−1)deg(Uj)+1
(
Uj
⊗
Vj + τ
(
Uj
⊗
Vj
))
.
Le cocrochet κ sur (⊗pG[1])[1] est alors cosyme´trique (κ = τ ◦ κ ou´ τ est la volte
dans H[1]) et de degre´ 1.
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Comme dans la section 5, on conside`re la coge`bre (S+(H[1]),∆) = (⊕n≥1S
n(H[1]),∆),
qui traduira les syme´tries des relations Jac et Antisym.
On prolonge alors κ a` S+(H[1]) en posant :
κ(X1. . . . .Xn) =
∑
1≤s≤n
I∪J={1,...,n}\{s}
(−1)
P
i<s xi
∑
Us⊗Vs=Xs
Us,Vs 6=∅
(−1)deg(Us)+1×
×
(
ε ( x1,...,xnxI us vs xJ )XI .Us
⊗
Vs.XJ + ε (
x1...xn
xI vs us xJ )XI.Vs
⊗
Us.XJ
)
.
Les notations sont celles de [AAC2] :
xj = deg(Xj), Xj ∈ H[1], xI = (deg(xk), k ∈ I), us = deg(Us), vs = deg(Vs)
et ε ( x1,...,xnxI us vs xJ ) repre´sente le signe de la permutation (1, . . . , n) 7→ I ∪ {s} ∪ J , en
tenant compte des degre´s, ε ( x1,...,xnxI vs us xJ ) est
(−1)deg(Us) deg(Vs) × ce signe.
On rappelle que deg(Xs) = deg(Us) + deg(Vs) + 1.
Rappelons que ∆ est cocommutative et coassociative, de degre´ 0 :
(i) τ ◦∆ = ∆ (cocommutativite´),
(ii) (id⊗∆) ◦∆ = (∆⊗ id) ◦∆ (coassociativite´).
En posant τ12 = τ ⊗ id et τ23 = id ⊗ τ , κ est de degre´ 1, cocommutatif et ve´rifie
les identite´s de coJacobi et de coLeibniz suivantes :
(iii) τ ◦ κ = κ (cocommutativite´),
(iv)
(
id⊗3 + τ12 ◦ τ23 + τ23 ◦ τ12
)
◦ (κ⊗ id) ◦ κ = 0 (identite´ de coJacobi),
(v) (id⊗∆) ◦ κ = (κ⊗ id) ◦∆+ τ12 ◦ (id⊗ κ) ◦∆ (identite´ de coLeibniz).
(Voir [BGHHW] et [AAC2]).
L’espace S+(H[1]) est maintenant une bicoge`bre (S+(H[1]), κ,∆). Cette structure
est libre dans le sens que tout morphisme F ou toute code´rivation D peut eˆtre
reconstruite a` partir de leur se´rie de Taylor :
Fp1,...,pr : (⊗
p1G[1])[1].(⊗p2G[1])[1]. . . . .(⊗prG[1])[1] −→ (G′[1])[1]
Dp1,...,pr : (⊗
p1G[1])[1].(⊗p2G[1])[1]. . . . .(⊗prG[1])[1] −→ (G[1])[1]
Comme on a vu comment construire des homomorphismes ou des code´rivations de
S+H[1] a` partir de leur se´rie de Taylor, pour reconstruire F et D a` partir des Fp1,...,pr
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ou des Dp1,...,pr , il nous suffit de de´finir les applications :
Fn : ⊕n≥1S
n(H[1]) −→ H′[1] et Dn : ⊕n≥1S
n(H[1]) −→ H[1].
Soit doncX1. . . . .Xn un e´le´ment de (⊗
p1G[1])[1].(⊗p2G[1])[1]. . . . .(⊗prG[1])[1], avec
Xj = a
j
1 ⊗ · · · ⊗ a
j
pj
.
Fn(X1. . . . .Xn) (resp. Dn(X1. . . . .Xn)) est une somme de produits tensoriels modulo
les battements de Fq1,...,qs(Yk) (1 ≤ k ≤ t) (resp. de Dq1,...,qs(Yk) et de Yk) ou` les Yk
sont des produit . de parties U ji des Xj de la forme :
U ji = a
j
r
j
i+1
⊗ aj
r
j
i+2
⊗ · · · ⊗ aj
r
j
i+1
(0 ≤ rjs ≤ pj).
On conside`re toutes les de´compositions possibles des Xj en produit ⊗ de U
j
i , on
permute les U ji , on note V
ℓ
k les U
j
i apre`s cette permutation, on pose Yk = V
k
1 . . . . .V
k
sk
.
On note
V kℓ ∈ (⊗
qk
ℓG[1])[1].
Les V kℓ forment une permutation des U
j
i . Si un Xj n’est pas de´compose´ (r
j
j = 1),
il ne peut apparaˆıtre qu’en facteur d’au moins une vraie partie U j
′
i d’un autre X
(rj
′
j′ > 1). Si un Xj est de´compose´ (r
j
j > 1) chacune de ses parties apparaˆıt dans un
Y diffe´rent enfin il y a autant de . et de ⊗ dans l’expression
X1. . . . .Xn =
(
U11 ⊗ · · · ⊗ U
1
r11
)
. . . . .
(
Un1 ⊗ · · · ⊗ U
n
rnn
)
que dans l’expression (formelle) :
Y1 ⊗ · · · ⊗ Yt = (V
1
1 . . . . .V
1
s1
)⊗ · · · ⊗ (V t1 . . . . .V
t
st
).
(Voir [AAC2]).
Fn envoie le produit X1. . . . .Xn sur des sommes de termes de la forme
Fn(X1. . . . .Xn) =
∑
U,V
±Fq11 ,...,q1s1
(Y1)⊗ · · · ⊗ Fqt1,...,qtst(Yt)
=
∑
U,V
±Fq11 ,...,q1s1
(V 11 . . . . .V
1
s1
)⊗ · · · ⊗ Fqt1,...,qtst(V
t
1 . . . . .V
t
st
).
De meˆme Dn envoie X1. . . . .Xn sur des sommes de termes de la forme
Dn(X1. . . . .Xn) =
∑
U,V
±Y1 ⊗ · · · ⊗Dqk1 ,...,qksk
(Yk)⊗ · · · ⊗ Yt
=
∑
U,V
±Y1 ⊗ · · · ⊗Dqk1 ,...,qksk
(V k1 . . . . .V
k
sk
)⊗ · · · ⊗ Yt.
On va expliciter cette construction pour les lois de G, que l’on e´tend a` la bicoge`bre
(S+(H[1]), κ,∆).
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Proposition 6.1. (Construction de m et ℓ)
Soit (G, ., [ , ]) une alge`bre de Gerstenhaber. Le produit commutatif s’e´tend a`
⊕n≥1⊗
nG[1] comme ci-dessus par :
m(a1 ⊗ a2) = (−1)
deg(a1)a1a2
m(a0 ⊗ · · · ⊗ an) =
n−1∑
j=0
(−1)
P
i<j deg(ai)a1 ⊗ · · · ⊗m(aj ⊗ aj+1)⊗ · · · ⊗ an (a
j
i ∈ G[1])
m(X1. . . . .Xn) =
n∑
j=1
(−1)
P
k<j deg(Xk)X1. . . . .m(Xj). . . . .Xn (Xk ∈ H[1]).
Ainsi de´fini, m est une code´rivation de κ et de ∆.
Le crochet de Lie s’e´tend d’abord en un crochet sur H, ainsi :[
a1 ⊗ · · · ⊗ ap ∧ ap+1 ⊗ · · · ⊗ ap+q
]
=∑
σ∈Bat(p,q)
σ−1(k)≤p<σ−1(k+1)
εdeg(a)(σ
−1)aσ−1(1) ⊗ · · · ⊗ [aσ−1(k), aσ−1(k+1)]⊗ · · · ⊗ aσ−1(p+q).
Enfin on e´tend ce crochet a` S+(H[1]) comme ci-dessus par :
ℓ(X1.X2) = (−1)
deg(X1) [X1 ∧X2]
ℓ(X1. . . . .Xn) =
∑
i<j
εdeg(X)
(
1 ... ... n
i,j,1,...ˆıˆ...,n
)
ℓ(Xi.Xj).X1 . . . ıˆ . . . ˆ . . .Xn.
Ainsi de´fini, ℓ est une code´rivation de κ et de ∆.
La strucure d’alge`bre de Gerstenhaber, c’est a` dire l’associativite´ du produit, la rela-
tion de Jacobi pour le crochet et la relation de compatibilite´ de Leibniz, est e´quivalente
a`
(m+ ℓ) ◦ (m+ ℓ) = 0.
On a donc les proprie´te´s suivantes : m est de degre´ 1 et :
(i) (m⊗ id+ id⊗m) ◦ κ = −κ ◦m (κ-code´rivation gradue´e)
(ii) (m⊗ id+ id⊗m) ◦∆ = ∆ ◦m (∆-code´rivation)
(iii) m ◦m = 0 (associativite´)
ℓ est de degre´ 1 et :
(iv) (ℓ⊗ id+ id⊗ ℓ) ◦ κ = −κ ◦ ℓ (κ-code´rivation gradue´e)
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(v) (ℓ⊗ id+ id⊗ ℓ) ◦∆ = ∆ ◦ ℓ (∆-code´rivation)
(vi) ℓ ◦ ℓ = 0 (relation de Jacobi)
Enfin :
(vii) ℓ ◦m+m ◦ ℓ = 0 (relation de Leibniz).
On pose donc :
De´finition 6.2. (Alge`bre G∞ enveloppante)
Soit (G, ., [ , ]) une alge`bre de Gerstenhaber gradue´e. On appelle G∞ alge`bre en-
veloppante de G la bicoge`bre de Lie , coassociative et cocommutative
(⊕n≥1S
n(⊕p≥1(⊗
pG[1])[1]), κ,∆).
munie de la code´rivation m+ ℓ. On note cette alge`bre enveloppante
G∞(G) = (⊕n≥1S
n(⊕p≥1(⊗
pG[1])[1]), κ,∆, m+ ℓ).
La G∞ alge`bre enveloppante de G est donc un complexe d’homologie. Posons
CN(G) =
N∑
r=1
∑
p1+···+pr=N
(
⊗p1G[1]
)
[1]. . . . .
(
⊗prG[1]
)
[1],
le complexe est :
0
m+ℓ
←− C1(G)
m+ℓ
←− C2(G)
m+ℓ
←− · · ·
m+ℓ
←− CN−1(G)
m+ℓ
←− . . .
De´finition 6.3. (G-module)
Soit G une alge`bre de Gerstenhaber. Un G-moduleM est un espace vectoriel gradue´
muni de deux lois externes :
. : G×M −→M, (a,m) 7→ am,
telle que M devienne un bimodule syme´trique pour la multiplication commutative de
G (ma = (−1)|a||m|am) et
. : G[1]×M [1] −→ M [1], (a,m) 7→ a.m,
telle que M soit un module pour la structure d’alge`bre de Lie de G. De plus les lois
. et . sont compatibles entre elles, c’est a` dire satisfont, pour tout a1, a2 de G et m
de M ,
[a1, a2]m = a1.(a2m)− (−1)
|a2|deg(a1)a2(a1.m)
et
(a1a2).m = a1(a2.m) + (−1)
|m||a2|a2(a1.m).
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Soit G une alge`bre de Gerstenhaber et M un G-module. Imitant les constructions
des sections pre´ce´dentes, on peut de´finir une nouvelle alge`bre de Gerstenhaber, note´e
G⋉M en posant G⋉M = G⊕M en tant qu’espace vectoriel et :
(a+u).(b+v) = ab+av+ub et [a+u, b+v] = [a, b]+a.v−(−1)deg(b) deg(u)b.u.
M est un G-module si et seulement si G⋉M est une alge`bre de Gerstenhaber.
Pour de´finir l’homologie du G-module M , on construit la G∞ alge`bre enveloppante
de G⋉M
0
m+ℓ
←− C1(G⋉M)
m+ℓ
←− C2(G⋉M)
m+ℓ
←− · · ·
m+ℓ
←− CN−1(G⋉M)
m+ℓ
←− . . .
et on se restreint aux sous-espaces :
CN(G,M) =
N∑
r=1
∑
p1+···+pr+p=N
p∑
k=0(
⊗p1G[1]
)
[1]. . . . .
(
⊗prG[1]
)
[1].
(
⊗kG[1]⊗M [1]⊗⊗p−kG[1]
)
[1],
de CN(G⋉M). On obtient un sous-complexe qu’on appelle le complexe de l’homologie
de Chevalley-Harrison du G-module M :
0
∂0←− C0(G,M)
∂1←− C1(G,M)
∂2←− · · ·
∂N−1
←− CN−1(G,M)
∂N←− . . .
Proposition 6.4. (Expression du bord de Chevalley-Harrison)
Le bord de l’homologie de Chevalley-Harrison du G-module M est donne´ explicite-
ment ainsi.
Soit Y = a1 ⊗ · · · ⊗ ak ⊗ v ⊗ · · · ⊗ ap (a1, . . . , ap ∈ G, v ∈ M). On rappelle que le
cobord ∂Har de Harrison, de´fini dans la section 3 est ∂Har(Y ) = m(Y ).
Soit Xi = a
i
1 ⊗ · · · ⊗ a
i
pi
(ai1, . . . , a
i
pi
∈ G), on pose Xi = b1 ⊗ · · · ⊗ bpi, Y =
bpi+1 ⊗ · · · ⊗ bpi+p+1 et :
ℓ(Xi, Y ) =
∑
σ∈Bat(pi,p+1)
σ−1(k)≤pi<σ−1(k+1)
εdeg(b)(σ
−1)bσ−1(1)⊗ . . .⊗[bσ−1(k), bσ−1(k+1)]⊗ . . .⊗bσ−1(p+q).
Enfin, pour X1. . . . .Xr.Y ∈ CN(G,M),
∂N(X1. . . . .Xr.Y ) = (ℓ+m)(X1. . . . .Xr).Y + (−1)
P
i deg(Xi)(X1. . . . .Xr).m(Y )
+
∑
i
(−1)
P
j 6=i deg(Xj)εdeg(X)
(
1,...,...,r
1,...ˆı...,r,i
)
X1. . . . ıˆ . . . .Xr.ℓ(Xi, Y ).
De meˆme, la cohomologie de Chevalley-Harrison du G-module M est de´finie en
e´crivant l’e´quation de morphisme de G∞ alge`bre. Plus pre´cise´ment, on se donne une
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suite d’applications FN : CN(G) −→ ((G⋉M)[1])[1] de la forme :
F1 = ι+ c1, FN = cN ,
ou` ι est l’injection canonique de G dans G⋉M et les cN sont des applications line´aires
de CN(G) dans M , plus pre´cise´ment,
cN =
N∑
r=1
∑
p1+···+pr=N
cp1...pr
avec :
cp1...pr :
(
⊗p1G[1]
)
[1]. . . . .
(
⊗prG[1]
)
[1] −→M [N + r].
On construit le morphisme F de bicoge`bres dont la se´rie de Taylor est (FN) :
F : (G∞(G), κ,∆) −→ (G∞(G⋉M), κ,∆),
enfin on e´crit que F est un morphisme pour la structure (mG+ℓG), respectivement la
structure (mG⋉M , ℓG⋉M). On trouve des conditions sur les cN que l’on e´crit ∂NcN = 0.
On obtient (voir [AAC2]) :
CN(G,M) =
N∑
r=1
∑
p1+···+pr=N
CNp1,...,pr
=
N∑
r=1
∑
p1+···+pr=N
L
((
⊗p1G[1]
)
[1]. . . . .
(
⊗prG[1]
)
[1],M [N + r]
)
,
On obtient alors le complexe :
0
∂1
−→ C1(G,M)
∂2
−→ · · ·
∂N−1
−→ CN−1(G,M)
∂N
−→ . . .
Proposition 6.5. (Expression du cobord de Chevalley-Harrison de M)
Le cobord ∂N : CN(G,M) −→ CN+1(G,M) est de la forme ∂N = dm + dℓ avec
dm : C
N
p1...pn
−→
∑
j
CN+1
p1...(pj+1)...pn
, plus pre´cise´ment, si
X1. . . . .Xn ∈ (⊗
p1G[1])[1]. . . . .(⊗pj+1G[1])[1]. . . . .(⊗pnG[1])[1],
alors si cNp1...pn ∈ C
N
p1...pn
, Xj ∈ ⊗
pj+1G[1])[1], Xi ∈ ⊗
piG[1])[1]
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(dmc
N
p1...pn
)(X1. . . . .Xn) =
=(dmc)
(N+1)
p1...(pj+1)...pn
(X1. . . . .Xn)
=(−1)deg(a
1
j )
P
i<j deg(Xi)aj1⊗c
(N)
p1,...,pj ,...,pn
(X1. . . . .(a
j
2 ⊗ · · · ⊗ α
j
pj+1
). . . . .Xn)
+ (−1)deg(a
pj+1
j )
P
i>j deg(Xi)c(N)p1,...,pj ,...,pr(X1. . . . .(a
j
1 ⊗ · · · ⊗ a
j
pj
). . . . .Xn)a
j
pj+1
− (−1)
P
i<j deg(Xi)c(N)p1...pn(X1. . . . .m(Xj). . . . .Xn).
De meˆme, dℓ : C
N
p1...pn
−→
∑
j, q1+q2=pj+1
CN+1q1,q2,p1...ˆ...pn s’e´crit
(dℓc
N
p1...pn
) =
∑
j
q1+q2=pj+1
(dℓc)
N
q1,q2,p1...ˆ...pn
.
Avec (les notations sont celles utilise´es dans la de´finition de κ)
1. Si q1 > 1 et q2 > 1, alors
(dℓc)
N+1
q1,q2,p1...ˆ...pn
(Y1.Y2.X1. . . . ˆ . . . .Xn) =
=− ε
(
y1y2x1...ˆ...xn
x1...y1y2...xn
)
(−1)
P
i<j deg(Xi)c(N)p1...pn(X1. . . . .ℓ(Y1, Y2). . . . .Xn).
2. Si q1 = 1 et q2 = pj > 1, alors
(dℓc)
N+1
q1,q2,p1...ˆ...pn
(Y1.Y2.X1. . . . ˆ . . . .Xn) =
=− ε
(
y1y2x1...ˆ...xn
x1...y1y2...xn
)
(−1)
P
i<j deg(Xi)c(N)p1...pn(X1. . . . .ℓ(Y1, Y2). . . . .Xn)
+ ε
(
y1y2x1...ˆ...xn
y1x1...y2...xn
)
Y1.c
(N)
p1...pN
(X1. . . . .Y2. . . . .Xn)
)
.
3. On a la meˆme formule par syme´trie si q2 = 1 et q1 = pj > 1.
4. Enfin, si q1 = q2 = 1, alors
(dℓc)
(N+1)
1,1,p1...jˇ...pn
(Y1.Y2.X1. . . . ˆ . . . .Xn) =
=ε
(
y1y2x1...ˆ...xn
y1x1...y2...xn
)
Y1.c
(N)
p1...pN
(X1. . . . .Y2. . . . .Xn)
+ ε
(
y1y2x1...ˆ...xn
y2x1...y1...xn
)
Y2.c
(N)
p1...pN
(X1. . . . .Y1. . . . .Xn)
− (−1)
P
i<j deg(Xi)ε
(
y1y2x1...ˆ...xn
x1...y1y2...xn
)
c(N)p1...pn(X1. . . . .ℓ(Y1.Y2). . . . .Xn).
On a une cohomologie : (dℓ + dm) ◦ (dℓ + dm) = 0.
34 R. CHATBOURI
References
[AAC1] W. Aloulou, D. Arnal, R. Chatbouri, Chevalley cohomlogy for linear graphs, Lett. Math.
Phys. vol 80 (2007) 139-154.
[AAC2] W. Aloulou, D. Arnal, R. Chatbouri, Alge`bres et coge`bres de Gerstenhaber et cohomologies
associe´es, preprint Universite´ de Bourgogne (2007).
[AMM] D. Arnal, D. Manchon, M. Masmoudi, Choix des signes pour la formalite´ de M. Kontsevich,
Pacific J of Math, vol 203, no 1 (2002), 23-66.
[BGHHW] M. Bordemann, G. Ginot, G. Halbout, H.C. Herbig, S. Waldmann, Formalite´ G∞
adapte´e et star-repre´sentations sur des sous varie´te´s co¨ısotropes, math.QA/0504276 v 1 13 Apr
2005.
[B] N. Bourbaki, Groupes et alge`bres de Lie, chapitre 1, Alge`bres de Lie, Actualite´s scientifiques
et industrielles, 1285, Hermann, Paris (1960).
[G] G. Ginot, Homologie et mode`le minimal des alge`bres de Gerstenhaber, Ann. Math. Blaise
Pascal, vol 11, no 1 (2004), 95-126.
[L] J.L Loday, Cyclic homology, Grundlehren des mathematischen Wissenschaften, 301, Springer
Verlag, Heidelberg (1998).
De´partement de Mathe´matiques, Unite´ de Recherche Physique Mathe´matique, Fa-
culte´ des Sciences de Monastir, Avenue de l’environnement, 5019 Monastir, Tunisie
E-mail address : Ridha.Chatbouri@ipeim.rnu.tn
