I. INTRODUCTION
Optical Character Recognition (OCR) is a field of research in pattern recognition, artificial intelligence and machine vision. It refers to the mechanical or electronic translation of images of handwritten, typewritten or printed text into machine-editable text. Handwritten character recognition is comparatively difficult, as different people have different handwriting styles. So, handwritten OCR is still a subject of active research. The domain of handwritten text recognition has two completely different problems of On-line and Off-line character recognition.
On-line character recognition [1] involves the automatic conversion of characters as it is written on a special digitizer, where a sensor picks up the pen-tip movements as well as pen-up/pen-down switching. The off-line character recognition is comparatively difficult, as different people have different handwriting styles and also the characters are extracted from documents of different intensity and background [2] .
A review of the character recognition work done on Myanmar languages is excellently reviewed. Paper [3] proposed a system to recognize off -line Myanmar handwriting. They used discrete Hidden Markov Model. In paper [4] proposed Handwritten Myanmar Optical Character Recognition System. They used histogram labeling method for recognition. Recognition accuracy rate 98.18% was obtained. Paper [5] proposed an effective recognition approach for Myanmar Handwritten Characters. Hybrid approach use MICR (Myanmar Intelligent Character Recognition) and back-propagation neural network. In Hybrid approach, the features of MICR have been used in back-propagation neural network as input nodes. The back-propagation algorithm has been used to train the feed-forward neural network and adjustment of weights to require the desired output. Using Hybrid approach, over-all recognition accuracy of 95% was obtained.
In this paper, competitive neural trees are proposed for character recognition. In Myanmar character recognition fields, competitive neural trees had not been applied for recognition. Therefore, competitive neural trees are applied to develop off-line Myanmar handwritten recognition system. It is one of the fast supervised neural networks. Neural trees were introduced for character recognition in an attempt to combine advantages of neural networks and decision trees. The aim of the proposed system is to implement an effective approach which is able to recognize for Myanmar handwritten characters. The style of writing characters is different and they come in various sizes and shapes.
The remainder of the paper is organized as follows: Section II describes Handwritten Myanmar language Nature. Section III explains proposed system design and the various steps involved in the OCR System. Section IV presents competitive neural trees and Section V discusses about experimental results and Section VI describes the conclusion.
II. HANDWRITTEN MYANMAR LANGUAGE NATURE
The interests in Myanmar handwritten characters recognition research have grown over the past few years but practical research is only a few works in research field. Because, the problem of Myanmar characters recognition is more difficult than English languages in respects including the similarity of characters, absence space between each word, etc. So, various character recognitions method not enough complete recognize Myanmar character. They are still in research field, not complete work.
Myanmar language is widely used in many offices such as passport, bank and tax etc. So, it is a very importance to develop the high accuracy character recognition system for Myanmar language. Myanmar Language includes Kachin, Kayar, Kayin, Chin, Myanmar, Rakhine and Shan, etc. Myanmar language contains thirty three consonants and a sample of thirty three consonants handwritten character is described in Fig. 1 . 
B. Preprocessing
Preprocessing aims at eliminating the variability that is inherent in hand-printed characters. The preprocessing techniques that have been employed in an attempt to increase the performance of the recognition process are as follows:
Binarization: All hand printed characters are scanned into gray scale images. Each character image is traced vertically after converting the gray scale image into binary matrix.
Thinning: Thinning is a morphological operation that removes selected foreground pixels from binary images. It is particularly useful for skeletonization. The thinning process reduces the width of pattern to just a single pixel. Resizing: Each character is resized to extract row and column for each character. 
A. Feature Extraction
Selection of feature extraction methods is one of the key steps in achieving high recognition accuracy. After preprocessing, features for each character image are extracted based on Shape description. Shape description techniques can be generally classified into two classes of methods: contour-based methods and region-based methods. In this paper, region-based methods are used to extract features .The wide range of shape variations for handwritten characters requires an adequate representation of the discriminating features for classification. Eighteen features are extracted for the entire image based on the regional properties namely:
Area: It is calculated the actual number of pixels in the region.
Bounding Box: It is calculated the smallest rectangle containing the region.
Centroid: It is calculated the center of mass of the region. The first element of centroid is the horizontal coordinate of the centre of mass and the second element is the vertical coordinate.
Major Axis Length: It is calculated the length (in pixels) of the major axis of the ellipse that has the same normalized second central moments as the region.
Minor Axis Length: It is calculated the length (in pixels) of the minor axis of the ellipse that has the same normalized second central moments as the region. Eccentricity: It is calculated as the ratio of the distance between the centre of the ellipse and its major axis length.
Euler Number: It is calculated as the difference of Number of Objects and Number of holes in the image.
Orientation: It is the angle between the x-axis and the major axis of the ellipse that has the same second-moments as the region.
Extent: It is calculated as the ratio of pixels in the region to the pixels in the total bounding box.
Equiv Diameter: It is calculated the diameter of a circle with the same area as the region.
Solidity: It is calculated the proportion of the pixels in the convex hull that are also in the region.
Perimeter: It is calculated the distance around the boundary of the region.
Filled Area: It is calculated the number of pixels in filled Image.
Convex Area: It is calculated the number of pixels in convex image. Table I shows the shape feature descriptors of Myanmar characters of Ka, Kha, Ga, Gagyi and Nga. The CNeT has a structured architecture. Each node contains slots and a counter age that is incremented each time a sample is presented to that node. The behavior of the node changes as the counter age increases. Each slot stores a prototype, a counter count, and a pointer to a node. The prototypes are updated to represent clusters of samples. The slot counter count is incremented each time the prototype of that slot is updated to match a sample.
Paper [6] proposed a structural adaptive intelligent tree (SAINT). The input feature space is hierarchically partitioned by using a tree-structured network that preserves a lattice topology at each sub network. Experimental results reveal that SAINT is very effective for the classification of a large set of real-world handwritten characters.
In paper [7] , they proposed balanced neural tree to reduce tree size and improve classification with respect to classical neural tree. Two main innovations have been introduced (a) perceptron substitution and (b) pattern removal. The first innovation aims to balance the structure of the tree .If the last-trained perceptron largely misclassifies the given training set into a reduced number of classes, then this perceptron is substituted with a new perceptron..The second novelty consists of the introduction of a new criterion for the removal of tough training patterns that generate the problem of over-fitting. The experimental results show that the proposed BNT leads to satisfactory results in terms of both tree depth reduction and classification accuracy.
Recently, a neural network tree (NNTree) classifier [8] using a multi layer perceptron (MLP) at each node was proposed for designing tree-structured pattern classifiers. To limit the depth of the tree, a new uniformity index was introduced. Such an index accomplishes the intuitive goal of reducing the misclassification rate. The performance of the NNTree has been evaluated in different contexts, such as in letter recognition satellite image classification and splicejunction and protein coding region identification. Experimental comparisons have been proposed with respect to other classifiers. The main drawback is the necessity of an ad hoc definition of some parameters for each context and training set, such as the network architecture (e.g., the number of hidden layers, number of nodes for each layer, etc.) and the uniformity index.
A. CNeT Learning
In the learning phase, the tree grows starting from a single node, the root. When a sample arrives at a node, all of its prototypes compete to match it. The distance measure used in this paper is the squared Euclidean norm, defined as , ∥ ∥
According to this scheme, the winner is the only prototype that is attracted by the input arriving at the node. The winner is updated according to the equation (2) The learning rate decreases exponentially with the age of a node according to the equation exp (3) where the initial value of the learning is rate and determines how fast decreases. The update (2) moves the winner closer to the sample and, therefore, decreases the distance between the two. After a sequence of sample presentations and updates, each of the prototypes will respond to samples from a particular sub region of the input space. 
B. Life Cycle of CNeT
Each node goes through a life cycle. The life cycle of a node may be partitioned into the following phases.
Creation: The node inherits properties from the parent slot such as the prototype and a fraction of the class counters.
Youth: The prototypes compete to respond to the samples and the winning prototype is updated. The prototypes split the region of the input space that the node sees into sub regions.
Maturity: The prototypes still compete for the samples and they are updated. If a splitting criterion is TRUE, then a new child is created and is assigned to a slot.
Frozen: the prototypes compete for the inputs but they are not updated. If the winner has a child-node assigned, then it sends the sample to the child.
Destruction: All children have been destroyed.
C. Training Procedure of CNeT
Do while stopping criterion is FALSE: 1) Select randomly a sample .
2) Traverse the tree starting from the root to find a terminal prototype that is close to . Let and be the node and the slot that belongs to, respectively.
3) If the node is not frozen, then update the prototype according to (2) . 4) If a splitting criterion for the slot is TRUE, then assign a new node as child to and freeze the node . 5) Increment the counter for class , the counter in slot , and the counter age in node .
D. Recall Procedures
The objective of the recall procedure is to produce a class label ℓ , ∈ , for each input vector . Presentation of samples in the recall phase begins at the root of the tree and proceeds down to the leaves. The prototypes belonging to internal slots are used as signposts for the search. More specifically, these prototypes guide the search algorithm to find a terminal prototype that is close to the input vector without looking at all terminal prototypes. The same search method used during training is also called for recall with the input vector as the argument. The search will return a terminal prototype ∈ , close to .
E. Global Search Method
The global ( ) search method [9] expands the nodes of the tree level by level, starting at the root. After this is done for all the nodes that are to be expanded at this level of the tree, the prototypes with the smallest distances are selected. If a selected prototype has a child-node assigned, this childnode will be expanded during the next expansion step. Suppose a selected prototype is a terminal prototype. If its distance to the given feature vector is the smallest so far, then the smallest distance is updated and the prototype is the new candidate to be selected for return. When no more prototypes are to be expanded, the global ( ) search method terminates and returns the best terminal prototype seen.
VI. EXPERIMENTAL RESULTS
In this paper, thirty three alphabet handwritten Myanmar characters are scanned with Canon Scan Lide 110 model .The training datasets are 660 and testing datasets are 330. The operation of a search method applied to a CNeT and trained to recognize handwritten characters using the feature vectors obtained after preprocessing stages. The CNeT was trained and grown using the global search method. Thirty three prototypes are selected and CNeT tree is constructed at learning rate α is 0.02. Maturity age of the tree is 298.
The root node of CNeT tree is randomly chosen from the training datasets and it has 33 slots for 33 handwritten Myanmar character prototypes. The Euclidean norm between current node and input sample node is calculated by using equation 1 and find the values of Euclidean norm between input sample node and features of all slots. The input sample node is created as a new node which is linked with that slot and current node and the prototype of that slot is copied to child node. The sample CNeT tree for Myanmar character recognition is illustrated in Fig. 7 . The performance of the CNeT trained and grown using the global search method when the search width varied. As increases, the global method searches a larger subtree and is expected to return more often a terminal prototype that is the closest to the input example. Recognition accuracy rate 97% is obtained with our testing data 330. This paper describes CNeT for character recognition. The performance of a trained CNeT depends on the search method employed in the learning phases. The global search method is presented in this paper. The CNeT grown using the global search method was allowed to reject some ambiguous samples in order to improve its recognition accuracy. The reliability and recognition accuracy of the trained CNeT can be improved by a recall strategy. The speed of the learning process is mainly determined by the computational complexity of the search method. 
