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Abstract 
Large forecast errors of solar power prediction cause challenges for the management of electric grids. Here, the classification 
technique Random Forests is applied to analyze the possible linkage of hourly or daily forecast errors to the actual situation given 
by a set of meteorological variables.  This form a prediction of the forecast error and is thus usable to update the forecast. The 
performance of this scheme is assessed for the example of irradiance forecasts in Brazil. While limited to none improvements are 
obtained for next-hour forecasts, significant improvements are obtained for the next-day forecasts.  
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1. Introduction 
The increasing use of intermittent renewable energy, like wind- and solar energy, poses new challenges for the 
management of electrical grids stemming for the variability of the respective power production. This calls for the 
inclusion of forecasts of wind speed and solar irradiance, as available today from numerical weather prediction (NWP) 
schemes. Concerning the irradiance forecasting, the quality achieved for predicting the lumped power output of a large 
fleet of geographically distributed photovoltaic systems has basically reached a good level (see e.g. [1]). A problem 
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remaining is connected to the occurrence of large, sudden changes in irradiance and thus power production, especially 
when an individual system is concerned. These kinds of events are hard to predict using traditional solar power 
forecasting techniques and hence will they often lead to large forecast errors - a large difference between the forecasted 
and observed solar power production. This calls for efficient ways of predicting when the forecast has a high 
probability of resulting in a large forecast error. 
In this paper, as introduced in [2], a Random Forest model is used to predict high positive or high negative errors 
in the forecasted solar radiation, and the predictions are used to update and correct the solar radiation forecasts. The 
forecasts are made for the city of Florianopolis in southern Brazil. Outputs from the NWP-model ARPS (Advanced 
Regional Prediction System) [3] are used as predictor variables and radiation measured with a pyranometer as target 
values. 
Analyses are done for both, forecasts of hourly mean irradiances and the daily radiation sum. In detail, we 
investigate first into the case that the error for the next hour irradiance forecast will exceed 500 W/m2. Second, we are 
dealing with the occurrence of forecast errors for the daily sum that exceed 1, 2 and 2.5 kWh/m2, respectively. These 
predictions are evaluated concerning their application for the post-processing of the forecasts by looking on possible 
reduction of the number of hours and days with large forecast errors and of the overall forecast RMSE. In this paper 
forecasts of the next hour or day irradiance (from the ARPS forecasts with or without correction) are referred to as 
“forecasts”, while forecasts on whether the next hour or days forecast error will exceed a pre-defined limit is referred 
to as “predictions”. For the secure operation of the utility grid, especially in grid with a high penetration of volatile 
wind or solar generation forecasts of the respective power flows are essential.   
2. Case and data 
The case studied is a meteorological station from the BSRN-network, located in Florianopolis, Brazil (see Fig. 1). 
Florianopolis is located on an island on the eastern coast of southern Brazil at latitude 27.5º S and longitude 48.5º E. 
Measurements are made using a secondary standard pyranometer (see classifications of pyranometers in WMO-
WCRP, 2005). The forecasts are made using the ARPS regional model [3] with a horizontal resolution of 0.12° and a 
temporal resolution of 10 minutes. Hourly mean values are obtained by averaging over the six 10 minute forecast 
values. 
 
 
Fig. 1. Map of Brazil and location of Florianopolis. (Map from googleearth.com) 
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The measurements and forecasts stem from the period 2001 to 2006, from which the first five years are used for 
model building (training) and the last year for model validation. Night time measurements are omitted as these by 
natural causes will have zero irradiance. This leaves a training dataset of 17450 hours, which are aggregated in 1456 
days, and a validation dataset of 4350 hours, aggregated in 364 days. The number of measured hours a day varies from 
10 hours to 15 hours. We are investigating in the forecast quality of both,  the hourly and the daily series. An impression 
of the similarity forecasted and measured irradiances is given in fig, 2. The forecast error for the hourly mean irradiance 
may reach up to 800 W/m2 – caused by faulty forecasted cloud situations. 
 
 
 
Fig. 2. Forecasted and observed irradiance for a sample of 10 days. Here, the data for a forecast horizon of 24 hour are shown. Nighttime 
values omitted. 
3. Data preparation 
For the analysis of the forecast error for the hourly irradiances - measured in W/m2 - the following meteorological 
quantities from the forecasts are used as input variables to the random forest model: the clearness index, the 20 meter 
agl. wind speed, 20 meter wind direction, surface ambient temperature and precipitation. In addition to these, the 
cosine of the zenith angle of the sun is included. 
The comparison of the forecasts and measurements of the daily radiation sum [kWh/m2] are made by integrating 
the hourly irradiance forecasts and the hourly observations, respectively. For the analysis of the daily forecast errors, 
basically the same variables as for the hourly data are used (cosine of the zenith angle of the sun is omitted), but each 
of these are calculated into one descriptive value (daily mean for clearness index, wind speed, temperature and 
precipitation and median for wind direction). In addition, measures for the intra-day variation (standard deviation for 
clearness index, wind speed, temperature and precipitation and mean deviance from the median for wind direction) 
used. 
Random forest classification, as classification techniques in general, predict the category of observations or sets of 
observations. The response variable is therefore transformed from a continuous scale into a categorical scale. For each 
of the time-steps, the forecast errors are compared to pre-defined limits (500 W/m2 for hourly data and 1/2/2.5 kWh/m2 
for daily data) and sorted into 3 classes:  above the limits (e.g. above the limits, below minus the limits,  between 
plus/minus the limits. The new series of observations is a vector of the same size as the observed forecast errors, where 
each observation is interpreted as “large negative error”, “large positive error” or “small or no error”. 
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4. Random Forest scheme 
As described in the introduction, the aim of this paper is to predict whether the next-hour or next-day solar power 
forecast error is exceeding some pre-defined limit using the classification technique Random Forests (see e.g. [4]). 
Random forests is an ensemble learning method for classification that operate by first constructing a large collection 
of de-correlated classification trees, and then assigning a class to each observation through a majority vote. 
Classification trees are in short hierarchical structures where the observations are split into smaller and smaller groups 
according to different discrimination criteria, and are well known from amongst other biology where it is used as to 
determine the species of plants and animals. Classification trees are able to capture complex structures in the data 
while at the same time having a relatively low bias, but this comes at the expense of a high variance. Averaging over 
the total number of constructed trees (B), reduces the variance by σ2/B. Random forests also have the advantage that it 
has a “built-in” cross-validation procedure, referred to as “out-of-bag” (OOB). Thus, the model is controlled against 
unseen data at the same time as the model is built and hence is it not necessary to re-run the model to control for over-
fitting. The building of a random forest classifier goes through seven steps [4]: 
 
1) Draw a random sample ࢆכ of size n from the training data N.  
2) Select a subset of m variables from the total p variables available. 
3) Start with ࢆכ in one group and pick the best split-point among the m variables (the split-point that leaves 
the two most distinct groups). 
4) Split ࢆכ into two daughter groups ࢆଵଵכ  and ࢆଵଶכ . 
5) Repeat 3) and 4) until there is only one observation left in each daughter ࢆ௣௤כ .. 
6) Repeat 1) – 5) b = 1 to B times to build a forest of B trees. 
7) Output the ensemble of trees  ሼ ௕ܶሽଵ஻. 
 
The predicted class for a new observation x will then be: 
 ܥመ௥௙஻ ሺݔሻ ൌ ݆݉ܽ݋ݎ݅ݐݕݒ݋ݐ݁൛ܥመ௕ሺݔሻൟଵ
஻
, where ܥመ௕(x) is the class prediction random forest tree number b. 
 
Within this scheme, there are three parameters that need to be identified, n, m and B (see definitions above). n is 
decided by splitting N in four equal parts of which 3 is allocated to n and the last is left as “new” observations. m and 
B are found in an exploratory manner by building random forests for different values of m and with large B. m is 
chosen so that the OOB classification error of the “new” observations is minimized, while B is set to the lowest value 
for which the classification error has reached a stable level. With all parameters in place, the full model is fitted. 
As common in multivariate problems, it is to be expected that the predictor variables are of various importance and 
that there are most likely variables that can be omitted without decreasing the models predictive performance. For 
random forests, the contribution of each predictor variable can be calculated as the increase in prediction error that 
occurs when the values of the variable are randomly permuted across the “new observations”. This way the risk of 
multi-co-linearity between the predictor variables making it difficult to assess the effect of each individual variable is 
reduced.  The increase is calculated for all b, and averaged over the total number of trees, B. Model reductions can 
then be performed by defining a lower limit for the, predictor variables to remain in the reduced model. The value of 
the lower limit for variable importance is defined through a similar way as m, by testing different values and selecting 
the one that gives the model with the lowest classification error. Finally, the model is fitted based on the reduced 
dataset. The parameters in the final model (n, m, and B) are found in the same way as for the full model. Fig. 3 gives 
a basic visualization of the scheme for application. For a thorough descriptions of random forests we refer to [4-6]. 
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Fig. 3. Visualization of the random forest procedure. 
 
5. Configuration identified 
This procedure is now used to fit the random forest model for the actual case. This translates to the information on 
which of the meteorological input [Fang leserens oppmerksomhet med et bra sitat fra dokumentet, eller bruk denne 
plassen til å fremheve et viktig punkt. Du plasserer denne tekstboksen hvor som helst på siden ved å dra den.] 
 variables contain information on the forecast error. 
Fig. 4 shows as example the importance of the variables for the hourly predictions. It turned out that variable 
number 2 (cosine of the zenith angle of the sun) has the highest importance, followed by variable number 1 (clearness 
index), 3 (20 meter wind speed) and 5 (surface ambient temperature). These are the variables included in the final 
model. The high importance of variables 1 and 2 is no surprise as these are deciding for the possibility to obtain 
forecast errors exceeding 500 W/m2. It should also be noted that the variable importance is a relative measure and 
only gives information on how the predictive performance of the model is with each variable included, compared to 
without. It does not give any information about the predictive performance of the model itself. 
 
 
 
Fig. 4. Variable importance for variables included in the next-hour predictions. The permuted variable delta error (y-axis) indicates the increase in 
prediction error caused by leaving out the information contained in each variable. Variables: 1) clearness index, 2) cosine of the zenith angle of 
the sun, 3) 20 meter wind speed. 5 (surface ambient temperature). 
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As result, we thus have applied the following sets of predictor variables to be used for the hourly forecast: 
a. cosine of sun zenith angle 
b. clearness index,  
c. 20 m. wind speed  
d. ambient temperature 
 
For the predictions of the daily sums, it turned out, that the respective selection of variables depend on the error limit 
investigated. The predictors that are best linked to the question on whether or not an certain error limit is exceeded, 
are identified as follows for the error limits 1,2 1nd 2.5 kWh/m2 
 
     a. mean clearness index 
b. st.dev. of precipitation    
c. median wind direction 
 
a. median wind direction 
b. mean clearness index,  
d. absolute mean deviation  
         from mean wind direction 
6. Evaluation of predictions 
Even though a validation on “unseen” data is included in the random forest procedure, the model is also evaluated 
on the basis of the predictive performance of the two final random forest models applied to the validation data, the 
last year of observations and forecasts. The predictions of the validation data is evaluated in two ways. First, the 
reduction in the number of hours or days with forecast errors exceeding the pre-defined limits caused by the models 
is calculated. This is a central measure as hours or days with very large forecast errors are particularly severe, but it 
can relatively easy be manipulated in a way that if used to correct the wind power forecast would lead to few very 
large forecast errors but a poorer overall performance. To control for this the predictions are also used to correct the 
solar power forecasts and the root mean squared error (RMSE) of the forecast calculated. The corrections of the 
forecast are done so that if an observation is predicted to be a large positive error (e.g. exceeding a pre-defined limit 
of 500 W/m2) the limit is subtracted from the original forecasted value and the result used as the new forecast. The 
change of RMSE serves as a control of whether the predictions of large forecast errors actually improve the overall 
forecast and is also a measure for the forecast quality itself. 
 
6.1 Predictive performance 
Two measures are used to evaluate the predictive performance of the final models and their impact on the overall 
quality of the forecasts. Here we first look at the results for the next-hour forecasts before moving on to the next-day 
forecasts. 
Fig. 5 shows the reductions in number of hours with forecast errors exceeding 500 W/m2 obtained by updating the 
raw ARPS forecast with the next-hour predictions from the random forest. As can be seen the improvement is limited. 
 
error limits 
1 and 2 kWh/m2 
error limit 
2.5 kWh/m2 
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Fig. 5. Hours with forecast errors for the irradiance exceeding 500 W/m2, normalized to the number of hours exceeding the limit in the raw 
ARPS forecast. Random forest indicates the values obtained by updating the ARPS forecast with the results from the random forest predictions. 
 
Fig. 6 shows the change in RMSE obtained by updating the raw ARPS forecast with the predictions from the 
random forest. Similar to the results concerning the numbers of hours exceeding the limit, the improvement of RMSE 
is very limited for the training data and for the validation data there is no improvement. This is no surprise as the 
reduction in number of hours reflects the number of changes made to the forecast, and this makes up only a small 
share of the total number of observations. 
Fig. 6. RMSE of the next-hour raw ARPS forecast and the ARPS forecast updated with the results from the random forest predictions 
 
The reduction in number of days exceeding the pre-defined limits (1 kWh/m2, 2 kWh/m2 and 2.5 kWh/m2) for the 
daily forecast errors are shown in Fig. 7. As can be remarked, the improvements are far more pronounced than for 
hourly hour forecasts. For forecast error limit 1000 W/m2 there is an almost 10 % (114 days) decrease in the number 
of days exceeding the limit for the training data and 13 % (31 days) decrease in days exceeding the limit for the 
validation data. Also, for the forecast error limits 2 kWh/m2 and 2.5 kWh/m2 there is a clear decrease in the number of 
days exceeding these limits.  
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Fig.7. Normalized number of days with forecast errors for the daily irradiation exceeding 1 kWh/m2, 2 kWh/m2 and 2.5 kWh/m2, normalized to 
the number of days exceeding the limit in the raw ARPS forecast. Random forest indicates the values obtained by updating the ARPS forecast 
with the results from the random forest predictions. 
 
The change in RMSE caused by updating the raw ARPS next-day forecasts with the information from the random 
forest predictions is shown in Fig. 8. The same pattern as for the reductions in number of days exceeding the forecast 
error limits can be seen, being largest for forecast error limit 1 kWh/m2and smallest for error limit 2.5 kWh/m2. 
Figure 8.  RMSE of the next-day raw ARPS forecast in and the ARPS forecast updated with the results from the random forest predictions. 
 
7. Conclusions 
We have looked at possibilities for improving irradiance forecasts in situations with large forecast errors by the use 
of a Random Forest scheme. Different meteorological variables are assessed as predictors for large errors in ARPS 
derived forecast for hourly and daily radiation data for a location in Brazil (27ºS). While acceptable results are gained 
for daily data, improvements for hourly data are quite limited. This can most likely be connected to the intrinsic 
limitations for the quality of point forecasts given the stochastic process of cloud formation, calling for the general 
application of probabilistic forecast schemes. 
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