Abstract. We establish two optimal double inequalities among generalized logarithmic mean (a,b) , and root-square mean S(a,b) .
Introduction
For p ∈ R, the generalized logarithmic mean L p (a, b) of two positive numbers a and b with a = b is defined as follow: (
1.1)
It is well known that L p (a, b) is continuous and strictly increasing with respect to p ∈ R for fixed a, b > 0 with a = b . Recently, the generalized logarithmic mean has been the subject of intensive research. Many remarkable inequalities and monotonicity results for the generalized logarithmic mean can be found in the literature [1, 4, 5, 7, 11, [16] [17] [18] [19] . It might be surprising that the generalized logarithmic mean has applications in physics, economics, and even in meteorology [8, [13] [14] [15] . Let be the harmonic, geometric, square-root, logarithmic, identric, arithmetic, and rootsquare means of two positive real numbers a and b with a = b , respectively. Then
For p ∈ R, the p th power mean M p (a, b) of two positive numbers a and b with a = b is defined by
(1.4)
In [2] , Alzer and Janous established the following sharp double inequality (see also [3] , page 350): for all real numbers a, b > 0.
In [12] , Mao proved
for all real numbers a, b > 0 , and the constant 1 3 in the left side inequality cannot be improved.
In [6, 9, 20] , the authors presented the bounds for L(a, b) and I(a, b) in terms of A(a, b) and G(a, b) as follows:
for all a, b > 0 with a = b . In [10] , Long and Chu presented the bounds for αA(a, b)
The main purpose of this paper is, for α ∈ (0, 1), to present the optimal bounds for
Lemmas
In order to establish our main results we need seven lemmas, which we present in this section. LEMMA 1. Let t > 1 and
Proof. Simple computations yield
2)
3)
, then (2.5) implies g 1 (t) > 0 for t > 1 . Thus g 1 (t) is strictly increasing in (1, +∞). Therefore, Lemma 1(1) follows from (2.4) together with the monotonicity of g 1 (t).
(
3 ), then (2.5) implies g 1 (t) < 0 for t > 1 . Thus g 1 (t) is strictly decreasing in (1, +∞). Therefore, Lemma 1(2) follows from (2.4) together with the monotonicity of g 1 (t).
2 . Then simple computations lead to lim
where
and ψ 1 (1) = 0, (2.10)
for t > 1 . Therefore, Lemma 2 follows from (2.7), (2.8) and (2.10) together with (2.11).
LEMMA 3. Let t > 1 and
Proof. Simple computations lead to
14)
is strictly increasing in (1, +∞). Therefore, Lemma 3(1) follows from (2.14) together with the monotonicity of G 1 (t).
is strictly decreasing in (1, +∞). Therefore, Lemma 3(2) follows from (2.14) together with the monotonicity of G 1 (t).
LEMMA 4. Let t > 1 and
Proof. Let α ∈ (0, 1) and t > 1 . Simple computations yield
and
From (2.25) we clearly see that H (t) is strictly increasing in (1, +∞). Therefore Lemma 4 follows from (2.19), (2.20), (2.22) and (2.24) together with the monotonicity of H (t).
LEMMA 5. Let t > 1 and
g 2 (t) = αt 8−6α − (1 − α)(2 − 3α) −1 (3α + 1)t 7−6α + (2 − α)t 6−6α +(1 − α)(2 − 3α) −1 (3α − 5)t 5−6α + (1 − α)(2 − 3α) −1 ·(5 − 3α)t 3 − (2 − α)t 2 + (1 − α)(2 − 3α) −1 (3α + 1)t − α. (2.26) Then (1) g 2 (t) > 0 for α ∈ [ 5− √ 19 6 , 2 3 ) ∪ ( 2 3 , 5 6 ), and (2) g 2 (t) < 0 for α ∈ ( 5 6 , 1). Proof. Let α ∈ [ 5− √ 19 6 , 2 3 ) ∪ ( 2 3 , 5 6 ) ∪ ( 5 6 , 1). Simple computations lead to g 2 (t) = 2α(4 − 3α)t 7−6α − (1 − α)(2 − 3α) −1 (3α + 1)(7 − 6α)t 6−6α +6(1 − α)(2 − α)t 5−6α + (1 − α)(2 − 3α) −1 (3α − 5)(5 − 6α) ·t 4−6α + 3(1 − α)(2 − 3α) −1 (5 − 3α)t 2 − 2(2 − α)t +(1 − α)(2 − 3α) −1 (3α + 1), (2.27) g 2 (t) = 2[α(4 − 3α)(7 − 6α)t 6−6α − 3(1 − α) 2 (2 − 3α) −1 (3α + 1) ·(7 − 6α)t 5−6α + 3(1 − α)(2 − α)(5 − 6α)t 4−6α + (1 − α)(3α − 5) ·(5 − 6α)t 3−6α + 3(1 − α)(2 − 3α) −1 (5 − 3α)t − (2 − α)], (2.28) g 2 (t) = 6(1 − α)[2α(4 − 3α)(7 − 6α)t 5−6α − (1 − α)(2 − 3α) −1 (3α + 1) ·(7 − 6α)(5 − 6α)t 4−6α + 2(2 − α)(5 − 6α)(2 − 3α)t 3−6α +(3α − 5)(5 − 6α)(1 − 2α)t 2−6α + (2 − 3α) −1 (5 − 3α)], (2.29) g 2 (1) = g 2 (1) = g 2 (1) = g 2 (1) = 0, (2.30) g (4) 2 (t) = 12(1 − α)(5 − 6α)t 1−6α h(t),(2.
31)
32)
It follows from (2.33), (2.35) and (2.37) together with (2.38) that
), then (2.31) and (2.39) imply that 
53)
for t > 1 . Therefore, Lemma 7 follows from (2.49), (2.50) and (2.52) together with (2.53). 
Main results
(2) Without loss of generality, we assume that
. We divide the proof into two cases.
Simple computations lead to lim
5)
where g 1 (t) have been denoted by (2.1). From (3.5) and Lemma 1 we clearly see f 1 (t) > 0 for α ∈ (0,
) and f 1 (t) < 0 for α ∈ ( (1, +∞) . 
follows from (3.6) and Lemma 2.
Secondly, we compare
(3.8)
Simple computations lead to
10)
where G 1 (t) have been denoted by (2.12). From (3.10) and Lemma 3 we derive that F 1 (t) < 0 for α ∈ (0, strictly decreasing in (1, +∞) , and for α ∈ ( strictly increasing in (1, +∞) .
, 1) follow from (3.7) and (3.9) together with the monotonicity of F 1 (t).
At last, we prove that the parameters − 1+3α 2 and 2 α−2 cannot be improved in either case.
The following two cases will complete the proof for the optimality of parameter 2 α−2 .
(3.11) Equation (3.11) implies that for any ε ∈ (0, α 2−α ), there exists a sufficiently large
(3.12) Equation (3.12) implies that for any ε > 0 , there exists a sufficiently large
. The following three cases will complete the proof for the optimality of parameter
Case A. If α = 1 3 , then for any ε > 0 and x > 0 , one has
Upon letting x −→ 0 + , the Taylor expansion leads to
Equations (3.13) and (3.15) imply that for any ε > 0 , there exists a sufficiently
2 ), equality (3.16) implies that there exists a sufficiently small
3 ), then for any ε > 0 , equality (3.16) implies that there exists a suffi-
2 ) and x > 0(x −→ 0), one has (For notation simplicity, we write
Equality (3.17) implies that for any ε ∈ (0, 3α−1
2 ), there exists a sufficiently small
, and the parameter
6 , 1), and the parameter 2(2 − 3α) cannot be improved.
Proof. Without loss of generality, we assume that a > b . Let t = a b > 1.
(1) Firstly, we prove that 18) for α ∈ (0, 1).
(3.20)
where G 2 (t) have been denoted by (2.16) . From (3.22) and Lemma 4 we clearly see that F 2 (t) < 0 for α ∈ (0, 1). Therefore, inequality (3.18) follows from (3.19) and (3.21) together with F 2 (t) < 0.
In the following, we prove that the parameter 2 α−2 cannot be improved. For α ∈ (0, 1) and any ε ∈ (0,
(3.23) Equation (3.23) implies that for any ε ∈ (0, α 2 − α ), there exists a sufficiently large
6 , 1). We divide the proof into three cases.
Simple computations lead to lim 
From (3.29) and Lemma 6 we know that the inequality (3.24) is correct.
(3.30)
From (3.30) and Lemma 7 we deem that the inequality (3.24) is established. Finally, we prove that the parameter 2(2 − 3α) cannot be improved.
6 , 1) and x > 0(x −→ 0), one has (For notation simplicity, we write λ = 6 ). From (3.48) and the continuity of h (t) we know that there exists δ = δ (α) > 0 such that h (t) < 0 for t ∈ (1, 1 + δ ). This implies that, by (2.30), (2.31), (2.33), (3.25), (3.27) and (3.28), Therefore, the estimate 2(2 − 3α) < p min < 1−6α α follows from (3.47) and (3.49).
