Hastings disproved additivity conjecture for minimum output entropy by using random unitary channels. In this note, we employ his approach to show that minimum output p−Rényi entropy is non-additive for p ∈ (0, p0) ∪ (1 − p0, 1) where p0 ≈ 0.2855.
I. INTRODUCTION
Capacity of a quantum channel for carrying classical information is a central notion in quantum information theory. For a quantum channel N , its classical capacity C(N ) is defined to be the maximum number of bits per use of N that can be faithfully transmit over N :
where χ(N ) is the Holevo capacity [1] of E and it is defined by χ(E) = sup p,ρ (H(
with p i , ρ i ranging over all probability vectors p = (p 1 , . . . , p n ) and all collections of input states ρ = {ρ 1 , . . . , ρ n }, and H(ρ) = −Tr(ρlogρ) denoting the Von Neumann entropy. One of the most important open problems concerning capacity of quantum channel is to prove or disprove the additivity conjecture:
holds for all quantum channels E 1 and E 2 . Intuitively, the additivity conjecture means that entanglement cannot help to send classical information on quantum channels. Since classical capacity C is defined in an asymptotic way, it seems very difficult to attack directly the additivity conjecture (3). To circumvent additivity (3), one turns to conjecture that Holevo capacity is additive:
Obviously, additivity (4) implies that the classical capacity of a channel coincides with its Holevo capacity, and thus the classical capacity is additive. Furthermore, it was shown by Shor [2] that additivity of the Holevo capacity is equivalent to the so-called minimum output entropy conjecture:
for all channels E 1 and E 2 , where H min (E) denotes the minimum output entropy of channel ε over all pure state φ , i.e.
H
min (E) = min |φ H(E(|φ φ|)).
As a natural generalization of the minimum output entropy conjecture, additivity of minimum output p−Rényi entropy has been considered in recent years:
for all 0 < p < ∞, where the minimum output p−Rényi entropy H p (E) of channel E is defined by
for p = 1. In the minimization in the right-hand side of Eq. (7), |φ ranges over all pure states. It is obvious that
So, it is reasonable to define H min 1 (E) = H min (E). Very recently, a series of surprising results have been reported: Winter [3] provided a counterexample to Eq. (6) for all p > 2, Hayden et al [4, 8] further showed that Eq. (6) is false for all p > 1, and a violation of Eq. (6) was also observed in [6] for p in a neighborhood of 0. In particular, Hastings [5] discovered a family of channels, namely random unitary channels, which violates minimum output entropy conjecture, and thus disproved additivity of Holevo capacity of quantum channels. What remains open is: whether additivity (6) is valid for 0 < p < 1? In this note, we use random unitary channels to show that Eq. (6) 
and h 0 is the maximum value of function h(y) = 
II. MAIN RESULTS
To present our result, we first recall some definitions from [5] and [7] . We always assume that 1 << D << N . 
where U i 's are N −dimensional complex unitary matrices.
Definition II.2. (Conjugate and Complex-Conjugate channel) Let random unitary channel E be given by Eq. (8).
Then:
2. The Conjugate E C of E is defined by
It was shown that for any pure input state |ϕ , E(|ϕ ϕ|) and E C (|ϕ ϕ|) share the same nonzero spectrum [7] . Thus, it holds that
Now our main result can be stated as the following:
and h 0 is the maximum value of function h(y) = with y ∈ [0, 1]. Then for sufficiently large D, and for sufficiently large N , there is a non-zero probability that a random choice of U i from the unitary group according to the Haar measure and of l i in Eq. (8) will give a channel E such that
The proof of the above theorem consists of a series of lemmas. The following lemma gives a upper bound of H min p (E ⊗ E). Lemma 1. If 0 < p < 1, then for any D and N, we have:
Proof: We first observe:
where
|i ⊗ |i is maximally entangled. Thus, it follows that
Using the Hölder inequality, we obtain:
where m = D −p(1−p) . Then it holds that
The next two lemmas were proved in [5] .
Lemma 2. For any N dimensional random pure state ρ = |χ χ|, unitaries U i chosen randomly according to the Haar measure and the numbers l i chosen randomly, the joint density of E C (ρ)'s eigenvalue distribution is given bỹ
If all the p i in Eq. (14) are close to 1/D, that is, Dp i = 1 + ∆ i , where ∆ i is very small, then we get:
On the other hand, the Renyi-entropy of state E C (ρ) can be calculated by the Taylor expansion as follows:
Thus, the probability density function of
Let λ > 0. A density matrix ρ is said to be λ−maximally mixed, if all the eigenvalues p i of ρ obey
For any random unitary channel E, we write P E,λ for the probability that for any random pure state |χ , E C (|χ χ|) is λ−maximally mixed. Let Q λ denote the probability that a random choice of U i according to the Haar measure and a random choice of numbers l i produce a channel E with P E,λ < 1/2. Lemma 3. For any sufficiently large D and N >> D, there exists λ > 0 such that the probability Q λ can be arbitrarily close to zero; in particular, there exists λ 0 > 0 such that Q λ0 < 1/2. Lemma 4. Let E be a random unitary channel such that P E,λ ≥ 1/2, and let state |ψ 0 be such that E C (|ψ 0 ψ 0 |) has eigenvalues p 1 , ..., p D . We write P near for the probability that for a randomly chosen state |χ , the density matrix E C (|χ χ|) has eigenvalues q 1 , ..., q D satisfying:
for some y ≥ y 0 ≥ 1/2, where y 0 is an adjustable parameter . Then
where the power of D in the polynomial in Eq.(18) can be made arbitrarily large by an appropriate choice of the polynomial in Eq. (17), and c is a positive constant independent from N .
Proof: Let |χ be a pure random state. First, we put
where x = 1 − | ψ 0 |χ | 2 | and |φ is some state orthogonal to |χ . By Lemma A.2 in [9] , we see that x and |φ are independent random variables, and the distribution of |φ is according to the Haar measure in the orthogonal complement space of |ψ 0 . Now we see that the probability of having
Second, the second part of Lemma 4 in [5] indicates that for given x, the probability that a randomly chosen |χ generates a state E C (|χ χ|) with eigenvalues q 1 , ..., q D such that
is 1/2 − 1/poly(D). Which is just Finally, we complete the proof simply by combining the above two parts. The last lemma shows that for large enough D, N and p given in Theorem 1, there is non-zero probability such that 2H min p (E C ) is greater than the upper bound given by Lemma 1.
Lemma 5. Let p be the same as in Theorem 1. If unitary matrices U i are chosen at random according to the Haar measure, and l i are also chosen randomly, then the probability that H min p (E) is less than ln(D 1−p − ∆S)/(1 − p) is smaller than 1 for sufficiently large N. The N required depends on D, and ∆S satisfies (
Proof: Let P bad denote the probability that H min p
. Then, with probability at least P bad − Q, for random U i and l i , it holds that the channel E C has P E C ≥ 1/2 and H min p
. Let |ψ 0 be some state which minimizes the output p−Rényi entropy of channel E C and E C (|ψ 0 ψ 0 |) has eigenvalues p 1 , ..., p D . Based on Lemma 4, for any random state |χ , the density matrix E C (|χ χ|) has eigenvalues q 1 , ..., q D which obey
for some y ≥ y 0 ≥ 1/2, with probability at least
Then, for a random choice of U i , l i and |χ , the state E C (|χ χ|) has eigenvalues q 1 , ..., q D which obey Eq. (20) with probability at least
However, the probability of having such eigenvalues q i is bounded by the maximum of the probability densitỹ Define function h(y) = 
III. CONCLUSION
It is shown that there exists random unitary channel E such that the product channel E ⊗ E violates additivity of the minimum output p−Rényi entropy for p ∈ (0, p 0 ) ∪ (1 − p 0 , 1) with p 0 ≈ 0.2855. But for p 0 ≤ p ≤ 1 − p 0 we still do not know whether the minimum output p−Rényi entropy is additive.
