6th American Association for Wind Engineering Workshop (online)
Clemson University, Clemson, SC, USA
May 12-14, 2021

Wireless Sensor Network System Data Acquisition and Analysis using DesignSafe-CI

S. Sridhara *, J.-P. Pinelli a, J. Zhang a, C.S. Subramaniana, J. Wanga, J. Sunb, S.
Lazarusa, H. Besinga
a

Florida Institute of Technology, Melbourne, Florida, US, hursensors@lists.fit.edu
b
Shanghai, China, sun128764@gmail.com

ABSTRACT:

Florida Tech’s Wireless Sensor Network (WSN) system consists of pressure and temperature
sensors, and anemometer. The objective of the WSN is to collect data to measure wind loads on a
variety of components on residential houses, such as roof, walls, windows, fascia, soffits, and
shingles. The WSN system is generally deployed in the field on residential houses during tropical
storms or hurricanes, while in laboratory tests the WSN system is deployed on a full- or largescale model house in the Wall of Wind (WoW) at Florida International University (FIU). The WSN
system collects data and communicates wirelessly to a local laptop. The system has the capability
to upload the collected data in quasi- realtime to a cloud data storage by public Wi-Fi. This article
describes how to synchronize the WSN system operations with the NSF-NHERI (National Science
Foundation – Natural Hazards Engineering Research Infrastructure) cloud platform DesignSafeCI for data uploading, processing, analysis, and visualization.
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1. INTRODUCTION
The FIT’s WSN system (Subramanian et al.,2012) is deployed on residential homes during tropical
cyclones or other high- impact wind events to measure pressure, wind speed, and wind direction.
A remote laptop collects sensor data and uploads it to DesignSafe using a Wi-Fi hotspot device.
Scripts embedded in Jupyter Notebooks process the raw data and convert it into meaningful
information such as pressure, wind speed, and wind direction in their physical units. The analysis
tools allow user-interactive applications to calculate and visualize specific information and plots.
Figure 1 shows the generic process to access and analyse both field and experimental data.
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Figure 1. Data Flow Process from WSN Deployment to DesignSafe's Jupyter Notebooks

The following sections provide further details about this process.
1.1.Tapis for uploading raw data to DesignSafe-CI
DesignSafe offers Tapis (an open-source API) for uploading large amounts of data to a user-
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defined project folder on the same cloud platform. The lack of manual uploading of data, decreases
the chance of missing any important raw data file. Tapis is initiated before every measurement by
signing into user’s DesignSafe account through Windows Power Shell and creating a token. Figure
2 shows an example token which refreshes itself timely to enable continuous uploading of raw
data from remote laptop to DesignSafe project folder.

Figure 2. Token created on Tapis that connects remote laptop and DesignSafe to upload raw data

1.2. Jupyter Notebooks for post-processing
Jupyter is an open-source application that also acts as an Integrated Development Environment
(IDE). It is a useful tool for developing interactive documents that contain live code, images and
information, with the biggest advantage being it is integrated within DesignSafe. The notebooks
in this project convert raw data to meaningful information and provide a user-interactive platform
for generation of report and a variety of visualizations. For older WSN deployments, MATLAB
scripts (Gurram et al., 2016, 2017) performed similar data processing tasks. The post-processing
details for field and experimental testing will be covered in two sections below.
1.2.1. Field Testing – Isaias, August 2020
Maximum wind speeds measured by the WSN reached between 11 and 12 m/s, in Satellite Beach,
Florida, on the evening of 2 August, 2020, while then tropical storm Isaias was off the east coast
of Florida.. The WSN sensors with 2 anemometers, 18 pressure sensors and 1 reference pressure
sensor, collected pressure, wind speed, and wind direction data, on the rooftop of a house. Two
Jupyter Notebooks converted the raw data values in different formats into their respective physical
units. The first Jupyter Notebook asks the user to define sensor numbers, column numbers in the
data file for essential raw data categories (pressure, temperature, time, and wind data), and time
stamp format. This notebook enables different datafiles of any format to be processed and output
in a standardized format. The second Jupyter Notebook applies calibration constants to the raw
data thereby creating new csv files and so-called Pandas DataFrames. Figure 3 shows the change
in data from raw data to values with physical units when using Jupyter Notebooks for postprocessing.

Figure 3. Post-processing using Jupyter Notebooks demonstrates how raw data is transformed to values with
physical units.

177

1.2.2. Experimental Testing – Wall of Wind, September 2020
The Wall of Wind (WoW), a (NHERI) facility, is a hurricane simulator research facility at Florida
International University (FIU) in Miami, Florida. To test the WSN pressure sensors performance,
a full-scale gable roof house was placed on a rotating table that enabled collection of wind load
data at different wind speeds and wind directions. The main objective of the project was to compare
the performance of the WSN vs. the WoW Scanivalve (SCV) pressure taps. The SCV pressure
taps are commonly used for wall of wind tests and can be positioned anywhere on the model house.
The taps are flushed with the test surface and are connected to the SCV pressure scanner, with
long tubes 1 to 2 metres in length.
Post-processing of WSN lab data is the same for field data as described in section 1.2.1. A new
Jupyter Notebook post-processed the SCV raw data, which contained only differential pressure
values with no information on pressure tap numbers or timestamps. The processed files have the
essential information such as timestamps, pressure tap numbers, and their respective differential
pressure values. Figure 4 shows the raw SCV data on the left, and the data after the post-processing
on the right.

Figure 4. Transformation of SCV files to contain timestamps and pressure tap values.

1.3. Jupyter Notebooks for Quasi-Realtime Monitoring
Thanks to the continuous quasi-realtime uploading of the data on DesignSafe, during a
deployment, users can run the post processing notebook to visualize user-selected time windows
for pressure, wind speed, and wind direction information, as it is being collected. Quasi-realtime
monitoring allows users to check on the quality of the data, the proper functioning of the WSN, at
anytime, and take remedial action if needed. Figure 5 shows a 9-hour time window of pressure
data from different sensors during Isaias, 2-3 August, 2020. The figure shows a gap in data where
one of the systems stopped working. The quasi-realtime monitoring allowed us to trouble shoot
and get the system back online.

Figure 5. Isaias data from 2 anemometers.
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2. USER-INTERACTIVE ANALYSIS FOR FIELD TESTING – ISAIAS, AUGUST 2020
Section 1.2.1 covers the deployment of the WSN system on a residential house in Satellite Beach,
Florida during Isaias. The 18 pressure sensors (out of which 3 were from the new WSN and the
rest were from an older WSN) were all installed on the shingle roof and 1 reference pressure sensor
from the WSN was installed on the ground (away from any open area susceptible to changes in
wind speed).
2.1. Sensor Performance and Critical Time Window Determination
WSN deployment collects data for two to three days and often only a few hours are of real interest
to study the interaction of hurricanes with residential houses. To help identify the time window of
interest, a Jupyter Notebook creates a 2D animation frame, not to scale, with the sensor locations.
Figure 6 shows a side-by-side comparison of the sensor locations and the corresponding animation.
Each sensor is color-coded according to its 1-hour average pressure value, which varies over time,
as the animation plays. That way, a user can identify the time windows with higher pressures
(warmer colors).

Figure 6. WSN deployment sensor location drawing (left) and Jupyter Notebook animation of 1-Hr
averaged pressure values (right)

2.2. Anemometer data
Wind data can come from multiple anemometry (Lidar, one or more R.M. Young anemometer,
Kestrel meter, etc.). An additional script in the Jupyter Notebook allows the user to plot the time
history from any of the anemometry one at a time, or compare them. Figure 7 shows data from
the anemometer of the newest WSN system for a 1-hour time window. Below the plot, an
adjustable time scale can increase or decrease the time window of the plot.
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Figure 7. Wind data from the new WSN's anemometer

2.3. Lidar Data
Florida Tech’s conically scanning infrared Lidar (Besing et al., 2021) was deployed on the coast
of Satellite Beach approximately half a mile from the WSN deployment. As the outer rainbands of
Isaias moved across the east-central Florida coast, it measured the unobstructed on-shore flow and
recorded over 2000 vertical profiles during a 11-hour window. It collected reference pressure at
1m level height and wind data at 10 different user defined vertical range gates (11m to 150m),
sampled every 20 seconds. Lidar is useful to study how the wind changes as it moves inland to a
residential area. The wind speed data plot at 11m from the Lidar in Figure 8 shows a gust around
8:40PM UTC.

Figure 8. Lidar 11m wind speed and 1m barometric pressure indicating an upshoot in windspeed – Gust

3. USER-INTERACTIVE ANALYSIS FOR EXPERIMENTAL TESTING – WALL OF
WIND, SEPTEMBER 2020
Section 1.2.2 covers the WSN deployment in the Wall of Wind experiment. One of the main
differences between WSN and SCV is that the former has an aerodynamic casing with a large
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footprint and sits above the test surface with a small tube connecting the pressure port to the
pressure sensor inside the casing, while the SCV tap sits flush to the test surface, and a long tube
connects the pressure tap to the pressure scanner. The casing might influence the pressure readings
and may disturb the accuracy of the reading. The test compared the accuracy of the WSN
measurements against the SCV, to quantify the effect of:
(1) Tubing.
(2) Casing. To study this effect, a WSN sensor without the casing was installed on the roof
of the test model.
(3) Wind Speeds at different Wind Directions.
The next two separate sections present two different scripts in the interactive analysis and
visualization Jupyter Notebook to study the above. Additional functionalities exist which are not
presented here for lack of space.
3.1. Differential Pressure and Pressure Coefficients
While the SCV samples differential pressure at 520 Hz, the WSN collects absolute pressure values
at 10Hz. In order to compare the two, the WSN absolute pressure values are converted to
differential pressure by subtracting from the absolute pressure of any selected pressure sensor the
absolute reference pressure (from the barometric pressure sensor inside the house model), and the
SCV data is resampled at 10 Hz. Then the pressure values are converted into pressure coefficients,
according to Eq. (1), where p is the static pressure at the sensor location, 𝑝∞ is freestream static
pressure and V∞ is the freestream velocity:
𝐶𝑝 =

𝑝−𝑝∞
1
𝑝 𝑉2
2 ∞ ∞

(1)

Figure 9a shows the time histories of two pressure sensors, while Figure 9b shows a plot of pressure
coefficients.

Figure 9. (a) Differential Pressure Plot for WSN, (b) Pressure Coefficient Plot

3.2. Tabular Results – Comparison of any 2 sensors
The Jupyter Notebook also provides statistical tabular results for any set of two selected pressure
sensors. The results can be saved as csv files. Figure 10 shows the tabular comparison for two
WSN pressure sensors at different wind speeds, where their percentage differences (in the last
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three columns) increase with increasing wind speed.

Figure 10. Statistical Tabular Results comparing two WSN sensors.

4. CONCLUSION
This paper demonstrates how DesignSafe-CI (Pinelli et al., 2020; M. Rathje et al., 2017) facilitates
the workflow for field deployments and lab experiments. Quasi-real time uploading of the data,
allows for instant monitoring of the data collection and remedial action when a problem is
encountered in a deployment. In addition, the platform offers analytical tools, including Jupyter
Notebooks, which facilitate the processing, analysis, and visualization of the data.
The paper presents three notebooks for format standardization, post-processing of the raw data,
and data analysis and visualization. The notebooks can process both field and laboratory data. Due
to page limitation, analysis such as spectral analysis, correlation heatmaps and Lidar data analyses
were not explained but were an integral part for data analysis and reporting.
The WSN pressure data collected during Isaias deployment amounted to 1GB in size, making the
post processing tasks memory intensive and time consuming. Thus, it was important to separate
the post-processing and analysis into different notebooks. Saving the processed data as Pandas
DataFrame and pickling it, allowed the python scripts to load data easily, and perform slice and
dice tasks. The visualizations were enabled by a Plotly package that was installed on DesignSafe’s
Jupyter hub and pulled data from smaller Pandas DataFrames. A good practice established in all
the notebooks was to delete the non-essential DataFrames as and when they were finished
executing. This technique saves memory, thereby reducing compilation time. Installing packages
on Jupyter hub is not as straight forward as installing them on a local Jupyter Notebook. The
Jupyter hub on DesignSafe requires the user to either submit a ticket and wait for a few days to
have it installed or use a ‘pip install’ command every time the server is started (once every 3 days).
The latter is a tedious process which adds to the compilation time of the notebooks. The biggest
issue faced during the Isais and WoW deployments was the unpredictability of access to the
Jupyter Notebooks. The server was down multiple times due to technical issues that the DesignSafe
team was working on, which did not help for quasi-realtime analysis. In the case of data analysis
after the completion of deployments, a work around to that problem was to simply download the
pickled files and the Jupyter notebooks to a local desktop and run the Jupyter Notebook application
locally. DesignSafe has improved the stability of Jupyter hub in recent times and increased their
memory limit, making our experience with data processing and analysis smoother and more
reliable.
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Since the WSN pressure data collected from previous field and experimental deployments have
sizes ranging between 0.5 and 1 GB, we are looking to improve on our data storage techniques and
further reduce compilation time. Apart from Jupyter, DesignSafe also provides the option of using
HPC (High Performance Computing) Jupyter which can perform memory intensive tasks better,
but this tool is not available to the community yet. We are currently familiarizing ourselves with
HPC Jupyter by attending DesignSafe workshops so we can transition when the tool is open.
Another idea being worked on is to build multi-relational databases containing all data collected
during the different field and experimental deployments. Python scripts in Jupyter Notebooks can
connect to the database for pulling data and performing data analysis. Building a database however
requires resources and training.
Eventually, the authors will publish the data, Jupyter Notebooks, and reports on DesignSafe so
that they will be available to the research community. .
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