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Abstract—The resources in Wireless Sensor Networks (WSNs)
are limited like energy and bandwidth which motivate nodes to
reduce their energy consumption and increase their bandwidth.
There are two main ways to optimize the network resources: a
honest way and a malicious way. The malicious way is attractive,
because it enables nodes to significantly reduce their energy
consumption and increase their bandwidth with a simple and easy
node reprogramming. Furthermore, detect these malicious nodes
is a real challenge which is mainly due to WSNs characteristics.
However, the existing monitoring mechanisms like Watchdog
are not adapted to WSNs characteristics. In this paper we
propose an analytical model to detect and remove malicious
nodes while taking into account MAC IEEE 802.15.4 beacon-
enabled technology. The proposed solution called muDog enables
to monitor nodes activities with a minimal energy consumption
in order to detect the suspicious behavior particularly the non-
cooperative nodes in the routing process. Moreover, we analyze
the cost of the monitoring mechanism in terms of energy
consumption and the quality of detection by the evaluation of the
monitor’s observation. The impact of nodes density, packets’ size,
network traffic load: saturated/unsaturated cases and distance
between monitor and monitored nodes are taken into account
in our evaluation. The obtained results illustrate that muDog is
more efficient than Watchdog whatever the parameter is.
I. INTRODUCTION
Wireless Sensor Networks (WSNs) attract more and more
researchers and industrialists because of their potential relia-
bility, accuracy, flexibility, cheapness and easy deployment. In
addition, the WSNs application is wide: natural environment
monitoring (fire detection, pollution, earthquake, etc.), ecosys-
tem tracking, healthcare, security (videosurveillance, objects
tracking, etc.) and military (battlefield monitoring, objects
localization, etc.).
One of the main constraints of these networks is energy
limitation due to their small size and wire independance.
This constraint must be taken into account in any protocol
design and sensor network deployment. The energy limitation
creates vulnerabilities that are exploited by attackers. There
are two kinds of attacks: passive (like traffic analysis and
selfish behavior) and active (like false routing information
injection and impersonation). The impact of passive attacks
on the network is not negligible compared to the impact of
active attacks. Propose a solution to counter passive attacks is
a real challenge.
In this work, we focus on passive attacks and propose a new
analytical model in order to monitor and detect selfish behav-
ior particularly non-cooperative nodes. The existing solution
called Watchdog mechanism is proposed for Mobile Ad-hoc
Networks (MANETs), but is not adapted to WSNs [4]. Our
proposed solution called muDog is a monitoring mechanism
based on MAC IEEE802.15.4 beacon-enabled technology and
aims at improving the monitoring quality while minimizing
the energy cost. The monitoring mechanism is a set of actions
allowing specific sensor nodes to monitor the behavior of
the other sensor nodes. This mechanism allows to evaluate
monitored nodes and update the trust metrics. For example,
muDog mechanism is able to detect the origin of packets loss
at the routing nodes which do not cooperate and choose a
selfish behavior. This malicious behavior consists in keeping
their energy only for their own packets transmission in order
to reduce the energy they consume when cooperating. The
MAC IEEE802.15.4 beacon-enabled mode standard [2] is
used to reduce the energy consumption in WSNs through a
sleep/wakeup mechanism [6]. As far as we know, there is no
monitoring mechanism adapted to this standard. Therefore,
the main goal of this work is to propose a new efficient
and optimal analytical model allowing to monitor the network
while minimizing the energy consumption. Moreover, the cost
of the monitoring mechanism is analyzed in terms of energy
consumption and the quality of detection is evaluated by using
as metric the probability of monitor correct observation. The
impact of nodes density, packets’ size, network traffic load:
saturated/unsaturated cases and distance between monitor and
monitored nodes are taken into account in our evaluation. The
obtained results illustrate that muDog is more efficient than
Watchdog whatever the parameter is.
This paper is organized as follows: in section 2, we briefly
present the MAC IEEE802.15.4 beacon-enabled mode stan-
dard and the summary of the existing works related to energy
aware and monitoring mechanisms. Section 3 is dedicated to
the proposed analytical model and muDog mechanism. The
fourth section presents the obtained results and their analysis.
Finally, section 5 concludes the paper and presents our future
works.
II. RELATED WORK
In this section, we briefly present MAC IEEE802.15.4
beacon-enabled mode and the existing monitoring mecha-
nisms.
A. MAC IEEE 802.15.4
The MAC IEEE802.15.4 has two working modes: non-
beacon-enabled mode and beacon-enabled mode [2]. The non-
beacon-enabled mode is based on non-slotted CSMA/CA and
there is no time link between backoff period and beacon. In
this mode the coordinator node always stays in active Idle lis-
tening. However, the beacon-enabled mode is based on slotted
CSMA/CA and when the beacon starts each node launches
its backoff period. The communication between nodes is
controlled by the network coordinator which transmits beacons
at regular intervals (Beacon Interval) in order to synchronize
the sensors. The nodes use the sleep/wakeup mechanism: they
have to wake up in order to receive the coordinator’s beacon.
The coordinator is in charge of the data routing in the network.
When they receive a beacon all nodes know the superframe
duration (coordinator’s activity period) and the time when they
can transmit data or sleep. The advantages of this mechanism
are the possibility for the coordinator to communicate with
all nodes in activity periods and the reduction of energy
consumption when the coordinator and nodes are inactive.
Fig. 1. Superframe structure in IEEE802.15.4
The structure of the superframe is presented in figure 1. It
is composed of an active and an inactive period. The active
period has 16 slots divided into 3 parts: beacon, CAP (Con-
tention Access Period) and CFP (Contention Free Period). The
beacon is transmitted at slot zero without using CSMA/CA and
then the CAP period starts.
The size of both activity and inactivity periods is calculated
according to the Beacon Order (BO) and the Superframe Order
(SO). The following equations illustrate how to calculate the
BI (Beacon Interval) and the SD (Superframe Duration).{
BI = aBaseSlotDuration× aNumSuperframeSlots× 2BO;
SD = aBaseSlotDuration× aNumSuperframeSlots× 2SO
where aBaseSlotDuration is the symboles which form the
superframe when SO = 0.
aNumSuperframeSlots is the number of slots in the super-
frame.
The relation between BO and SO is: 0 ≤ SO ≤ BO ≤ 14.
When the BO = 15 the network is in non-beacon-enabled
mode.
The CFP uses the Scheduled TDMA mechanism like GTS
(Guaranteed Timeslot) for the network traffic with QoS re-
quirements.
There are three manners to send data in MAC
IEEE802.15.4: direct transmission, indirect transmission and
GTS transmission. In this work, we focus on the direct
transmission.
B. Energy aware mechanisms
The MAC layer has an important role to reduce the energy
consumption. It is divided into four classes [14]: the consump-
tion related to control packets, collision, Idle listening and
overhearing.
Several mechanisms are proposed to tackle the energy con-
sumption problem in WSNs including the duty cycling [12].
This mechanism aims at saving energy by using sleep/wakeup
technic which consists in activating the transmitter radio when
the node has a packet to transmit and switch it off when there
is no packet to transmit. The duty cycling needs coopera-
tive nodes in order to coordinate the sleep/wakeup periods.
This coordination is ensured by the sleep/wakeup scheduling
distributed algorithm. The duty cycle in IEEE 802.15.4 is
parametered by the cordinator which selects the SO and BO
parameters. However, this mechanism reduces the bandwith
and increases the delay. The study presented in [15] shows
that the energy consumption decreases linearly with the size
of received/transmitted packets. Unlike IEEE 802.11 in IEEE
802.15.4 the energy consumption at packet reception is more
important than at the transmission packet. That’s why in our
proposed model, we focus on the overhearing time to evaluate
the energy consumption at the monitor node.
There are three categories of sleep/wakeup protocols: the
on demand protocol (the node wakes up only when another
node wants to communicate with it), the scheduled Rendez-
vous protocol (the nodes wake up periodically at different
moments in order to avoid a collision) and the asynchronous
scheme protocol (each node wakes up independently without
synchronisation needs).
Many MAC protocols based on CSMA and TDMA mechan-
ims are proposed to save energy in WSNs like S-MAC,
TRAMA and Z-MAC [14]. Suh et al. [1] proposed an en-
hancement of IEEE 802.15.4 called TEA-15.4 which consists
in increasing the bandwidth and reducing the energy cost
by adapting the Beacon Interval according to the kind of
traffic. This solution is hybrid (beacon-enabled and beacon-
non-enabled modes). However, its implementation is complex.
C. Monitoring mechanisms
The monitoring mechanism is defined as the set of actions
that are useful to observe the nodes’ behavior. The monitoring
mechanism plays a major role in the evaluation of the nodes’
reputation and in the updating of the nodes’ trust level. It
deals with some issues that have a negative impact, particularly
on the monitoring mechanism, when a collision occurs at the
monitor node during the monitoring process. This situation
significantly increases the false positive rate. In fact, the
presence of non-cooperative nodes can affect the network in
a negative way.
Many research works were dealing with monitoring mech-
anisms in IEEE 802.11. Watchdog [4] is a monitoring mech-
anism based on packets’ forwarding to detect the non-
forwarding nodes. It takes into account the routing layer but
does not consider the physical and MAC level’s parameters.
It consists in listening to the traffic between monitor node’s
neighbors and detecting if the monitored nodes forward the
packets in routing operations. The monitor node does not
check at the routing layer if the monitored node has correctly
received the packet. Thus, the ratio of false positives (false
alarms) is high. To reduce the ratio of false positives, we
proposed in our previous work [3] the enhancement of the
monitoring mechanism while taking into account the cases of
monitor’s misobservation related to monitor/monitored colli-
sion. The cross-layer approach is selected in order to increase
the probability to have an accurate monitor’s observation.
However, this solution cannot be directly applied to WSNs
and particularly the IEEE 802.15.4. As far as we know
there is no work focusing on the monitoring mechanism in
IEEE 802.15.4. That is why in this paper, we deal with the
monitoring mechanism called muDog in order to detect the
non-cooperative nodes in beacon-enabled IEEE 802.15.4.
III. MUDOG: MONITORING MODEL
The monitoring mechanism muDog has as objective the
improvement of the monitor’s observation quality with a
minimum of energy consumption. The monitoring process
in beacon-enabled IEEE 802.15.4 is activated only in CAP
(Contention Access Period) period. That means that the mon-
itor node wakes up to receive the beacon frame and to track
the packets transmitted by the monitroed node in the CAP
duration in order to evaluate the cooperative metric of this
node. The main objective of muDog is to reduce the time of
overhearing and then the energy consumption by launching a
targeted monitoring.
Fig. 2. Scenario of monitoring mechanism
We explain the monitoring process of muDog by an ex-
ample illustrated in figure 2. In this scenario, we have two
connections {S1, R1} and {S2, R2}, coordinator node C its
task is to route a packet from S1 to R1 and from S2 to R1.
The node S1 plays the role of monitor node and its goal is to
monitor the coordinator node C. The node C is classified as
well-behaving node if it forwads all packets to nodes R1 and
R2 otherwise it is classified as selfish node. Only nodes S1 and
S2 can act as monitor nodes and they target the transmission
of node C by the overhearing.
The flowchart presented in figure 3 describes the muDog
mechanism run by the monitor node.
Fig. 3. The global flowchart of muDog
The node S1 sends a packet Pkti to the node R1 as
illustrated in figure 2. When Pkti is received by the node C,
then it transmits it to the receiver R1 under the S1 monitoring.
Two kinds of transmission are possible with and without
acknowledgement. Both transmissions are supported by our
proposed monitoring mechanism. Let suppose the case of the
transmission with acknowledgement. The node S1 is able to
check the good reception of Pkti by the coordinator C when
it receives the ACK packet. This reception validates the first
step of the monitoring process. The node S1 acts as monitor
node only if both conditions of step 2 in figure 3 are verified:
LQI > LQIthreshold and Pw > Pwthreshold where LQI
(Link Quality Indicator) and Pw is the probability to have
a monitor node’s accurate observation (see below for more
details). This step ensures the quality of the monitoring pro-
cess. We know that in beacon-enabled mode the coordinator
sends periodically a beacon frame to its neighbors in order
to ensure the synchronization and to give them information
related to the next transmission. The monitor node focuses on
two important subfields in the beacon frame: Frame Pending
(it is set to 1 if the coordinator has a packet to transmit) and
Pending address Fields (address list of nodes to which the
coordinator has packets to transmit). When these parameters
are verified by S1 that means that Frame Pending Subfield =1
and @R1 ∈ {Pending address Fields}, then the monitoring
process is launched (see step 3). After this step, the node S1
starts to overhear the packets sent by the node C in order
to check if the coordinator correctly forwards the packets
particularly Pkti.
The challenge is that the monitor node S1 cannot know
when the targeted packet Pkti will be transmitted during the
overhearing period. We know that the overhearing period has
an important impact on the energy consumption that’s why the
proposed mechanism muDog tries to optimize the overhearing
period while ensuring the quality of the observation. The
maximum time of overhearing does not exceed the time
dedicated to CAP (Toverhearingmax = TCAP )
A. Evaluation of the monitor overhearing time
In order to evalaute the overhearing time of the monitor
node, we distinguish two kinds of transmission with and
without acknowledgement. In the case of transmission with
acknowledgement, we present two situations: the optimistic
and the realistic. The optimistic situation is when the coordi-
nator sends the first monitored packet Pkti to the R1 which
means the monitor node S1 can switch off the monitoring
process just after the overhearing of Pkti. In this situation the
overhearing time is equal to the one packet transaction time
(T 1Pkttransac) and it is given by the following equation:
Toverhearing = T
1Pkt
transac = Tbackoff (cwj) + TDataReq
+TData + 2 ∗ γ + 2 ∗ ω + 2 ∗ TAck + 2 ∗ TIFS (1)
where Tbackoff is the backoff time calculated according
to CSMA/CA [2]. TData is the time needed to transmit the
data frame (Mac Payload Field) and its size cannot exceed
aMaxMACPayloadSize. TDataReq is the transmission duration
of the data command frame. γ is the Turn around time and
presents the duration between the reception of data frame and
the transmission of the ACK packet. ω is macAckWaitDuration
and consists in the maximum duration necessary to receive
the ACK packet after the data frame transmission. TAck is the
transmission time of the ACK packet. TIFS (IFS: InterFrame
Space) is the time needed to separate two consecutive data
frames.
The pessimistic or realistic situation is when the monitored
packet Pkti transmitted after a certain number of packets with
different source addresses (like S2 in the example of figure 2).
NP is the number of packets transmitted before Pkti then the
time of overhearing will be crossed by NP + 1. In addition,
the packet retransmission for any reason must be taken into
account and it is limited to only three attempts. Therefore, the
overhearing time in this case is calculated as follows:
Toverhearing = (NP+1)×(
2∑
i=0
Pi×
i+1∑
j=1
T 1Pkttransac(cwj)) (2)
where Pi is the probability to reach ith attempts and it is
defined as follows:
Pi =
{
Psucc(1− Psucc)
i if i = {0, 1}
(1− Psucc)
2 if i = 2
We based on Pollin et al. [5] Markov model to evaluate the
probability Psucc in IEEE 802.15.4.
Psucc = Nφ(1− φ)
N−1(1− α)(1− β) (3)
where N is the number of nodes in the network, φ is the
stationary probability of node when it attempts CCA (Clear
Channel Assessment) for the first time during one slot. α and
β are the probabilities to sense the channel busy for the first
and the second CCA (in IEEE 802.15.4 the transmitter must
sense twice the channel by using CCA). In order to calculate
the probability φ, we distinguish two cases: the saturated and
unsaturated network.
In the case of saturated network, the node always has
a packet to transmit. φACK is calculated in the case of a
transmission with acknowldgement as follows:
φACK = 1−
(
1−
βACK
(1− βACK)(2− Pcol)
)1/N
(4)
where Pcol is the probability of collision during the transmis-
sion period and it is calculated as follows:
Pcol = 1−
NφACK(1− φACK)
N−1
1− (1− φACK)N
(5)
In the case of unsaturated network, the node does not always
have a packet to transmit. We use the same model developped
in [5] which consists in adding the delays X1, X2 and X3. X1
is the delay added after each transmission attempt when the
channel is sensed busy. X2 is the delay added before the next
periodic transmission in the case of a transmission failure. X3
is the delay added after the next transmission in the case of
a successful first transmission. So, this model is valid only
in the case of acknowledgement transmission, because in the
other transmission mode it is not possible for the sender to be
sure that the packet is correctly received.
The probability that a collision (Pc) occurs because two
nodes transmit at the same time is calculated as follows:
Pc = 1− (1− φ)
N−1 (6)
For more details you can refer to the work [5].
The number of packets sent for each pending address is
not specified in the IEEE 802.15.4 standard which makes
the evaluation of NP number of packets to send before the
monitored packet Pkti not easy. Then, we evaluate the NPmin
and the NPmax in order to calculate the average number
of NP (NPmoy). However, in the IEEE 802.15.4 standard
the number of addresses pending cannot exceed 7 then the
NPmin = 6 (one packet to transmit for each address). In order
to calculate the NPmax, we evaluate the maximum packet
number possible to transmit during one CAP and we obtain:
NPmax =
TCAP
T 1Pkttransac
(7)
where T 1Pkttransac is the time transaction for one packet with
minimum backoff value.
In the case of the transmission without acknowledgement
that means that the turn around time and the macAckWaitDu-
ration are required. Therefore, the equation to calculate the
overhearing time in the optimal case is:
Toverhearing = T
1Pkt
transac = Tbackoff (cwj) + TDataReq
+TData + 2 ∗ TIFS (8)
In the realistic case, the equations 1 and 4 become as
follows:
TnoAckoverhearing = NPmoy(P0 × T
noAck
transac(cwj)) (9)
B. Evaluation of the probability to have a monitor’s accurate
observation
The quality of the monitoring process consists in the accu-
rate observation of the monitor node. We quote two main con-
ditions to define the accurate observation of the monitor node:
the monitored node successfully transmits the target packet
(Pcond1) and no collision occurs at the monitor node during
the monitored node transmission (Pcond2). Let Pw represent
the probability to have a monitor’s correct observation and be
calculated as follows:
Pw = Pcond1 × Pcond2 (10)
Pcond1 is calculated according to the equation 3 proposed in
the previous subsection. However, Pcond2 depends on many
parameters particularly the distance between the monitor and
monitored nodes (d). The distance between monitor and mon-
itored nodes has an impact on the monitor’s vulnerable region
(Mvr(d)) which can affect the monitoring mechanism. This
region only exists if the interference region of the monitor
node is not covered by the carrier sense region of a monitored
node ; we called it ”the monitor vulnerable hidden region”.
If any node in this region starts to transmit, it disturbs the
monitor node’s observation. For more details about this region
and how we can evaluate it, the reader can refer to our previous
work [3]. Therefore, Pcond2 equals one when no node in
region Mvr(d) transmits in a vulnerable time. This period
depends on the transmission time Tav of a packet: when a
node B starts to transmit at ts, the vulnerable time interval
is [ts − Tav − 1, ts + Tav − 1]. The nodes distribution is an
important parameter, that’s why we assume that the nodes
are distributed within a topology which is a two-dimensional
Poisson process with parameter λ (memoryless property of
Poisson distribution).
The nodes in region Mvr(d) must remain silent during µ
slots time where µ = (Tav/σ). Region Mrv(d) can be equal
to zero when it is covered by the carrier sense of the monitored
node. Otherwise, Pcond2(d) (if d > Rs
1+
k
√
TSNR
) is given by:
Pcond2(d) =
{
1 if d ≤ ϕ
e−τNh.µ Otherwise (11)
where Nh = λMvr(d) and ϕ = Rs
1+
k
√
TSNR
with Rs is the
Carrier sensing range and TSNR is the Threshold Signal to
Noise Ratio.
Now, we can calculate Pw(d) as follows:
Pw(d) =
{
Psucc if d ≤ ϕ
Psucc.e
−τNh.µ Otherwise (12)
IV. PERFORMANCE EVALUATION
In order to evaluate muDog monitoring mechanism per-
formances, we implement the proposed algorithm and the
analytical model by using our own simulator. We evaluate the
overhearing time of the monitor node with different network
parameters such as: packet size and density of nodes. In
addition, the probability of the monitor correct observation Pw
is evaluated and analyzed according diffrent paramters: traffic
load, the density of nodes in the network and the distance
between monitor and monitored nodes.
A. The overhearing time evaluation
Two cases have to be distinguished: the case of a saturated
network and the case of a non-saturated network. The saturated
case is divided into two cases: the acknowledged and non-
acknowledged cases.
1) Impact of the number of packets (NPmoy) and the packet
size: In order to determine the variation interval of NPmoy, we
have evaluated NPmoy variation according to the x packets
size in both cases: with and without any acknowledgement.
This evaluation enables us to deduce the average number of
packets that may be sent during CAP.
Fig. 4. Toverhearing according to the average number of packets (NPmoy)
The figure 4 shows that the overhearing time increases pro-
portionally to the number of packets preceding the monitored
packet and the greatest values are observed in the saturated
case with acknowledgement because the packets are more
often generated and the transactions are longer than in the
non-saturated case. For each acknowledged transmission, the
overhearing time remains inferior to the overhearing time in
Watchdog. This is true for NPmoy < 22 packets in a saturated
case and NPmoy < 26 packets in a non-saturated case. For
instance, for NPmoy = 20, the overhearing time is reduced
by 9% in a saturated case and by 30% in a non-saturated
network. For NPmoy > 22 packets and NPmoy > 26 packets
respectively in a saturated and non-saturated network, the
overhearing time equals the overhearing time observed with
Watchdog. muDog is thus more performant than Watchdog
when the queue contains less than 22 packets in a saturated
network and less than 26 packets in a non-saturated network.
In the case of a transmission without any acknowledgement,
muDog is much more performant. Indeed, even when the
queue contains the maximum number of packets (31), the
overhearing time is reduced by 63%.
Fig. 5. Toverhearing according to the size of MACPayload
The figure 5 shows the overhearing time according to the
size of the packets in 6 different situations: in an optimal
situation with and without any acknowledgement, in a real-
istic situation with a saturated network and an acknowledged
transmission, with a non-acknowledged transmission, and with
a non-saturated network. All these cases are then compared to
the Watchdog (the CAP duration).
The overhearing time significantly decreases in the case of
a non saturated network compared to a saturated network,
although we introduced a delay X1 = 100 slots. Indeed, in
the case of a non saturated network, the packets are less often
generated, and this reduces the probability φ. In the case of
a non acknowledged transmission, the transaction duration is
minimized, and this significantly reduces the overhearing time.
muDog is quite performing in the cases of a non saturated
network and of a non acknowledged transmission; it prevents
the nodes from reaching Watchdog overhearing time for any
packet size. With a value of x = 118 (maximum value), the
overhearing time is reduced by 19% in a non saturated network
and by 72% in the case of a non acknowledged transmission.
However, in the case of saturated network, and with a great
number of permanently generated packets, muDog is more
efficient than Watchdog only for x < 92 bytes. Indeed, the
small packets (for instance x = 20), the necessary overhearing
time is of 0.265 s with muDog, whereas it is still fixed at
0.33 s with Watchdog, even for a small packet. muDog thus
reduces the activity period of the monitor by 20%, which will
consequently reduce the energy cost.
Fig. 6. Toverhearing according to the nodes density
2) Impact of the nodes density: In order to study the
impact of nodes density on the overhearing time, we varied
the nodes density N from 2 to 50 nodes in the network and
the obtained results are plotted in figure 6. The overhearing
time obviously increases proportionally to the nodes density.
However, muDog is much more performing in small saturated
networks with less than 12 nodes (15 nodes in a non saturated
network) than Watchdog. For a network composed of 5 nodes,
the overhearing time is reduced by more than 50% (0.15 s) of
the time given for Watchdog. In the case of great networks, it
is important to have a great overhearing time (equal to CAP)
in order to monitor a great number of nodes and thus a more
intense traffic.
B. Evaluation of the probability to have an accurate observa-
tion Pw
In this subsection, we evaluate the impact of the traffic
charge, nodes density and distance between the monitoring
and monitored nodes on the probability to make an accurate
observation Pw. In order to study the impact of the nodes
density on the monitoring process, we have evaluated Pw
variation according to the nodes density for two network
traffic loads 5pps and 15pps. The obtained results are plotted
in figures 9(a) and 9(b). In both cases, the probability to
have an accurate observation significantly decreases when the
nodes density increases. Indeed, when the number of nodes
increases, the probability to have a successful transmission
decreases (because of the collisions) and thus the probability
to have an accurate observation also decreases. The decrease
is even more important in the case of a saturated network.
The difference between both cases may reach 80%. The best
values of Pw are reached when the nodes density is small
(between 2 and 10 nodes) and for short distances between
the monitoring and monitored nodes (10m). In such cases,
(a) Case of 5 pps (b) Case of 15 pps
Fig. 7. Pw versus nodes density with 5pps and 15 pps of traffic charge
they vary between 0.2 and 0.98. When the distance and the
traffic charge increase, Pw decreases more. For instance, for
N = 10, 15pps and d = 13m, the probability decreases by
11% in a non saturated network and by 13% in a saturated
network. The worst situation occurs with a saturated network,
when the nodes density is high (50 nodes) and when the traffic
is quite important (15pps). Pw is then equal to 0.1.
V. CONCLUSION
In this paper, we proposed an analytical model aiming at
ensuring the efficient monitoring process called muDog while
taking into account the energy constraints and the accuracy
of the monitor’s observation. In addition, the evaluation of
the proposed monitoring mechanism is proposed and com-
pared to the existing Watchdog mechanism by using different
parameters and metrics. The impact of some parameters on
the monitoring process like the distance between the monitor
and monitored nodes, the time of overhearing (energy con-
sumption), the network traffic load and the nodes density. The
evaluations have shown that the transmission probability, the
distance between the monitor and monitored nodes and the
network traffic load have a negative impact on the monitoring
process. However, the nodes density and the type of network
(saturated or non saturated) seem to have a mostly negative
impact on the observation accuracy. Moreover, the monitor
node’s accurate observation is thus possible in a small non
saturated network with a short distance between the monitor-
ing and the monitored nodes. The obtained results illustrate
that muDog is more efficient than Watchdog whatever the
parameter is.
In our future works, we plan to evaluate muDog by intro-
ducing different mobility models and by using a real test-bed.
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