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-CHAPTER I Introduction and Summary 
1.1 .A Short History of the Problem •. 
During the last two decades a conside~able amount of research has been 
devoted to the area of ranking and selection problems. It represents an 
alternative to the classical theory of testing statistical hypothesis and the 
philosophy of this approach was discussed by Bechhofer [3]. 
At the early stage of the developmeni, most of the problems considered 
were concerned with the selection of a subset containing the populations 
associated with the largest (or smallest) population parameters such that 
the size of the subset was a predetermined constant and the parametric 
form of the populations did not involve any nuisance parameter. Bechhofer [3] 
in 1954 proposed a decision rule to select the "best" population (the popu-
lation associated with the largest population mean) from a set of k normal 
populations with a connnon known variance. In the same year, Bechhofer and 
Sobel [6] considered the problem of selecting the population associated with 
the smallest variance from k normal populations. Other authors had worked 
on this type of problem for different parametric forms. For a general survey 
of the literatures, see Eaton [12]. 
It'appears that Paulson [23] was the first author to consider the problem 
of comparing a set of populations with a standard or control. His main 
interest was to select the best population which could be either the control 
or some other. In 1955 Dunnett (10] ~reated the problem of deriving a joint 
confidence region for the differences between the control population mean 
and each of the other population means from a set of normal populations with 
a conunon unknown variance. Both Paulson and Dunnett considered a particular 
slippage configuration only and satisfied a probability requirement in the 
null case when all the populations are identical .• v Based on a subset formu-
lation, Gupta and Sobel (17] proposed a rule to select a subset which contains 
- 1 -
.. 
• all populations better than a standard. One of the significant differePces 
between their problem and the previous ones is that the size of the subset 
selected is a chance variable, and the evaluation of the proposed_ rule is mainly 
based on the expected subset size. The same problem and its applicability 
was also discussed by Lehmann [19] from the indifference zone approach within 
the general framework of model I problems of selection. 
1.2 The Problem, the Approaches and Main Results. 
In chis work we consider the problem of partitioning a set of normal 
populations into two subsets according to their locations with respect to 
a control population, based on indifference zone approach. Let IT0 ,IT1, ... ,rrk 
be (k + 1) normal populations with means µ0 , µ 1 , ... µk and a common 
variance 2 cr • 
' 
and let rro denote the standard or control population. 
In an experiment the population rr0 could be either a dummy population which 
represents a certain fixed standard or a treatment whose response is also 
under investigation: Hence the true value of µ0 
* unknown. For arbitrary but fixed constants 61 
could be either known or 
* and 62 such that 
we define three disjoint and exhaustive subsets OW, 01 and OB of the set 
(1.1) 
by. 
(1.2) 
n = {rr 1 , rr 2 , . . . , rr k } 
{rr. * 
°w = µi ~ µo + 61 } 1. 
{rr. * OI = µo + 6 * < µ < µ + 6 } 1. 1 i O 2 
{rr. * 
°a = µi ~ µo + 62 }. 1. 
After observations have been taken, the set O is partitioned into two 
disjoint subsets SW and SB. We define a correct decision by 
Definition 1.1. 
A decision is a correct decision (CD) if o c-s w w 
An equivalent definition to Definition 1.1 is that 
- 2 -
and OB CSB: 
swc (nwun1 ) 
-
and It is noted that the open interval 
is considered as the indifference zone and a correct decision puts no 
restrictions on those TT 's i in the set i.e., they can be put either 
in SW or SB without coutributing any positive loss. With this consideration, 
it will be consistent to give the following 
Definition 1. 2. 
A population TT. s 0 
l. 
The practical implication of this problem is easily seen. In many 
cases the experimenter desires to partition k different treatments into 
two disjoint subsets: one is worse than the control and the -0ther better. 
* This can be achieved by setting o1 < O and For some other 
applications, he may want to partition the populations into one subset whose 
* population means are greater than µ,o by at most 61 , and another subset 
whose population means are greater than µ,o by at least 62 * (where t\ * < 
In this case we have both 6 * > 1 0 and 62 * > 0. The corresponding case in 
* * which both 61 and 62 are negative can be considered similarly. 
* 62 )., 
Let p* be an arbitrary but preassigned constant such that 2-k < p* < 1. 
The statistical problem is to find a rule R which consists of a sampling 
procedure and a terminal decision rule such that the appropriate probability 
requirement below is satisfied. 
(1) When cr2 is known, R is such that 
(1. 3) P[cnlµ, cr2 ; R] ~ p* .... for every mean vector µ,. 
(2) When cr2 is unknown, R is such that 
(1.4) P[cnlµ, cr2 ; R] ~ p* .... cr2 > o . for every µ, and every 
The case of known cr2 is considered in Chapter II. A single-stage 
procedure analogous to that of Bechhofer [3] is used, and the proposed 
decision rule is proved to be Bayesian, minimax and admissible by applying 
Lehmann's theorem on multiple decision problems [18]. By the non-existence 
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theorem of Dantzig [9], there is no single-stage procedure that can solve this 
problem when cr2 is unknown. A two-stage procedure analogous to that originally 
proposed by Stein [30] and introduced to the area~of ranking and selection problems 
by Bechhofer, Dunnett and Sobel [4] is used in Chapter III. The relative inefficiency 
of Stein's procedure has been discussed by a number of authors. It has been 
explained as partly due to the fact that the information of the observations in 
the second stage is not fully ~tilized in estimating the unknown cr2 • This gives 
some thought of performing the experiment so that the unknown cr2 can be esti-
mated sequentially. A random stopping rule has been developed to solve the problem 
considered by Stein, and its relative efficiency, especially when cr2 is large, 
has been studied lately (see Anscombe [1], [2], Chow and Robbins [7], Gleser, 
Robbins and Starr [14] and Starr [29])o A procedure for the present problem 
based on this idea is developed in Chapter IV to serve as an alternative to the 
two-stage procedure. 
The determination of the sample sizes required under each of the above pro-
cedures is also investigated. When the mean of the control population is unknown, 
the equi-coordinate percentage points of a multivariate normal distribution with 
mean vector O and a certain covariance (or correlation) matrix Z defined in 
(2.20) and the equi-coordinate percentage points of a multivariate t distri-
bution with the same correlation matrix Z are needed for this purpose. Tables 
of these percentage points have been constructed which can be found at the end 
of this wor:k. w 
In Appendix A a general result about certain multivariate normal distributions 
is proved; and this result is used in Chapter II to find the infimum of the 
probability of a correct decision under the proposed decision rule. The behavior 
of the percentage points of the multivariate t distributions with large degrees 
of freedom is examined in Section 3.3. For this purpose, a result about the 
relationship between convergence in distribution and convergence of the sequence 
of the corresponding percentage points for a fixed percentile is needed. This 
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result is proved more generally in Appendix B. 
The sample size required, the relative efficiency, the expected misclassi-
fication size and their asymptotic behavior for the single-stage, two-stage and 
sequential procedures are investigated and are shown to be functions of the 
percentage points of the above-mentioned multivariate normal and multivariate 
t distributions. It is interesting but not suprising to observe that when cr2 
is large, the sequential procedure is asymptotically relatively efficient and 
it haa the same expected misclassification size as the single-stage procedure. 
l.3 Assumptions and Notationso 
(1.5) 
(1.6) 
(1.7) 
(1.8) 
(1.9) 
(1.10) 
The following assumptions are made throughout this work: , 
(1) there is no a priori knowledge regarding the means of the populations 
in the set O; 
(2) the observations are taken a vector at a time; and 
(3) the observations are independent. 
Unless mentioned otherwise, the following notations will be adopted: 
z2 
cp( z) 1 -2 , - oo < Z < oo; =-- e 
rn 
z 1 
l(z) = J r.::: e 
-oo ,, 2rr 
k/2 
m = [ (k+l)/2 
(j 
"- = - • a 
x2 
-2 
dx, - oo < z < oo; 
if k 
if k 
is even, 
is odd; 
- 5 -
-I I 
I ., 
CHAf,TER II A Single-Stage Procedure 
We have (k + 1) normal populations 1r0 , 1r1 , ••• , 7rk with means 
and a common variance cr2 • In this chapter we assume that the 
true value of cr2 is known. The statistical problem concerned is to find a 
sampling procedure and a terminal decision rule such that the probability 
requirement (1.3) is satisfied. It should be emphasized that we want the inequality 
in (1.3) to hold under all possible configurations of the mean vector µ. A 
single-stage procedure analogous to that of Bechhofer [JJ is given as a solution 
to this pfoblem. A rule is proposed and the probability of a correct decision 
(PCD) and its infimum are examined in Section 2.1. The sample size required 
to achieve the probability requirement under this sampling procedure is then 
determined. When µ0 is unknown, the determination of the sample size depends 
on the equi-coordinate percentage points of a certain multivariate normal distri-
bution (see (2.22)). These are tabulated at several probability levels in 
Table 1. In Section 2.2, an upper bound on this sample size is found based on 
Boole's inequality in ·terms of the percentage points of equicorrelated multi-
variate normal distributions. Lehmann [18] has developed a general theory for 
multiple decision problems; the present problem is fitted within this framework 
in Section 2.3 and it is proved there that the proposed decision rule has several 
optimal properties. The expected misclassification size and its supremum under 
the proposed rule is also investigated in Section 2.3. 
2.1 The Proposed Rule and its PCD. 
Since the observations are obtained a vector at a time, the distribution of 
the observations can be written in their multivariate form. For known 
~o let 
(2.1) 
be a sequence of independent vector observations from the population with joint 
density 
(2.2) e 
- 6 -
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for - °'<xi <M and with parameter spaces - ea< µ,i <m (i = 1, 2, .•• , k). 
For unknown µ,0 , let 
(2.3) 
be a sequence of independent vector observations from the population., with joint 
dens,ity 
e 
for - CD< x. < eo and with parameter spaces - CD<µ,.< ao (i = O, 1, .•• , k). 
i i 
Throughout this chapter, we assume that cr2 is a known constant. 
Definition 2.1. (1) Rule RlA: when is known, observe the sequence (2.1) 
for j = 1, 2, ••. , N where 
for i = 1,2, ••• , k, and use 
SW = (1r i l1r i eO, x. (2.5) i 
SB = (1r i l1r i en, X. i 
N is to be determined 
the decision rule: 
- ""o < d}' 
- µ,0 > d}. 
below. Compute X. 
i 
1 N 
= -N EX .. 
. 1 iJ J= 
for j = 1, 2, ••• , N where N 
when µ0 is unknown, observe the sequence (2.3) 
, 1 N 
is to be determined below. Compute X~ = -N L X .. 
for i = 
(2.6) 
o, 1, ... ' k, and use the decision 
s = (1r i l1r i en, X. - XO < d }, w i 
SB= (1r i l1r i en, xi - XO > d }. 
rule: 
.... . 1 iJ J= 
Remark 2.1. Since for every i = 1, 2, .•• , k, the event [Xi - µ0 = d] or 
[Xi - x0 = d] has probability zero, the equality is ignored in the above decision 
rule. 
Once the sample size N is determined so that the probability requirement 
(1.3) is satisfied, then the rule specified in Definition 2.1 is completely 
defined. For this purpose we give the following. 
Definition 2.2. A mean vector 
configuration under a rule R if 
--0 inf (2.7) P[CDIµ , cr2 ; R] = µ P[cnl;, cr2 ; R]. 
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.' Lemma 2.1. For i defined in (1.6), 
(2.8) inf . k (1) µ P[CDIµ, cr2; RIA]= I ({NIA); 
(2) the LF configuration 'µ° under RIA is such that either 
0 * 0 * µi = µo + 61 or µi = µo + 62 (i = 1,2, ••• , k). 
Remark 2.2. It should be noted that the LF configuration under RIA is not 
unique in the sense that it does not depend on the number of µ? 1 s which are 
i 
* equal to µ0 + 61 • 
Proof of the lemma: Let there be r populations in nw, ( k - r .. - s ) populations 
in n1 and s populations in nB. Without loss of generality we can assume 
nw = (TT 1 , TT 2 , • • • , TT r }, 
(2.9) n1 = (TT 1 , TT 2 , ... , TTk }, and r+ r+ -s 
nB = (TTk-s+l' TTk-s+2' •• 0 ' TTk} • 
Then, by Definitions 1.1, 
P[CDIµ, cr2. , ] [- < d - > d ( i=l, 2, ••• , r ) ,_. 02 ] RIA = p X • - µo ' X • - µo . -k- 1 k- 2 k µ' i J J- s+, s+ , ... , 
r x.- µ. d-(µi- µ0 ) k x.- µ. d-(µ.- µ0 ) 
-i 1 J J J ] 
= . TT P [ cr/{N' < crl{lf ] 1T P [ cr/:nt' > cr/$r 
i=l j=k-s+l 
r 
= TT 
i=l 
.fN[d-(µi- µo)l k ,IN[(µ.- µo)-d] 
i(----) TT I( J ). 
cr • k 1 cr J= -s+ 
* * Since µ1 ~ µ0 ~ 61, µj - µ0 ~ 62 and i is strictly increasing, it follows 
that subject to (2.9), the infimum of the PCD is achieved when 
(2 .10) 
* µ1 = µ2 =···= µr = µo + 61' 
* µk-s+l = µk-s+2 =···= µk = µo + 62; 
and under this particular configuration, 
(2.11) I_. r+s ~ P[CD µ, cr2; RIA]= i (~N/A) 
- 8 -
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, 
, where A is defined in ( 1 .10). Since the r .h.s. of (2 .11) depends on r and s 
only through their sum (r+s ) and is decreasing in ( r +s ) , it follows that 
the r .h.s. of (2 .11 ) is minimized by setting r+s=k. This proves ( 1 ) . 
The proof of (2) follows immediately from the fact that for every 
in (2 ), we have 
-+O 
µ specified 
Theorem 2. 1. If N in (1) of Definition 2.1 is the smallest integer satisfying 
(2 .13) 
where z is such that * P , then the probability requirement (1.3) is 
satisfied. 
-+ 
Proof: For every mean vector µ, 
The most important advantage we enjoy when µ0 is known is that the statistics 
Xi - µ0 ( i=l, 2 , .. . , k) are independent; so the sample size requiLed to satisfy 
( 1 .3) is a function of the percentage point of a univariate normal distribution. 
When is unknown, the statistics xi - x0 (i=l, 2 , ... , k ) used in RlB are 
not independent. It is shown below that the infimum of the PCD under the rule 
RlB can be expressed in the form of a multivariate normal distribution with 
mean vector O and a certain covariance matr ix i given in (2 .20 ). 
It is easily seen that if a mean vector µ=tis an LF configuration under 
RlB' the set of populations DI defined in ( 1 .2) must be empty. For every 
fixed integer r(O ~ r ~ k ) , let µ(r) be any mean vector such that there are 
r populations in nw and (k-r ) populations in DB; we can assume without loss 
of generality that the populations specified by µ ( r ) are such that 
nw = [1\, TT2 ' . . . ' TTr} 
(2 . 14) 
n = B [TT l' TT 2 •·· · , r+ r+ TTk}. 
Let -+O µ (r) be g i ven by 
- 9 -
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... 
• 
(2.15) 
.... 
Then it follows that for every µ(r), we have 
(2.16) 
and 
P[cnl;o(r), cr2 ; R1B] = P[X1.. - x0 < d, XJ. - X > d (~=
1
,
2
,·· .,r )l;o(r), cr2 J 0 J=r+l,r+2, ... ,k 
- - * - - * X.- µ X - µ d-6 X - µ X.-µ. 6 -d . 
=P[1. i_ 0 0< 1,- 0 O_~J< 2 (~=1,2, ... ,r )]. 
T. ~ 7 -;r J=r+l,r+2, ... ,k cr - cr - cr - cr - v -2 2 2 2 2 
Hence if we define the (k x k) covariance matrix t - (cr ) by 
r - ii' 
r1 for i = i' i' e{l,2, ... ,r) i, i' e {r+l, k} cr .. ' =r 112 for i, or r+2, ... , 1.1. 
l .. 1/2 for i e{l,2, ... ,r} and i' e {r+l, r+2, 
... ' k}; 
then 
( /".) ] c,) ~- _() 2 cr • 
' 
R1B J = J }gn,J }gn, ... J jn, i 
-m -ro -ro k/2 1/2 
(2TT) IZ I 
r 
Equation (2.18) gives the infimum of the PCD under the rule RIB for the 
set of all configurations such that there are r populations in OW and (k-r) 
populations in OB. To find the LF configuration under R it suffices to 
1B 
find the integer where the r.h.s. of (2.18) achieves a minimum over all r(0 ~ r ~). 
We give tne LF configuration in the following 
Lemma 2.2. For every A and every N9 the LF configu}:'ation under RIB is given 
by µ=;a such that 
(2.19) 
0 0 0 * µm+l = µm+2 = ... = µk = µo + 62 
where m is defined in (1. 7). 
- 10 -
, 
-: 
Proof: By Theorem A.1 in Appendix A, the r.h.s. of (2.18) is minimized at 
r = m. Combining this result with (2.16) gives the desired result, i.e., 
inf µ P[CD\µ, a2; R1B] = 
inf 
min - -
·r µ(r) P[CD\µ(r), a2; RlB] 
min -tQ -0 
= r P[CD\µ (r), cr2; R1BJ = P[CDIµ , a2; R1B]. 
Remark 2.3. It is important to observe that for both RlA and RlB' the LF con-
figuration does not depend on a2 and the sample size N. This property is used 
in Chapters III and IV where cr2 is unknown. 
Now let i denote the (k X k) positive definite covariance matrix 
defined in (2.17), i.e., I has the following structure: 
(2.20) 
Le:t b = 
(2.21) 
t = 
1 2 .•• m 
1 1 
• 2 1 • 
2 
·1 
m+l. •• k 
I 
I 
I -½ 
I 
_____ _l ____ _ 
I 1 
1 
2 
1 
2 
·1 
1 
2 
m 
m+l 
k 
b(P, k) be the solution of the equation 
b b b 1 ·i-1 1 - - y y p 
=J J ... J 2 I&/ iJ (2TT)k/2 It 11/2 e 
-CD -CD -co 
k 
TT dy .• 
i=l l. 
t. 
I.~ 
Then the sample size N required under RlB can be determined by the following 
Theorem 2 .2. Let ">.. be defined in ( 1.,.1.0}and b be the solution of (2 .21) with 
* p = P. If N in (2) of Definition 2.1 is the smallest integer satisfying 
(2.22) 
then the probability requirement (1.3) is satisfied. 
Proof: Using Lemma 2.2, (2.18) and (2.22) we have 
inf µ P[CDjµ, a2 ; RlB] = P[cn\t, cr2 ; RIB] 
1 lv,-1 k 
- - y L, y 
e 2 ,., IV TT d > p* y. • 
i=l l. 
- 11 -
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The solution b = b(P, k) of (2.21) is the equi-coordinate percentage 
point of a k-dimensional multivariate normal distribution with mean vector o 
and covariance matrix I given in (2.20). The values of b as a function of 
P and k have been tabulated in Table 1 which can be found at the end of this 
work for P = 0.50, 0.75, 0.90, 0.95, 0.975, 0.99 and k = 1(1)10(2)20. It 
should be noted that for k = 1 the table reduces to the univariate standard 
normal table. The numerical solution was obtained by first obtaining another 
expression for the result. Let z0 , z1, •.. , Zk be independent standard normal 
chance variables. For ~(·), 1( 0 ) and m given in (1.5), (1.6) and (1.7) 
respectively, we define 
(2.23) 
for i ~ m, 
for i > m. 
Then (Y1 , Y2 , ••• , Yk) follows a multivariate normal distribution with mean. 
vector O and covariance matrix I. It follows that the b-value satisfying 
(2.21) also satisfies 
P = P[Y. < b (i=l, 2, ••• , k)] 
l. -
= [ < J2b > J"2b ( ~= 1, 2, ... , m 
P 2i - 2o + ' 2 j 2o - J=m+l, m+2, ••. , k)J 
or 
(2.24) 
co 
P = f Im( z + {2b Hk-m(-z + [2b )cp( z )dz,. 
-co 
and vice versa. 
The computation of Table 1 was based on equation (2.24) and was carried 
out on a CDC 6600 computer at the University of Minnesota. The r.h.s. integral 
in (2.24) was approximated by a Gaussian quadrature summation formula given in 
[31]. To be conservative, the entries in the table have all been rounded to the 
next higher value (in the 7th decimal) and should be in error by at most one 
unit in the last digit given. 
2.2 An Upper Bound on the Sample Size Required. 
In this Section we p~··- an upper bound on ~he sample size N under RlB by 
- 12 -
-Ausing the following 
Lemma 2.3. For any given Pe[O, 1] and any two events A and B, 
(2.25) P(A) + P(B) = 1 + P ~ P[AflB] ~ P, 
and the equality holds iff P[AUB] = 1. 
Proof: It .is an immediate consequence of the inequality 
which follows from Boole's inequality (see, e.g., [13: p.23]); and the equality 
follows iff P(Ac(lBc) = O or P(AUB) = 1. 
Now for any real number c and positive integer q, we define 
(2.26) 1 
1 , (t' )-1. 
- 2 y ¥ q 
e Al rv 1T dy 
i=l i 
where the q X q convariance matrix t' = (aij) is such that 
if i = j 
(2.27) 
crij =~ if i /: j. 
Let b be the solution of equation (2.21) and b' be the solution of the 
equation 
(2 .28) H (b') + Hk (b') = 1 + P. 
m -m 
Theorem 2.3. For every P and every k, we have 
(2.29) b' > b. 
Proof: Let (Y1 , Y2 , ••• , Yk) follow a multivariate normal distribution with 
mean vector O and covariance matrix t, and let 
(2.30) A= [Yi ~ b' (i = 1,2, ••• , m)], 
(2.31) B = [Yi~ b' (i = m+l, m+2,~··, k)]; 
then H (b') = P(A) and Hk-m(b') = P(B). By Lemma 2.3, m 
H ( b 1 ) + Hk ( b 1 ) = 1 + P ~ P [ A{) B ] = P [Yi < b 1 ( i= 1 , 2 , ••• , k)] > P. 
m -m -
.. l~ -
-It follows that b' > b and this completes the proof. 
Corollary. Let N be defined in (~·.2,2). If N' is the smallest integer 
satisfying 
where b' is the solution of (2.28) with * * P = P, then N > N. 
When k is even, equation (2.28) reduces to 
Hk/2(b') = ½ (1 + P). 
The solution b' of (2.33) is the percentage point of an equicorrelated multi-
variate normal distribution. The numerical solutions have been tabulated by both 
* Gupta [15] and Milton [22] at several probability levels. Let y = y(P, k) 
denote the quantity (b 1 /b) 2 with ~'f P ~ P, then we have approximately 
N' /N ·-·. y. 
These y values have been computed for even k based on the b' values given 
by Milton and the b values given in Table 1 of this work, an excerpt is given 
below: 
* Values of y for Selected Values of P and k 
k r'\ 4 6 8 12 16 C. 
7(-
p 
0.50 1.10?.597 1.040598 1.0261?7 1.0196:d 1.013570 1.0106::8 
0.90 1.0005:;3 1.000126 1.000071 1.0000~-7 1.0000~:7 1.000018 
1.000040 1.00001'3 1.000007 1.000005 1.000002 1.00000'.: -0.95 
The computation shows the bound given in (:?.3~:) is quite good for most purposes 
since most of the ·y values are very close to 1. Of course, the value of b '/b = y 
is even closer to one. It also appears that y(P*, k) is monotone decreasing 
* both in P and in k; however, the-author has not tried to prove this result. 
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2.3 Some Optimal Properties of the Decision Rule. 
In this section we prove some of the optimal properties of the proposed decision 
rule specified in Definition 2.1. We will restrict our discussion to RlB only, 
and an analogous discussion of all of this section can be given for RlA. 
Lehmann (18] in 1957 considered the theoretical aspects of a class of multiple 
decision procedures and proved several fundemental theorems. It is seen below 
that our problem can be fitted within this framework. For this purpose we first 
give the following 
Definition 2.3. For i = 1,2, ••• , k, let (v., D., Li) be k component statistical 
1. 1. 
decision problems where wi is the parameter space, Di is the decision space 
and L: w. X D. - ( ... , M) is the loss function for the i-th component decision 
1. 1. 
problem. The decision problem (*, D, L) is said to be the corresponding product 
decision problem if 
k 
(1) (-µ * = X *· = = i=l 1. 
parameter space, 
k 
is the product 
(2) D = X D. = (d = (d1 , d2 , ••• , dk): dieDi, i = 1,2, ••• , k} is the i=l 1. 
product decision space, and 
(3) L = L(µ, d) is the loss function defined on t X D. 
Remark 2.4. The problem of incompatibility of two component decision rules, which 
was discussed by Lehmann, does not arise in our formulation; hence we omit it. 
Now for i = 1,2, ••• , k, let (wi' Di, Li) be the component decision problem 
dealing with the population mean of TT .• 
1. 
Throughout this section, we will use 
the simple loss function; i.e., for any component decision rule 
loss function Li= L(µi, di) is such that 
states of nature 
decisions 
TTi e¾ TT i en1 TTienB 
TTi esw ·o 0 1 
TTisSB 1 0 0 
d .eD., the 
1. 1. 
or equivalently, with the term "misclassification" defined in Definition 1.2, 
- 15 -
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.... , 
• ., -. 
.. ~ if rr1 is misclassified, (2.35) L(µi, di)= otherwise; 
and the corresponding risk function is 
is miscallsified Iµ., a2; d.]. 
1 1 
Let (,, D, L) be the product decision problem of partitioning the set of k 
populations into two disjoint subsets SW and SB as stated in Chapter I. For 
any decision rule d = (d1 , d2 , ..• , dk) 
following loss function 
and true parameter value ..... µ, if the 
(2.37) L(µ, d) = M 
is used where M is the number of populations misclassified, then 
y(µ, d) =EL(µ, d) =EM 
..... 
is the expected misclassification size when the mean vector is µ and when the 
..... 
decision rule d is used. 
It should be observed that the component loss functions 
(i = 1,2, .•• , k) and L(µ, d) are 
k 
(2.39) L(µ, d) = 1:: L(µ., 
i=l 1 
di); 
it follows from this that 
(2.40) 
k 
y(µ, d) = 1:: y(µ., d.). 
. 1 1 1 1= 
related by 
L. = L(µi, d.) 
1 1 
For defined in (1.6) a~d b defined in (2.21) with P * = P, the following 
lemma gives an upper bound on the risk under R1B. 
Lemma 2.4. Under the rule RlB' 
-(1) EM= EM(µ, cr2 ) ~ k[l - t(b)] for every µ; 
(2) the equality holds when µi 
i. - --0 In particular, it holds at µ = µ 
in (2.19). 
is either 
--0 
where µ 
* µo + 51 or 
is the LF configuration defined 
-Proof: Let Z be a standard normal chance variable. Then for every µ, 
- 16 -
EM= I: P[Xi - XO > d Iµ.' c,2] + I: P[X. - XO < d I µJ.' a2] 
{i:1Titi\,} · 1 {j:TTj'~nB} J 
< .. I: P[x1 - x0 > dlµi = µ0 + 6;, c2]+ I: P[i'.-i0<cilµJ=µ 0+6;, o-2] {1.:1T1c¾) {j:TTjenB} J 
~ kP[Z > }g!A] = k[l - l(b)] 
where the last equality follows from (2.22), if we disregard the fact that N 
has to be an integer. This proves (1). 
The proof of (2) follows innnediately from the fact that all inequalities in 
~he proof of (1) are equalities when µ. 
]. 
The next lemma was given by Lehmann (18]; although the original statement 
was for k = 2 only, it follows from the proof that the conclusion holds for 
any pesitive integer k. 
Lemma. 2.5.{Lehma.nn). For i = 1,2, .•• , k, let pi be the a priori distribution on 
v1 and 6. = 6.(p.) 1. 1. 1. be a Bayes decision rule for the component decision problem 
( V ·, D., L
1
.) with loss function 
1 1. 
L(µ!, di); and let p be the product a priori 
probability measure defined on * = X , 1 . If the loss function L(µ, d) for i=l 
the product decision problem (v, D, L) is such that 
(2.41) 
... k 
L(;, d) = L c.L{µ., d1), c. > 0 {i = 1,2, ••• , k), 
. 1 1 1. ]. 
1.= 
-+ 
then the product decision rule 6 = (61 , 62 , .•• , 6k) is a Bayes decision rule 
w.r.t. p for the product deciston problem. 
Remark 2.5. It also follows from the proof that if 6i is the unique Bayes 
decision rule w.r.t. p. for ( 111 ., D., L.) (i = 1, 2, .•• , 
1 '1. ]. 1 
··-k) , ,, then ;; G .is the 
1 ~nique.Bay~s decision·~ulc w.±.t. p for (t, D, L). 
By (2.39), Lemma 2.5 implies that in order to show the decision rule 
specified by RlB is Bayesian w.r.t. p, it suffices to show that for every 
i = 1,2, ••• , k, the component decision rule 
[11188w if X. - XO< d, (2.42) 1. 
11188B if X. - XO> d 1 
- 17 -
J is Bayesian w.r.t. pi for the decision problem dealing with µi when the loss 
function (2.35) is used. For this purpose we prove the following 
Lemma 2.6. Let D., L.) 
l. l. 
be a statistical decision problem ·such that 
contains two density functions, i.e., wi = (f1 , f 2 }. When observation x is 
taken, the decision rule is to define a set W such that we assert the state of 
nature is f 2 iff xsW. Let 
Then a+~ is minimized by taking W = w0 defined by 
(2.43) w0 = (x: 
f2(x) > 1 }. f 1 (x) 
Proof: a+~= J f 1 (x')dx + J f 2(x)dx = 1 - J [f2(x) - f 1(x)]dx, the w w 
conclusion follows from the 
WC 
fact that the integral on the r.h.s. is maximized 
when W = w0 • 
Corollary. If f 1 and f2 are density functions of normal variables with means 
* 61 and * 62 respectively and a common known variance cr~, then the set w0 
defined in (2.43) reduces to: 
(2.44) ·WO = (x: x > d} 
where 1 * * d = 2 ( 61 + 62) . It should be noted that w0 does not depend on ~-
Now for i = 1, 2, .•• , k, let the a priori distribution of wi be 
* (2.45) for µi = µo + 61' 
* for µi = µo + 62 
and p(µ) be the product a priori probability measure defined on W· Then we 
are able to prove the following 
Theorem 2.4. The decision rule specified by RlB is the unique Bayes solution 
with respect to the a priori distribution p. 
Proof: Let di be any component decision rule for (wi' Di, Li) based on the 
sufficient statistics Xi - x0 and the region W, where 
- 18 -
d. asserts that 
l. 
\ 
rrieSB if and only if (Xi-x0 )ew. Then its corresponding risk function is 
(2.46) y. ( d.) ::: -21 {P [ (X. -xo)ew Iµ,. =jJ,0+6 *1·] + Pi (X. -xo)¢'W Iµ,. =µ,o+o:]}. 
l. 1 1 l. ~ 1 1 c:. 
By the Corollary of Lemma ~.6, the only component decision rule 6. which minimizes 
1 
(~.46) is the one in-which W = w0 , where w0 is given in (2.44). This shows 
that the component decision rule 6. 
1 
defined in (2.42) is the unique Bayes solution 
for the component decision problem D., L.) 
1 1 
-
with respect to p., and 
1 
hence by Lemma ~-5 the rule 6 specified by RlB is the unique Bayes solution 
w.r.t. p for the product decision problem. 
The following lemma is also due to Lehmann [20: p 4-191. 
Lemma 2.7. (Lehmann). Let 
a distribution p over W 
X have distribution P9(x), 8£W. Suppose there is 
and a set wet such that p (w) == 1 and 
U .47) Y-g( 8) -- sup y6 ( 8 ' ) e•e.w 
for all 
Then we can conclude that 
(1) 
(2) 
- -5 ~ 6 
p 
p is minimax, and 
is least favorable. 
tlew. 
Theorem 2.5. The decision rule specified by RlB is minimax and admissible. 
Proof: For pi defined in (2.45), let p be the corresponding product a pr~ori 
probability measure defined on 
.:.;. 
or µi = µ,0 + c: a.s. 
-Bv Lemma ~.4, the condition (~.47) is satisfied. Hence the decision rule 6 
specified by k l_B is minimax. 
The admissibility follows from Theorem 2.4 and the fact that an unique Bayes 
decision rule is admissible. 
- 19 -
~ : 
5. ..;-
--
... 
.. 
~ 
... 
-
-
Im 
-
.. 
-
-
1-1 
.. 
-
-
-
'-
CHAPTER III A Two-Stage Procedure 
3.1 Introduction. 
In the previous chapter we have treated the problem in which the common 
population variance cr2 is known. An explicit rule has been given and, it should 
be noted that the sample size required to satisfy the probability requirement is 
a linear function of cr2 (see (2.13) and (2.22)). A natural outgrowth of this 
problem is to ask what sampling procedure and decision rule should be used to 
solve the problem if o2 is unknown. This is more realistic because the true 
value of cr2 is not available in most applied problems. 
It is easily seen that when cr2 is unknown, there does not exist a decision 
rule which can solve the present problem under any single-stage sampling procedure; 
a proof analogous to Dantzig's non-existence theorem [9] can be obtained easily. 
In 1945 Stein [30] suggested a two-stage procedure to provide a solution for 
the problem considered by Dantzig; later Bechhofer, Dunnett and Sobel [4] employed 
the idea of Stein's two-stage procedure to solve the problem of selecting the 
population associated with the largest mean in k normal populations with a 
common unknown variance. All of this suggests that the present problem can 
also be solved under a two-stage procedure when o~ is unknown. The proposed 
rule is given in Section 3.2. When µo is unknown, the determination of the 
sample size required depends on the percentage points of a multivariate general-
ization of Student's t distribution. The property of this distribution is 
investigated in Section 3.3 and the percentage points of this distribution as 
a function of P, k and degrees of freedom v have been computed and tabu-
lated in Table 2, which can be found at the end of this work. The expected . 
sample size and expected misclassification size are investigated in Sections 
3.4 and 3.5, respectively. The relative efficiency of the proposed rule is 
discussed in Section 3.4. 
3.2 The Proposed Rule. 
Let w 
V 
be the solution of the equation 
(3.1) k F (w) = V V * p 
- ~~o -
... 
' ,, 
.where F (•) is the Codofo of Studentas t-distribution with v degrees of 
\) 
freedomo Fer µ0 known~ the following rule is proposed: 
Definition 3ol~ Rule R2A: 
(1) 
defined 
Let n0 _::: 2 
in (2.1) for 
k 
g2 = .! ~ 
\) \i i::1 
with \) = k(no- l)o 
be a preassignad positive integero 
j = 1, 2,ooo, n~o Compute 
l..1 
nl, n / 1 0 2 E (X . . - - ( E Xi . ) ] 
· 1 iJ no "1 J J= J= 
We observe the sequence 
(2) Observe the seque:ice defined in (2o 1) for j = n0+ 1, n0+ 2'°. o, N 
where the total sample size N is the smallest integer satisfying 
with a defined in (1.9). 
(3) Compute the k overall sample means 
1 N 
xi = N _El xij 
J= 
for i = 1, 2,ooe, k 
and apply the decision rule defined in (2o5)o 
-Lemma 3.1. For every µ, and every a2 , 
I- 2 * P [ CD µ, , cr ; R2A] _::: P o 
Proof: --0 Since the LF configuration µ, given in Lemma 2.1 does not depend on 
cr2 and N (see Remark 2.3), it follows that we can restrict our attention to 
- --0 µ, = µ, in (3.4). 
Let t be Student's t variable with v degrees of freedom. Then 
k Ii ex - µ, 0 ) 1 a . r::: _ .. r.:- * 
P[CDl--0 2 • R ] - IT P[ ,~ i i < ~] - Pk[t < l!!._!] > p 
µ,' 0 ' 2A - s la - s - - S -i=l \) \) \) 
where the last inequality (which is independent of a2 ) follows from the fact that 
for any observed S in the first stage, we have 'N a/S > w from (3.2). \) ,~ \)- \) 
When µ,0 is unknown, we propose the foll.owing rule: 
Definition 3.2. Rule R38 : 
(1) Let n0 ~ 2 be a preassigned positive integer. We observe the 
sequence defined in (2.3) for j = 1, 2,o•o, n0 o Compute 
.. 21 -
... 
1 k no no 
82 = - E E [Xi.-.!__ ( E X .. )] 2 
V V i=O j=l J nO j=l iJ 
with V = (k+l)(n0-l)o 
(2) Observe the sequence defined in (2.3) for j = n0+ 1, n0+ 2,o••, N where 
N is to be determined belowo 
(3) Compute the (k+l) overall sample means 
(3.5) 1 N x. = N r. xij 
1 j=l 
for i = O, 1, ••• , k 
and apply the decision rule defined in (2.6)0 
To determine the sample size N in the above rule, we first observe that 
h LF f . t· --0 t e con igura ion µ (given in (2.19)) does not depend on a2 and N. 
Hence to satisfy the probability requirement (1.4), we can again restrict our 
--0 
attention to µ. Let (Y1 , Y2 , •• o, Yk) follow a multivariate normal distri-
bution with mean vector O and covariance matrix i defined in (2.20), and 
s 
V let U = -. ~ Then 
V G 
P[Cnlt, a2 ; R2B] = P[X1.- XO< d, XJ.- XO> d (~=1,12 ,•••, m k)ltl J=m+, m+2, ••• , 
i N ,-; ... , y ij
= P[ UV~ ~, ~V (i = 1, 2, ••• , k)] 
= P[t. < fE"2 ai-8 1 -f2 1i 1 i = 1, 2, ••• , k)jv] 
where t 1 , t 2 ,o •• , tk are Student's t variables with v degrees of freedom 
each, and they are correlated with correlation matrix i. The joint distribution 
of (t1 , t 2 ,o••, tk) follows a multivariate t distribution which will be 
discussed in Section 3.3. 
(306) 
Let h be such that 
V 
* P[ti ~ hv (i = 1, 2, •• 0, k)jv] = p 
(for a mathematical expression of this equation, see (3.12)). Then the sample 
size N can be determined in the following 
Theorem 3.lo If N in Definition 3.2 is the smallest integer satisfying 
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-with a defined in (l.9), then the probability requirement (1.4) is satisfied. 
Proof: 1-, 2 1--0 fN * P[CD µ, cr ; R2B] ~ P[CD µ , cr 2 ; R2B] = P[ti ~ J2 a/S\J (i=l,2, ••• ,k) I '\J] > P 
where the last inequality follows from the fact that for any observed 
first stage, we have ~ a/S > h from (3.7). J2 \) - \) 
3.3 Properties of the Multivariate t Distribution. 
S in the 
\) 
Let (Y1 , Y2 , ••• , Yk) follow a multivariate normal distribution with 
mean vector O and covariance matrix ¥, and let U be such that 
\) vU
2 follows 
\) 
a chi-square distribution with \J degrees of freedom and u 
\) 
is independent of 
(Y1, Y2 , ••• , Yk). We assume ¥ has the form defined in (2.20). However, it 
is easily seen that all of the results in this section also apply to any 
covariance matrix with crii = 1 (i = 1, 2, ••• , k). 
If we define 
(3.8) for i = 1, 2, ••• , k 
then ti is a Student's t variable with \J degrees of freedom for every i 
and the random vector (t1 , t 2 , ••• , tk) is said to follow a multivariate t 
distribution with correlation matrix ¥. 
The purpose of this section is to derive the joint distribution of (t1,t2 , ••• ,tk) 
and to examine a property of the equi-coordinate percentage points of this 
distribution. Some results in this area with a different covariance matrix were 
given by other authors; in particular see [11) and [16). 
Since for given U\J = u ( t 1 , t 2 , ••• , tk) has a multivariate normal 
distribution with mean vector 0 d . . l ._, . f 11 h an covariance matrix - ~, it o ows tat 
u2 
the joint density function of (t1 , t 2 , ••• , tk) is given by 
( 'J 9\ 
.J. / 
where 
00 
fk ' \;, g ( t 1 ' t -:=-.. ' ••• ' tk) = J k/' '\ 7 
4' - o (.-:rr) ~t-- t I 1 2 
u.2 
for u > 0 
(3.10) Y._}u) -
otherwise 
- ~3 ~· 
-,. 
is the density function of Uv (see, e.g., [8: p. 237]). 
in (3.9). Then 
\) 
or 
(3.11) 
. 2(~)2 
~-(2TT)k/21t!l/2r(~) 
for t.e(- oo, oo), i = 1, 2, ••• , k. ]. 
The density function given in (3.11) in general depends on k, v and i 
where i is defined in (2.20). It should be observed that when k = 1, it 
reduces to the density of a Student's t variable with v degrees of freedom; and 
when v - oo it converges to the joint density of a k-dimensional multivariate 
normal chance variables with mean O and covariance matrix "ii,. 
For every given v, let (t1 , t 2 , ••• , tk) have the joint density function 
defined 
Then h 
\) 
in (3.11), and let h = h (P, k) be the solution of the equation 
\) \) 
P = P[t. < h (i = 1, ?, ••• , k)lvJ 
1 - \) 
r(k+V) h h h - k+V k 
2 f " f " f v [ 1 + .! t '"i/,-lt] 2 TT dt .• 
= ( vrnk72 Ii 11 /. 21:"'( ~) -a, -00 • • • -00 \) - AJ i=l ]. 
2 
is defined to be th~ equi-coordinate percentage point of (t1 , t 2 , •.• , 
In the following theorem we investigate the behavior of h when v is large. 
\) 
Theorem 3.2. For e"ery Pe(O, 1), let 
Then 
b satisfy(2.2~ and h satisfy (3.12). 
\) 
(3.13) h - b as v ---+ oo • \) 
Proof: Let c be any real number and let 
(3.14) y = max Y., 
l<i<k 1. 
(3.15) t = max t.; 
l<i<k ]. 
then it is easily seen that 
(3.16) P[t. < c (i = 1, 
1. -
r·, ("_, ... ' k)lv] = P[t ~ cjv] 
~ 21'1 -
y 
= P(U ~ c]. 
\) 
We consider the sequence of chance variables 
\) 
Since U2 
\) 
is distributed 
as .!. EV. where the V's 
\) i=l 1. are i.i.d. chi-square variables with 1 degree 
of freedom, it follows from the strong law of large numbers that u2 _. 1 
\) 
a. s., which 
implies U - 1 a.s. (since U > 0 a.s.). 
\) \) 
By a convergence theorem in Cramer 
[8: p. 254), we have 
(3.17) !.. .s y u 
\) 
as \) -+ co. 
This shows that P[t::: cl\J] - P[Y::: c] as \J - 00 • 
The rest of the argument follows from Theorem B.1 given in Appendix B. 
The values of h have been computed and tabulated in Table 2 of this work 
\J 
for P = 0.50, 0.75, 0.90, 0.95, 0.975 and 0.99; k = 2(1)6(2)12(4)20; and 
\) = 5(1)10(2)20(4)60(30)120. The corresponding b values given in Table 1 is 
repeated here under \J = co. It should be noted that for k = 1 the Student's 
t table can be used. 
The following method was used for the computation of Table 2: First we observe 
that 
P = P[t. < h (i = 1, 2, ••• , k)lv] = EP[Y. <Uh (i = 1, 2, ••• , k)j 
1.- \J 1.- \)\J 
00 00 
= J [J tm(z +~uh )jk-m(-z + {2 uh )cp(z)dz]y (u)du 
0-oo \) \) V 
where the expection is over U space, the last equality follows from (2.24) 
\) 
and y (u) 
\J 
we have 
(3.18) 
is defined in (3.10).Substituting for in the integration. 
00 00 ~-1 
P = J [J tm(z + 2h rx)~k-m(-z + 2h rx)cp(z)dz] - 1- y2 e-ydy. 
o -00 v ~v· \J ~ "v r(3) 
Hence if h satisfies (3.12), it must satisfy (3.18) and vice versa. The 
\) 
computation of Table 2 was based on (3.18) and was carried out on a CDC 6600 
computer at the University of Minnesota. The double integral on the r.h.s. of 
(3.18) was approximated by a double summation based on Gaussian quadrature formula 
given in [31]. To be conservative, the entries in Table 2 have all been rounded 
to the next higher value (in the 5th decimal) and should be in error by at most 
one unit in the last digit given. 
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•3.4 The Expected Sample Size and Relative Efficiency. 
In this section the expected sample size and its asymptotic behavior of the 
two-stage procedure will be investigated. We will restrict our attention to 
R~B only; the argument for R2A is similar and is omitted. 
Let N be the random sample size defined in (3.7). It is easily seen that 
(3.19) 
Denote by 
(3.20) 
P[N = n] = 
1 
r =---
2A2 h 2 
\) 
for n < no, 
P[2S2 h2 /a2 < n] \) \) - 0 for Tl= no, 
P[n - 1 < 2S2 h2 /a2 < n] for n 2: no+ 1. \) \) -
since vs2 /a2 is a chi-square variable with \J degrees of freedom, (3.19) can 
\) 
be rewritten as 
(3.21) P[N = n] = P[x~ ~ rw0 J 
P [ r \J( n-1 ) < x 2 < r \Jll] 
\) -
Hence 
(3.22) = n0 ] + I: nP[N 
n=no+l 
= n] 
for 
for 
for 
n < no, 
n = no, 
n ~no+ 1. 
1 y 
- 0 
e ::.dy. 
Consider any fixed summand in the second term on the 1:.h.s. o"f (3.2~). Sin:ce 
for r\J(n-1) ~ y ~ r\Jil n satisfies 
(3.23) y/r~ ~ n ~ y/r\J + 1, 
using the first inequality in (3.23), the second term Q on the r.h.s. of (3.~~~) 
can be bounded by 
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' 
__ , 
._, 
~ 
.. 
'wl 
... 
'.. 
• 
"' 
• 
9 
~ 
~ 
-
~ 
... 
-
--
I. 
00 r\Jil . \) - l 
(3.24) Q> E 1 J ~- 2 2 1 [ 2 
- 2 'J/2r(::l.) y e dy rv(n-1) r\J =-Px >nm]· r v+2 O ' n=no+l 2 
similarly, by the second inequality in (3.23) Q is upper bounded by 
(3.25) Q < .!. P[x2 2 > rvn0 ] + P[ x2 > rw0 ]. - r v+ v 
Combining (3.22), (3.24) and (3.25), we have 
(3.26) EN= n0P[x~ ~ rw0 ] + ¾ P[x~2 > rw0 ] + QP[x~ > rvn0 ] 
for some 8e[O, 1]. 
The expected sample size EN given in (3.~6) is a function of 
and A, and it depends on p 
* Lemma 3.2. For every p , k 
(3.27) (1) 
(3.28) (2) 
EN> 2A2 h2 
\) 
lim 
A- oo 
EN 
2A2 h2 
\) 
Proof: By (3.7), 
* only through h • 
\) 
and first-stage sample size 
for every A, 
= 1 • 
EN = E max (n 2S2 h2 /a2 } > E 2S2 h2 /a2 = 2A2 h2 0' \.> v - 'V v v' 
this proves (3.27). 
The proof of (3.28) follows from (3.26). 
no, 
* p, k, no 
Let NO be the sample required under the single-stage procedure for the LF 
configuration (given in (2.19)); the following theorem investigates the asymptotic 
relative efficiency of the two-stage procedure w.r.t. the single-stage procedure. 
* Theorem 3.3. For every P, k 
(3.29) 
h 
( l) EN > (2)2 
N - b 0 
h 
and first-stage sample size nO, 
for every A, 
(3.30) (2) lim EN 
A- oo NO 
= (b \) )2. 
~: The proof of this theorem follows from (2.22) and Lemma 3.2. 
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~ 3o5 The Expected Misclassification Sizeo 
The definition of misclassification about a population TT1(i = 1, 2,o•o, k) 
w~s given in Chapter I and the expected misclassification size EM under the single-
st~ge procedure was investigatad in Le:nma 2.40 In this section we give some results 
about EM under the two-stage pr,ocedure., It fa easily seen that the supremum 
of EM oy-er all mean vecto!' -µ, is achieved when is either 
In parti::ula.r:i it is achieved at --0 µ, 
* µ,o + 61 or 
defined in 
(2 .. 19) .. -t() Hence we restr-ict our attention to µ, only and denote it by E~. The 
exact mathematical expressio~ for EM0 cannot be obtained due to the difficulty 
th~t the ,:;a..-rnple size N :ts a. c~a:-1,,!e vari,s.ble.. E::Jw·e..-.Ter, both lower and upper 
bounds on EMO cart be derir~·ed A.n.d. the asymptotic behavior of EM0 ( as A ..... oo) 
• can be examined based on those bounds .. 
(3.31) 
Proof: It follows from tr,e pror, .- of Le!IEla 2 .. 4 that 
EM_ = 
V 
00 
k[ l - J(~/1'.)] •P[N = n] ~ ''.\<:[ 1 - ~~/,,.)] 
where the expe·.:tion is over N space. Consider g(rt) = 1 - t(jh..) as a function 
of No Since for A.>0 N 
- --
d2 
g(N) 1 4A,2 1 1 > o, = &fiN 
e h· +-] 
dN2 N 2.">...2 
g(N) is a concave function of N. It follows from Ser..sen inequality that 
Eg(N) _::: g(EN), which completes the proof. 
To establish an upper bound on EM0 , we first state a result given in 
[ 13: ? 0 166] • 
LeIIlt'"'..a 3.4 .. (Fellcr-L~place) .. For every z > o, 
z2 x.2 z2 
l (.! - ..L) 00 l -- -;r- 1 -2 1 (3 .. 32) 2 < J ,.;_ dx /'2ii e e <-- e . z z3 z !2rr Jffi' z 
When z is not too small;, we can write the -?..:pproxima.tion 
- P.3 -
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x2 z2 
(3°33) 
00 - - - -
J 1 2 1 2 -- e dx"'-- e 
z f2TT [2Tr 
1 
. zo 
Lemma 3o5• For e·very A. and the first-stage. sample size. n0 , 
~ \) -l- h2 h2 (3.34) EM0 < kl[l - ~( h.) ]P[x2 < rw0 ] + ( l)~ f (h )P[x2 1> nm0 (1 + 2) j} \) - \)- \) \) \)- \) 
\) 
where f (•) is the density function of Student's t:distribution with v degrees 
\) 
of freedom and r is defined in (3.20)0 
Proof: By (3.21)~ 
EM0 = k{[l -
Fo (X) In 
l(i~-h,..) ]P[N = n0 J + L , [l - w( "ih...) ]P[N = n]} 
n=no-.-1 
::; k([l - rn;; (X) m w(~i-1~) ]P[x~ ~ rvn0 ] + I: [1 - ~(.~/~) ]P[rv(n-l)<x~~r\Jil]} 
n=no+l 
e k{I1 + I 2 }; 
we want to find an upper bound on I 2 o 
Using Lemma (3.4) and the first inequality in (3.23), we have 
n \J y 
I < ~ {2 ~ - 47'. 2 Jr 'Jn 1 2-1 - 2 d 2 L., ~e r~ y e y - \)~ \) 
n=n0+1 2TTn rv(n-1) 2 r(2) 
h2 
v v-3 1( v) 
co f'v -+1 r\)Il - - - 1 + - y 
< L /TT [22 f(~)h)-l J y 2 e 2 v dy 
n=n0+1 rv(n-1) 
r~ v-1) h2 -( v-1) h2 ~ '.) \) 2 2 \) = · - [l + -] P[x 1 > rvn0 (1 + -) ] 2r ( ..!')h v v- v 2 \) 
h2 2 \) + h\) 
-· Tv-T'Jh\) f ( h )P [ x
2 
1 > r w 0 ( 1 + ~) ] , \) \) \)- \) 
which yields the desired result. 
Theorem 3.4. * For every P, k and first-stage sample size n0 , 
(3.35) 
where 
k(v+h2 ) 
k[l - ~(h )] < lim EM0 < ( l)~ f (h) \) - - \)- \) \) 
-x.- (X) \) 
f (·) is the density function of Student's t distribution with v degrees 
\) 
of freedom. 
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r 1 Proof: The lower bound follows from Lemma 3.3 and .(3.28), the upper bound 
follows from Lemma 3.5. 
Remark 3.1. When 
v+h2 
\) 
\J is fairly large, the ratio --\J-1 -is approximately 1, 
f (h ) is approximately cp(h\J). where cp( •) is the standard normal density 
\) \) 
defined in (1.5). Applying (3.33), the upper bound in (3.35) is approximately 
k(l - i(h )]. Hence when 
\) 
k[l - i(h )]. 
\) 
\J is fairly large, lim EM0 is approximately 
")...- 00 
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• CHAPTER IV A Sequential Procedure 
4_1 Introduction. 
In Chapter III we have attacked the problem with unknown a2- by a two-
stage sampling procedure based on the spirit of a procedure which was originally 
proposed by Stein (30] and introduced to the field of ranking and selection 
problems by Bechhofer, Dunnett and Sobel [4]. The asymptotic behavior of the expected 
sample size required to satisfy the probability requirement (1.4) for our problem 
and the expected misclassification size were examined there. 
The expected sample size of Stein's procedure has been investigated in 
several papers; in particular, see (27], (28] and [30]. It has been shown that 
N 
its relative efficiency, E~' is uniformly less than 1 (for all values of cr2 and 
NO 
the first-stage sample size n0), and that if n0 "is poorly chosen, the ratio EN 
may be quite small" (27: p. 2]. The relative inefficiency has been explained as 
being (at least partly) due to the fact that the information of the observations 
in the second stage is not utilized in esti~ating the unknown parameter cr2 • This 
gives us the idea of performing the experiment so that 2 (J can be estimated 
sequentially. A random stopping rule is developed by a few authors to solve 
the problem considered by Stein and the behavior of the expected sample size 
under this rule, especially when cr2 is large, has been studied in [1], [7] 
and (29]. The same approach has been used recently in the problem of selecting 
the best of k normal populations in a paper by Robbins, Sobel and Starr [~6]. 
In this chapter a sequential procedure which adopts the spirit of the above 
random stopping rule is developed for our problem to serve as an alternative to 
the two-stage procedure given in Chapter III. It provides an "approximate" solution 
to our problem in the sense that the PCD under this rule may be slightly less 
* than P for some values of the unknown parameter The asymptotic relative 
efficiency and the expected misclassification size under this rule will be investi-
gated; some comparisons with that of the two-stage procedure will be made. 
In recent years, some ranking and selection problems have been treated 
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gequentially by several authors (e.g., see [5]), but our approach is different. 
It should be pointed out that our present approach is sequential mainly because 
we estimate the unknown parameter cr2 sequentially, while the "usual" sequential 
ranking and selection problems is within the general framework of Wald's 
sequential decision theory and in general does not involve any nuisance parameter. 
Hence these two approaches have entirely different motivations. 
4.2 The Proposed Rule and its Asymptotic Relative Efficiency • 
When µo is known, we propose the following rule: 
Definition 4.1. Rule R3A-: 
( 1) We observe the sequence of random vectors x. = fx1r J 
defined in ('."_2.l), one vector at a time, stop with XN where 
(4.1) N is the first integer n > 2 such that 
in (1.9), \I = k( n-1), w ·v satisfies (3.1) and 
1 k n 1 n S2 = - }: }: [X. . - -( i": X .. ) ] ?. • 
\) v · 1 · 1 l.J n · 1 LJ l.= J= J= 
(2) Let the observed N value in (1) be n. 
(4.2) 
n 
X. = .!. }: X .. for i = 1, ?., ••• , k 
1. n . 1 1.J J= 
and apply the decision rule defined in (l.5). 
52 < 
'.J -
na2 
w2 
\) 
Compute 
When µo is unknown, the following rule is proposed: 
Definition 4 .2. Rule R3B: 
X,.., . , ••• , Xk.} 
c:J J 
a is defined 
(1) We observe the sequence X. == [x0 ., x1 ., ••• , Xk.} defined in (_ .• 3), J J ' J J 
one vector at a time, stop with AN where 
(4.j) 
in (1.9), 
N is the first integer n > ~~ such that 
-
V = (k+l)(n-1), h~ satisfies (3.12) with 
82 _ 1 \) -
k n 1 n ~ I: ~[X .. --(I:X .. )1-. 
v · :0 · 1 l.J n · 1 1 J -1.~ J= J~ 
s2 < na2 
\) ' 
- lh2 
-:-:·'J 
p = p 
(2) Let the observed N value in (1) be n, Compute 
- 1 n . ( 4 .4) Xi = - I: X. . for 1. ~ o, 1, ••• , k 
n . 1 l.J J:..: 
and annl,, the decisi.on rule defined in ('. · .C). 
. - .,/) 
.1 -
a is defined 
and 
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Through the rest of this chapter we prove some results about the properties 
of the above proposed rule. We shall restrict our attention to R
3
B only; it 
is easily seen that analogous arguments also apply to R3A. 
Lemma 4.1. -For every µ and every 0'2, 
(4.5) P[N < oolµ, a2 ; R3B] = 1. 
Proof: By the strong law of large numbers, lim 
v,--. 00 
s2 = a2 
\) a.s. Since by 
Theorem 3.2 h - b, we have 
\) 
P[N = oolµ, a2; R3B] 
oo s2 2 
[ \) a = p r\ [- > --_:- ] } = '). 
n=2 n 2h~ 
V 
The following theorem states a relationship between the sample sizes 
required for the two-stage procedure and the sequential procedure. Let Nt 
and N denote the sample size required under R~B (which is defined in Chapter III) 
s -
and R3B respectively. Then 
·Theorem 4.1. For every first-stage sample size n0 in R2B, we have 
(4.6) [ N t = no] C [ N s ~ N t] . 
~ - -Proof: Let = (w: w = (x1 , x2 , ••• )} be the sample space. Since V wet 
we have Nt(w) ~ n0 , it suffices to show that [Nt = n0 ]C[N8 ~ n0 ]. 
Let (Bn} and (en} denote the terminal sets for R2B and R3B 
respectively; i,. e., 
B = (w: we£ , N = n} 
n - t 
for n = no, no+l, ••• , 
C = (w: we ~ , N = n} for n = 2, 3' ..•• n s 
Then for \) = (k+l)(n0-1), it follows from (3.7) that 
n a 2 0 
we B # s2 (w) < -- , 
no \) - 2h2 
\) 
this implies that either there exists an n' < n0 such that 
no 
Hence we V C or equivalently, we [N < n0 ]. 
n=2 n s -
Corollary. For \) = (k+l)(n0-1), 
(4.7) P[N < N] > P[N = n0 ] = s - t - t 
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" In partfcular, lim P [N < Nt] = 1 for every n0 ~ 2. A.-o s -
As mentioned previously, the relative efficiency and the expected sample 
size of the random stopping rule, developed to provide an alternative solution 
to the .. one-population problem considered by Stein, have been studied by a number 
of authors. Special attention has been paid to the case when A - = (either 
a2 - = or a - 0 or both); and general results were given along somewhat 
different lines by Anscombe [1], [2], Chow and Robbins [7] and Gleser, Robbins 
and Starr (14). For small and moderate values of A, the relative efficiency of 
that procedure was investigated by Starr [29]. No exact mathematical expression 
of the expected sample size (EN) function was obtained. However, botL Ray (24) and 
Robbins [25] have given a computing formula and some numerical results based 
on a slightly modified procedure, which terminates only at odd integers. 
In the following we shall use some of those results to investigate the 
relative efficiency of the rule R
3
B. We first observe that 
Remark 4.1. For every n > 2 and for S2 given iu (1) of Definition 4.2, 
\) 
\)$2 7 is distributed as v1 + v2 + ••• + Vn-l where the V's are independently 
identically distributed chi-square chance variables w5~~ (k+l) degrees of 
freedom. (In fact, the V's can be obtained by using Helmert Transformation.) 
Definition 4.3. We define a sequence of real numbers (qj}~ by 
(4.8) 
where h0 = O and 
(j-l)j ] for j = 1, 2, ••• 
* satisfies (3.12) with P = P for j ~ 1. 
The following theorem gives the bounds on the c.d.f. of the random sample 
size N under the rule 
Theorem 4.2. For every fixed n 2: 2, 
(4.9) 
where \J = (k+l)(n-1). 
Proof: It follows from (4.3) that 
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Since 
' 
[N > n] = A [(k+l)(j-1) s2 , 
. 2 2 (k+l)(j-1)/ J= a -
:,k+l)(j-l)j] 
2A2 h2 
\) 
2 2 n-1 n-1 
= [Vl > ql, L V. > ~ q.,ooo, L V. > L q.]o 
j=l J j=l J j=l J j=l J 
n-1 n-1 2 2 n-1 n~l n-1 
[ ~ V. > L q.] :, [V l > q1 , L V. > L q., • o., L V. > L q.] :> ('\ [V. > q.], j=l J j=l J j=l J j=l J j=l J j=l J j=l J J 
it follows that 
n-1 
1 - x2 ( w) ~ P[N > n] ~ IT [l - X2(k+l)(q.)], 
\) 2A2 h2 j=l · J 
\) 
and the theorem is proved by taking compiementso 
Corollary; For every fixed n,:: 2, 
(1) lim P[N < n] = 1, 
A- O -
(2) lim P[N < n] = O. 
A-co -
In particular, the c.dofo of N converges to a degenerate distribution 
as A - O ; i • e • , 
lim P[N = 2] = lo 
}..- 0 
Remark 4.2. (4ol2) implies that as A - =, N - co in probability which is also 
a consequence of Chow and Robbins [7], see (4ol5) in Lemma 4o2 below. 
For large values of A, we first state two lemmas which are due to Chow 
and Robbins [ 7] : 
Lemma 4o2.(Chow and Robbins)o Let y (n = 1, 2,ooo) 
n 
be any sequence of random 
variables such that y > 0 a.s., limy = 1 aoso, let f(n) be any sequence 
n n 
n- CD 
of constants such that f(n) > O, lim f(n) = co, lim f(n)/f(n-1) = 1, and for 
n- co 
each t > O, define 
(4.14) N = N(t) = smallest n > 1 
n- co 
such that y < f(n)/t. 
n-
Then N is well defined and nondecreasing as a function of t, 
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" (4ol5) lim N = oo aos O' lim EN= oo 
t- 00 t- 00 
and 
(4o16) lim f(N)/t = 1 a.s. 
t-+ 00 
Lennna 4o3. (Chow ,:.md Robbins) o If the conditions of Lemma 4o2 hold and if also 
E(sup y) <00, then 
n n 
lim Ef{N)/": = L 
t-+ CIQ 
Let N0 be the sample size required under the single-stage procedure for 
the LF configuration (given in (2 .. 19)); t:ie fo>llowing theorem investigates the 
asymptotic relstive efficieucy of the sequential proceudre w.roto the single~stage 
procedure. 
Theorem 4o3o Let N0 be defined in (2o22) and N be the random sample size 
defined in (4.3)o Then 
(4 .. 18) ( 1) 
(4., 19) (2) EN lim - = 1. 
A- m NO 
Using the terminology in[?], it follows from (4o19) that the rule R3B is 
asymptotically relatively efficient. 
g2 
Proof: For v = (k+l)(n-1), set y = ~, f(n) = n(: ) 2 and t = 2A2 b2 0 
n a2 v 
Since yn is distributed as (k+l)(n-l) (v1 + v2 + ••• + Vn_1) where the V's 
are i.i.d. chi-square chance variables each with (k+l) degrees of freedom, 
it follows then from the strong law of large numbers that limy = 1 a.s. 
n 
n-+ co 
rest of the conditions in Lemma 4.2 ~re easily seen to be satisfied since (by 
Theorem 3.2) Hence (4 .. 18) is proved. 
the 
To prove u~.19), by Lemma 4_.3 it suffices to show that E(sHp yn) < 00. Let 
c > 1 be any real numbero The~ 
oo 1 n P[sup yn>c] =P{U [""("kl) EV. >c]} 
n n=l + n ;j=l J 
-
;: 
.-
.... 
~ 
"cal 
... 
.... 
~ 
-
• 
~ 
.. 
~ 
_. 
'-' 
~ 
_, 
,_ 
~ 
\.,J 
00 n 00 n 
< Z P[ Z V. > (k+l)nc] < Z P[I Z V.- (k+l)nl > (k+l)n(c-1)] 
- n=l j=l J - n=l j=l J 
E[ .EV. - (k+l)n]4 
00 j=l J 
< z 
- n=l [ (k+l)n]4 (c-1)4 
where the last inequality follows from Markov inequality. Now for every fixed n, 
n 
Z V. is a chi-square chance variable with (k+l)n degrees of freedomo By 
. 1 J J= 
elementary calculations it is easily seen that the fourth central moment of a 
chi-square chance variable· .with d degrees of freedom is 12d( d + 4). Hence 
E[ ; V. - (k+l)n]4 = 12(k+l)n[(k+l)n + 4] < 6o•(k+1) 2 n2 j=l J -
which implies that for every c > 1, 
(4.20) P[sup y > c] < 
n -n 
60 
(k+1) 2 (c-1)4 
00 
z .!.__ - M 
n=l n2 - (c-1)4 
for some finite number M that does not depend on Co Thus 
00 
E(sup y) < 2 + E (2 + j)P[2 + j - 1 < sup y < 2 + j] 
n - . , n -
n J=l n 
00 
< 2 + E (2 + j)P[sup y > 2 + j - 1] 
. 1 n J= n 
00 
< 2 + E 
j=l 
M(2 + j) 
.4 
J 
00 1 
~2+3ME 3 <00 j=l j 
which completes the proof of (4o19). 
4.3 The PCD Function and its Asymptotic Behavior. 
As mentioned at the beginning of this chapter, the proposed rule provides 
only an "approximate" solution to our problem in the sense that the PCD under 
* this rule may be slightly less than P for some values of the unknown parameter a2 , 
or equivalently, A. In this section we examine PCD and its asymptotic behavior 
as a function of A. 
For the covariance matrix i specified in (2.20), we first define a function 
(4o21) ~ k k 1 ,u-1 n / A / A 1:../ A 1 - 2?, /IJ l k 13(ffn.) = J, f 2 ••• J 2 k/2 1/2 e TT dy1 
-co -co -co (2TT) Ii I i=l 
(note that 13 depends on n and A only through the ratio ~A). 
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-Then it is easily seen for.,. any mean vector µ, the conditional PCD given N = n 
is lower bounded by 
P[CDjµ, A, N=n] ~ P[Cnl'µ°, A, N=n] = ~(g/A) 
-0 for every n, where µ is given in (2.19). Hence we have 
where the expectation is taken overn N space (it should be observed from (4.3) 
that the distribution of N here depends on .the parameter A). 
Theorem 4 .4. -+ For every mean vector µ, 
(4.23) 
(4.24) 
Proof: 
(1) lim P[CDjµ, A; R3B] = 1, A-+O-
(2) lim P[CDIµ, A; R3B] ~ p*o 
A- 00 
By (4o22), we can restrict our attention to - -0 µ = µ and work on 
Since ~ is continuous and monotone increasing and N > 2 a.s., it follows 
that ~({f/A) _::: ~({) a.s. and 
lim Er:3( {IA) 2:: lim E~(½) = 
A-o \f2' A- O 
This proves (4.23). 
To prove (4.24), let {Aj }~:, be an arbitrary but fixed monotone increasing 
sequence such that lim Aj 
j- 00 
= 00. By ( 4 .18), lim N 
j-+ 00 2A =;b2 
J 
= 1 a.s. where b is 
such that ~(b) * = p • Since aos. convergence is preserved by continuous mapping, 
it then follows 
Let 
and 
(4.27) 
lim ~(i/A.) = 
j- 00 J 
F.( 0 ) (i = 1, 2, •• o) 
J 
~(b) respectively. 
~(b) a.s. 
and F(•) be the c.d.f. of ~~/Aj) (j = 
Then it follows from (4.26) that 
1, 2, ... ) 
But the sequence of chance variables., (~<i[/Aj)} is uniformly bounded by O 
and 1 and r:J(b) is a degenerate variable, so we must have F.(O) = F(O) = o 
J 
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• 
and F.(1) = F(l) = 1 (j = 1, 2,a •• ), which implies F.(O) - F(O) and F.(1) - F(l) 0 J J J 
Applying Helly-Bray Lenuna (see, eog., (21: p. 18o]), 
1 1 * 
lim ES ( L ) = lim J ydF . ( y) = J ydF ( y) = P • 
"-- oo J j- 00 o J O 
Since the sequence (A.} is arbitrarily chosen, the proof of (4o24) is completedo 
J 
Theorem 4.4 establishes the properties of PCD as A takes the extreme 
values. The theoretical part of the problem concerning the behavior of PCD 
for moderate values of A is still unsolved. Starr (29] has obtained some 
numerical results about the sequential confidence interval for the mean in the 
one~population problem. His results show that the confidence coefficient given 
by his sequential procedure is slightly below the fixed level for moderate values 
of A. We do expect a similar situation under the rule R3B proposed in 
Section 4.2 of this chapter. However, the autho~ ·has not reached any theoretical 
or numerical conclusions. 
4.4 The Expected Misclassification Size. 
In this section we examine the expected misclassification size EM under 
-R3B. It is easily seen that the supremum of EM over all mean vector µ is 
achieved when µi is either 
particular, it is achieved at 
* * µ0 + 61 or µ0 + 62 (i = 1, 2, ••• , k). In 
-o µ defined in (2.19). Hence we restrict our 
attention to -0 µ only and denote it by EM0 • We first give a lower bound on 
E~ for all A.o 
Lennna 4.4; For every A.> O, 
(4.28) EM0 ~ k(l - t(.@/~)]. 
Proof: The proof of this lemma is similar to that of Lemma 3.3. 
The following theorem shows that for extreme values of A., E~ under the 
sequential procedure is the same as that under the single-stage procedure. 
Theorem 4.50 For b * defined in (2.21) with P = P, 
(4.29) (1) lim E~ = O, 
A.- 0 
(2) lim :EM0 = k[l - t(b)]. A.- 00 
- 39 -
I I \.J 
! I • 
~ 
I ! 
-~ 
\ j 
\..J 
\ I 
~ 
\ I 
i.-1 
\ I 
w 
l I 
~ 
u 
I I 
I r 
w 
\ j 
i ! i.,J 
l ! 
_. 
! I 
I : W-
I I 
w 
\ I 
i ' 
'-i 
u 
1 I 
~ 
\ j 
w 
I I 
w 
"' 
,. 
.-
-i' 
Proof: The proof of this theorem is similar to that of Theorem 4.~ with 
l:l(gh,.) = k[l - t(ijh,.)] •. 
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APPENDIX A 
A Property of Certain Multivariate Normal Distributions 
For arbitrary but fixed real numbers pe:(0, 1) ' ce(-te, m), (12 > 0 and 
positive integer k, we define (for every fixed r = 0, 1, ... , k) the (k X k) 
covariance matrix "i/,r = (crij) by 
(A. l) 
i.e., 
(A.2) 
(12 if i = j' 
cr .. = pcr2 if i, je(l, 2' ... ' 
l. J 
-pcr2 if ie:(1, 2, ..• , r} 
"i/, has the following structure: 
r 
1 2 r r+l ... k 
1 p 
-P 
p 1 ; 
--------1 -p--
-p 
p 1 
r} or 
and 
1 
2 
r 
r+l 
k 
i, je:{r+l, r+2, .•. , 
js (r+l, r+2, ..• , k}; 
We also define the multivariate normal probability iP.~agral P(r) by 
(A.3) 
1 '"°'-1 
··) y /1., y k 
.:.,..,, r""TTd e . 1 Y .. l.= l. P(r) 
C C C 
= P (r) = J J ... J p,c 
-co 
1 
(2TT)k/2 lirl 11? 
k }, 
It should be observed that for either r = 0 or r = k, P(r) is the probability 
integral of an equicorrelated multivariate normal distribution. Let the integer 
[x) denote the largest integer ~ x; we say P(r) is strictly decreasing at 
r (P(r)Jr) if P(r+l)- P(r) < 0, and we say F(r) is strictly increasing at r 
( P(r)tr) if P(r+l)- P(r) > 0. The purpose of this section is to prove the 
following 
Theorem A.l. For every pe:(0, 1), ce:(-co, co) and a2 > 0, we have 
(A.4) (1) P(r) = P(k-r) for r = 0, 1, ... , k· ,
(A. 5) (~) P( r) fr for r ::: 0, 1 ' ... , ,- (k-2)]. :~ ~ ' 
(A.6) (3) P(r)tr for r = k-1, lc-c-, .•• , ~(k:1)]_ 
-
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[We shall refer to (A.~) as the symmetry property of P(r) and (A.5) and (A.6) 
as the monotonicity properties of P(r)o] 
Corollary~ P( r) k achieves a unique minimum at r = 2 when k is even and a 
common minimum at r; (k;l) and r = (k;l) when k is odd. 
Before we prove this theorem we first prove a lemma dealing with symmetric 
distributionso Let f«z) be a density function and F(z) be its corresponding 
Cod.f. For arbitrary but fixed real numbers ~e(O, ~), se(~, m) and any 
positive intege'r k, we define for r = 0, 1, ... , k 
(A. 7) ~(r) = J=Fr(~z + s)Fk-r(-~z + s)f(z)dz, 
~ 
and its first difference 
n~(r) = ~(r+l) - ~(r), r = O, 1, .•• , k-1. 
Lemma A.l. If f(z) = f(-z), then for every ~e(O, m) and se(-co, m), 
(A.9) ( 1) ~(r) = ~(k-r) for r = o, 1, ..• ' k; 
(A.10) (2) n!,(r) ~ O for r = 0, 1 ' .. 0 ' [(k;2)]; 
(A.11) (3) n~(r) ~ 0 for r = k-1, k-2, ..• , [(k;l)]. 
Proof: Property (A.9) follows immediately by setting u = -z in the integral 
To prove (A.10), we first define a function 
(A.12) H(z) = [F(~z + s) - F(-~z + s)]f(z) for ze(-m, m). 
Then it is easily seen that 
(A.13) H(z) = -H(-z) for ze(~, m) 
and since ~ > 0 
(! ~ 14) H(z) ~ 0 for ze(O, m). 
f . d ·- < (k-1) For every ixe r _ 2 , 
(A.15) 
- 42 -
' ~ 
... ,. 
' ~ ; 
.... 
• 00 0 
= J Fr(~z + s)Fk-r-l(-~z + s)H(z)dz + J Fr('flz + s)Fk-r-l(-~z + s)H(z)dz. 
0 -00 
Consider the second integral r2 on the r.h.s. of the above expression. Setting ( ) Joo k-r-1( ) r( ) u = -z and applying A.13, we have r2 = - F ~u + s F -~u + s H(u)du. 0 
Substituting this in (A.15) gives 
(A.16) 
00 ( ) J r( ) r(\ ) ( ) k-2r-1( ) k-2r-1( ) Lll3 r = F 'Jlz + s F :._ ;,-~z + s H z [F -'Jlz + s - F 'flz + s ]dz. 
0 
Since by (A.14) 
it follows that 
for zs ( 0, oo) and F ( -Tl·z + s )SF:('Tl~+.s),) 
Llf3(r) ~ 0 for 
for r = (k;l) 
k - 2r - 1 > 0 · 1 1 f r ~ [(k2- 2 )],· or equiva ent y, or 
and Lll3(r) = 0 This proves (A.10). 
The result (A.11) is an immediate consequence of (A.9) and (A.10). 
Remark A.1. If the c.d.f. F(z) is strictly increasing in (-oo, oo), then 
every inequality in the proof of the above lemma will be a strict inequality 
and hence the inequalities in (A.10) and (A.11) are strict inequalities. 
Proof of the theorem: Without loss of generality, we assume cr2 = 1. 
Let z0 , z1 , ••• , Zk be independent standard normal chance variables,~(·) 
and t(·) be the density function and c.d.f., .respectively, of the standard 
normal distribution. For arbitrary but fixed ps(O, 1) and cs(-oo, oo), let 
11 > 0 satisfy 
(A .17) = p > 0 
and let 
(A.18) . s = c{'fl2 + 1. 
For fixed r(O ~ r ~ k), we define 
(Zi - 'flZ0)/~ for i = 1, 2, ••• , r; 
(A .19) Y. = 
- Zi)/F 1 for i = r+l, r+2, ••• , k. 
Then (Y1 , Y2 , ••• , Yk) follows a multivariate normal distribution with mean 
vector O 2 and covariance matrix "f/. defined in (A.2) wi't'h· ·G = 1. r . 
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Hence 
; 
., (A. ;::o) = 1, 2, .•. , r 
= r+l, r+c, .•. , 
00 
= J ~r(~z + s)ik-r(-~z + s)~(z)dz. 
-oc 
The rest of the argument follows from Lemma A.1. This completes the proof. 
Corollaries. (1) Let have the joint distribution N(O, 'I/, ) 
r 
and let 
u = max U.,V= 
l<i<k 1. 
larger than V. 
max V •• 
l<i<k 1. 
have the joint distribution 
If Ir - ~1<1 s - ~I, then 
N(O, ¥, ). 
s 
Let 
u is stochastically 
(2) Let (u1 , u2 , ••• , Uk) and (v1 , v2 , ••• , vk) follow multivariate t 
distributions; and the associated correlation matrices be tr and ts respectively. 
Let u = max ui, V = max vi. If 
l<i<k l<i<k 
jr - ~!<Is - ti, then U is stochastically 
2 ~ 
larger than -v. 
Exampl~. We consider the special case k - f) - ,_ and c = O. It is well-known 
that if (u1 , u2 ) follows a bivariate normal distibution with means 0, a common 
but arbitrary variance a2 and correlation coefficient p, then g(p) = 
P[U1 ~ O, u2 S 0] =¾+½IT arc sin p (see, e.g., [8: p. 290]). If p > O, 
then g(p) > g(-p). Our result agrees with this statement because g(p) corre-
sponds to P(r) for either r = 0 or r = ~.~ and g(-p) corresponds to P(r) 
for r = 1. 
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1 APPENDIX B 
Convergence of the Percentage Points of a Sequence of Distributions 
The purpose of this section is to prove the following theorem which deals 
with the relationship between convergence in distribution and convergence in 
their corresponding percentage points. 
Theorem B.l; Let (F (·)} be a sequence of c.d.f.'s such that 
n 
(B.1) 
and for arbitrary but fixed Pe(O., 1), let 
(B.2) 
(B.3) 
s = s (P) = inf(x: F (x-0) < P < F (x)}, 
n n n - - n 
s = s(P) = inf(x: F(x-0) ~ P ~ F(x)}. 
n = 1, 2, ••. 
If F(•) is continuous and F(s) > F(s) for every s > s, then 
(B.4) s -+ s as n -+ 00. 
n 
Before we begin the proof of the theorem we first establish two lemmas. 
Lemma B.l. A continuous c.d.f. F(•) is uniformly continuous in (- 00, 00). 
Proof: For every e > O, let M be large enough such that F(-M) < ! and 
F(M) > 1 - !.. Since F(·) is uniformly continuous in the close interval C-M, M], 2 
there exists ant 6 such that Ix - x'I < 6 implies IF(x) - F(x')I < E: for 
every x, x 's [ -M, M]. Since F ( •). is monotone increasing, this shows that 
Ix - x'I < 6 implies jF(x) - F(x')I < s for every x, x'e(- ~, 00). 
Lennna B.2. If a sequence of c.d.f.'s d F (•)-+ F(•) n .. and F( •) is continuous, 
then the convergence is uniform. 
Proof: For every 
F(M) > 1 - ! . Let 
IF(x) - F(x')I < f 
s > 0, let M be large enough such that F(-M) < ! and 
6 be small enough such that Ix - x'I < 6 implies 
for every x, x's(- 00, ~). For the finite partition 
x0 < x1 < x2 < ••• < ~ such that xi= i6-M (i = 0, 1, ••• , R) and ~ ~ M, let 
N1 be large enough such that for every n ~ Ni, jFn(xi) - F(x1)1 <; (i = O, 1, ••• , R). 
Let Then for every n > N, if xs[-M, M], there exists an integer i 
such that x. < x < x. 1 and 1. - 1.+ 
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jFn(x) - F(x)I ~ IFn(x) - Fn(x1 )1 + IFn(xi) - F(x1)1 + IF(x1 ) - F(x)I 
< IFn(xi+l) - Fn(xi}I + IFn(xi) - F(xi)I + IF(xi+l) - F(xi)I 
< IFn(xi+l) - F(xi+l)I + IF(xi+l) - F(xi)I + IF(xi) - Fn(xi)I + IFn(xi)-F(xi)I 
+ IF(xi+l) - F(xi)I < e; 
if x < -M, by the monotonicity property of distribution functions, 
IFn(x) - F{x)I ~ Fn(-M) + F(-M) ~ 2e; 
a similar argument also holds for the case x > M. Hence for every n > N, 
jFn(x) - F(x)j < 2s for every xe(- oo, oo). This completes the proof. 
Proof of the theorem: Since F(•) is continuous, it follows by (A.3) that 
F(s) = P. We first prove F Cs ) .... F(s) = P. By (B.2), we always.;have F (s) > P n n ~ n n -
and, if :. a_. is any real number < s , then F (a ) < P (n = 1, 2, ••• ). Suppose 
~-n - n n n , 
F (s) ~ Pi then for some s > 0 there exists an infinite set I of positive 
n n 
integers such that F (s ) > P + e for every nsI. Let c be such that 
n n -
(B .5) e F(c) = P + 2 • 
Then for every neI we have either F (c) < P (if c < s) or 
n n 
F (c) > P + e 
n -
(if c > s ). Thus F (c) ~ F(c) and we reach a contradiction. 
- n n 
Hence F (s )-F(s) = P. 
n n 
Since F ( •) .... F ( •) 
n 
uniformly, there exists an N such that n > N implies 
IFn(x) - F(x)I < ! for every xe(- oo, oo), hence 
(B.6) F n ( c ) - P = ( F n ( c ) - F ( c ) ) + '('F ( c ) - P) ~ - ! + ~ = O • 
This shows for every n > N, s < c. The lower bound of (s } can be obtained 
n- n 
in a similar manner. Hence the sequence {s } is uniformly bounded. By 
n 
Weierstrass Theorem, the sequence 
Let s be any limit point of 
Then 
{s } has at least one limit point. 
n 
(s }, or equivalently, let s - s 
n n. 
J 
(B.7) A.= IF (s ) - F(s)I < IF (s ) - F(s )I + IF(s ) - F(s)I. 
J nj nj - nj nj nj nj 
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as J - oo. 
• By the uniform convergence of (F (•)} and the uniform continuity of F(•), we 
n 
have 
(B.8) 
~j - o. Hence 
F (s ) - F(s) as j - oo 
nj nj 
Bu_t F (s ) - F(s) 1 hence we must have F(s) = F(s), thus (by (B.3)) s ~ S• 
nj nj 
Since by the condition on F · s > s implies F ( s) > F ( s), it then follows that s = s. 
This shows that any subsequence of 
as n - oo and the proof is completed. 
(sn} converges to s. Hence s - s n 
Corollaries~ (1) Let x1, x2 , ••• , Xn,••• be a sequence of chance variagles 
such that the Central Limit Theorem applies. Let sn(P) be the percentage point 
n n n 
of the distribution of the chance variable (~Xi - ~ EXi)/ ~ Var Xi and 
i=l i=l i=l 
s(P) be the percentage point of the standard normal distribution. Then s (P) .... s(P) 
n 
for every Ps(O, 1). 
(2) Let F(•) be a c.d.f. which is continuous and strictly increasing, 
and F (•) be the sample c.d.f. of n independent observations from F(•). 
n 
Let s (P) 
n 
and s(P) be the corresponding percentage points of F (.) 
n 
and F( •) 
respectively, as defined in (B.2) and (B.3) (note that (sn(P)} is a sequence 
of chance variables). Then s (P) - s(P) 
n 
a.s. for every Ps(O, 1). 
The proof of this corollary follows from Theorem B .1 and Glivenko - Carttelli 
Theorem which states ·~that F ( •) - F( •) uniformly with probability 1 (see, e.g., 
n 
[21: p. 20]). In application, we regard (sn(P)} as a sequence of estimators 
of s(P) and it follows that the estimator of the percentage point of F(•) 
based on the percentage point of the sample c.d.f. is consistant. 
Example; The following is an example in which the conditions in Theorem B.1 
are not satisfied and the conclusion does not follow. 
Let the sequence of c.d.f.'s (F (·)} be such that F (x): 0 for x < O, 
n n 
F (x) : 1 for X > 1 and 
n 
=~ 
- (.! - x)n for 1 0 ~ X < 2, (B.9) F (x) 2 n 1 for -<x< 1; 2- -
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then the limiting distribution function is such that F(x) = 0 for x < O, 
F(x) = 1 for x > 1 
(B.10) F(x) = t: 
1 For P = 2, we have 
and 
for 1 osx<2, 
1 for 2 S x S 1 • 
1 
sn = 2 (n = 1,.2,o.o), hence 
- ¼9 -
s ~ s = o. 
n 
" ; 
-
Table 1 
Equicoordinate percentage points b of a multivariate 
normal distribution with mean vector 0 and covariance matrix l 
K 
1 
~~ 
4 
5 
6 
7 
8 
9 
10 
12 
P = 0.50 
0.0000000 
o.6423429 
o .8:W0415 
0.9938965 
1.0890009 
1.1742510 
l..~356655 
1. '.)9~~8724 
l.5376440 
1. 38016~:'6 
1.4486915 
1.5048107 
1. 55·~ 1539 
1.59:-:9848 
1.6288041 
P = 0.75 
o. 6741~898 
1.1462928 
1.319::'980 
1.4528031 
1. 5389483 
1.6140189 
1.6702228 
1.7214957 
1. 76?7532 
1.801:~938 
1.864 3484 
1. 916~4 34 
1.9601991 
1.998?34 3 
2 .031691+5 
P = 0.90 
1. 2815516 
1.64456~U 
1.8003977 
1. 9162111 
1.9950_:ill 
2.0620112 
2 .1138621 
2. 1602823 
2.1985565 
2.:::337781 
?.2921627 
2.3404131 
·?. 381J~180 
~ .1~169983 
::· .4483726 
P = 0.95 
l.64485:i7 
1.9599::.-46 
2.1057358 
2.212vo5 
~.::865328 
2.3489679 
2.3981570 
2 .1~417695 
?.4.781993 
2.51146:'3 
2.5669962 
.2.6130015 
~~. 65:-: 1756 
2 . 686:~'.: 3~ 
?.716r884 
P = 0.975 
l .95996'.i-O 
2.2413975 
2.3786364 
2.4775016 
?. • 51.~80781 
2.6067571 
2.6536084 
_). 694854 3 
2.7296540 
~. 761244~~ 
2.8142841 
?.8583140 
:- . 8958693 
2.9~85565 
·?. 9574557 
Note: The table value b ~ b(P,k) is the solution of the equation 
b b b 1 -½Y't- 1y k 
p = J J · · · J kJ:: 1/':: e - · · !!'1 dy · 
-eQ -0) -fn ( 2TT) - It I '- 1- 1 
where the convariance matrix Z is (k X k) and has the structure 
1 2 ... m m+l •.. k 
t 1,1. 1 \~ 
1 • 2 - . 
-2 \ • 
2 . ·1 \: 
';/, = \ ----: T_-1 ___ ;::+1 
\ 1. I , 2 · \ -2 1. . . 
I 2 • l · · 
k 
and the integer m is k/:' or (k+ 1) / ~-. 
- 1+9 -
P = 0.99 
2. J::63479 
2.5758.::90 
2. 7033911 
2.79427:7 
:.8604419 
2 .9149993 
?.9591380 
2.9977379 
3 .03063~ 9 
3.0603289 
3. 1104789 
3.152206~ 
5.1878656 
3 . .=1895~9 
3. ~-·464759 
--
-
Table 2 
Equicoordinate percentage points h of a multivariate 
t distribution with correlation matrix t 
for 
P = 0.50, 0.75, 0.90, 0.95, 0.975, 0.99; 
k = 2(1)6(2)12(4)20; and 
D.F. = V = 5(1)10(2)~0(4)60(30)120. 
Note: The table value h = h (P, k) is the solution of the equation 
V 
or, equivalently, 
l' k+v) l -:..· 
p = --.-k---,1---
( vTT)2li 12r(i) 
J h J h . . . f h [JCX) 
-::0 -<0 -<0 0 
where tis defined in the note of Table 1. 
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i=l 
dt. 
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• • Table 2A 
"' 
.. P = 0.50 
- D.F. K - .:, - .... K = 3 K = 4 K = 5 K = 6 K = 8 K = 10 K = 12 K = 16 K = 20 
5 . 68057 .89079 1.06270 1.16737 1.26195 1. 39388 1.49125 1.56779 1.68341 1.76905 
6 .67397 .88145 1.05075 1. 15380 1.24685 1.37666 1.47249 1.54784 1.66173 1.74613 
7 .66931 .87488 1.04234 1.14425 1.23620 1.36449 1.45921 1.5337i 1. 64633 1.72982 
8 .66584 .87000 1.03610 1.13716 1.22829 1.35544 1.44931 1.52315 1.63480 1. 71160 
9 .66317 .86623 1.03129 1.13168 1.22218 1. 34843 1.44163 1.51495 1.62583 1.70807 
10 .66104 .86324 1.02746 1.12733 1.21731 1.34284 1.43551 1.50840 1.61865 1. 70043 
12 .65786 .85878 1.02176 1.12084 1.21005 1. 33449 1.42633 1.49857 1.60784 1.68892 
14 .65561 .85562 1.01771 1. 11623 1.20489 1.32854 1.41978 1.49154 1.6ooo9 1.68064 
16 .65393 .85326 1.01470 1.11279 1. 20103 1.32408 1.41486 1.48626 1. 59425 1.67438 
18 .65263 .85143 1.01236 1. ll0L~ 1.19804 1. 32061 1.41104 1.48214 1.58969 1.66949 
20 .65159 .84998 1.01049 1.10799 1.19565 1. 31784 1.40797 1.47884 1.58602 1. 66555 
.. 24 .65003 .84780 1.00770 1.10480 1.19207 1. 31369 1.40337 1.47388 1.58o50 1.65961 
28 .64892 .84625 1.00571 1.10253 1.18952 1.31072 1.40008 1.47032 1. 57653 1.65532 
32 .64810 .84509 1.00423 1.10083 1.1876o 1.30850 1.39761 1.46765 1. 57354 1.65~09 
36 .64745 .84419 1.00307 1.09951 1.18612 1.30677 1.39568 1.46557 1.57120 1.64956 
40 .64694 .84347 1.00215 1.09846 1.18493 1. 30538 1. 39414 1.46389 1.56933 1.64753 
44 .64652 .84288 1.00140 1.09760 1.18396 1.304?.4 1.39288 1.46253 1.56779 1.64586 
48 .64617 .84239 1.00077 1.09688 1.18315 1. 30330 1.39182 1.46138 1. 56651 . 1.64447 
52 .64588 .84198 1.00024 1.09627 1.18246 1. 30250 1. 39093 1.46041 1.56542 1.64328 
56 .64562 .84163 0.99979 1.09575 1.18188 1.30181 1. 39017 1.45958 1.56448 1.64227 
60 .64540 .84132 0.99939 1.09530 1.18137 1. 30122 1.38950 1.45886 1.56367 1. 64138 
90 .64438 .83989 0.99756 1.09320 1.17900 1.29844 1.38640 1.45549 1.55986 1.63723 
120 .64387 .83918 0.99664 1.09215 1.17781 1.29705 1.38485 1.4538o 1. 55795 1.63515 
00 .64235 .83705 0.99390 1.08901 1.17426 1.29288 1. 38017 1.44870 1. 55216 1.62881 
-. 
J 
-
:<' l\ Table 2B 
-... V p = 0.75 
-
D.F. K = 2 K = 3 K = 4 K = 5 K = 6 K = 8 K = 10 K = 12 K = 16 K = 20 
.. 
5 1.28547 1.49920 1.67149 1. 78273 1.882 lQ 2.02501 2.13209 2.21722 2.34734 2.44484 
6 1.26o35 1.46657 1.63178 1. 73848 1. 833-56 1.97019 2.07255 2.15393 2.27832 2.37156 
7 1.24291 1.44395 1.6o427 1.70782 1.79988 1.93216 2.03122 2.10994 2.23027 2.32047 
8 1.23009 1.42735 1.58409 1.68534 1. 77517 1.90423 2.00083 2.07757 2.19487 2.28279 
... 9 1.22027 1.41465 1.56866 1.66814 1.75626 1.88285 1.97754 2.05276 2.16769 2.25384 
10 1.21251 1.40463 1.55647 1.65455 1.74132 1.86594 1.95913 2.03312 2.14617 2.23088 
-
12 1.20102 1.38980 1.53845 1. 63447 1.71923 1.84093 1.93185 2.00402 2. 11422 2. 19678 
14 1.19293 1. 37936 1.52577 1.62033 1.70367 1.82330 1.91262 1.98348 2.09165 2.17266 
-
16 1.18693 1.37161 1. 51636 1.60984 1.69212 1.81020 1.89832 1.96821 2.07484 2.15469 
18 1.18229 1.36564 1. 50910 1.6o174 1.68321 l.8o010 1.88728 1.95640 2.06185 2.14078 
20 1.17860 1.36o89 1.50333 1. 59531 1.67612 1.79205 1.87850 1.94701 2.05150 2.12969 
\at 
24 1.17311 1. 35381 1.49473 1.58572 1.66556 1.78oo7 1.86540 1.93300 2.03605 ~.11313 
28 1.16921 1.34879 1.48864 1.57892 1.65807 1. 77157 1.85610 1.92305 2.02507 2.10136 
--
3~ 1.16631 1.34505 1.48409 1.57385 1.65248 1.76522 1.84915 1.91561 2 .01687: .09256 
36 1.16405 1.34215 1.48056 1.56992 1.64815 1.76o30 1.84377 1.90985 2.01050 2.08573 
-
40 1.16226 1. 33983 1.47775 1.56678 1.64470 1.75637 1.83948 1.90525 2.00543 2.08028 
44 1.16079 1.33795 1.47546 1.56422 1.64188 1. 75317 1.83597 1.90150 2.00128 2.07583 
-
48 1.15957 1. 33638 1.47355 1. 56210 1.63954 1. 75051 1. 83305 1.89838 1. 99783 ? .07212 
52 1.15854 1.33505 1.47194 1. 56o30 1. 63755 1. 74825 1.83059 1.89574 1.99491 2.06899 
56 1.15766 1.33392 1.47056 1.55876 1.63586 1.74633 1.8:2848 1.89348 1. 99241 ?. .06631 
- 60 1.15689 1.33293 1.46937 1.55743 1.63439 1.74466 1.8-2666 1.89152 1. 99025 2 .06399 
90 1.15334 1.32837 1.46382 1. 55124 1.62757 1. 73690 1.81816 1.88242 1. 98019 :? .05318 
-
120 1.15158 1.32609 1.46106 1.54815 1.62417 1. 73304 1.81393 1.87789 1.97518 2.04779 
CJ) 1.14630 1. 31930 1.45281 1. 53895 1.6140·2 1.72150 1.80130 1.864 35 1.96020 2 .03170 
--
-
h' I 
- _/4- -
----------- -._ 
.• 
l Table 2C .. :-- • 
.. p = 0.90 
--
D.F. K = 2 K = 3 K = 4 K = 5 K = 6 K = 8 K = 10 K = 12 K = 16 K = 20 
.. 
5 2.00771 2.:24189 2.42873 2.55442 2.66588 2.82937 2.95328 3.05255 3.20554 3. 32111 
6 1.93795 2.15646 2. 32910 2.44550 2.54818 2.69895 2.81313 2.90461 3.0456o 3.15216 
_, 
1.89059 2.09861 2.26174 2.37189 2.46867 2.61082 2.71840 2.80455 7 2.93732 3 .03766 
8 1. 85635 2.05686 2.21320 2.31886 2.41140 2. 54735 2.65015 2.73244 2.85922 2.95502 
tali 9 1.83046 2.02534 2.17657 2.27887 2.36821 2.49948 2. 59867 2.67803 2.80026 2.89261 
10 1.81019 2.00070 2.14796 2.24764 2.33449 2.46210 2.55846 2.63554 2.75419 2.84381 
-
12 1.78053 1.96468 2.10617 2.20203 2.28526 2.40754 2.49977 2.57348 2.68688 2.77248 
14 1.75987 1.93963 2.07713 2.17035 ·2 .25106 2.36964 2.45899 2. 53036 2.64009 2.72288 
_, 16 1.74465 1.92120 2.05578 2.14707 2.22594 2.34180 2.42904 2.49868 2.60570 2.68640 
18 1.73298 1.90707 2.03943 2.12924 2 .20670 2.32048 2.40610 2.47442 2.57936 '.?.65846 
20 1. 7'2375 1.89590 2.02650 2 .11514 2.19149 2. 30364 2.38798 2.45525 2.55854 2.63637 
- 24 1. 71006 1.87936 2.09429 2.16900 2.27872 2.36117 2.42689 2.60369 2.00737 2.52775 
28 1. 70041 1.86770 1.99389 2.07961 2.15316 2.26118 2.34229 2.40693 2.50606 2. 58068 
tail 32 1.69324 1.85904 1.98388 2.06870 2.14141 2.24816 2.32828 2. 39211 2.48997 2.56360 
36 1.68770 1. 85~~36 1.97616 2.06o29 2.13233 2 .23811 2.31748 2.38068 2.47756 2.55042 
-
40 1.68329 1.8470!~ 1.97002 2.05360 2.12512 2.23013 2.30889 2. 3716o 2.46769 2.53995 
44 1.67970 1.84271 1.96502 2.04815 2 .11925 2.22363 2.30190 2.36420 2.45966 2.53142 
-
48 1.67672 1.83911 ~.96087 2.04364 2.11438 2.21823 2.29610 2.35807 2.45299 2.52435 
52 1.67420 1.83608 1.95737 2.03982 2.11027 2.21369 2.29121 ,-: . 35289 2 .4473 7 2.51838 
56 1.67205 1.83349 1.95438 2.03657 2.10676 2.20980 2.28703 2.34847 2.44257 2.51329 
... 
60· 1. 67019 1. 83125 1.95179 2.03375 2 .10373 2.20644 2.28342 2.34465 2.43842 2.50888 
90 1. 66157 1.82086 1.93980 2.02070 2.08967 2.19088 ?.26668 ?.32695 2.41920 2.48847 
~ 120 1.65729 1.81571 1.93386 2.01423 2.08270 2.18316 2.25838 2.31818 2.40967 2.47836 
C0 1.64457 1.80040 1.91622 1.99504 2.06202 2.16o29 2.23378 2.29217 2.3814? 2.44838 
.. 
- ~d -
-
.. 
) 
.. ~ Table 2D 
~ 
p = 0.95 
-
D.F. K = c K = 3 K = 4 K = 5 K = 6 K = 8 K = 10 K = 1~ K = 16 K:::: ~o 
.. 
5 2.56513 2.82213 3.02640 3.16640 3.29014 3.47342 3.61302 3. 72530 3.89898 4.03064 
... 6 2.44344 2.67692 2.86038 2.98658 3 .0974 3 3.26186 3.38705 3.48772 3. 64 35;: ~.7617~ 
7 2.3622c. 2.58029 2.75012 2.86724 2.96961 3.12161 3.23724 3.33021 3. 47!~06 :.583:4 
8 2.304?4 2. 51145 2.67169 2.78241 2.87879 3.02198 3.13082 3.218~9 3-35361 3.45629 
'-
9 2.26o79 2.45996 2.61310 2.71907 2.81101 :'.94764 3.05142 3.13479 3.26370 3.36150 
10 2.22705 2.42002 2.56770 2.67001 2.75851 2.89008 2.98995 3.07013 3.19408 3. ~l8809 
_, 
12 2.17806 2.36212 2.50195 2.59900 2.68257 2.80684 2. 90105 2.97663 3.09338 3.18186 
14 2 .14423 2.32220 2.45668 2. 55011 2.63031 2.74958 :?.83991 2. 9123-2 3.0::410 3.10878 
'- 16 2 .11947 2.29301 2.42361 2. 51443 2.59218 2.70781 2.79531 ~: .86541 :.' .97357 3.05546 
18 2 .10056 2.27075 2.39840 2.487?3 2.56313 ?..67600 2.76134 ?.8.:?970 '.~. 93509 3.01485 
... 20 2.08566 2.25322 2.37856 2.46583 -~. 540~7 ~.65097 ~.73465 ~.80160 _-.. 90483 -~. 98~91 
24 2.06367 2.22736 2.34932 2.43430 2.50660 ~.61412 ~) .695~9 2 760:?4 :." .86027 ~.93589 
~8 2.04822 2.20921 2.32881 2.41220 
'-
2.48300 .2.58829 2.66774 2. 73L~6 2.82906 2. 90_·95 
32 ~.03678 2 .19577 2.31363 2.39584 2.46554 2.56919 2.64736 2.70984 2.80598 ?.87860 
36 2.0,:,796 2.18542 2.30195 ~.38325 2 .45211 -~'. 55450 2.63168 2.69335 2. 788:""'3 ~.85986 
-
40 2.02095 2.17721 2 .:9267 2.37326 2.44145 2.54284 2.61924 2.68028 2.77415 2.84500 
44 2.01526 2.17053 '.?.28514 2.36514 2.43278 2.53337 '-~ .60914 2.66966 2.76271 :.83293 
4-1 48 ·2 .01053 ~~ .16499 2.27889 2. 35841 2.42560 2. 5255-~ 2.60077 ·:-: .66085 ·=. 75323 -~ .82_:92 
5'.? 2.00655 2.16032 2.2736? 2.35274 2.41956 2.51891 2.59371 ~.65344 2.745.?5 :~. 81450 
-
56 2 .00315 . 2.15634 2.26913 2. 34790 2.41439 2.51326 2.58769 2.64711 ?.. 73843 2.80731 
60 ::.:.000.?.1 1.15289 2.265:'.5 2.3437~ ~.40993 ~.50839 ?.58?50 '.; .64165 ~, 7J:55 .' .80110 
--
90 1.98661 2.13696 2 .~1~729 2.32438 ~.38931 ~.48585 ?..55846 ?.61638 ·_".'. 70534 ~. 77'~39 
1::-:10 1.97987 2.12908 2.23840 2. 314-82 2.37912 ?.47470 :~. 54658 :~ .60390 ~.69190 .'. 758:.:0 
-- co 
1.95993 2 .10574 ? .?1213 2.28654 ~~. 34897 2.44177 ~. 51147 ?. 56700 ~. 65·.")18 ::: . 716~9 
-
1j4 -
... 
.. 
) 
.. ~ .J 
'- Table 2E 
~ ~ 
... 
P = 0.975 
-
D.F. K = 2 K = 3 K = 4 K = 5 K = 6 K = 8 K = 10 K = 12 K = 16 K = 20 
5 3.15876 3.44437 3.67090 3.82816 3.96687 4.17376 4.33198 4.45962 4.65777 4.80857 
6 2.966o1 3.21856 3.41633 3.55432 3.67516 3.85575 3.99376 4.10505 4.27776 4.40917 
7 2.83955 3.07086 3.25020 3.37579 3.48516 3.64884 3.77385 3.87465 4.03111 4.15022 
8 2.75037 2.96695 3.13355 3.25053 3.35193 3.50382 3.61976 3.71320 3.85821 3.9686o 
9 2.68419 2.88996 3.04725 3.15792 3.25348 3.39672 3.50597 3.59398 3.73053 3.83445 
10 2.63315 2.83069 2.98088 3.08673 3.17784 3.31446 3.41859 3.50245 3.63250 3.73145 
12 2.55965 2.74547 2.88560 2.98458 3.06935 3.19655 3.29337 3.37128 3.49201 ~.58382 
14 2.50931 2.68721 2.82053 2.91488 2.99537 3. 11618 3.20804 3.28191 3.39631 3 .48325 
16 2.47269 2.64487 2.77332 2.86432 2.94172 3.05793 3.14622 3.21717 3.32699 3 .41040 
18 2.44487 2.61273 2.73750 2.82598 2.90106 3.01379 3.09938 3.16813 3.27448 3.35522 
20 2.42301 2.58751 2.70941 2.79591 2.86918 2.97921 3.06268 3.12971 3.23335 3.31200 
24 2.39088 2.55046 2.66818 2.75181 2.8224!~ 2.92850 3.00889 3.07340 3.17307 3.24866 
28 2. 36840 2.52457 2.63939 2. 72102 2.78981 2.89312 2.97137 3.03413 3.13104 3.20450 
32 2. 35179 2.50545 2.61814 2.69831 2.76575 2.86704 2.94372 3.00519 3.10007 3.17196 
36 2.33903 2.49076 2.6o183 2.68087 2.74728 2.84702 2.92249 2.98297 3.07630 3.14699 
40 2.32891 2.47912 2.58890 2.66705 2.73265 2.83117 2.90569 2.96539 3.05749 ::'. .1272~~ 
44 2.32069 2.46967 2.57841 2.65584 2.72078 2.81831 2.89206 2. 95112 3.04223 3 .11119 
48 2.31388 2.46184 2.56972 2.64656 2.71096 2.80766 2.88077 2.93932 3.02960 3 .0979:2 
52 2.30815 2.45525 2.56241 2.63875 2.70269 2.79871 2.87128 2.92939 3.01897 3.08676 
56 2 • .30326 2.44963 2.55618 2.63209 2.69564 2.79107 2.86319 2.92092 3.00991 :;.077:.-24 
60 2.~9903 2.44478 2.55079 2.62634 2.68955 2.78448 2.85620 2.91361 3.00209 3 .0690-~ 
_, 
90 2.27951 2.42236 2.52594 2.59979 2.66146 2.75406 2.82396 2.87988 2.96602 :1.03114 
120 2.c~6987 2.41129 2.51367 2.586~9 2.64760 2.73905 2.80807 2.86326 2.94824 j .0124-6 
'-' 
M 2.24140 2.37864 2.47751 2.54808 2.60676 2.69486 2.76125 2.81429 2.89587 2.95746 
~. 
' 
-
~ Q 
'I. Table 2F 
~ ~ 
.. 
P = 0.99 
D.F. K=2 K = 3 K = 4 K = 5 K = 6 K = 8 K = 10 K = 12 K = 16 K = 20 
5 4.02790 4.36051 4.62385 4.80875 4.97154 5.21579 5.40324 5.55485 5.79095 5.97127 
6 3.70523 3.98906 4.21075 4.36746 4.50437 4.71040 4.86846 4.99628 5.19528 5.34717 
7 3.49824 3.75150 3.94718 4.08617 4.20682 4.38875 4.52823 4.64100 4.81657 4.95059 
8 3.35462 3.58711 3.76519 3.89213 4.00177 4.16733 4.29419 4.39675 4.55641 4.67855 
9 3.24933 3.46683 3.63226 3.75052 3.85222 4.00594 4.12366 4.21879 4.36687 4.47994 
10 3.16892 3.37513 3.53105 3.64276 3.73848 3.88327 3.99408 4.0836o 4.22289 4.32923 
12 3.05435 3.24470 3.38732 3.48983 3.57717 3.70941 3.81051 3 .89211 4.01901 4.11584 
14 2.97673 3.15650 3.29029 3.38666 3.46843 3.59230 3.68690 3.76322 3.88182 3.97227 
16 2.92071 3.09293 3.22044 3.31244 3.39023 3.50814 3.59811 3.67065 3.78331 3.86919 
18 2.87839 3.04496 3.16779 3.25651 3.33134 3.44478 3.53128 3.60099 3.70920 3.79165 
20 2.84531 3.00748 3.12669 3.21287 3.28540 3.39538 3.47919 3.54669 3.65144 3.73122 
24 2.79692 2.95274 3.06669 3.14918 3.21839 3.32335 3.40325 3.46756 3.56729 3.64320 
\al 28 2.76325 2.91467 3.02501 3.10497 3.17188 3.27338 3.35058 3.41270 3.50896 3.58219 
32 2.73848 2.88669 2.99439 3.07248 3.13773 3.23669 3.31193 3.37243 3.46616 3.53742 
36 2.71948 2.86524 2.97093 3.04761 3.11158 3.20862 3.28235 3.34162 3.43341 3.50318 
40 2.70446 2.84829 2.95240 3.02796 3.09093 3.18644 3.25899 3.31730 3.40756 3.47614 
44 2.69228 2.83455 2.93738 3.01204 3.07420 3.16848 3.24008 3.29760 3.38663 3.45425 
48 2.68221 2.82318 2.92497 2.99888 3.06037 3.15364 3.22445 3.28133 3.36933 3.43617 
52 2.67374 2.81363 2.91453 2.98783 3.04875 3.14118 3.21132 3.26766 3.35481 3.42099 
56 2.66651 2.8o549 2.90564 2.97841 3.03886 3.13056 3.20014 3.25601 3.34244 3.40805 
60 2.66029 2.79847 2.89798 2.97028 3.03032 3.12140 3.19049 3.24597 3.33177 3.~9690 
90 2.63157 2.76612 2.86267 2.93287 2.99103 3.07925 3.14612 3.19977 3.28269 3.34559 
120 2.61743 2.75019 2.84529 2.91447 2.97171 3.05853 3.12430 3.17706 3.25857 3.32038 
eel 2.57583 2.70340 2.79428 2.86o45 2.91500 2.99774 3.06033 3 .11048 3.18787 3.24648 
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