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Propriétés spectrales de l’opérateur solution canonique du ∂ et des
opérateurs de Hankel de symbole antiholomorphe
Cette thèse est consacrée à l’étude spectrale de l’opérateur solution canonique
du ∂ en liaison avec les opérateurs de Hankel dans le cas de plusieurs variables
complexes.
Dans un premier temps, on étudie les propriétés spectrales de l’opérateur solution
canonique du ∂. Dans le cas d’une variable complexe, F. Haslinger a donné des
conditions nécessaires et suffisantes pour que l’opérateur solution canonique du ∂ sur
l’espace de Bergman du disque unité de C et de mesure radiale µ, dans l’espace
L2 associé, soit compact et soit un opérateur de Hilbert-Schmidt en fonction des
moments de la mesure µ. Nous donnons des conditions nécessaires et suffisantes,
portant toujours sur la croissance des moments de la mesure µ, pour que l’opérateur
solution canonique du ∂ soit borné, compact et appartienne à la pe`me classe de
Schatten, et ce dans le cas d’une ou plusieurs variables et pour toute une classe
d’espaces de Hilbert contenant des espaces de Hilbert de fonctions holomorphes
classiques comme des espaces de Bergman à poids, des espaces de Fock, des espaces
de Sobolev de fonctions holomorphes, des espaces de Hardy-Sobolev, l’espace de
Hardy ou l’espace invariant de Möbius.
Dans un second temps, on s’intéresse à l’existence d’un opérateur de Hankel défini
sur un espace de Hilbert de fonctions holomorphes, de symbole antiholomorphe non
trivial dans une classe de Schatten donnée et on cherche à étudier le rapport entre
la croissance d’une fonction f et la taille des valeurs singulières de l’opérateur de
Hankel induit par f¯ . Le cas des espaces de Bergman à poids sur la boule unité de
Cn a été traité par S. Axler, J. Arazy, S. Fisher, J. Peetre et S. Janson dans le cas
d’une variable, et par J. Arazy, S. Fisher, S. Janson, J. Peetre, R. Wallsten, K. T.
Hahn, E. H. Youssfi et K. Zhu dans le cas de plusieurs variables. Dans ce travail, on
considère l’espace de Hardy du disque unité de C, l’espace de Dirichlet et des espaces
de Sobolev de fonctions holomorphes sur le disque unité de C. On donne d’abord
une condition nécessaire et suffisante sur p pour que la pe`me classe de Schatten
contienne un opérateur de Hankel de symbole antiholomorphe non trivial. Ensuite,
on caractérise les fonctions f pour lesquelles l’opérateur de Hankel de symbole f¯ est
un opérateur de Hilbert-Schmidt. En outre, on établit des conditions nécessaires sur
f pour que l’opérateur induit par f¯ soit un opérateur borné, compact et appartienne
à la pe`me classe de Schatten, excepté dans le cas de l’espace de Dirichlet.
Mots clés: Classes de Schatten, Opérateur de Hankel, Équation du ∂.
Classification mathématique: 32W05, 47B35, 47B10, 47B38.
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Chapitre 1
Introduction
Cette thèse est consacrée à l’étude spectrale de l’opérateur solution canonique
du ∂ en liaison avec les opérateurs de Hankel dans le cas de plusieurs variables
complexes. En premier lieu, on s’intéresse aux propriétés spectrales de l’opérateur
solution canonique du ∂ défini sur un espace de Hilbert de (0,1)-formes à coefficients
holomorphes. En second lieu, on étudie les grands opérateurs de Hankel de symbole
antiholomorphe définis via la projection de Bergman sur certains sous-espaces de
l’espace de Hardy du disque unité de C.
1.1 Présentation générale
1.1.1 Opérateur solution canonique du ∂
Une première partie de ce travail concerne l’opérateur solution canonique du
∂ défini sur les (0,1)-formes à coefficients holomorphes. On rappelle que l’opérateur
solution canonique du ∂ classique est l’opérateur qui, à toute (0,1)-forme à coeffi-
cients L2 par rapport à la mesure de Lebesgue, associe la solution L2 de l’équation
du ∂ qui est orthogonale à l’espace de Bergman des fonctions holomorphes de carré
intégrable par rapport à la mesure de Lebesgue. L’opérateur solution canonique du
∂ fournit une solution de l’équation du ∂ de norme L2 minimale (voir [4] et [20]).
La question de la compacité de l’opérateur solution du ∂ a été étudiée pour
différentes raisons, notamment à cause du lien qui existe entre les propriétés de
l’opérateur solution du ∂ et celles de l’opérateur du ∂ -Neumann (voir [10], [11],
[13], [14], [26] et [41]). L’opérateur du ∂ -Neumann N est l’inverse de l’opérateur
auto-adjoint ∂ ∂
∗
+ ∂
∗
∂. La compacité de l’opérateur du ∂ -Neumann est une pro-
priété élémentaire qui a de nombreuses conséquences très utiles (voir [13]). Dans le
cas des domaines à bord lisse, cela entraîne la régularité globale du problème du
∂ -Neumann (dans le sens où les espaces de Sobolev sont préservés). La théorie de
Fredholm pour les opérateurs de Toeplitz est une conséquence directe de la compa-
cité de l’opérateur du ∂ -Neumann. En fait, la compacité de cet opérateur implique
que les commutateurs entre la projection de Bergman et les opérateurs de multipli-
cation sont également compacts; ce résultat est utilisé pour étudier des conditions
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de positivité sur les polynômes. En outre, qu’il soit compact ou non, le problème
du ∂ -Neumann est lié à certaines C∗-algèbres d’opérateurs naturellement associées
à un domaine de Cn.
De plus, S. Fu et E. Straube ont montré dans [13] que la compacité de l’opérateur
solution du ∂ sur les (0,1)-formes d’un domaine convexe borné Ω de Cn implique
que le bord de Ω ne contient aucune variété analytique de dimension supérieure ou
égale à un, et ceci en utilisant uniquement qu’il existe un opérateur solution du
∂ compact sur les (0,1)-formes à coefficients holomorphes. Dans ce cas, la compacité
du ∂ sur les (0,1)-formes à coefficients holomorphes donne la compacité du ∂ sur les
(0,1)-formes.
Un phénomène similaire apparaît dans l’article [41] de N. Salinas, A. Sheu et H.
Upmeier qui traite de la C∗-algèbre de Toeplitz T (Ω) et dans lequel ils étudient le
lien entre la structure de T (Ω) et le problème du ∂ -Neumann. Plus précisément,
les auteurs montrent que si Ω est un domaine de Reinhardt pseudoconvexe complet
dans C2, alors la compacité du ∂-Neumann sur les (0,1)-formes à coefficients analy-
tiques entraîne que le bord de Ω ne peut contenir aucune composante holomorphe
de dimension un.
En outre, on peut remarquer que dans de nombreux cas, la non-compacité de l’opé-
rateur solution canonique du ∂ a déjà lieu lorsque cet opérateur est restreint au
sous-espace correspondant des (0,1)-formes à coefficients holomorphes (voir [13],
[26] et [41]).
Il est donc naturel de s’intéresser aux propriétés spectrales de l’opérateur solution
canonique du ∂ restreint aux (0,1)-formes à coefficients holomorphes. En 2001, F.
Haslinger étudie la compacité et l’appartenance à la classe des opérateurs de Hilbert-
Schmidt de l’opérateur solution canonique du ∂ défini sur des espaces de Bergman
à poids du disque unité de C et sur des espaces de Fock du plan. Dans [17], l’auteur
donne une expression explicite de l’opérateur solution canonique du ∂ restreint aux
(0,1)-formes à coefficients holomorphes en fonction de la projection de Bergman sur
des domaines bornés arbitraires et montre que cet opérateur peut être interprété
en termes d’opérateurs de Hankel. Plus précisément, soit Ω un domaine borné dans
C
n. On note L2(Ω) l’espace constitué des fonctions de carré intégrable par rapport à
la mesure de Lebesgue sur Ω et A2(Ω) l’espace de Bergman constitué des fonctions
holomorphes dans L2(Ω). On désigne par P la projection orthogonale de L2(Ω) sur
A2(Ω), appelée projection de Bergman. On considère l’opérateur solution canonique
du ∂ classique S, à savoir
S : A2(Ω)(0,1) −→ L2(Ω)
tel que ∂ S(g) = g et S(g) ⊥ A2(Ω) pour toute (0,1)-forme g ∈ A2(Ω)(0,1). Si
g =
∑n
j=1 gjdzj appartient à A2(Ω)(0,1), alors :
S(g) =
n∑
j=1
Hzj(gj),
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où pour j = 1, . . . ,n, Hzj désigne l’opérateur de Hankel de symbole zj, c’est-à dire
l’opérateur défini par :
Hzj (f) = [I − P ] (zjf) pour tout f ∈ A2(Ω).
Dans [18], F. Haslinger montre également que la compacité de l’opérateur solution
canonique du ∂ sur l’espace de Bergman associé à une mesure µ est liée à la croissance
des moments de cette mesure. Plus exactement, il considère l’opérateur solution
canonique du ∂ sur des espaces de Bergman à poids sur le disque unité D de C.
Il suppose que la mesure µ est radiale et que les monômes {zk}k∈N forment une
base orthonormale de l’espace de Bergman à poids A2(D,µ) constitué des fonctions
holomorphes sur D de carré intégrable par rapport à la mesure µ. L’auteur donne
des conditions nécessaires et suffisantes en termes des moments de la mesure µ pour
que l’opérateur solution canonique du ∂ soit compact. Pour être plus précis, si on
note
mk =
∫
D
|zk|2 dµ(z)
le moment d’ordre n de la mesure µ, alors l’opérateur S : A2(D,µ) −→ L2(D,µ) est
compact si et seulement si
lim
k→+∞
mk+1
mk
− mk
mk−1
= 0.
Cette caractérisation provient du fait que pour tout k ∈ N, le monôme zk est un
vecteur propre de S∗S, de valeur propre associée λk =
mk+1
mk
− mk
mk−1
.
Un résultat similaire est obtenu dans [19], où F. Haslinger considère l’opérateur
solution canonique du ∂ sur les espaces de Fock du plan. En effet, l’auteur donne de
nouveau des conditions nécessaires et suffisantes en termes de moments.
L’objet du chapitre 3 est d’étudier les propriétés spectrales de l’opérateur solu-
tion canonique du ∂ dans le cas de plusieurs variables. Dans le cas d’une variable,
l’opérateur S∗S est diagonalisable, ce qui permet de caractériser la compacité et
l’appartenance à la classe des opérateurs de Hilbert-Schmidt directement par le
calcul. En revanche, dans le cas de plusieurs variables, cet opérateur n’est plus dia-
gonalisable. Notre méthode consiste à trouver des sous-espaces de dimension finie
invariants sous l’action de S∗S et à établir des estimations uniformes des valeurs
propres de S∗S sur ces espaces stables. Dans ce chapitre, nous donnons des condi-
tions nécessaires et suffisantes, toujours en termes de moments, pour que l’opérateur
solution canonique du ∂ soit borné, compact et appartienne aux classes de Schatten
pour toute une classe d’espaces de Hilbert de (0,1)-formes à coefficients holomorphes
et ce dans le cas de plusieurs variables. Nos résultats s’appliquent en particulier aux
espaces des (0,1)-formes à coefficients dans l’un des espaces de Hilbert de fonctions
holomorphes classiques, tels que les espaces de Bergman à poids, l’espace de Hardy,
les espaces de Fock, des espaces de Sobolev de fonctions holomorphes, les espaces
de Hardy-Sobolev ou l’espace invariant de Möbius.
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1.1.2 Opérateurs de Hankel de symbole antiholomorphe
Dans une seconde partie, le problème général est d’établir le lien entre les pro-
priétés d’une fonction holomorphe f et la nature du grand opérateur de Hankel de
symbole f¯ . L’étude des opérateurs de Hankel de symbole antiholomorphe possède
une longue histoire.
Ce sont tout d’abord les opérateurs de Hankel sur l’espace de Hardy H2(D) du
disque unité de C qui furent étudiés. Comme l’espace orthogonal à H2(D) ne diffère
de l’espace conjugué de H2(D) que d’une dimension, il n’existe essentiellement qu’un
type d’opérateur de Hankel sur l’espace de Hardy. On désigne par L2(∂D) l’espace
des fonctions de carré intégrable par rapport à la mesure de longueur d’arc sur le
cercle unité ∂D de C. On note H2(D) l’espace de Hardy constitué des fonctions dans
L2(∂D) telles que leurs coefficients de Fourier d’indice strictement négatif soient
nuls. Pour f ∈ H2(D), l’opérateur de Hankel Hf¯ de symbole f¯ est l’opérateur de
H2(D) dans L2(∂D) défini par
Hf¯(g) := (I − Ps)(f¯g) pour tout g ∈ H2(D),
où Ps est la projection de Szegö, c’est-à-dire la projection orthogonale de L2(∂D)
dans H2(D). En fait, Hf¯ est seulement défini sur H
∞(D), l’espace des fonctions
holomorphes bornées sur D.
La caractérisation des opérateurs de Hankel de symbole antiholomorphe bornés sur
l’espace de Hardy est dûe en 1957 à Z. Nehari ([31]) et celle des opérateurs de Han-
kel de symbole antiholomorphe compacts sur cet espace fut donnée en 1958 par P.
Hartman ([16]). Plus précisément, Z. Nehari a montré que l’opérateur de Hankel Hf¯
défini sur l’espace de Hardy est borné si et seulement si f est dans l’espace BMOA,
constitué des fonctions dans H2(D) possédant une oscillation principale bornée. Le
résultat de P. Hartman donne que l’opérateur Hf¯ est compact si et seulement si
f appartient à l’espace VMOA, constitué des fonctions dans H2(D) ayant une os-
cillation principale évanescente. D’autres caractérisations de la continuité et de la
compacité pour les opérateurs de Hankel sur l’espace de Hardy en terme d’action
sur les noyaux reproduisants furent établies par F. F. Bonsall dans [6] et F. Hol-
land et D. Walsh dans [21]. L’étude de l’appartenance aux classes de Schatten des
opérateurs de Hankel de symbole antiholomorphe sur l’espace de Hardy est dûe en
1982 à V. V. Peller ([34]) dans le cas p ≥ 1, et simultanément à S. Semmes ([43])
et V. V. Peller ([36]) en 1984 dans le cas 0 < p < 1. Ces auteurs ont montré que
pour p > 0, l’opérateur Hf¯ appartient à la p
e`me classe de Schatten de H2(D) dans
L2(∂D) si et seulement si f appartient à l’espace de Besov Bp constitué des fonctions
holomorphes sur D telles que∫
D
(1− |z|2)p|f ′(z)|p 1
(1− |z|2)2 dν(z) < +∞,
où ν désigne la mesure planaire.
Dans le cas de l’espace de Bergman, il existe deux types d’opérateurs de Hankel :
le petit opérateur de Hankel et le grand opérateur de Hankel. Ceci provient du fait
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que l’orthogonal de l’espace de Bergman A2(D) du disque unité de C est bien plus
gros que l’espace conjugué de A2(D).
Les petits opérateurs de Hankel sont définis via la projection sur l’espace conjugué
de l’espace de Bergman A2(D). Plus précisément, on désigne par L2(D) l’espace des
fonctions de carré intégrable par rapport à la mesure de Lebesgue sur D. On note
A2(D) l’espace de Bergman des fonctions holomorphes dans L2(D) et P la projection
orthogonale de L2(D) dans A2(D). Pour f ∈ A2(D), le petit opérateur de Hankel
H˜f¯ de symbole f¯ est défini pour g ∈ A2(D) par :
H˜f¯(g) := P (f¯ g).
Les petits opérateurs de Hankel se comportent un peu comme les opérateurs de
Hankel sur l’espace de Hardy. Dans [12], M. Feldman et R. Rochberg ont même
obtenu des résultats sur les petits opérateurs de Hankel sur l’espace de Bergman de
la boule à partir de certaines propriétés des opérateurs de Hankel sur l’espace de
Hardy.
En revanche, l’étude des grands opérateurs de Hankel sur l’espace de Bergman est
totalement différente de celle des opérateurs de Hankel sur l’espace de Hardy. De
plus, nous verrons par la suite que les résultats pour l’espace de Bergman diffèrent
souvent de ceux obtenus dans le cas de l’espace de Hardy. En particulier, dans le cas
de l’espace de Bergman, on voit apparaître un phénomène dit de « coupure » pour
les classes de Schatten qui n’existe pas dans le cas de l’espace de Hardy.
L’étude des opérateurs de Hankel sur l’espace de Bergman du disque unité de C fut
initiée en 1986 par S. Axler ([3]). À l’origine, S. Axler cherchait à caractériser les
fonctions f ∈ H∞(D) telles que le commutateur de l’opérateur de multiplication par
f soit compact. Il travaillait sur ce problème car les opérateurs de multiplication sur
A2(D) fournissent des exemples élémentaires d’opérateurs sous-normaux. De plus,
la théorie développée par L. G. Brown, R. G. Douglas et P. A. Fillmore dans [7]
peut être appliquée aux opérateurs d’espaces de Hilbert T tels que T ∗T − T T ∗ soit
un opérateur compact. Or, pour f ∈ H∞(D), si on désigne par Tf l’opérateur de
multiplication par f , on a
T ∗f Tf − TfT ∗f = H∗f¯Hf¯ .
Cette dernière égalité l’a ainsi amené à étudier les opérateurs de Hankel de symbole
antiholomorphe sur l’espace de Bergman. On désigne par P la projection de Berg-
man, à savoir la projection orthogonale de L2(D) sur A2(D). Pour f ∈ A2(D), le
grand opérateur de Hankel Hf¯ de symbole f¯ est l’opérateur de A2(D) dans L2(D),
défini par
Hf¯(g) := (I − P )(f¯g) pour tout g ∈ A2(D).
L’opérateur Hf¯ est en fait seulement défini sur un sous-espace de H
∞(D).
Dans [3], S. Axler montre que Hf¯ est borné si et seulement si f appartient à l’espace
de Bloch, c’est-à-dire si et seulement si
sup
z∈D
(1− |z|2)|f ′(z)| < +∞.
6 Stéphanie Lovera
Il établit également que Hf¯ est compact si et seulement si f est dans le petit espace
de Bloch, c’est-à-dire si et seulement si
lim
|z|→1−
(1− |z|2)|f ′(z)| = 0.
L’appartenance aux classes de Schatten des opérateurs de Hankel de symbole antiho-
lomorphe sur l’espace de Bergman du disque unité de C fut ensuite étudiée en 1987
par J. Arazy, S. Fisher et J. Peetre dans [2]. On voit apparaître un phénomène dit
de « coupure » qui n’existait pas dans le cas de l’espace de Hardy. Plus précisément,
pour p > 1, on retrouve des résultats similaires au cas de l’espace de Hardy, à savoir
Hf¯ appartient à la p
e`me classe de Schatten si et seulement si f appartient à l’espace
de Besov Bp. En revanche, contrairement au cas de l’espace de Hardy, il n’existe pas
pour p ≤ 1, d’opérateur de Hankel de symbole antiholomorphe non trivial apparte-
nant à la pe`me classe de Schatten. En fait, J. Arazy, S. Fisher et J. Peetre traitent
le cas plus général des grands opérateurs de Hankel de symbole antiholomorphe sur
des espaces de Bergman à poids via la projection de Bergman qui leur est associée.
Plus précisément, pour α > −1, on désigne par L2α(D) l’espace des fonctions de
carré intégrable par rapport à la mesure (1− |z|2)αdν(z), où ν est la mesure de Le-
besgue sur D. On note A2α(D) l’espace de Bergman à poids constitué des fonctions
holomorphes dans L2α(D) et Pα la projection de Bergman associée, c’est-à-dire la
projection orthogonale de L2α(D) sur A2α(D). Pour f ∈ A2α(D), l’opérateur de Hankel
Hf¯ de symbole f¯ est l’opérateur de A2α(D) dans L2α(D), défini par
Hf¯(g) = (I − Pα)(f¯ g) pour tout g ∈ A2α(D).
Dans ce cas, les résultats sont les mêmes que ceux établis dans le cas de l’espace de
Bergman classique : Hf¯ est borné si et seulement si f est dans l’espace de Bloch,
compact si et seulement si f est dans le petit espace de Bloch et appartient à la pe`me
classe de Schatten si et seulement si f appartient à l’espace de Besov Bp.
Des résultats semblables ont été obtenus dans le cas de l’espace de Bergman de la
boule unité de Cn par J. Arazy, S. Fisher, S. Janson et J. Peetre ([1]), R. Wallsten
([45]), K. T. Hahn et E. H. Youssfi ([22]) et K. Zhu ([47], [48]). En ce qui concerne
le phénomène de « coupure » pour n ≥ 2, K. Zhu a montré qu’il existe un opérateur
de Hankel de symbole antiholomorphe non trivial dans la pe`me classe de Schatten si
et seulement si p > 2n.
Les démonstrations des résultats concernant les opérateurs de Hankel de symbole
antiholomorphe sur l’espace de Bergman font principalement intervenir l’expression
intégrale des opérateurs de Hankel et différents espaces et objets invariants sous
l’action du groupe de Möbius.
Svante Janson fut le premier à étudier en 1988 des opérateurs de Hankel de symbole
antiholomorphe défini sur un espace de Bergman à poids du disque unité de C
différent de celui associé à la projection de Bergman intervenant dans la définition
de l’opérateur de Hankel. Pour être plus précis, soient α > −1 et β > −1. Pour
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f ∈ A2α(D), l’opérateur de Hankel Hf¯ de symbole f¯ considéré est l’opérateur de
A2β(D) dans L2α(D), défini par
Hf¯ (g) = (I − Pα)(f¯ g) pour tout g ∈ A2β(D).
La difficulté réside alors dans la perte partielle de l’invariance sous l’action du groupe
de Möbius.
En plus des outils classiques tels que la forme intégrale des opérateurs de Hankel et
l’invariance non-isométrique sous l’action du groupe de Möbius des opérateurs de
Hankel, S. Janson dût faire appel à de nouveaux outils comme l’étude des petits
opérateurs de Hankel, l’interpolation, le principe du maximum sur les classes de
Schatten ou la décomposition atomique des espaces de Besov.
Les résultats obtenus par S. Janson sont similaires à ceux obtenus par S. Axler, J.
Arazy, S. Fisher et J. Peetre dans le cas classique. En effet, dans ce cas, l’opérateur
Hf¯ est borné si et seulement si f est dans un espace de Bloch pondéré, Hf¯ est
compact si et seulement si f est dans un petit espace de Bloch pondéré et Hf¯
appartient à la pe`me classe de Schatten si et seulement si f appartient à un certain
espace de Besov.
Dans le chapitre 4, nous considérons une classe d’espaces de Hilbert Hm de
fonctions holomorphes sur le disque unité D de C pour 0 ≤ m ≤ 1. Pour des
choix particuliers du paramètre m on retrouve des espaces de Hilbert de fonctions
holomorphes classiques comme l’espace de Hardy, l’espace de Dirichlet ou des espaces
de Sobolev de fonctions holomorphes. L’objectif de ce chapitre est d’étudier les
grands opérateurs de Hankel de symbole antiholomorphe définis via la projection
de Bergman sur l’espace Hm à valeurs dans l’espace L2(D). Nous donnons tout
d’abord une condition nécessaire et suffisante pour que la pe`me classe de Schatten de
Hm dans L2(D) contienne un opérateur de Hankel de symbole antiholomorphe non
trivial. Ensuite, nous nous intéressons au lien entre le comportement au bord de la
fonction holomorphe f et la nature de l’opérateur de Hankel Hf¯ qui lui est associé.
Nous donnons des conditions nécessaires et suffisantes sur f pour que l’opérateur de
HankelHf¯ soit un opérateur de Hilbert-Schmidt. En outre, dans le cas où 0 < m ≤ 1,
nous montrons que si Hf¯ est borné (respectivement compact), alors f appartient à
un espace de Bloch pondéré (respectivement à un petit espace de Bloch pondéré).
Enfin, nous prouvons que siHf¯ est dans la p
e`me classe de Schatten, alors f appartient
à un certain espace de Besov.
1.2 Présentation détaillée
Nous détaillons un peu le contenu de chaque chapitre de cette thèse.
1.2.1 Chapitre 2.
Dans ce chapitre, nous rappelons brièvement certains résultats sur les opérateurs
d’espaces de Hilbert sans donner les démonstrations. Ces résultats seront utilisés
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dans les chapitres 3 et 4. Dans le premier paragraphe de ce chapitre, nous donnons
la définition d’un opérateur adjoint au sens de Von Neumann et rappelons la défi-
nition d’un opérateur auto-adjoint. Nous énonçons également le théorème spectral
ainsi qu’un théorème de décomposition spectrale pour les opérateurs auto-adjoints.
Dans le deuxième paragraphe, nous nous intéressons aux opérateurs compacts et no-
tamment à l’existence d’une décomposition de Schmidt pour ces opérateurs. De plus,
nous donnons une caractérisation de la compacité spécifique aux opérateurs auto-
adjoints. Dans le troisième paragraphe, nous définissons tout d’abord la suite des
valeurs singulières d’un opérateur compact et étudions les propriétés de cette suite.
Ensuite, nous donnons la définition des classes de Schatten et énonçons plusieurs ré-
sultats permettant de caractériser les éléments d’une classe de Schatten suivant leur
action sur les bases orthonormales. Enfin, nous discutons de la structure topologique
des classes de Schatten.
1.2.2 Chapitre 3.
Dans ce qui suit, Ω désigne une boule ouverte dans Cn ou Cn tout entier. On
considère µ une mesure de probabilité invariante par rotation sur Ω. Les propriétés
de symétrie de Ω et de µ sont essentielles. Par exemple, on ne peut pas étendre
notre méthode au cas où Ω est un ellipsoïde. On suppose également que la mesure
µ admet des moments de tout ordre, c’est-à-dire :
mk :=
∫
Ω
|z|2kdµ(z) <∞ pour tout k ∈ N.
Pour k ∈ N, le nombre mk est appelée moment d’ordre k de la mesure µ. L’exis-
tence des moments implique en particulier que tous les polynômes sont de carré
µ-intégrable sur Ω.
On désigne par L2(Ω,µ) l’espace des fonctions mesurables sur Ω de carré intégrable
par rapport à la mesure µ. L’invariance par rotation de Ω et de µ implique que
les monômes de degrés différents sont orthogonaux dans L2(Ω,µ) et que le produit
scalaire de L2(Ω,µ) peut être exprimé en fonction du produit scalaire de Fischer sur
les espaces des polynômes holomorphes homogènes de degré constant. Cette dernière
propriété jouera un rôle fondamental dans la preuve de nos résultats.
Rappelons que le produit scalaire de Fischer 〈·,·〉F est défini sur l’espace des
polynômes holomorphes par sa restriction sur les monômes donnée par :
〈
zα,zβ
〉
F
:=
{
α! si α = β
0 si α 6= β
pour tous α,β dans Nn. Ce produit scalaire possède une propriété remarquable, à
savoir qu’un opérateur de multiplication et l’opérateur de différentiation qui lui est
associé sont adjoints l’un de l’autre pour ce produit scalaire. Nous utiliserons très
souvent cette propriété pour effectuer nos calculs et nous l’appellerons la propriété
« d’adjonction » du produit scalaire de Fischer.
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On considère un espace de Hilbert H de fonctions holomorphes sur Ω tel qu’il
existe un entier N pour lequel H soit la somme directe du sous-espace constitué de
ses polynômes de degré strictement inférieur à N et de la clôture du sous-espace
engendré par les polynômes homogènes dans H de degré supérieur ou égal à N . En
particulier, les éléments polynomiaux de H forment un sous-espace dense dans H.
Ceci va nous permettre de ne travailler en quelque sorte qu’avec des polynômes.
Nous supposons également que les polynômes homogènes dans H de degré supérieur
ou égal à N sont orthogonaux entre eux dans H.
Pour d ≥ N , nous désignerons par Hd l’espace des polynômes homogènes de degré
d de H. On suppose de plus que le produit scalaire de H est comparable au pro-
duit scalaire de Fischer sur les polynômes holomorphes homogènes de H de degré
constant. Plus précisément, il existe une suite {hd}d≥N de nombres réels positifs ou
nuls et des constantes strictement positives C1 et C2 telles que :
C1| 〈f,g〉H | ≤ hd| 〈f,g〉F | ≤ C2| 〈f,g〉H |
pour tout d ≥ N et tous f,g dans Hd. Cette propriété est fondamentale. En effet,
le produit scalaire de L2(Ω,µ) étant également comparable au produit scalaire de
Fischer sur l’espace des polynômes holomorphes homogènes de degré constant, on
obtient finalement que les produits scalaires de H et de L2(Ω,µ) sont comparables
sur l’espace des polynômes holomorphes homogènes de degré constant. Ainsi, dans
nos calculs, on pourra en quelque sorte « passer » d’un produit scalaire à l’autre.
SoitH(0,1) l’espace de Hilbert des (0,1)-formes à coefficients dans H. On munit H(0,1)
du produit scalaire naturellement associé à celui de H.
On désigne par Dom(S) le sous-espace dense de H(0,1) constitué des (0,1)-formes
dont les coefficients sont des éléments polynomiaux de H.
Nous appellerons opérateur solution canonique du ∂, l’opérateur suivant :
S : Dom(S) −→ L2(Ω,µ)
où pour g ∈ Dom(S), S(g) est l’unique élément de L2(Ω,µ) qui soit orthogonal dans
L2(Ω,µ) à tous les polynômes holomorphes et qui vérifie l’équation ∂[S(g)] = g, au
sens des distributions.
Si S est borné, le prolongement continu de S correspond à l’opérateur solution
canonique du ∂ classique, lorsque ce dernier est bien défini sur H(0,1).
Nous donnons des conditions nécessaires et suffisantes en fonction des suites
{md}d∈N et {hd}d∈N, pour que l’opérateur solution canonique du ∂ soit borné, com-
pact et appartienne à la pe`me classe de Schatten de H(0,1) dans L2(Ω,µ). Pour d ∈ N
tel que hd > 0, on pose :
Ud :=
md+1
hd(n+ d)!
[
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
]
.
Les résultats sont les suivants.
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Théorème (Théorèmes 3.1.1, 3.1.2 et 3.1.3)
L’opérateur solution canonique du ∂, S : Dom(S) −→ L2(Ω,µ), se prolonge par
continuité à H(0,1) tout entier si et seulement si
sup
d∈N, hd>0
Ud < +∞.
L’opérateur défini par densité S : H(0,1) −→ L2(Ω,µ) est compact si et seulement si
lim
d→∞, hd>0
Ud = 0.
Si p > 0 et ∑
d∈N, hd>0
dimHd (Ud)
p
2 < +∞, (1.2.1)
alors l’opérateur S appartient à la classe de Schatten Sp(H(0,1),L2(Ω,µ)).
Réciproquement, supposons que soit n = 1 et p > 0, soit n ≥ 2 et p ≥ 2, et que de
plus S : H(0,1) −→ L2(Ω,µ) appartienne à la classe de Schatten Sp(H(0,1),L2(Ω,µ)),
alors la propriété (1.2.1) est vraie.
Dans le cas de plusieurs variables, l’absence de condition suffisante dans le cas p < 2
provient de l’utilisation du théorème spectral dans la preuve du résultat.
La démarche de la preuve est la suivante. Afin de pouvoir étudier la nature de
l’opérateur solution canonique du ∂ , nous devons obtenir une estimation suffisam-
ment précise de 〈S∗S(u),u〉H(0,1) pour tout vecteur unitaire u de Dom(S). Notre
méthode consiste à trouver des sous-espaces de dimension finie invariants sous l’ac-
tion de S∗S et à établir des estimations uniformes de 〈S∗S(u),u〉H(0,1) sur ces espaces
stables. Pour ce faire, on commence par montrer que l’opérateur S est bien défini
et qu’on peut l’exprimer en termes d’opérateurs de Hankel. Plus précisément, on
définit à l’aide de noyaux reproduisants d’espaces de polynômes holomorphes, une
projection symétrique Pµ de l’espace des polynômes sur l’espace des polynômes
holomorphes (voir la proposition 3.2.3). Si ϕ est un polynôme holomorphe, alors
l’opérateur de Hankel de symbole ϕ est l’opérateur qui à un polynôme f associe :
Hϕ(f) := [I − Pµ] (ϕf),
où I est l’opérateur identité sur L2(Ω,µ).
On établit ensuite dans le lemme 3.2.3 que si g =
∑n
j=1 gj dzj ∈ Dom(S), alors :
S(g) =
n∑
j=1
Hz¯j (gj).
En utilisant la propriété d’orthogonalité des polynômes dans L2(Ω,µ), l’expression
du produit scalaire de L2(Ω,µ) en fonction du produit scalaire de Fischer sur les
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polynômes holomorphes de degré constant et la propriété « d’adjonction » du produit
scalaire de Fischer, on obtient par le calcul :
Hzj (g) = zjg −
md+1
(n + d)md
∂g
∂zj
pour tout polynôme holomorphe homogène g de degré d+ 1 et tout entier j tel que
1 ≤ j ≤ n.
Ensuite, en se servant d’une expression de S∗S en termes d’opérateurs de Hankel et
de noyaux reproduisants (voir le lemme 3.2.6), de la propriété de comparabilité du
produit scalaire de L2(Ω,µ) avec le produit scalaire de Fischer et de la propriété «
d’adjonction » du produit scalaire de Fischer, on montre que H(0,1)d est stable par
S∗S pour tout d ≥ N et de plus, on donne une expression explicite de S∗S sur des
vecteurs unitaires particuliers de H(0,1)d . Plus précisément, le résultat est le suivant :
Lemme (Lemme 3.2.7) Soit d ≥ N . Si Bd est une base orthonormale de Hd,
alors pour tout polynôme f ∈ Bd et tout entier k tel que 1 ≤ k ≤ n, on a :
S∗S(fdzk)(ξ) =
(n− 1)!md+1
(n+ d)!
[∑
g∈Bd
g(ξ)〈f,g〉F dξk
+
n∑
j=1
∑
g∈Bd
g(ξ)
(
1− m
2
d (n + d)
md−1md+1(n+ d− 1)
)〈
∂f
∂zk
,
∂g
∂zj
〉
F
dξj
]
.
Grâce à cette dernière expression et à la propriété de comparabilité du produit
scalaire deH avec le produit scalaire de Fischer, on obtient finalement les estimations
suivantes (voir les lemmes 3.2.8 et 3.2.9):
n∑
k=1
〈S∗S(f(ξ)dξk),f(ξ)dξk〉H(0,1) ≥M1 Ud
pour tout d ≥ N tel que hd > 0 et tout vecteur unitaire f ∈ Hd et
〈S∗S(u),u〉H(0,1) ≤M2 Ud
pour tout d ≥ N tel que hd > 0 et tout vecteur unitaire u ∈ H(0,1)d .
Enfin, on utilise le fait que S∗S est stable sur H(0,1)d pour tout d ≥ N et les es-
timations obtenues pour conclure par des arguments classiques de la théorie des
opérateurs d’espaces de Hilbert.
Le chapitre 3 se termine par des applications. Nos résultats s’appliquent en ef-
fet aux espaces des (0,1)-formes à coefficients dans l’un des espaces de Hilbert de
fonctions holomorphes classiques, tels que les espaces de Bergman à poids, l’espace
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de Hardy, les espaces de Fock, des espaces de Sobolev de fonctions holomorphes, les
espaces de Hardy-Sobolev ou l’espace invariant de Möbius.
1.2.3 Chapitre 4.
Soit D le disque unité de C et soit ν la mesure de Lebesgue normalisée sur D. On
désigne par L2(D) l’espace des fonctions de carré intégrable par rapport à la mesure
de Lebesgue ν.
Soit 0 ≤ m ≤ 2. On considère l’espace de Hilbert Hm constitué des fonctions
holomorphes f =
∑
k∈N akz
k sur D dont le développement en série entière satisfait :
∑
k∈N
|ak|2k! (k +m)
Γ(k +m+ 1)
<∞.
On munit l’espace Hm du produit scalaire
〈f,g〉Hm :=
∑
k∈N
ak bk k! (k +m)
Γ(k +m+ 1)
pour tous f =
∑
k∈N
akz
k et g =
∑
k∈N
bkz
k dans Hm.
Pour 1 < m ≤ 2, l’espace Hm est un espace de Bergman de poids (1− |z|2)m−2 dν(z)
ou avec les notations précédentes, Hm = A2m−2(D). Les paramètres m = 1 et m = 0
correspondent, respectivement, aux cas où Hm est l’espace de Hardy et l’espace de
Dirichlet. Lorsque 0 < m < 1, l’espace Hm coïncide avec un espace de Sobolev de
fonctions holomorphes.
Soit Dm le sous-espace dense deHm constitué de tous les polynômes holomorphes
de Hm. On désigne par A2(D) l’espace de Bergman constitué des fonctions holo-
morphes dans L2(D) et on note P la projection orthogonale de L2(D) sur A2(D),
appelée projection de Bergman.
Étant donnée une fonction f dans A2(D), l’opérateur de Hankel de symbole f¯
est l’opérateur Hf¯ de Dm dans L2(D) qui à un polynôme g ∈ Dm, associe :
Hf¯(g) := (I − P )(f¯g),
où I est l’opérateur identité sur L2(D).
Les propriétés spectrales des opérateurs de Hankel de symbole antiholomorphe
sur les espaces de Bergman à poids de la boule unité de Cn ont été étudiées par S.
Axler ([3]), J. Arazy, S. Fisher et J. Peetre ([2]) et S. Janson ([23]) dans le cas d’une
variable, et par J. Arazy, S. Fisher, S. Janson et J. Peetre ([1]), R. Wallsten ([45]),
K. T. Hahn et E. H. Youssfi ([22]) et K. Zhu ([48],[47]) dans le cas de plusieurs
variables.
Dans ce chapitre, nous poursuivons deux objectifs. Dans un premier temps, nous
souhaitons savoir si, contrairement au cas des opérateurs de Hankel définis via la
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projection de Szegö de L2(∂D) dans l’espace de Hardy H2(D), il existe un phéno-
mène de « coupure » pour les classes de Schatten. En particulier, nous cherchons à
déterminer les classes de Schatten qui ne contiennent pas d’opérateur de Hankel de
symbole antiholomorphe non trivial. Dans un second temps, nous étudions le lien
entre le comportement au bord du disque de la fonction f et la nature de l’opérateur
de Hankel Hf¯ . Plus précisément, nous souhaitons savoir pour quel type de fonction
f , l’opérateur Hf¯ est borné ou compact et en ce qui concerne les classes de Schatten,
nous désirons établir la connexion entre la croissance de f et la taille des valeurs
singulières de Hf¯ .
En fait, le cas des espaces de Bergman à poids, c’est-à-dire le cas où 1 < m ≤ 2,
a déja été traité successivement par S. Axler ([3]), J. Arazy, S. Fisher et J. Peetre
([2]) dans le cas m = 2 et par S. Janson ([23]) dans le cas général. Les résultats
concernant le cas 1 < m ≤ 2 sont les suivants :
Théorème (S. Axler, J. Arazy, S. Fisher, J. Peetre et S. Janson)
Hf¯ est borné si et seulement si
sup
z∈D
(1− |z|2)2−m2 |f ′(z)| <∞ ;
Hf¯ est compact si et seulement si
lim
|z|→1−
(1− |z|2)2−m2 |f ′(z)| = 0 ;
pour p > 0, Sp (Hm,L2(D)) contient un opérateur de Hankel de symbole antiholo-
morphe non trivial si et seulement si p > 2
4−m
; pour p > 2
4−m
, Hf¯ appartient à
Sp (Hm,L2(D)) si et seulement si∫
z∈D
(
(1− |z|2)2−m2 |f ′(z)|
)p 1
(1− |z|2)2 dν(z) <∞.
Le but de ce chapitre est de voir si on peut étendre ces résultats dans le cas
0 ≤ m < 1, sachant que ce cas est totalement différent du cas des espaces de
Bergman à poids, puisque la norme des espaces Hm pour 0 ≤ m < 1, fait intervenir
une norme L2 de la dérivée.
Dans [3], S. Axler montre que la compacité et la continuité deHf¯ sont uniquement
déterminées par l’action de Hf¯ sur les noyaux reproduisants normalisés. Le même
comportement apparaît dans le cas de l’espace de Hardy (voir [6] et [21]). Il est
donc intéressant de savoir si, dans notre cas, ce phénomène a également lieu. Par
conséquent, nous privilégierons toujours les preuves utilisant l’action de Hf¯ sur les
noyaux reproduisants.
Le résultat principal de ce chapitre concerne le phénomène de « coupure ».
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Théorème (Théorème 4.1.1) Pour 0 ≤ m ≤ 1 et p > 0, la pe`me classe de Schat-
ten de Hm dans L2(D) contient un opérateur de Hankel de symbole antiholomorphe
non trivial si et seulement si p > 2
4−m
.
Ce résultat implique en particulier que la pe`me classe de Schatten de Hm dans L2(D)
contient un opérateur de Hankel de symbole antiholomorphe non trivial si et seule-
ment si p > 1
2
dans le cas où Hm est l’espace de Dirichlet, et si et seulement si p > 23
dans le cas où Hm est l’espace de Hardy.
Pour démontrer ce résultat, on s’inspire de l’approche de K. Zhu dans [47]. Mais
ici, nous perdons l’invariance sous l’action du groupe de Möbius. La preuve se dé-
compose en deux étapes. On montre tout d’abord que pour tout k ∈ N∗, l’opérateur
Hzk appartient à Sp (Hm,L2(D)) si et seulement si p > 24−m . Ensuite, on raisonne
par l’absurde. On montre que pour p ≤ 2
4−m
, si la classe Sp (Hm,L2(D)) contient
un opérateur de Hankel non trivial, alors il existe k ∈ N∗ tel que Hzk appartient à
Sp (Hm,L2(D)), ce qui est impossible.
Plus précisément, dans la première étape, on montre par le calcul que pour tout
d ∈ N, H∗
zk
Hzk(z
d) = λdz
d, avec λd ' dm−4 (voir le lemme 4.2.3). On en déduit que
l’opérateur Hzk est dans Sp (Hm,L2(D)) si et seulement si p > 24−m . Par conséquent,
si p > 2
4−m
, alors il existe un opérateur de Hankel de symbole antiholomorphe non
trivial dans Sp (Hm,L2(D)).
Dans la deuxième étape, on considère pour 0 < p ≤ 2
4−m
, l’espace suivant :
Xp := {f ∈ A2(D) telle que Hf¯ ∈ Sp
(Hm,L2(D))},
muni de la quasi-norme
‖f‖Xp = ‖Hf¯‖Sp(Hm,L2(D)) + |f(0)| pour tout f ∈ Xp.
Montrer que pour 0 < p ≤ 2
4−m
, il n’existe pas d’opérateur de Hankel de symbole
antiholomorphe non trivial dans Sp (Hm,L2(D)) revient à montrer queXp ne contient
que les fonctions constantes.
Pour θ ∈ [0,2pi], q ∈ N et f ∈ A2(D), soit f qθ la fonction définie par :
f
q
θ (z) = e
−iqθf(eiθz), pour tout z ∈ D.
Grâce à la complètude de Sp (Hm,L2(D)), à la forme intégrale des opérateurs de
Hankel et par estimation des valeurs singulières, on montre que l’espace Xp possède
les propriétés suivantes (voir les lemmes 4.3.1, 4.3.2 et 4.3.3) :
1. L’espace (Xp,‖.‖Xp) est un espace quasi-Banach.
2. On a f qθ ∈ Xp et ‖f qθ ‖Xp = ‖f‖Xp, pour tous f ∈ Xp, θ ∈ [0,2pi] et q ∈ N.
3. L’application T qf de [0,2pi] dans Xp, définie par T
q
f (θ) = f
q
θ , pour tout
θ ∈ [0,2pi], est continue pour chaque f dans Xp.
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On raisonne ensuite par l’absurde. Soit 0 < p ≤ 2
4−m
. On suppose qu’il existe f dans
Xp non constante telle que f(0) = 0. Si f(z) =
∑∞
k=1 akz
k, soit k0 ∈ N∗ tel que
ak0 6= 0. On a l’identité suivante :
ak0z
k0 =
1
2pi
∫ 2pi
0
f(zeiθ)e−ik0θdθ =
1
2pi
∫ 2pi
0
fk0θ (z)dθ.
En utilisant les propriétés 1, 2, et 3 de l’espace Xp et l’égalité précédente, on obtient
que ak0z
k0 ∈ Xp. D’où une contradiction. Donc Xp ne contient pas de fonction
non-constante.
Si l’on considère les opérateurs de Hankel définis via la projection de Szegö, on
peut montrer par la même méthode que, pour tout p > 0 et tout k ∈ N∗, l’opérateur
Hzk appartient à Sp(Hm,L2(∂D)). Par conséquent, il n’existe pas de phénomène de
« coupure » pour les opérateurs de Hankel définis via la projection de Szegö sur Hm.
Ensuite, nous donnons des conditions nécessaires et suffisantes sur f pour que
l’opérateur Hf¯ de Hm dans L2(D) soit un opérateur de Hilbert-Schmidt. De plus,
dans le cas où 0 < m ≤ 1, nous donnons des conditions nécessaires sur f pour que
l’opérateur de Hankel Hf¯ soit borné, compact et appartienne à la p
e`me classe de
Schatten de Hm dans L2(D) pour p > 24−m .
Commençons par les résultats établissant des conditions nécessaires pour que l’opé-
rateur de Hankel Hf¯ soit borné, puis compact.
Proposition (Propositions 4.1.1 et 4.1.2) Soient 0 < m ≤ 1 et f ∈ A2(D). Si
l’opérateur de Hankel Hf¯ : Dm −→ L2(D) est borné alors :
sup
z∈D
(1− |z|2)2−m2 |f ′(z)| <∞.
Si l’opérateur de Hankel Hf¯ : Hm −→ L2(D) est compact alors
lim
|z|→1−
(1− |z|2)2−m2 |f ′(z)| = 0.
Ces deux résultats se démontrent simultanément en utilisant l’action de Hf¯ sur les
noyaux reproduisants normalisés de Hm. On note kmz le noyau reproduisant de Hm
et k˜mz le noyau reproduisant normalisé de Hm. D’après des arguments classiques
d’analyse fonctionnelle, on obtient que si Hf¯ est borné, alors
sup
z∈D
‖Hf¯(k˜mz )‖L2(D) <∞
et si Hf¯ est compact, alors
lim
|z|→1−
‖Hf¯(k˜mz )‖L2(D) = 0.
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On pose
jz(w) =
w
(1− zw)3−m et j˜z(w) =
jz(w)
‖jz‖L2(D) .
En considérant le produit scalaire
∣∣∣〈j˜z,Hf¯(k˜mz )〉L2(D)∣∣∣ , en dérivant la formule de re-
production dans l’espace de Bergman et en utilisant l’inégalité de Cauchy-Schwarz,
on parvient à montrer qu’il existe C > 0 telle que :
(1− |z|2)2−m2 |f ′(z)| ≤ C ‖Hf¯(k˜mz )‖L2(D) pour tout z ∈ D,
ce qui donne les résultats.
Dans le cas m = 0, nous avons essayé d’appliquer cette méthode. L’expression de la
fonction jz contenait alors un logarithme pour compenser celui provenant du noyau
de l’espace de Dirichlet. La présence de ce logarithme complique les calculs et nous
n’avons pas pu estimer correctement ‖jz‖2L2(D), d’où l’absence de résultat dans le cas
m = 0.
Les résultats concernant les classes de Schatten font intervenir les espaces Bmp
définis comme suit.
Pour 0 < m ≤ 1 et p > 2
4−m
, on désigne par Bmp l’espace des fonctions f ∈ A2(D)
vérifiant :
‖f‖pBmp =
∫
z∈D
(
(1− |z|2)2−m2 |f ′(z)|)p 1
(1− |z|2)2 dν(z) <∞.
De plus, on note B02 l’espace constitué des fonctions f ∈ A2(D) vérifiant :
‖f‖2B02 =
∫
z∈D
(1− |z|2)2 ln
(
1
1− |z|2
)
|f ′(z)|2 dν(z) <∞.
Nous pouvons maintenant donner une condition nécessaire et suffisante sur f pour
que l’opérateur de Hankel Hf¯ soit un opérateur de Hilbert-Schmidt.
Théorème (Théorème 4.1.2) Soient 0 ≤ m ≤ 1 et f ∈ A2(D) telle que l’opéra-
teur Hf¯ : Hm −→ L2(D) soit compact. L’opérateur Hf¯ est un opérateur de Hilbert-
Schmidt si et seulement si f appartient à Bm2 .
Ce résultat est établi en utilisant l’action de Hf¯ sur une base orthonormale par-
ticulière de Hm. Soit f =
∑
k∈N bkz
k ∈ A2(D), telle que Hf¯ : Hm → L2(D) soit
compact. On note pour d ∈ N, ud(z) =
√
Γ(d+m)
d!
zd. La famille {ud}d∈N est une base
orthonormale de Hm. Donc
‖Hf¯‖2S2(Hm,L2(D)) =
∑
d∈N
〈H∗f¯Hf¯(ud),ud〉Hm .
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De plus, en utilisant un développement en série entière, on a
‖f‖2Bm2 =
∫
z∈D
(1− |z|2)2
[∑
d∈N
Γ(d+m)
d! Γ(m)
|zd|2
]
|f ′(z)|2dν(z)
'
∑
d∈N
Γ(d+m)
d!
∫
z∈D
(1− |z|2)2|zdf ′(z)|2dν(z).
Or, on obtient par le calcul :
〈H∗f¯Hf¯(ud),ud〉Hm =
Γ(d+m)
d!
[∑
p≤d
|bp|2 1
p+ d+ 1
p2
(d+ 1)2
+
∑
p>d
|bp|2 1
p+ d+ 1
]
' Γ(d+m)
d!
∫
z∈D
(1− |z|2)2|zdf ′(z)|2dν(z),
ce qui entraîne le résultat concernant la classe des opérateurs de Hilbert-Schmidt.
On voit que dans le cas m = 0, la condition nécessaire et suffisante fait intervenir un
terme ln
(
1
1−|z|2
)
qui provient du noyau de Dirichlet. Ce résultat nous laisse à penser
que les bonnes caractérisations pour l’espace de Dirichlet seraient :
Hf¯ est borné si et seulement si
sup
z∈D
(1− |z|2)2
√
ln
(
1
1− |z|2
)
|f ′(z)| <∞;
Hf¯ est compact si et seulement si
lim
|z|→1−
(1− |z|2)2
√
ln
(
1
1− |z|2
)
|f ′(z)| = 0;
Pour p > 2
4−m
, l’opérateur Hf¯ est dans Sp (Hm,L2(D)) si et seulement si∫
z∈D
(
(1− |z|2)2
√
ln
(
1
1− |z|2
)
|f ′(z)|
)p
1
(1− |z|2)2dν(z) <∞.
Enfin, sous les hypothèses 0 < m ≤ 1 et p > 2
4−m
, nous obtenons une condition
nécessaire sur f pour que Hf¯ appartienne à Sp (Hm,L2(D)).
Proposition (Proposition 4.1.3) Soient 0 < m ≤ 1 , p > 2
4−m
et f ∈ A2(D).
Si l’opérateur Hf¯ : Hm −→ L2(D) appartient à la pe`me classe de Schatten
Sp (Hm,L2(D)), alors f appartient à l’espace Bmp .
Pour la preuve de ce résultat, on distingue le cas p ≥ 2 du cas 2
4−m
< p < 2.
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Afin de démontrer le résultat dans le cas p ≥ 2, nous allons adopter l’approche de M.
Smith dans [44]. L’intérêt de cette preuve est qu’elle met en évidence l’importance
de l’action de Hf¯ sur les noyaux reproduisants et dérivés de Hm.
Soit 0 < m ≤ 1. On note k˙mz = ∂∂z (kmz ) le noyau dérivé de Hm et ˜˙kmz le noyau dérivé
normalisé de Hm.
En utilisant que pour g ∈ Hm :
‖g‖2Hm=
1
Γ(m+ 1)
∫
D
|g′(z)|2(1− |z|2)mdν(z) + m
Γ(m)
∫
D
|g(z)|2(1− |z|2)m−1dν(z)
et la caractérisation d’un opérateur de Hilbert-Schmidt en terme d’action sur les
bases orthonormales, on parvient à estimer la norme S2 d’un opérateur de Hilbert-
Schmidt T sur Hm en fonction de T (kmz ) et de T (k˙mz ).
Lemme (Lemme 4.6.1) Soit H un espace de Hilbert. Si T est un opérateur de
Hilbert-Schmidt de Hm dans H, alors :
‖T‖2S2(Hm,H) =
1
Γ(m+ 1)
∫
D
‖T (k˙mz )‖2H(1− |z|2)mdν(z)
+
m
Γ(m)
∫
D
‖T (kmz )‖2H(1− |z|2)m−1dν(z).
Ensuite, en utilisant le fait que l’étude de l’appartenance d’un opérateur T à une
classe de Schatten Sp, où p ≥ 1, peut se ramener à celle de l’appartenance de
l’opérateur positif (T ∗T )
p
2 à la classe de Schatten S1, le théorème spectral et le
théorème précédent, on établit des conditions nécessaires pour qu’un opérateur défini
sur Hm appartienne à la pe`me classe de Schatten dans le cas p ≥ 2.
Lemme (Lemme 4.6.3) Soit 2 ≤ p < +∞ et soit H un espace de Hilbert. Si
T ∈ Sp(Hm,H), alors :∫
D
‖T ˜˙kmz ‖pH 1(1− |z|2)2dν(z) +
∫
D
‖T k˜mz ‖pH
1
(1− |z|2)dν(z) . ‖T‖
p
Sp(Hm,H)
.
On déduit de ce dernier résultat que pour p ≥ 2, si Hf¯ ∈ Sp (Hm,L2(D)), alors :∫
D
‖Hf¯(˜˙kmz )‖pL2(D) 1(1− |z|2)2dν(z) <∞.
Or, en reprenant la même méthode que celle utilisée dans la preuve des résultats
concernant les conditions nécessaires pour la continuité et la compacité, on obtient
(1− |z|2)2−m2 |f ′(z)| . ‖Hf¯(˜˙kmz )‖L2(D),
ce qui nous permet de conclure.
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Cette méthode peut s’étendre au cas m = 0. Le résultat est le suivant : pour p ≥ 2,
si Hf¯ ∈ Sp(H0,L2(D)), alors :∫
z∈D
(
(1− |z|2)2|f ′(z)|)p 1
(1− |z|2)2 dν(z) <∞.
Mais d’après ce que nous avons obtenu dans le cas des opérateurs de Hilbert-Schmidt,
cette condition ne semble pas optimale.
Pour prouver la proposition 4.1.3 dans le cas 2
4−m
< p < 2, nous allons reprendre
l’approche de S. Janson dans [23], qui est basée sur l’étude du petit opérateur de
Hankel associé à Hf¯ .
Plus précisément, soient 0 < m ≤ 1, 2
4−m
< p < 2 et une fonction f =
∑
k∈N bkz
k
dans l’espace de Bergman. On sait que si Hf¯ est dans Sp (Hm,L2(D)), alors le petit
opérateur de Hankel H˜f¯ de symbole f¯ appartient aussi à Sp (Hm,L2(D)) (voir [23]).
En calculant les éléments matriciels de H˜f¯ relativement aux bases orthonormales
naturelles de Hm et de A2(D) et en utilisant la formule de Stirling, il vient que H˜f¯
est dans Sp (Hm,L2(D)) si et seulement si la matrice(
(n+ 1)
m−1
2 (d+ 1)
1
2
1
n+ d+ 1
bn+d
)
(n,d) ∈N2
définit un opérateur qui appartient à Sp(l2,l2).
Or, d’après un résultat de V. V. Peller ([33] et [35]) et S. Semmes ([43]), la propriété
précédente a lieu si et seulement si f appartient à Bmp . Ceci complète la preuve du
résultat.
1.3 Conclusion
Suite aux travaux menés dans cette thèse, nous proposons quelques pistes de
recherche susceptibles d’en constituer un prolongement naturel.
Dans le dernier chapitre, il manque bien entendu les résultats concernant les condi-
tions suffisantes dans le cas 0 < m ≤ 1. Nous avons déjà des conditions nécessaires
et suffisantes dans le cas des opérateurs de Hilbert-Schmidt. Si on parvient à mon-
trer que les conditions nécessaires que nous avons établies pour la continuité sont
également suffisantes, on peut obtenir par interpolation des conditions nécessaires
et suffisantes pour l’appartenance aux classes de Schatten Sp (Hm,L2(D)) dans le
cas p ≥ 2. De plus, en utilisant le fait que pour tout polynôme holomorphe f ,
l’opérateur de Hankel Hf¯ appartient au sous-espace fermé des opérateurs compacts
de l’espace des opérateurs bornés, on peut déduire facilement les conditions suffi-
santes pour la compacité de celles pour la continuité. Par conséquent, une grande
partie des conditions suffisantes peut être obtenue à partir des conditions suffisantes
pour la continuité. Or, nous rencontrons certaines difficultés pour montrer que les
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conditions nécessaires pour la continuité sont également suffisantes. La difficulté
principale vient du fait que la norme des espaces Hm pour 0 ≤ m < 1, fait in-
tervenir une norme L2 de la dérivée qui est prépondérante sur la norme L2 de la
fonction. En effet, l’outil classique pour établir les conditions suffisantes dans le cas
1 < m ≤ 2, est l’utilisation de l’expression intégrale des opérateurs de Hankel. Plus
précisément, pour toute fonction f dans A2(D), on a :
Hf¯ (g)(z) =
∫
D
f(z)− f(w)
(1− zw)2 g(w) dν(w) (1.3.2)
pour toute fonction g dans Hm.
Par conséquent, on peut représenter Hf¯ comme un opérateur intégral, qui est en fait
défini sur l’espace L2(D) tout entier. Notons Bm∞ l’espace constitué des fonctions f
dans A2(D) telles que
sup
z∈D
(1− |z|2)2−m2 |f ′(z)| <∞.
Dans les articles précédents concernant le cas des espaces de Bergman à poids
A2m−2 (D), les auteurs montrent en fait que si f appartient à Bm∞, alors l’opéra-
teur intégral associé à Hf¯ envoie continûment L
2
m−2 (D) dans L
2(D). Si on voulait
reprendre cette méthode, il faudrait pouvoir majorer uniformément pour tout g dans
Hm, la norme dans L2(D) de l’intégrale (1.3.2) par la norme L2 adéquate de la dé-
rivée de g. Or, cette intégrale ne faisant pas intervenir la fonction g′, cela devient
beaucoup plus difficile.
Une première idée est de reproduire g dans Hm afin de faire apparaître la fonction
g′ dans l’intégrale (1.3.2). On obtient alors :
‖Hf¯(g)‖2L2(D) '
∣∣∣∣〈g,‖Hf¯(k˙mz )‖2L2(D)〉
Hm
∣∣∣∣ ,
et on espère conclure en utilisant l’inégalité de Cauchy-Schwarz. Bien qu’on par-
vienne à estimer de façon précise
∥∥∥‖Hf¯(k˙mz )‖2L2(D)∥∥∥
Hm
, la majoration par l’inégalité
de Cauchy-Schwarz est trop grossière pour pouvoir aboutir.
Une autre idée serait de voir si on peut procéder à une intégration par parties
sur les disques de rayon r < 1 et passer à la limite en faisant r → 1−. Dans le
cas où on obtiendrait un opérateur intégral faisant intervenir la dérivée de g, on
pourrait ensuite considérer cet opérateur sur l’espace de Sobolev associé à Hm pour
0 < m ≤ 1. Enfin, en utilisant la même méthode d’interpolation que celle utilisée
par S. Janson dans [23], on pourrait peut-être obtenir le résultat souhaité.
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Chapitre 2
Opérateurs d’espaces de Hilbert et
classes de Schatten
Dans ce chapitre, nous rappelons certains résultats sur les opérateurs d’espaces
de Hilbert. Ils seront utilisés dans les chapitres 3 et 4. La référence principale de
ce chapitre est le livre de K. Zhu [49]. Dans le premier paragraphe de ce chapitre,
nous donnons la définition d’un opérateur adjoint au sens de Von Neumann et rap-
pelons la définition d’un opérateur auto-adjoint. Nous énonçons également le théo-
rème spectral ainsi qu’un théorème de décomposition spectrale pour les opérateurs
auto-adjoints. Dans le deuxième paragraphe, nous nous intéressons aux opérateurs
compacts et notamment à l’existence d’une décomposition de Schmidt pour ces
opérateurs. De plus, nous donnons une caractérisation de la compacité spécifique
aux opérateurs auto-adjoints. Dans le troisième paragraphe, nous définissons tout
d’abord la suite des valeurs singulières d’un opérateur compact et étudions les pro-
priétés de cette suite. Ensuite, nous donnons la définition des classes de Schatten et
énonçons plusieurs résultats permettant de caractériser les éléments d’une classe de
Schatten suivant leur action sur les bases orthonormales. Enfin, nous discutons de
la structure topologique des classes de Schatten.
2.1 Opérateurs adjoints et théorème spectral
Par la suite, nous supposerons toujours que les espaces de Hilbert considérés sont
des espaces de Hilbert complexes et séparables. De plus, pour un espace de Hilbert
H , nous noterons 〈·,·〉H le produit scalaire de H et ‖.‖H la norme associée.
Soient deux espaces de Hilbert H et G. On note (T, Dom(T )) tout opérateur de
H dans G, où Dom(T ) désigne le domaine de T .
La donnée de Dom(T ) est essentielle dans la définition de l’opérateur T . En effet, si
on restreint ce domaine ou si on l’agrandit, on modifie les propriétés de T .
Dans le cas où Dom(T ) est l’espace de Hilbert H tout entier, on convient de ne pas
spécifier Dom(T ).
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De plus, si Dom(T ) est un sous-espace dense dans H et si T est borné sur Dom(T )
pour la norme induite par celle de H , alors il existe une unique application linéaire
continue de H dans G qui prolonge T . On désignera de nouveau par T ce prolonge-
ment continu.
Nous allons maintenant rappeler la définition de l’opérateur adjoint au sens de
Von Neumann d’un opérateur non nécessairement borné.
Soient H et G deux espaces de Hilbert et soit (T,Dom(T )) un opérateur de H dans
G tel que Dom(T ) est un sous-espace dense dans H . On considère l’ensemble des
points y ∈ G tels que la forme linéaire x 7→ 〈Tx,y〉G est continue sur Dom(T ) pour
la norme induite par celle de H . Par densité de Dom(T ) dans H , il vient que pour un
tel point y, cette forme linéaire se prolonge par continuité à l’espace H tout entier.
Par conséquent, d’après le théorème de représentation de Riesz, il existe un unique
élément de H , noté T ∗y, déterminé par les égalités suivantes :
〈Tx,y〉G = 〈x,T ∗y〉H pour tout x ∈ Dom(T ).
De cette clause d’unicité, on déduit aisément que T ∗ est un opérateur, ce qui conduit
à la définition suivante :
Définition 2.1.1. Soient H et G deux espaces de Hilbert et soit (T,Dom(T )) un
opérateur de H dans G tel que Dom(T ) est un sous-espace dense dans H .
On pose :
Dom(T ∗) := {y ∈ G tel que x 7→ 〈Tx,y〉G est borné de (Dom(T ),‖.‖H) dans C}.
On appelle opérateur adjoint de T l’opérateur T ∗ : Dom(T ∗) −→ H défini par :
〈Tx,y〉G = 〈x,T ∗y〉H
pour tout x ∈ Dom(T ) et tout y ∈ Dom(T ∗).
Si T est un opérateur linéaire borné de H dans G, alors T ∗ a pour domaine G et T ∗
est également borné.
Nous renvoyons le lecteur à [9] pour plus d’informations sur cette première partie
du paragraphe 2.1 concernant les opérateurs adjoints au sens de Von Neumann.
Désormais, nous allons nous intéresser plus particulièrement aux opérateurs ad-
joints d’opérateurs bornés et aux opérateurs auto-adjoints.
Les opérateurs que nous considérons maintenant ont pour domaine l’espace de Hil-
bert de départ tout entier. Par conséquent on ne précise plus le domaine des opéra-
teurs dont nous parlons.
Pour deux espaces de Hilbert H et G, on désigne par L(H,G) l’espace des opérateurs
bornés de H dans G. On munit cet espace de la norme usuelle ‖.‖, définie par :
‖T‖ = sup
x∈H,‖x‖H=1
‖T (x)‖G,
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pour tout opérateur T appartenant à L(H,G).
Les propositions suivantes relient la continuité d’un opérateur à celle de son opéra-
teur adjoint.
Proposition 2.1.1. Soient H et G deux espaces de Hilbert et T un opérateur de
H dans G. L’opérateur T est borné si et seulement si son opérateur adjoint T ∗ est
borné. De plus, si T est borné, on a ‖T‖ = ‖T ∗‖.
Proposition 2.1.2. Soient H et G deux espaces de Hilbert. Soit T un opérateur de
H dans G. L’opérateur T est borné si et seulement si l’opérateur T ∗T est borné. De
plus, si T est borné, on a ‖T‖2 = ‖T ∗T‖.
Dans la suite de ce paragraphe, on s’intéresse plus particulièrement aux opéra-
teurs auto-adjoints.
Soit H un espace de Hilbert. On dit qu’un opérateur borné T de H dans H est
auto-adjoint si T ∗ = T .
Par exemple, si H et G sont deux espaces de Hilbert et si T est un opérateur borné
de H dans G, alors l’opérateur T ∗T est un opérateur auto-adjoint.
La proposition suivante fournit un exemple important d’opérateurs auto-adjoints.
Proposition 2.1.3. Soit H un espace de Hilbert. Si T est un opérateur positif de
H dans H, c’est-à-dire vérifiant
〈Tx,x〉H ≥ 0 pour tout x ∈ H,
alors T est un opérateur auto-adjoint.
Si T est auto-adjoint sur H , il est facile de voir que 〈Tx,x〉H est réel pour tout
x ∈ H . De plus, on a :
Proposition 2.1.4. Si T est un opérateur auto-adjoint sur un espace de Hilbert H,
alors
‖T‖ = sup{|〈Tx,x〉H | : ‖x‖H = 1}.
Définissons maintenant le spectre d’un opérateur borné. Soit H un espace de
Hilbert et soit T ∈ L(H,H). Le spectre de l’opérateur T , noté σ(T ), est le sous-
ensemble des nombres complexes suivant :
σ(T ) = {λ ∈ C : λI − T n’est pas inversible},
où I est l’opérateur identité sur H .
La connaissance du spectre de T fournit beaucoup d’informations sur l’opérateur T .
Le spectre σ(T ) est mieux compris dans le cas où T est un opérateur auto-adjoint.
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Théorème 2.1.1. Soit H un espace de Hilbert. Supposons que T soit un opérateur
auto-adjoint sur H. Pour toute fonction f continue sur σ(T ), il existe un unique
opérateur f(T ) sur H, satisfaisant la condition suivante :
σ(f(T )) = f(σ(T )).
De plus, on a les propriétés suivantes :
i) l’application f 7→ f(T ) est linéaire;
ii) si f(z) = zn, alors f(T ) = T n.
Ce théorème est parfois appelé théorème spectral pour les opérateurs auto-adjoints.
Une des nombreuses conséquences de ce théorème est que, si T est un opérateur auto-
adjoint, alors σ(T ) est constitué de nombres réels, et si de plus T est positif, alors
σ(T ) est constitué de nombres positifs ou nuls.
Pour terminer, citons un théorème sur la décomposition spectrale des opérateurs
auto-adjoints.
Théorème 2.1.2. Soit H un espace de Hilbert. Supposons que T soit un opéra-
teur auto-adjoint sur H. Alors pour tout nombre réel t, il existe une projection Et
satisfaisant les conditions suivantes :
i) si t ≤ s, Et ≤ Es (c’est-à-dire l’image de Et est contenue dans celle de Es);
ii) Et = 0 pour tout t < −‖T‖L(H,H) et Et = I pour tout t > ‖T‖L(H,H);
iii) T =
∫ +∞
−∞
t dEt, au sens de la convergence en norme des sommes de
Riemann;
iv) si f est une fonction continue sur le spectre σ(T ) de T , alors
f(T ) =
∫ +∞
−∞
f(t) dEt.
L’application E est la mesure spectrale de l’opérateur T .
Le théorème 2.1.2 implique le corollaire suivant :
Corollaire 2.1.1. Soit H un espace de Hilbert. Supposons que T est un opérateur
auto-adjoint sur H et notons E sa mesure spectrale. Pour tout p ≥ 1, on a :
〈T px,x〉H =
∫ +∞
−∞
tpd〈Etx,x〉H pour tout x ∈ H.
2.2 Opérateurs compacts
Commençons par rappeler la définition d’un opérateur compact.
Soient (E,‖ ‖E) et (F,‖ ‖F) deux espaces vectoriels normés. On note BE la boule
unité fermée de E, c’est-à-dire BE := {x ∈ E : ‖x‖E ≤ 1}.
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Un opérateur linéaire T de E dans F est un opérateur compact si T (BE) est relati-
vement compact dans F.
Un opérateur compact est borné et on peut citer comme exemple simple d’opérateurs
compacts les opérateurs de rang fini.
Maintenant, plaçons-nous dans le cadre des espaces de Hilbert.
La proposition suivante relie la compacité d’un opérateur T à celle de l’opérateur
T ∗T .
Proposition 2.2.1. Soient H et G deux espaces de Hilbert. Soit T un opérateur
borné de H dans G. L’opérateur T est compact si et seulement si l’opérateur T ∗T
est compact.
Le résultat suivant est fondamental. Il montre qu’un opérateur auto-adjoint compact
est diagonalisable dans une base orthonormale convenablement choisie.
Théorème 2.2.1. Si T est un opérateur compact auto-adjoint sur un espace de
Hilbert H, alors il existe une suite décroissante de nombres réels positifs {λn(T )}n∈N
tendant vers 0 et une suite orthonormale {en}n∈N d’éléments de H, telles que :
Tx =
∑
n∈N
λn(T )〈x,en〉H en pour tout x ∈ H.
Plus précisément, chaque λn(T ) est la valeur propre associée au vecteur propre en
de l’opérateur T .
Corollaire 2.2.1. Soient H et G deux espaces de Hilbert. Si T est un opérateur
compact de H dans G, alors il existe une suite décroissante de nombres réels positifs
{sn(T )}n∈N tendant vers 0, une suite orthonormale {en}n∈N d’éléments de H et une
suite orthonormale {fn}n∈N d’éléments de G, telles que :
Tx =
∑
n∈N
sn(T )〈x,en〉H fn pour tout x ∈ H.
La décomposition ci-dessus est appelée décomposition de Schmidt de l’opérateur T .
Plus précisément, on a :
sn(T ) = [λn(T
∗T )]
1
2 pour tout n ∈ N. (2.2.1)
Ainsi, la suite {sn(T )}n∈N dans toute décomposition de Schmidt d’un opérateur
compact T est unique.
Pour finir, nous donnons une caractérisation de la compacité spécifique aux opé-
rateurs auto-adjoints.
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Proposition 2.2.2. Soient H un espace de Hilbert et T un opérateur auto-adjoint
sur H. Les propriétés suivantes sont équivalentes :
i) T est compact;
ii) pour toute suite orthonormale {en}n∈N de vecteurs dans H, on a
lim
n→∞
〈Ten,en〉H = 0;
iii) pour tout ε > 0, il existe une projection orthogonale Pε ∈ L(H,H) de
codimension finie, telle que ‖PεTPε‖ ≤ ε.
Preuve. Se référer à [30]. 
2.3 Classes de Schatten
Dans cette section nous allons nous intéresser au comportement asymptotique
des valeurs singulières d’un opérateur compact et aux classes de Schatten.
Commençons tout d’abord par définir la suite des valeurs singulières d’un opé-
rateur compact.
Définition 2.3.1. Soient H et G deux espaces de Hilbert et soit T un opérateur
compact de H dans G. La suite {sn(T )}n∈N dans toute décomposition de Schmidt de
l’opérateur T est appelée suite des valeurs singulières associée à T . Plus précisément,
pour n ∈ N, sn(T ) est appelée la ne`me valeur singulière de l’opérateur T .
Proposition 2.3.1. Soient H et G deux espaces de Hilbert. Pour un opérateur
compact T de H dans G, on a :
i) s0(T ) = ‖T‖;
ii) sn(λT ) = |λ|sn(T ) pour tout n ∈ N et tout λ ∈ C.
Preuve. Se référer à [15]. 
La proposition suivante donne une interprétation géométrique des valeurs singulières.
Plus précisément, la ne`me valeur singulière d’un opérateur compact T correspond à la
distance de T à l’espace des opérateurs de rang inférieur ou égal à n. Cette propriété
est souvent utilisée pour estimer les valeurs singulières.
Proposition 2.3.2. Soient H et G deux espaces de Hilbert et soit T un opérateur
compact de H dans G. On a, pour tout n ∈ N,
sn(T ) = inf
L(H,G),
rang(A) ≤ n
‖T − A‖.
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De cette propriété on déduit la proposition suivante :
Proposition 2.3.3. Soient H et G deux espaces de Hilbert et soient T1 et T2 deux
opérateurs compacts de H dans G. Alors pour tous m1, m2 dans N, on a :
sm1+m2(T1 + T2) ≤ sm1(T1) + sm2(T2).
Nous allons maintenant nous intéresser aux classes de Schatten et à leurs pro-
priétés.
Commençons par donner la définition des classes de Schatten.
Définition 2.3.2. Soient H et G deux espaces de Hilbert et soit 0 < p < ∞. On
définit la pe`me classe de Schatten de H dans G, notée Sp(H,G), comme l’ensemble de
tous les opérateurs compacts T de H dans G tels que la suite des valeurs singulières
de T , {sn(T )}n∈N, vérifie :
‖T‖Sp(H,G) :=
(∑
n∈N
[sn(T )]
p
) 1
p
< +∞.
Autrement dit, pour p > 0, un opérateur compact T de H dans G appartient à la
classe de Schatten Sp(H,G) si et seulement si la suite {sn(T )}n∈N est p-sommable.
Par exemple, d’après la proposition 2.3.2, les opérateurs de rang fini appartiennent
à la pe`me classe de Schatten Sp, pour tout p > 0.
Usuellement, la classe S1 est appelée classe des opérateurs à trace. Plus précisément,
si T ∈ S1, alors la trace de T , notée tr(T ), est définie par :
tr(T ) := ‖T‖S1 =
∑
n∈N
sn(T ).
De même, la classe S2 est plus communément appelée classe des opérateurs de
Hilbert-Schmidt.
Les valeurs singulières étant souvent difficiles à déterminer, nous cherchons dé-
sormais à caractériser les éléments des classes de Schatten suivant leur action sur
des bases orthonormales.
Théorème 2.3.1. Soit H un espace de Hilbert. Si T est un opérateur compact positif
de H dans H, alors : ∑
n∈N
sn(T ) =
∑
n∈N
〈Ten,en〉H ,
pour toute base orthonormale {en}n∈N de H.
Par conséquent, si T est un opérateur compact positif sur H , alors T appartient à
S1(H,H) si et seulement s’il existe une base orthonormale {en}n∈N de H telle que∑
n∈N〈Ten,en〉H <∞.
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Le théorème suivant, qui découle du théorème 2.3.1, nous permet de définir autre-
ment la trace d’un opérateur appartenant à la classe S1.
Théorème 2.3.2. Soit H un espace de Hilbert. Si T ∈ S1(H,H), alors la série∑
n∈N〈Ten,en〉H converge absolument pour toute base orthonormale {en}n∈N de H.
De plus, la somme est indépendante du choix de la base orthonormale et est égale à
la trace de T .
Ensuite, le théorème 2.3.3 ramène l’étude de l’appartenance d’un opérateur positif T
à une classe de Schatten Sp, où p > 0, à celle de l’appartenance de l’opérateur T p à la
classe de Schatten S1. L’intérêt de ce résultat est que l’appartenance d’un opérateur
à la classe des opérateurs à trace est totalement caractérisée par son action sur les
bases orthonormales.
Théorème 2.3.3. Soit H un espace de Hilbert et soit p > 0. Si T est un opérateur
compact positif de H dans H, alors T ∈ Sp(H,G) si et seulement si T p ∈ S1(H,H).
De plus, on a
‖T‖pSp(H,H) = ‖T p‖S1(H,H).
De même, le théorème 2.3.4 ramène l’étude de l’appartenance d’un opérateur T à
une classe de Schatten Sp, où p ≥ 1, à celle de l’appartenance de l’opérateur (T ∗T ) p2
à la classe de Schatten S1.
Théorème 2.3.4. Soient H et G deux espaces de Hilbert et soit 1 ≤ p < ∞. Si
T est un opérateur compact de H dans G, alors T ∈ Sp(H,G) si et seulement si
(T ∗T )
p
2 ∈ S1(H,H). De plus, si T ∈ Sp(H,G), on a :
‖T‖pSp(H,G) = ‖(T ∗T )
p
2‖S1(H,H).
Corollaire 2.3.1. Soient H et G deux espaces de Hilbert et soit 1 ≤ p < ∞.
Supposons que T soit un opérateur de H dans G. Alors T appartient à Sp(H,G) si
et seulement si
∑
n∈N〈(T ∗T )
p
2 en,en〉H < ∞ pour toute base orthonormale {en}n∈N
de H. De plus, si T ∈ Sp(H,G), on a:
‖T‖pSp(H,G) =
∑
n∈N
〈(T ∗T ) p2 en,en〉H
pour toute base orthonormale {en}n∈N de H.
Autrement dit, pour p ≥ 1, l’appartenance d’un opérateur T à la classe de Schatten
Sp est totalement caractérisée par l’action de (T ∗T ) p2 sur les bases orthonormales.
Pour finir, nous allons étudier la structure topologique des classes de Schatten.
Nous allons voir que les structures diffèrent dans les cas p ≥ 1 et 0 < p < 1.
Proposition 2.3.4. Soient H et G deux espaces de Hilbert et soit p ≥ 1. L’espace(Sp(H,G),‖.‖Sp(H,G)) est un espace de Banach.
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Il est évident que ‖.‖Sp(H,G) n’est pas une norme sur Sp(H,G) lorsque 0 < p < 1.
Néanmoins, pour 0 < p < 1, l’espace Sp(H,G) est un espace métrique complet,
qui possède une autre structure que celle d’un espace normé, à savoir une structure
d’espace quasi-Banach.
Commençons par rappeler la définition d’une quasi-norme et d’un espace quasi-
Banach.
Définition 2.3.3. Soit X un espace vectoriel complexe. Une application A de X
dans R+ est appelée quasi-norme si les conditions suivantes sont satisfaites :
i) A(x) = 0 implique x = 0 pour tout x ∈ X.
ii) A(αx) = |α|A(x) pour tout α ∈ C et tout x ∈ X.
iii) Il existe une constante C > 0 telle que A(x1 + x2) ≤ C[A(x1) + A(x2)] pour
tous x1,x2 ∈ X .
En outre, on dira que A est une p-norme, pour 0 < p ≤ 1, si on a de plus :
[A(x1 + x2)]
p ≤ [A(x1)]p + [A(x2)]p pour tous x1,x2 dans X.
Bien sûr, si p = 1, alors A est une norme.
Définition 2.3.4. Soit X un espace vectoriel complexe muni d’une quasi-norme A.
Si A définit sur X une topologie métrisable complète, alors on dira que X est un
espace quasi-Banach. Si de plus A est une p-norme, pour 0 < p ≤ 1, on dira que X
est un espace quasi-Banach p-normé.
Théorème 2.3.5. Soient H et G deux espaces de Hilbert et soit 0 < p < 1. L’espace
(Sp(H,G),‖.‖Sp(H,G)) est un espace quasi-Banach p-normé.
Preuve. Se référer à [24] et [38]. 
Chapitre 3
Propriétés spectrales de l’opérateur
solution canonique du ∂
L’opérateur solution canonique du ∂ classique est l’opérateur qui, à chaque
(0,1)−forme à coefficients L2 par rapport à la mesure de Lebesgue, associe la solu-
tion L2 de l’équation du ∂ qui est orthogonale à l’espace de Bergman des fonctions
holomorphes de carré intégrable. Nous nous intéressons ici au cas plus général où
l’opérateur solution canonique du ∂ est défini sur certains espaces de Hilbert H(0,1)
de (0,1)-formes à coefficients holomorphes.
Dans ce chapitre, Ω désigne une boule ouverte dans Cn ou l’espace Cn tout
entier. Considérons l’espace L2(Ω,µ) constitué des fonctions de carré intégrable par
rapport à une mesure µ invariante par rotation sur Ω. L’opérateur solution canonique
du ∂, défini de H(0,1) dans L2(Ω,µ), correspond à l’opérateur solution canonique du
∂ classique lorsque H est l’espace de Bergman et µ la mesure Lebesgue. Nous nous
proposons d’étudier les propriétés spectrales de l’opérateur solution canonique du ∂.
Nous donnons des conditions nécessaires et suffisantes, en fonction notamment des
moments de la mesure µ, pour que cet opérateur soit borné, compact et appartienne
à la pe`me classe de Schatten de H(0,1) dans L2(Ω,µ). Ces résultats s’appliquent en
particulier lorsque l’espace H(0,1) est l’espace des (0,1)−formes à coefficients dans
l’un des espaces de Hilbert de fonctions holomorphes classiques, tels que les espaces
de Bergman à poids, l’espace de Hardy, les espaces de Fock, des espaces de Sobolev
de fonctions holomorphes, les espaces de Hardy-Sobolev ou l’espace invariant de
Möbius.
3.1 Introduction et énoncé des principaux théorèmes
Soit n ∈ N∗. On désigne par 〈·,·〉 le produit scalaire hermitien dans Cn, défini par
〈z,w〉 := ∑nj=1 zjwj pour tous vecteurs z = (z1, . . . ,zn), w = (w1, . . . ,wn) dans Cn.
La norme associée au produit scalaire hermitien dans Cn est définie par |z| := 〈z,z〉 12
pour tout z ∈ Cn.
On note Un le groupe des opérateurs unitaires sur l’espace de Hilbert Cn, c’est-
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à-dire le groupe des opérateurs qui préservent le produit scalaire hermitien dans
Cn :
〈Uz,Uw〉 = 〈z,w〉
pour tous z,w dans Cn et tout U ∈ Un.
Par la suite, Ω désigne une boule ouverte dans Cn ou Cn tout entier. L’ouvert Ω
est en particulier invariant par rotation, c’est-à-dire vérifie :
U(Ω) = Ω pour tout U ∈ Un.
Soit µ une mesure de probabilité invariante par rotation sur Ω, à savoir qui vérifie :∫
Ω
f(Uz)dµ(z) =
∫
Ω
f(z)dµ(z)
pour toute fonction f µ-intégrable sur Ω et tout U ∈ Un.
Supposons de plus que la mesure µ admet des moments de tout ordre, c’est-à-dire :
mk(µ) :=
∫
Ω
|z|2kdµ(z) <∞ pour tout k ∈ N.
Pour k ∈ N, le nombre mk(µ) est appelée moment d’ordre k de la mesure µ. L’exis-
tence des moments implique en particulier que tous les polynômes sont de carré
µ-intégrable sur Ω. De telles mesures ont été étudiées par C. Berg et M. Thill dans
[5]. Par la suite, afin d’alléger les notations, on notera simplement mk le moment
d’ordre k de la mesure µ.
On désigne par L2(Ω,µ) l’espace des fonctions mesurables sur Ω de carré inté-
grable par rapport à la mesure µ.
Pour tout n-uplet d’entiers positifs ou nuls α = (α1, · · · ,αn) ∈ Nn, on notera :
|α| = α1 + · · ·+ αn, α! = α1! · · ·αn!,
zα = zα11 · · · zαnn pour tout z = (z1, · · · ,zn) ∈ Cn
et
∂|α|
∂zα
=
∂α1
∂zα1
· · · ∂
αn
∂zαn
.
Rappelons que le produit scalaire hermitien de Fischer 〈·,·〉F est défini sur l’espace
des polynômes holomorphes par sa restriction sur les monômes donnée par :
〈
zα,zβ
〉
F
:=
{
α! si α = β
0 si α 6= β
pour tous α,β dans Nn.
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Pour ce produit scalaire hermitien, un opérateur de multiplication et l’opérateur
de différentiation associé sont adjoints l’un de l’autre. Plus précisément, soit D =
( ∂
∂z1
, · · · , ∂
∂zn
). Pour Q =
∑
α∈Nn, |α|≤d
aαz
α un polynôme de n variables à coefficients com-
plexes, on note Q∗ le polynôme obtenu en conjuguant les coefficients de Q. On a
alors l’identité suivante :
〈Qg,h〉F = 〈g,Q∗(D)h〉F
pour tous polynômes holomorphes g et h. Pour plus de renseignements sur le produit
scalaire de Fischer, se référer à [32].
Considérons maintenant un espace de Hilbert H de fonctions holomorphes sur
Ω tel qu’il existe un entier N pour lequel H soit la somme directe du sous-espace
constitué de ses polynômes de degré strictement inférieur à N et de la clôture du
sous-espace engendré par les polynômes homogènes dans H de degré supérieur ou
égal à N . En particulier, les éléments polynomiaux de H forment un sous-espace
dense dans H.
Nous supposons également que les polynômes homogènes dans H de degré supérieur
ou égal à N sont orthogonaux entre eux dans H.
Pour d ≥ N , nous désignerons par Hd l’espace des polynômes homogènes de degré
d de H.
On suppose de plus qu’il existe une suite {hd}d≥N de nombres réels positifs ou nuls
et des constantes strictement positives C1 et C2 telles que :
C1| 〈f,g〉H | ≤ hd| 〈f,g〉F | ≤ C2| 〈f,g〉H | (3.1.1)
pour tout d ≥ N et tous f,g dans Hd.
Remarquons que si hd = 0, alors nécessairement Hd = {0}.
SoitH(0,1) l’espace de Hilbert des (0,1)-formes à coefficients dans H. On munit H(0,1)
du produit scalaire naturellement associé à celui de H, c’est-à-dire :
〈f,g〉H(0,1) :=
n∑
j=1
〈fj,gj〉H
pour toutes (0,1)−formes f =∑nj=1 fjdzj et g =∑nj=1 gjdzj appartenant à H(0,1).
Pour un ouvert V de Cn, on notera L2loc(V) l’espace des fonctions de carré loca-
lement intégrable sur V par rapport à la mesure de Lebesgue ν sur Cn.
Définition 3.1.1. Soit V un ouvert de Cn. Pour g ∈ L2loc(V), on définit au sens des
distributions sur V la (0,1)-forme ∂g ∈ [L2loc(V)](0,1) de la manière suivante :
∂g :=
n∑
j=1
∂g
∂z¯j
dz¯j .
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Proposition 3.1.1. Soient V un ouvert de Cn et g ∈ L2loc(V). Si g est une fonction
sur V qui vérifie l’équation ∂g = 0, alors g est holomorphe sur V.
Preuve. Soient V un ouvert de Cn et g ∈ L2loc(V) une fonction sur V vérifiant l’équa-
tion ∂g = 0. Le cas où V est borné et g de carré Lebesgue-intégrable est traité
dans [46]. Pour le cas général, on se ramène au cas précédent. Soit un ouvert borné
V ′ ⊂ V. La fonction g est de carré Lebesgue-intégrable sur V ′ et ∂g = 0, au sens des
distributions sur V ′. Par conséquent g est holomorphe sur V ′. L’holomorphie étant
une propriété locale, on en déduit facilement que g est holomorphe sur l’ouvert V
tout entier et la proposition est ainsi prouvée. 
On désigne par Dom(S) le sous-espace dense de H(0,1) constitué des (0,1)-formes
dont les coefficients sont des éléments polynomiaux de H.
Nous nous intéressons à l’opérateur suivant, qui résout l’équation du ∂ :
S : Dom(S) −→ L2(Ω,µ)
où pour g ∈ Dom(S), S(g) est l’unique élément de L2(Ω,µ) ∩ L2loc(Ω) qui soit or-
thogonal dans L2(Ω,µ) à tous les polynômes holomorphes et qui vérifie l’équation
∂[S(g)] = g.
Cet opérateur sera appelé l’opérateur solution canonique du ∂.
L’objectif principal de ce chapitre est d’établir des conditions nécessaires et suf-
fisantes pour que l’opérateur solution canonique du ∂ soit borné, compact et appar-
tienne à la pe`me classe de Schatten de H(0,1) dans L2(Ω,µ).
Dans le cas d’une variable complexe, F. Haslinger a caractérisé la compacité
et l’appartenance à la classe des opérateurs de Hilbert-Schmidt de l’opérateur so-
lution canonique du ∂ sur les espaces de Bergman du disque unité D de C et de
mesure radiale µ dans les espaces L2 associés et sur les espaces de Fock du plan
dans les espaces L2 associés. En fait, dans le cas d’une variable, l’opérateur S∗S
est diagonalisable, ce qui permet de caractériser la compacité et l’appartenance à
la classe des opérateurs de Hilbert-Schmidt directement par le calcul. En revanche,
dans le cas de plusieurs variables, cet opérateur n’est plus diagonalisable. Notre mé-
thode consiste à trouver des sous-espaces de dimension finie invariants sous l’action
de S∗S et à établir des estimations uniformes des valeurs propres de S∗S sur ces
espaces stables. Nous donnons des conditions nécessaires et suffisantes, en termes
de moments, pour que l’opérateur solution canonique du ∂ soit borné, compact et
appartienne aux classes de Schatten pour toute une classe d’espaces de Hilbert de
(0,1)-formes à coefficients holomorphes et ce dans le cas de plusieurs variables. Nous
verrons dans le paragraphe 3.4 que nos résultats s’appliquent en particulier aux es-
paces des (0,1)-formes à coefficients dans l’un des espaces de Hilbert de fonctions
holomorphes classiques, tels que les espaces de Bergman à poids, l’espace de Hardy,
les espaces de Fock, des espaces de Sobolev de fonctions holomorphes, les espaces
de Hardy-Sobolev ou l’espace invariant de Möbius.
Les principaux résultats sont les suivants :
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Théorème 3.1.1. L’opérateur solution canonique du ∂, S : Dom(S) −→ L2(Ω,µ),
se prolonge par continuité à H(0,1) tout entier si et seulement si
sup
d∈N, hd>0
md+1
hd(n + d)!
[
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
]
< +∞. (3.1.2)
On suppose maintenant que la condition (3.1.2) est satisfaite et on note encore S
le prolongement continu de l’opérateur solution canonique du ∂ à H(0,1) tout entier.
Nous obtenons alors les théorèmes suivants :
Théorème 3.1.2. L’opérateur S : H(0,1) −→ L2(Ω,µ) est compact si et seulement
si
lim
d→∞, hd>0
md+1
hd(n+ d)!
[
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
]
= 0. (3.1.3)
Théorème 3.1.3. Si p > 0 et
∑
d∈N, hd>0
dimHd
[
md+1
hd(n+ d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)] p
2
< +∞, (3.1.4)
alors l’opérateur S appartient à la classe de Schatten Sp(H(0,1),L2(Ω,µ)).
Réciproquement supposons que soit n = 1 et p > 0, soit n ≥ 2 et p ≥ 2, et que de
plus S : H(0,1) −→ L2(Ω,µ) appartienne à la classe de Schatten Sp(H(0,1),L2(Ω,µ)),
alors la propriété (3.1.4) est vraie.
Dans le cas n ≥ 2 et 0 < p < 2, la question de savoir si S ∈ Sp(H(0,1),L2(Ω,µ))
implique (3.1.4) reste ouverte.
3.2 Résultats préliminaires
L’objectif principal de ce paragraphe consiste à obtenir une estimation suffisam-
ment précise de 〈S∗S(u),u〉H(0,1) pour tout vecteur unitaire u de Dom(S), afin de
pouvoir étudier la nature de l’opérateur solution canonique du ∂.
Pour ce faire, nous allons tout d’abord montrer que l’opérateur solution canonique
du ∂ est bien défini et exprimer cet opérateur, ainsi que son opérateur adjoint, en
termes de noyaux reproduisants et de certains opérateurs de Hankel.
Pour commencer, nous allons utiliser l’invariance de Ω et de µ pour donner une
expression du produit scalaire de L2(Ω,µ) sur l’espace des polynômes holomorphes
et montrer que ce produit scalaire est, en un certain sens, comparable au produit
scalaire de Fischer.
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Soit dU la mesure de probabilité de Haar sur Un. On rappelle que dU est l’unique
mesure de Borel positive de masse totale 1 qui vérifie∫
Un
F (U1U)dU =
∫
Un
F (UU1)dU =
∫
Un
F (U)dU
pour toute fonction F continue sur Un et tout U1 ∈ Un.
On note Sn la sphère unité de Cn, c’est-à dire Sn := {z ∈ Cn : |z| = 1} et σ
la mesure de probabilité invariante par rotation sur Sn. On désigne par L1(Sn,σ)
l’espace des fonctions σ-intégrables sur Sn.
Proposition 3.2.1. Soit f ∈ L1(Sn,σ). Pour tout point η de la sphère Sn, on a
l’identité suivante : ∫
Sn
fdσ =
∫
Un
f(Uη)dU.
Preuve. Se référer à [40].

Proposition 3.2.2. Si α,β ∈ Nn, alors
∫
Sn
ζαζ¯βdσ(ζ) =

(n− 1)!α!
(n+ |α| − 1)! si α = β
0 si α 6= β.
Preuve. Se référer à [40]. 
Des propositions 3.2.1 et 3.2.2, on déduit le lemme suivant :
Lemme 3.2.1. Si α,β ∈ Nn, alors
∫
Ω
zαz¯βdµ(z) =

(n− 1)!m|α| α!
(n + |α| − 1)! si α = β
0 si α 6= β.
(3.2.5)
Preuve. En vertu de l’invariance de Ω et de µ nous voyons grâce au théorème de
Fubini et à la proposition 3.2.1, que∫
Ω
zαz¯βdµ(z) =
∫
Un
∫
Ω
(Uz)α(Uz)
β
dµ(z)dU
=
∫
Ω
∫
Un
(Uz)α(Uz)
β
dUdµ(z)
=
∫
Ω
|z||α|+|β|dµ(z)
∫
Sn
ζαζ¯βdσ(ζ).
L’identité precédente, combinée à la proposition 3.2.2, nous donne (3.2.5). 
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Ce lemme montre que sur chaque espace de polynômes holomorphes homogènes de
degré constant, le produit scalaire de L2(Ω,µ) est comparable au produit scalaire de
Fischer.
Maintenant, nous allons exhiber les noyaux reproduisants et les opérateurs de
Hankel qui interviennent dans l’expression de l’opérateur S.
Commençons tout d’abord par rappeler la définition d’un noyau reproduisant.
Soit H un espace de Hilbert constitué de fonctions holomorphes sur un ouvert V de
Cn, tel que pour tout point z ∈ V, l’opérateur d’évaluation en z
Vz :H −→ C
f 7→ f(z),
est borné sur H .
En vertu du théorème de représentation de Riesz, il existe pour tout z ∈ V une
unique fonction Kz ∈ H telle que :
f(z) = 〈f,Kz〉H pour tout f ∈ H.
Soit K la fonction définie sur V × V par :
K(z,w) = Kz(w) pour tous z,w dans V.
On appelle K le noyau reproduisant de H . Par abus de langage, la fonction Kz sera
également appelée noyau reproduisant de H .
Le noyau reproduisant d’un espace H peut s’exprimer en fonction de toute base
orthonormale de H . En effet :
Lemme 3.2.2. Soit H un espace de Hilbert constitué de fonctions holomorphes sur
un ouvert V de Cn et admettant un noyau reproduisant. Si {ej}j∈N est une base
orthonormale de H, alors pour tout z ∈ V on a :
Kz(w) =
∑
j∈N
ej(z) ej(w) pour tout w ∈ V.
Preuve. Soit {ej}j∈N une base orthonormale de H . Pour tout z ∈ V, la fonction
Kz ∈ H peut s’écrire sous la forme
Kz(w) =
∑
j∈N
〈Kz,ej〉H ej(w) =
∑
j∈N
ej(z) ej(w) pour tout w ∈ V.
La dernière égalité donne le lemme. 
Ce lemme implique en particulier que K(.,w) est analytique pour tout w ∈ V, K(z,.)
est anti-analytique pour tout z ∈ V et K(z,w) = K(w,z) pour tous
z,w dans V.
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Nous allons maintenant définir une projection sur le sous-espace des polynômes
holomorphes de L2(Ω,µ) à l’aide de noyaux reproduisants. Cette projection nous
permettra par la suite de définir les opérateurs de Hankel dont nous avons besoin
pour étudier l’opérateur solution canonique du ∂.
Pour d un entier positif, on désigne par Bd le noyau reproduisant du sous-espace de
L2(Ω,µ) des polynômes holomorphes de degré inférieur ou égal à d par rapport au
produit scalaire de L2(Ω,µ).
Proposition 3.2.3. Pour tout polynôme f ,
(Pµf)(z) := lim
d→∞
∫
Ω
Bd(z,ω)f(ω)dµ(ω) (3.2.6)
est finie.
De plus l’application Pµ est une projection symétrique prenant ses valeurs dans l’es-
pace des polynômes holomorphes.
Plus précisément, Pµ vérifie les propriétés suivantes :
i) Pµ ◦ Pµ = Pµ;
ii) 〈Pµf,g〉L2(Ω,µ) = 〈f,Pµg〉L2(Ω,µ) pour tous polynômes f et g;
iii) Pµh = h pour tout polynôme holomorphe h.
Preuve. D’après le lemme 3.2.1, on sait que pour tout polynôme f
(Pµf)(z) := lim
d→∞
∫
Ω
Bd(z,ω)f(ω)dµ(ω) < +∞,
puisque l’intégrale dans (3.2.6) est la même pour des entiers d suffisamment grands.
En effet, soit f un polynôme de degré l ∈ N. D’après (3.2.5), f est orthogonal dans
L2(Ω,µ) à tous les monômes holomorphes de degré strictement supérieur à l. Or,
grâce aux lemmes 3.2.1 et 3.2.2, on peut écrire Bd sous la forme
Bd(z,w) =
∑
|α|≤d
(n + |α| − 1)!
(n− 1)!m|α|α!z
αwα. (3.2.7)
Ainsi pour tout d ≥ l on a :∫
Ω
Bd(z,ω)f(ω)dµ(ω) =
∫
Ω
Bl(z,ω)f(ω)dµ(ω).
Par conséquent Pµ est bien définie.
Ensuite, il est clair que si h est un polynôme holomorphe de degré d alors :
Pµh =
∫
Ω
Bd(z,ω)h(ω)dµ(ω) = h,
ce qui nous donne la propriété iii).
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De plus, si f est un polynôme de degré d ∈ N, l’identité (3.2.7) nous donne
Pµf(z) =
∫
Ω
Bd(z,ω)f(ω)dµ(ω)
=
∑
|α|≤d
(
(n+ |α| − 1)!
(n− 1)!m|α|α!
∫
Ω
ωαf(ω)dµ(ω)
)
zα.
On en déduit que Pµf est un polynôme holomorphe de degré au plus d. Ainsi Pµ
prend bien ses valeurs dans l’espace des polynômes holomorphes et en combinant
ceci avec la propriété iii), on obtient la propriété i).
Il nous reste à prouver la propriété ii). Pour cela, soient f un polynôme de degré d
et g un polynôme de degré l. Par symétrie des rôles, on peut supposer que l ≤ d.
On a donc Pµf(z) =
∫
Ω
Bd(z,ω)f(ω)dµ(ω) et Pµg(z) =
∫
Ω
Bd(z,ω)g(ω)dµ(ω). Ainsi,
grâce au théorème de Fubini, on obtient
〈Pµf,g〉L2(Ω,µ) =
∫
Ω
∫
Ω
Bd(z,ω)f(ω)dµ(ω)g(z)dµ(z)
=
∫
Ω
f(ω)
∫
Ω
Bd(ω,z)g(z)dµ(z)dµ(ω)
= 〈f,Pµg〉L2(Ω,µ).
Ceci nous donne la propriété ii) et complète la preuve de la proposition. 
En général, cette projection n’est pas prolongeable par continuité à L2(Ω,µ). En
effet, il existe des mesures µ invariantes par rotation telles que les polynômes ne
soient pas denses dans L2(Ω,µ) (voir [5]).
Nous pouvons désormais définir nos opérateurs de Hankel à partir de la projection
Pµ. Si ϕ est un polynôme holomorphe, alors l’opérateur de Hankel de symbole ϕ est
l’opérateur qui à un polynôme f associe :
Hϕf := (I − Pµ)(ϕf),
où I est l’opérateur identité sur L2(Ω,µ).
Le lemme suivant établit que l’opérateur solution canonique du ∂ est bien défini
et qu’on peut exprimer cet opérateur en termes d’opérateurs de Hankel.
Si d ≥ N, on note H(0,1)d le sous-espace de H(0,1) des (0,1)-formes à coefficients dans
Hd et Kd le noyau reproduisant de Hd.
Lemme 3.2.3. L’opérateur solution canonique du ∂, noté S, est bien défini et si
g =
∑n
j=1 gj dzj ∈ Dom(S), alors :
S(g)(z) =
n∑
j=1
Hz¯j(gj).
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En particulier, la restriction de S à H(0,1)d est donnée par :
S(g)(z) = 〈g,ωd(z,·)〉H(0,1) pour tout g ∈ H(0,1)d ,
où ωd : Ω× Ω→H(0,1) est l’application définie par :
ωd(z,ξ) :=
n∑
j=1
Hzj (Kd(z,ξ)) dξ¯j. (3.2.8)
Preuve. Soit g =
∑n
j=1 gj dzj ∈ Dom(S). Posons pour tout z ∈ Ω
S(g)(z) =
n∑
j=1
(z¯jgj(z)− Pµ[w¯jgj ](z))
=
n∑
j=1
Hz¯j (gj)(z).
(3.2.9)
Montrons que S(g) est l’unique solution de notre problème du ∂.
On commence par montrer que S(g) est une solution.
D’après la proposition 3.2.3, la fonction S(g) est polynomiale, donc elle appartient
à L2(Ω,µ).
De plus, si f est un polynôme holomorphe, en utilisant (3.2.9) et les propriétés de
Pµ vues dans la proposition 3.2.3, on obtient
〈S(g),f〉L2(Ω,µ) =
〈
n∑
j=1
[z¯jgj − Pµ(w¯jgj)] ,f
〉
L2(Ω,µ)
=
n∑
j=1
[〈z¯jgj,f〉L2(Ω,µ) − 〈Pµ(w¯jgj),f〉L2(Ω,µ)]
=
n∑
j=1
[〈z¯jgj,f〉L2(Ω,µ) − 〈z¯jgj(z),Pµf〉L2(Ω,µ)]
=
n∑
j=1
[〈z¯jgj,f〉L2(Ω,µ) − 〈z¯jgj,f〉L2(Ω,µ)]
= 0.
Par conséquent S(g) est orthogonale aux polynômes holomorphes.
Enfin, en combinant l’identité (3.2.9) et le fait que Pµ soit une projection sur l’espace
des polynômes holomorphes, il vient que
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∂S(g) =
n∑
j=1
[
∂(z¯jgj)− ∂(Pµ(w¯jgj))
]
=
n∑
j=1
[
∂(z¯j) gj + z¯j ∂(gj)
]
=
n∑
j=1
gjdzj = g.
La fonction S(g) est donc solution de notre problème du ∂.
Montrons maintenant qu’une telle solution est unique. Supposons qu’il existe une
fonction u ∈ L2(Ω,µ)∩L2loc(Ω) orthogonale aux polynômes holomorphes et vérifiant
∂u = g. La fonction S(g)− u satisfait alors l’équation
∂ [S(g)− u] = 0.
Il s’ensuit en vertu de la proposition 3.1.1, que la fonction S(g)−u est holomorphe.
Or, par hypothèse, la fonction S(g)− u est également orthogonale dans L2(Ω,µ) à
tous les polynômes holomorphes. Ceci implique que nécessairement S(g)− u est la
fonction nulle et l’unicité de la solution est ainsi prouvée.
Finalement, on a montré que l’opérateur S est bien défini et que de plus, pour tout
g =
∑n
j=1 gjdzj ∈ Dom(S), on a
S(g) =
n∑
j=1
Hz¯j(gj).
Maintenant si pour d ∈ N les composantes gj de g sont dans Hd, en utilisant la
propriété iii) de la proposition 3.2.3 on voit que pour k ≥ d+ 1
S(g)(z) =
n∑
j=1
(z¯jgj(z)− Pµ(w¯jgj)(z))
=
n∑
j=1
(z¯jPµ(gj)(z)− Pµ(w¯jgj)(z))
=
n∑
j=1
∫
Ω
Bk(z,w)gj(w)(zj − wj) dµ(w).
Par conséquent, en appliquant la formule de reproduction pour chaque gj dans Hd,
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on obtient
S(g)(z) =
n∑
j=1
∫
Ω
Bk(z,w)〈gj,Kd(.,w)〉H(zj − wj) dµ(w)
=
n∑
j=1
∫
Ω
〈gj,Bk(z,w)Kd(w,·)(z¯j − w¯j)〉H dµ(w)
=
n∑
j=1
〈
gj ,
∫
Ω
Bk(z,w)Kd(w,·)(z¯j − w¯j) dµ(w)
〉
H
=
n∑
j=1
〈gj,Hzj(Kd(z,.)〉H = 〈g,ωd(z,·)〉H(0,1) .
Ceci complète la preuve du lemme. 
Comme l’expression de l’opérateur solution canonique du ∂ fait intervenir les opé-
rateurs de Hankel Hzj , 1 ≤ j ≤ n, nous souhaitons mieux connaître ces opérateurs.
À cet effet, le lemme suivant nous donne :
Lemme 3.2.4. Soit j un entier tel que 1 ≤ j ≤ n. Pour tout polynôme holomorphe
homogène g de degré d+ 1 on a l’identité suivante :
Hzj(g) = zjg −
md+1
(n+ d)md
∂g
∂zj
. (3.2.10)
Preuve. Soit g un polynôme holomorphe homogène de degré d + 1. Pour établir
l’identité (3.2.10), observons tout d’abord grâce à (3.2.5) que le polynôme z¯jg est
orthogonal dans L2(Ω,µ) à tout polynôme holomorphe homogène de degré différent
de d. De plus, si f est un polynôme holomorphe homogène de degré d, alors par
le lemme 3.2.1 et le fait que l’opérateur de multiplication par zj et l’opérateur de
différentiation ∂
∂zj
sont adjoints l’un de l’autre par rapport au produit scalaire de
Fischer, on obtient
〈Pµ(z¯jg),f〉L2(Ω,µ) = 〈w¯jg,f〉L2(Ω,µ)
= 〈g,wjf〉L2(Ω,µ)
=
(n− 1)!md+1
(n + d)!
〈
∂g
∂zj
,f
〉
F
=
md+1
(n+ d)md
〈
∂g
∂zj
,f
〉
L2(Ω,µ)
.
Ceci achève la preuve du lemme. 
Dans le chapitre 2, nous avons vu que pour étudier les propriétés spectrales d’un
opérateur T , on se ramenait souvent à l’étude de l’opérateur T ∗T . C’est ce que nous
souhaitons faire pour étudier l’opérateur S. Mais pour cela, il faut tout d’abord
savoir si l’opérateur S∗S est bien défini sur Dom(S).
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Pour d ≥ N , on note Nd le sous-espace de H constitué des polynômes de degré
strictement inférieur à d et Nd(0,1) l’espace des (0,1)-formes ayant leurs coefficients
dans Nd. On désigne par Rd la clôture dans H de la somme directe des sous-espaces
Hk, pour k ≥ d et par Rd(0,1) l’espace des (0,1)-formes à coefficients dans Rd.
Par hypothèse, H et H(0,1) peuvent être décomposés en les sommes directes topolo-
giques suivantes :
H = Nd ⊕Rd et H(0,1) = Nd(0,1) ⊕Rd(0,1). (3.2.11)
On désignera la projection de H dans Nd et la projection de H(0,1) dans Nd(0,1)
correspondant à ces deux sommes directes par le même notation pid. Pour toute
(0,1)−forme g =∑nj=1 gjdzj ∈ H(0,1), on obtient ainsi
pidg =
n∑
j=1
pidgjdzj . (3.2.12)
Lemme 3.2.5. Le domaine Dom(S∗) de S∗ contient tous les polynômes.
Preuve. Pour obtenir le lemme, il suffit de montrer que Dom(S∗) contient les mo-
nômes zαzβ pour tout α,β ∈ Nn. Soient donc α,β dans Nn. Choisissons un entier k
tel que k ≥ |α|+ |β|+ 3.
D’après (3.2.12), on voit que pour tout g =
∑n
j=1 gjdzj ∈ Dom(S), on a :
〈(S ◦ (I − pik))(g),zαzβ〉L2(Ω,µ) =
n∑
j=1
〈Hzj((I − pik)gj),zαzβ〉L2(Ω,µ).
Or d’après le lemme 3.2.4, pour tout 1 ≤ j ≤ n, Hzj ((I − pik)gj) peut s’écrire sous
la forme suivante :
Hzj ((I − pik)gj)(z) = zjPj(z) +Qj(z),
où Pj etQj sont des polynômes holomorphes ne contenant que des termes homogènes
de degré supérieur ou égal à k − 1 ≥ |α|+ |β|+ 2.
Ainsi, en vertu du lemme 3.2.1, on a :
〈Hzj ((I − pik)gj),zαzβ〉L2(Ω,µ) = 〈zjPj +Qj ,zαzβ〉L2(Ω,µ)
= 〈zβPj ,zjzα〉L2(Ω,µ) + 〈zβQj ,zα〉L2(Ω,µ) = 0
pour tout 1 ≤ j ≤ n.
Par conséquent, on obtient :
〈(S ◦ (I − pik))(g),zαzβ〉L2(Ω,µ) = 0 pour tout g ∈ Dom(S).
Étant donné que l’opérateur S ◦ pik est de rang fini, ceci implique qu’il existe une
constante C > 0, ne dépendant pas de g, telle que
|〈Sg,zαzβ〉L2(Ω,µ)| = |〈(S ◦ pik)(g),zαzβ〉L2(Ω,µ)|
≤ C‖g‖H(0,1).
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D’après la définition 2.1.1, cette dernière inégalité prouve que zαzβ appartient à
Dom(S∗) et le lemme est ainsi prouvé. 
Soit SN la restriction de S à Dom(SN) := Dom(S)∩RN (0,1). En vertu du lemme
3.2.5, l’opérateur S∗NSN est bien défini sur Dom(S∗N).
Lemme 3.2.6. Soit d ≥ N. Pour toute (0,1)-forme f dans H(0,1)d on a l’identité
suivante :
(S∗NSN)(f)(ξ) =
n∑
j=1
〈f,ηdj (·,ξ)〉H(0,1) dξj ,
où ηdj (z,ξ) :=
n∑
k=1
ηdj,k(z,ξ) dzk et
ηdj,k(z,ξ) =
∫
Ω
Hwk (Kd(w,z))Hwj (Kd(w,ξ)) dµ(w).
Preuve. Soient deux entiers d ≥ N et k ≥ N . Soient f = ∑nj=1 fjdzj ∈ H(0,1)d et
g =
∑n
j=1 gjdzj ∈ H(0,1)k . Si d 6= k alors, en appliquant les lemmes 3.2.1 et 3.2.4, on
obtient
〈SN(f),SN(g)〉L2(Ω,µ)
=
〈
n∑
j=1
Hz¯j(fj),
n∑
l=1
Hz¯l(gl)
〉
L2(Ω,µ)
=
〈
n∑
j=1
(
zjfj − md+1
(n+ d)md
∂fj
∂zj
)
,
n∑
l=1
(
zlgl − mk+1
(n + k)mk
∂gl
∂zl
)〉
L2(Ω,µ)
=
∑
1≤j≤n,1≤l≤n
[
〈zlfj,zjgl〉L2(Ω,µ) − md+1
(n+ d)md
〈zl∂fj
∂zj
,gl〉L2(Ω,µ)
− mk+1
(n + k)mk
〈fj,zj ∂gl
∂zl
〉L2(Ω,µ) + md+1
(n + d)md
mk+1
(n+ k)mk
〈∂fj
∂zj
,
∂gl
∂zl
〉L2(Ω,µ)
]
= 0.
Or, si d 6= k, on a également〈
n∑
j=1
〈f,ηdj (·,ξ)〉H(0,1)dξj ,g
〉
H(0,1)
= 0,
puisque
∑n
j=1〈f,ηdj (·,ξ)〉H(0,1)dξj ∈ H(0,1)d et que les polynômes homogènes de degrés
différents sont orthogonaux dans H.
Chapitre 3. Équation du ∂ 45
D’autre part, si d = k, alors en vertu du lemme 3.2.3, on a :
〈SN(f),SN(g)〉L2(Ω,µ) =
∫
Ω
〈f,ωd(z,·)〉H(0,1)〈ωd(z,·),g〉H(0,1)dµ(z)
=
〈∫
Ω
〈f,ωd(z,·)〉H(0,1)ωd(z,·)dµ(z),g
〉
H(0,1)
=
〈
n∑
j=1
〈f,ηdj (·,ξ)〉H(0,1)dξj ,g
〉
H(0,1)
.
Cette dernière égalité complète la preuve du lemme. 
Ainsi la restriction de l’opérateur S∗NSN à l’espace H(0,1)d peut également s’exprimer
en termes d’opérateurs de Hankel et de noyaux reproduisants.
Le lemme qui suit montre que les espaces H(0,1)d , d ≥ N , sont en fait des sous-
espaces stables pour l’opérateur S∗NSN . De plus, il nous fournit une expression précise
de S∗NSN sur des bases particulières de H(0,1)d . Cette expression va nous permettre
de faire des estimations.
Soit d ≥ N . Pour une base orthonormale Bd de Hd, on définit la famille de (0,1)-
formes B˜d := {fdzk,f ∈ Bd,k = 1, . . . ,n}. Il est clair que B˜d est une base orthonor-
male de H(0,1)d .
Lemme 3.2.7. Pour tout d ≥ N, l’opérateur S∗NSN envoie H(0,1)d dans lui-même.
Plus précisément, si Bd est une base orthonormale de Hd, alors pour tout polynôme
f ∈ Bd et tout entier k tel que 1 ≤ k ≤ n, on a :
S∗NSN(fdzk)(ξ) =
(n− 1)!md+1
(n+ d)!
[∑
g∈Bd
g(ξ)〈f,g〉F dξk
+
n∑
j=1
∑
g∈Bd
g(ξ)
(
1− m
2
d (n+ d)
md−1md+1(n + d− 1)
)〈
∂f
∂zk
,
∂g
∂zj
〉
F
dξj
]
.
Preuve. Soit Bd une base orthonormale de Hd et soit f ∈ Bd. En vertu du lemme
3.2.2, on peut écrire le noyau reproduisant Kd de Hd sous la forme :
Kd(z,w) =
∑
g∈Bd
g(z)g(w).
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Ensuite, en utilisant le lemme 3.2.6, il vient que
(S∗NSN)(fdzk)(ξ) =
n∑
j=1
〈f,ηdj,k(·,ξ)〉H dξj
=
n∑
j=1
∫
Ω
〈f,Hzk (Kd(z,·))〉HHzj (Kd(z,ξ)) dµ(z) dξj
=
n∑
j=1
∫
Ω
Hzk(f)Hzj (Kd(z,ξ)) dµ(z) dξj
=
∑
g∈Bd
g(ξ)
[
n∑
j=1
∫
Ω
Hzk(f)Hzj (g) dµ(z) dξj
]
.
D’autre part, d’après (3.2.5), pour j,k fixés et g ∈ Bd, on a les égalités suivantes :
∫
Ω
Hzk(f)Hzj(g)dµ(z) = 〈zjf,zkg〉L2(Ω,µ) +
m2d 〈 ∂f∂zk ,
∂g
∂zj
〉L2(Ω,µ)
(n + d− 1)2m2d−1
− md
(n+ d− 1)md−1
(
〈f,zk ∂g
∂zj
〉L2(Ω,µ) + 〈zj ∂f
∂zk
,g〉L2(Ω,µ)
)
=
(n− 1)!md+1
(n+ d)!
〈zjf,zkg〉F +
(n− 1)!m2d 〈 ∂f∂zk ,
∂g
∂zj
〉F
md−1(n+ d− 1)! (n+ d− 1)
−
(n− 1)!m2d
(
〈zj ∂f∂zk ,g〉F + 〈f,zk
∂g
∂zj
〉F
)
(n+ d− 1)! (n+ d− 1)md−1 .
Par conséquent, en utilisant que l’opérateur de multiplication par zj et l’opérateur
de différentiation ∂
∂zj
sont adjoints l’un de l’autre par rapport au produit scalaire de
Fischer, on obtient
∫
Ω
Hzk(f)Hzj (g)dµ(z) =
(n− 1)!md+1
(n + d)!
〈zjf,zkg〉F −
(n− 1)!m2d 〈 ∂f∂zk ,
∂g
∂zj
〉F
md−1(n + d− 1)! (n+ d− 1)
=
(n− 1)!md+1
(n + d)!
(
1− m
2
d (n+ d)
md−1md+1 (n + d− 1)
)
〈 ∂f
∂zk
,
∂g
∂zj
〉F
+
(n− 1)!md+1
(n + d)!
δj,k 〈f,g〉F ,
avec la convention
δj,k :=
{
0 si j 6= k
1 si j = k.
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De ce qui précède, on déduit que
(S∗NSN)(fdzk)(ξ) =
(n− 1)!md+1
(n+ d)!
∑
g∈Bd
g(ξ)
[
n∑
j=1
δj,k〈f,g〉F dξj
+
n∑
j=1
(
1− m
2
d (n+ d)
md−1md+1(n+ d− 1)
)〈
∂f
∂zk
,
∂g
∂zj
〉
F
dξj
]
,
ce qui achève la démonstration. 
Les estimations cherchées sont l’objet des deux derniers lemmes du paragraphe.
Tout d’abord, la minoration :
Lemme 3.2.8. Il existe une constante strictement positive C telle que
n∑
k=1
〈S∗NSN(f(ξ)dξk),f(ξ)dξk〉H(0,1) ≥ C
md+1
hd(n+ d)!
[
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
]
pour tout d ≥ N tel que hd > 0 et tout vecteur unitaire f ∈ Hd.
Preuve. Soient d ≥ N tel que hd > 0 et un vecteur unitaire f ∈ Hd. On complète
f en une base orthonormale Bd de Hd. En combinant le lemme 3.2.7 et (3.1.1), il
vient :
n∑
k=1
〈S∗NSN (f(ξ)dξk),f(ξ)dξk〉H(0,1)
=
(n− 1)!md+1
(n+ d)!
n∑
k=1
[
‖f‖2F +
(
1− m
2
d (n+ d)
md−1md+1(n+ d− 1)
)∥∥∥∥ ∂f∂zk
∥∥∥∥2
F
]
= ‖f‖2F
(n− 1)!md+1
(n + d)!
[
n+
(
1− (n+ d)m
2
d
md−1md+1(n+ d− 1)
)
d
]
= ‖f‖2F
(n− 1)!md+1
(n + d)!
[
n+ d− d (n+ d)m
2
d
md−1md+1(n + d− 1)
]
≥ C1 (n− 1)!
hd(n+ d− 1)!
md−1md+1(n+ d− 1)− dm2d
md−1(n+ d− 1)
≥ C md+1
hd(n+ d)!
[
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
]
,
où C1 est la constante C1 intervenant dans (3.1.1) et C est une constante strictement
positive ne dépendant que de n. 
On remarque que la minoration n’est obtenue que pour des vecteurs unitaires par-
ticuliers de H(0,1)d et non pour tout vecteur unitaire de H(0,1)d .
Ensuite, on s’intéresse à la majoration :
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Lemme 3.2.9. Il existe une constante strictement positive C telle que
〈S∗NSN(u),u〉H(0,1) ≤ C
md+1
hd(n+ d)!
[
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
]
pour tout d ≥ N tel que hd > 0 et tout vecteur unitaire u ∈ H(0,1)d .
Preuve. Soient d ≥ N tel que hd > 0 et un vecteur unitaire u ∈ H(0,1)d . Comme
précédemment, on considère une base orthonormale Bd de Hd et on écrit u sous la
forme
u =
∑
f∈Bd,k=1,...,n
af,kf(ξ)dξk.
La famille finie {af,k}f,k de nombres complexes satisfait∑
f∈Bd,k=1,...,n
|af,k|2 = 1, (3.2.13)
puisque u est un vecteur unitaire et que B˜d est une base orthonormale de H(0,1)d .
De plus, notons que par l’inégalité de Cauchy-Schwarz, les moments md satisfont
l’inégalité suivante :
m2d ≤ md−1md+1 pour tout entier d ≥ 1. (3.2.14)
La majoration est obtenue de manière différente selon la dimension.
* Si n ≥ 2, alors en utilisant le lemme 3.2.7, (3.2.13) et (3.2.14), on obtient
〈S∗NSN(u),u〉H(0,1)
=
∑
f,f ′,k,k′
af,kaf ′,k′ 〈S∗NSN(f(ξ)dξk),f ′(ξ)dξk′〉H(0,1)
=
(n− 1)!md+1
(n+ d)!
∑
f,k
|af,k|2‖f‖2F +
(
1− m
2
d(n+ d)
md−1md+1(n+ d− 1)
)∥∥∥∥∥∑
f,k
af,k
∂f
∂zk
∥∥∥∥∥
2
F

≤ (n− 1)!md+1
(n+ d)!
∑
f,k
|af,k|2‖f‖2F +
(
1− m
2
d
md−1md+1
)∥∥∥∥∥∑
f,k
af,k
∂f
∂zk
∥∥∥∥∥
2
F
 .
Puisque ‖∑f,k af,k ∂f∂zk ‖2F ≤ d∑f,k |af,k|2‖f‖2F , il s’ensuit l’inégalité suivante :
〈S∗NSN (u),u〉H(0,1) ≤
(n− 1)!md+1
(n+ d)!
[
1 + d
(
1− m
2
d
md−1md+1
)]∑
f,k
|af,k|2‖f‖2F .
Ceci, combiné avec (3.1.1) et (3.2.13), implique que
〈S∗NSN(u),u〉H(0,1) ≤ C
md+1
(n+ d)! hd
(
(n− 1) + d
(
1− m
2
d
md−1md+1
))
,
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pour une constante strictement positive C indépendante de d et de u.
* Si n = 1, alors u est nécessairement de la forme u(ξ) = f(ξ)dξ, avec f vecteur
unitaire de Hd. Le lemme 3.2.7, (3.1.1) et le calcul précédent, nous donnent alors
que
|〈S∗NSN(f(ξ)dξ),f(ξ)dξ〉H(0,1) | =
md+1
d!
‖f‖2F
(
1− m
2
d
md−1md+1
)
' md+1
hdd!
(
1− m
2
d
md−1md+1
)
,
où pour deux suites de nombres positifs {Ud}n∈N et {Vd}n∈N, la notation Ud ' Vd
signifie qu’il existe deux constantes strictement positives c1 et c2 telles que
c1Vd ≤ Ud ≤ c2Vd pour tout d ∈ N.
Ainsi le lemme est démontré. 
3.3 Démonstrations des principaux théorèmes
En utilisant les sommes directes de (3.2.11) et les projections correspondantes,
on peut décomposer S sous la forme S = SpiN +SN (I−piN ). L’opérateur SpiN étant
un opérateur de rang fini, on voit que S est borné si et seulement si SN l’est, S
est compact si et seulement si SN l’est et S est dans une classe de Schatten si et
seulement si SN l’est également. C’est pourquoi, il nous suffit de montrer les résultats
pour l’opérateur SN .
Démonstration du théorème 3.1.1. Supposons que SN : Dom(SN) −→ L2(Ω,µ)
est borné. L’opérateur SN se prolonge donc par continuité à l’espace de HilbertR(0,1)N ,
clôture de Dom(SN). D’après la proposition 2.1.2, il s’ensuit que l’opérateur S∗NSN
est également borné sur R(0,1)N . Ainsi, puisque S∗NSN est un opérateur auto-adjoint,
on a en vertu de la proposition 2.1.4 :
sup
d≥N, hd 6=0
sup
u ∈ H
(0,1)
d
,
‖u‖
H(0,1)
= 1
|〈S∗NSN(u),u〉H(0,1)| <∞.
Ceci, combiné avec le lemme 3.2.8, implique que (3.1.2) a lieu pour tout d ≥ N tel
que hd > 0.
Réciproquement, supposons que (3.1.2) a lieu pour tout d ≥ N tel que hd > 0.
On voit alors, d’après le lemme 3.2.9, que
sup
d≥N, hd 6=0
sup
u ∈ H
(0,1)
d
,
‖u‖
H(0,1)
= 1
|〈S∗NSN(u),u〉H(0,1)|
= sup
d≥N, hd 6=0
sup
u ∈ H
(0,1)
d
,
‖u‖
H(0,1)
= 1
‖SN(u)‖2H(0,1) <∞,
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ce qui implique que l’opérateur SN est borné. Ceci complète la preuve du théorème.

Nous supposons désormais que SN est borné et donc admet un prolongement
continu, noté encore SN , défini sur la clôture de Dom(SN), qui est un espace de
Hilbert.
Démonstration du théorème 3.1.2. D’après la proposition 2.2.1, SN est compact
si et seulement si S∗NSN est compact. Par conséquent, il nous suffit de démontrer le
résultat du théorème 3.1.2 pour l’opérateur S∗NSN .
Supposons tout d’abord que S∗NSN est compact. Alors, d’après la proposition
2.2.2, on a
lim
d→∞, hd>0
|〈S∗NSN(f(ξ)dξk),f(ξ)dξk〉H(0,1) | = 0
pour tout vecteur unitaire f de Hd et k = 1, . . . ,n. Par le lemme 3.2.8, ceci implique
que
lim
d→∞
md+1
hd(n+ d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)
= 0
et le sens « seulement si » du théorème 3.1.2 est démontré.
Réciproquement, supposons que
lim
d→∞
md+1
hd(n + d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)
= 0.
Soit  > 0. Si d ≥ N et si Qd est la projection orthogonale de H(0,1) sur
⊕
l≥dH(0,1)l ,
alors le lemme 3.2.9 entraîne l’existence d’une constante strictement positive C
‖QdS∗NSNQd‖ ≤ C sup
l≥d
ml+1
hl(n+ l)!
(
l
(
1− m
2
l
ml−1ml+1
)
+ (n− 1)
)
< 
pour d suffisamment grand. En combinant cette dernière inégalité avec la proposition
2.2.2, on obtient que S∗NSN est compact. Ainsi le théorème 3.1.2 est démontré. 
Nous supposons désormais que l’opérateur SN est compact.
Démonstration du Théorème 3.1.3. Supposons que p > 0 et que (3.1.4) a lieu.
Le lemme 3.2.7 implique que pour tout d ≥ N , le sous-espace H(0,1)d est stable par
l’opérateur S∗NSN . C’est pourquoi, d’après le théorème 2.2.1, il existe pour tout
d ≥ N , des réels strictement positifs {λj,d}1≤j≤dimH(0,1)
d
et une famille orthonormale
{uj,d}1≤j≤dimH(0,1)
d
de H(0,1)d tels que
S∗NSN(f) =
+∞∑
d=N
dimH
(0,1)
d∑
j=1
λj,d〈uj,d,f〉H(0,1)uj,d
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pour tout f ∈ H(0,1). De plus, {λj,d}1≤j≤dimH(0,1)
d
est la suite des valeurs propres de
S∗NSN et on a
〈S∗NSN(uj,d),uj,d〉H(0,1) = λj,d
pour tout 1 ≤ j ≤ dimH(0,1)d et tout d ≥ N . Le lemme 3.2.9 entraîne que
+∞∑
d=N
dimH
(0,1)
d∑
j=1
λ
p
2
j,d =
+∞∑
d=N
dimH
(0,1)
d∑
j=1
〈S∗S(uj,d),uj,d〉
p
2
H(0,1)
≤ C
+∞∑
d=N
n dimHd
[
md+1
hd(n + d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)]p
2
<∞.
Ceci implique que SN appartient à la classe de Schatten Sp(RN (0,1),L2(Ω,µ)) et par
conséquent, S appartient à la classe de Schatten Sp(H(0,1),L2(Ω,µ)).
Réciproquement, supposons tout d’abord que n = 1, p > 0 et
S ∈ Sp(H(0,1),L2(Ω,µ)). D’après le lemme 3.2.7, nous voyons que pour d ≥ N tel que
hd > 0, la (0,1)−forme zd‖zd‖dz est un vecteur propre de S∗NSN . Si λd est la valeur
propre associée, alors les lemmes 3.2.8 et 3.2.9 donnent que
λd ' md+1
hdd!
(
1− m
2
d
md−1md+1
)
et ainsi on obtient (3.1.4).
Désormais on suppose que n ≥ 2, p ≥ 2 et que l’opérateur S appartient à la
classe de Schatten Sp(H(0,1),L2(Ω,µ)). Notons E la mesure spectrale de l’opérateur
auto-adjoint S∗NSN . Pour d ≥ N , considérons une base orthonormale Bd de Hd.
En appliquant le corollaire 2.1.1 et l’inégalité de Jensen, on voit que pour tout
k = 1, . . . ,n et tout f ∈ Bd, on a
|〈S∗NSN (f(ξ)dξk),f(ξ)dξk〉H(0,1) |p/2 =
(∫
R
t d〈Et (f(ξ)dξk),f(ξ)dξk〉H(0,1)
)p/2
≤
∫
R
tp/2 d〈Et (f(ξ)dξk),f(ξ)dξk〉H(0,1)
= 〈(S∗NSN)p/2(f(ξ)dξk),f(ξ)dξk〉H(0,1) .
En vertu du corollaire 2.3.1, l’inégalité précédente implique que∑
f,k
〈S∗NSN(f(ξ)dξk),f(ξ)dξk〉p/2H(0,1) <∞.
Ceci, combiné avec lemme 3.2.8, donne que
+∞∑
d=N,hd>0
dimHd
[
md+1
hd(n+ d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)] p
2
<∞.
Ainsi (3.1.4) a lieu et la preuve du théorème 3.1.3 est maintenant complète. 
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3.4 Applications et remarques
Dans cette dernière partie, nous donnons des exemples d’applications de nos
résultats.
Commençons ce paragraphe par quelques rappels et notations. La fonction Γ est
définie pour tout x > 0 par
Γ(x) :=
∫ +∞
0
e−ttx−1dt.
De plus, pour tout x > 0 et tout entier n ∈ N, on a Γ(x+1) = xΓ(x) et Γ(n+1) = n!.
La fonction β définie par
β(x,y) :=
∫ 1
0
tx−1(1− t)y−1dt pour tous x,y > 0, (3.4.15)
vérifie l’identité
β(x,y) =
Γ(x)Γ(y)
Γ(x+ y)
pour tous x,y > 0. (3.4.16)
Pour n ∈ N∗, Bn := {z ∈ Cn : |z| < 1} désigne la boule unité de Cn. Dans le cas
particulier où n = 1, la boule unité de C est appelée disque unité et on la note D.
Soit n ∈ N∗. On considère la mesure dµs(z) = (1− |z|2)sdν(z), où s > −1 et dν
est la mesure de Lebesgue normalisée sur Bn.
Pour m ≥ 0, considérons l’espace de Hilbert Hm des fonctions holomorphes
f =
∑
α∈Nn
aαz
α sur Bn, dont le développement en série entière satisfait
∑
α∈Nn
|aα|2α!(|α|+m)
Γ(|α|+m+ 1) <∞.
On munit l’espace Hm du produit scalaire 〈f,g〉Hm =
∑
α∈Nn
aαbαα!(|α|+m)
Γ(|α|+m+ 1) pour
f =
∑
α∈Nn
aαz
α et g =
∑
α∈Nn
bαz
α. On note H(0,1)m l’espace de Hilbert des (0,1)-formes
à coefficients dans Hm.
Dans ce cas, la suite {hd}d∈N définie par
hd :=
1
Γ(d+m)
, d ∈ N,
satisfait (3.1.1) par rapport au produit scalaire de Hm.
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En passant en coordonnées polaires, on voit grâce à (3.4.15) et (3.4.16) que, pour
d ∈ N, le moment d’ordre d de la mesure µs est donné par
md(µs) = md =
∫
Bn
|z|2d(1− |z|2)sdν(z)
=
∫ 1
0
r2n+2d−1(1− r2)sdr
=
Γ(s+ 1)(d+ n− 1)!
Γ(d+ n+ s+ 1)
.
(3.4.17)
Ainsi, pour d ∈ N, on a :
md+1
hd(n+ d)!
=
Γ(d+m)
Γ(d+ n+ s+ 2)
et
1− m
2
d
md−1md+1
=
s+ 1
(d+ n)(d+ n+ s)
,
de telle sorte que par la formule de Stirling, Γ(x) ∼ √2pixx− 12 e−x, on obtient
md+1
hd(n+ d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)
' dm−n−s−2
(
1
d
+ (n− 1)
)
.
D’après le théorème 3.1.1, il s’ensuit que quand n = 1, l’opérateur solution
canonique du ∂ est borné de H(0,1)m dans L2(D,µs) si et seulement si m ≤ s+4, tandis
que pour n ≥ 2, l’opérateur S est borné de H(0,1)m dans L2(Bn,µs) si et seulement si
m ≤ n+ 2 + s.
Le théorème 3.1.2 montre également que quand n = 1, l’opérateur solution canonique
du ∂ est un opérateur compact de H(0,1)m dans L2(D,µs) si et seulement si m < s+4,
alors que lorsque n ≥ 2, l’opérateur S est compact de H(0,1)m dans L2(Bn,µs) si et
seulement si m < n + 2 + s.
En outre l’application du théorème 3.1.3 à ce cas donne le corollaire suivant :
Corollaire 3.4.1. Supposons que m ≥ 0 et p > 0.
Si n = 1 et m < s + 4, alors l’opérateur solution canonique du ∂ est dans la
classe de Schatten Sp(H(0,1)m ,L2(D,µs)) si et seulement si
p >
2
4 + s−m.
Si n ≥ 2, p ≥ 2 et m < n + 2 + s, alors l’opérateur solution canonique du ∂
appartient à la classe de Schatten Sp(H(0,1)m ,L2(Bn,µs)) si et seulement si
p >
2n
n−m+ s + 2 .
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Pour des choix particuliers du paramètre m, on obtient ainsi les résultats pour
des espaces de Hilbert de fonctions holomorphes classiques comme des espaces de
Bergman à poids, l’espace de Hardy et l’espace invariant de Möbius.
Pour r > −1, l’espace de Bergman à poids noté A2(Bn,µr) est l’espace des
fonctions holomorphes dans L2(Bn,µr).
Si f =
∑
α∈Nn aαz
α appartient à A2(Bn,µr) alors :
‖f‖2L2(Bn,µr) = Γ(n+ r + 1)
∑
α∈Nn
|aα|2α!
Γ(|α|+ r + n + 1) .
Ainsi, pour n < m ≤ n+ 1, on a Hm = A2(Bn,µm−n−1).
Par conséquent, pour −1 < r ≤ 0 et s > −1, l’opérateur S solution canonique
du ∂ de A2(Bn,µr) dans L2(Bn,µs) est borné et compact. De plus, on obtient que
pour n = 1 et p > 0 (respectivement n ≥ 2 et p ≥ 2), S appartient à la pe`me classe
de Schatten si et seulement si p > 2
s+2−r
(respectivement p > 2n
s+1−r
).
L’espace de Hardy sur Bn, noté H2(Bn), est constitué des fonctions holomorphes
f sur Bn telles que
‖f‖2H2(Bn) := sup
0<r<1
∫
Sn
|f(rζ)|2dσ(ζ) <∞.
Soit une fonction f ∈ H2(Bn). On sait que pour presque tout ζ ∈ Sn, f admet une
limite non-tangentielle en ζ notée f ∗(ζ). De plus on a l’identité suivante :
‖f‖2H2(Bn) =
∫
Sn
|f ∗(ζ)|2dσ(ζ).
Ainsi, en vertu de la proposition 3.2.2, on obtient pour f ∈ H2(Bn) telle que
f =
∑
α∈Nn aαz
α :
‖f‖2H2(Bn) = (n− 1)!
∑
α∈Nn
|aα|2α!
Γ(|α|+ n) .
Cette dernière égalité nous donne Hn = H2(Bn).
Ainsi, pour s > −1, l’opérateur S solution canonique du ∂ de H2(Bn)(0,1) dans
L2(Bn,µs) est borné et compact. En outre, pour n = 1 et p > 0 (respectivement
n ≥ 2 et p ≥ 2), S appartient à la pe`me classe de Schatten si et seulement si p > 2
s+3
(respectivement p > 2n
s+2
).
Pour plus d’informations au sujet des espaces de Bergman à poids et des espaces de
Hardy, se référer à [51].
On désigne par Aut(Bn) le groupe de Möbius des applications biholomorphes de
Bn dans Bn. Soit H un espace de Hilbert de fonctions holomorphes sur Bn tel que
l’espace des polynômes holomorphes est dense dans H . On dit que H est Möbius
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invariant si f ◦ ϕ ∈ H et ‖f ◦ ϕ‖H = ‖f‖H, pour toute fonction f ∈ H et toute
transformation de Möbius ϕ ∈ Aut(Bn).
Dans [50], Kehe Zhu montre qu’il existe un unique espace de Hilbert de fonctions
holomorphes sur la boule unité de Cn qui soit Möbius invariant. Cet espace est appelé
l’espace invariant de Möbius et on le désignera parMn. Il est constitué des fonctions
holomorphes f =
∑
α∈Nn aαz
α sur Bn dont le développement en série entière satisfait∑
α∈Nn
|aα|2α!|α|
|α|! <∞.
L’espace invariant de Möbius est muni du produit scalaire hermitien
〈f,g〉Mn =
∑
α∈Nn
aαbαα!|α|
|α|!
pour f =
∑
α∈Nn aαz
α et g =
∑
α∈Nn bαz
α dans Mn.
Dans le cas de la dimension 1, l’espace invariant de Möbius correspond à l’espace
de Dirichlet D. On rappelle que l’espace de Dirichlet est constitué des fonctions
holomorphes f sur D telles que∫
D
|f ′(z)|2 dν(z) <∞.
L’espace de Dirichlet est muni du produit scalaire hermitien défini par
〈f,g〉D =
∫
D
f ′(z)g′(z)dν(z) pour tous f,g dans D.
Il est clair que H0 est l’espace invariant de Möbius.
Pour s > −1, l’opérateur S solution canonique du ∂ de M(0,1)n dans L2(Bn,µs)
est borné et compact. Pour n = 1 et p > 0 (respectivement n ≥ 2 et p ≥ 2), S
appartient à la pe`me classe de Schatten si et seulement si p > 2
s+4
(respectivement
p > 2n
s+2+n
).
Notons que lorsque m = n + 1 et s = 0, la condition dans le corollaire 3.4.1
est équivalente au fait que pour n ≥ 2, la classe de Schatten Sp(Hn+1,L2(Bn,ν))
contienne des opérateurs de Hankel de symbole antihilomorphe non triviaux (voir
[1], [22], [48] et [47]). Pour des paramètres m 6= n + 1, on ne sait pas si le résultat
est encore vrai. Dans le chapitre suivant, nous démontrerons cette propriété dans le
cas d’une variable.
Nos résultats s’appliquent également au cas particulier où H est un espace de
Sobolev de fonctions holomorphes ou un espace de Hardy-Sobolev.
On désigne par R l’opérateur de dérivée radiale R :=
∑n
j=1 zj
∂
∂zj
. Pour r ∈ R,
la classe de Hardy-Sobolev H2r (Bn) est l’espace des fonctions holomorphes f sur Bn
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dont la dérivée fractionnelle (1 + R)rf appartient à l’espace de Hardy H2(Bn). On
munit H2r (Bn) du produit scalaire
〈f,g〉H2r (Bn) := 〈(1 +R)rf,(1 +R)rg〉H2(Bn)
pour tous f,g ∈ H2r (Bn).
On considère la famille {dνq}q>0 de mesures de probabilité sur Bn, où dνq est définie
par :
dνq(z) := pi
−nΓ(n+ q)
Γ(q)
(1− |z|2)q−1dν(z).
Par intégration en coordonnées polaires il vient que lorsque q → 0+, la suite des
mesures dνq sur Bn converge faiblement vers la mesure de probablité dσ sur Sn. Par
suite, on peut définir dν0 comme dσ.
Pour r ∈ R et q ≥ 0, on désigne par A2q,r(Bn) l’espace constitué des fonctions
holomorphes f sur Bn telles que (1 + R)rf ∈ L2(Bn,dνq). On munit A2q,r(Bn) du
produit scalaire hermitien suivant :
〈f,g〉A2q,r(Bn) := 〈(1 +R)rf,(1 +R)rg〉L2(Bn,dνq),
pour tous f,g ∈ A2q,r(Bn). Remarquons que A20,r(Bn) = H2r (Bn). Nous avons pour
f =
∑
α∈Nn aαz
α appartenant à A2q,r(Bn) :
‖f‖2A2q,r(Bn) = Γ(n+ q)
∑
α∈Nn
|aα|2α!(|α|+ 1)r
Γ(n+ q + |α|) .
On en déduit que si 0 < m < n, alors Hm = A2q,r(Bn) pour tout (q,r) ∈ R× R+ tel
que r = q + n−m.
Dans ce cas, la suite {hd}d∈N définie par
hd :=
(d+ 1)r
Γ(d+ n+ q)
, d ∈ N,
satisfait (3.1.1) par rapport au produit scalaire de l’espace de Sobolev de fonctions
holomorphes A2q,r(Bn).
Si on considère de nouveau la mesure µs, où s > −1, on obtient pour d ∈ N:
md+1
hd(n + d)!
=
Γ(s+ 1)
2
Γ(d+ n+ q)
(d+ 1)rΓ(d+ n + s+ 2)
' d q−s−2−r
et
1− m
2
d
md−1md+1
=
s+ 1
(d+ n)(d+ n+ s)
.
Par conséquent, il vient :
md+1
hd(n+ d)!
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)
' d q−s−2−r
(
1
d
+ (n− 1)
)
.
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Ainsi, pour (q,r) ∈ R × R+ tel que 0 < r − q < n, on obtient pour S :
A2q,r(Bn)(0,1) −→ L2(Bn,µs), les caractérisations suivantes :
pour n = 1, S est borné si et seulement si q ≤ s+ r + 3, compact si et seulement si
q < s+r+3, et pour p > 0, S appartient à la pe`me classe de Schatten si et seulement
si p > 2
s+r+3−q
;
pour n ≥ 2, S est borné si et seulement si q ≤ s+ r + 2, compact si et seulement si
q < s+r+2, et pour p ≥ 2, S appartient à la pe`me classe de Schatten si et seulement
si p > 2n
s+r+2−q
.
Enfin, on s’intéresse à une classe d’espaces de Hilbert Hϕ, pour des fonctions
ϕ à croissance suffisamment rapide. Plus précisément, étant donnée une fonction ϕ
positive sur [0,+∞[ telle que
md(ϕ) :=
∫ +∞
0
t2n+2d−1e−ϕ(t)dt
est fini pour tout entier positif d, on considère la mesure dµϕ(z) = e−ϕ(|z|)dν(z), où
ν est la mesure de Lebesgue sur Cn.
Le moment d’ordre d de la mesure µϕ est md(ϕ).
Notons Hϕ l’espace constitué des fonctions entières sur Cn qui sont de carré inté-
grable par rapport à la mesure µϕ, muni du produit scalaire hermitien de L2(Cn,µϕ).
Pour α ∈ Nn tel que |α| = d, on a par passage en coordonnées polaires :
‖zα‖2Hϕ =
∫
Cn
|zα|2e−ϕ(|z|)dν(z)
=
∫ ∞
0
r2n+2d−1e−ϕ(r)dr
∫
Sn
|ζα|2dσ(ζ).
Dans ce cas, la suite {hd}d∈N est choisie de la manière suivante :
hd(ϕ) :=
(n− 1)!
(n + d− 1)!md(ϕ) pour tout d ∈ N. (3.4.18)
Si S est l’opérateur solution canonique du ∂ de H(0,1)ϕ dans L2(Cn,µϕ), alors en
appliquant (3.4.18) et les théorèmes 3.1.1, 3.1.2 et 3.1.3 à cet exemple, on obtient
les corollaires suivants :
Corollaire 3.4.2. L’opérateur S est borné si et seulement si
sup
d∈N
md+1(ϕ)
dmd(ϕ)
(
d
(
1− m
2
d(ϕ)
md−1(ϕ)md+1(ϕ)
)
+ (n− 1)
)
< +∞.
Corollaire 3.4.3. L’opérateur S est compact si et seulement si
sup
d∈N
md+1(ϕ)
dmd(ϕ)
(
d
(
1− m
2
d(ϕ)
md−1(ϕ)md+1(ϕ)
)
+ (n− 1)
)
= 0.
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Corollaire 3.4.4. Si p > 0 et
∑
d∈N
dn−1
[
md+1(ϕ)
dmd(ϕ)
(
d
(
1− m
2
d(ϕ)
md−1(ϕ)md+1(ϕ)
)
+ (n− 1)
)] p
2
< +∞ (3.4.19)
alors l’opérateur S appartient à la classe de Schatten Sp(H(0,1)ϕ ,L2(Cn,µϕ)).
Supposons que soit n = 1 et p > 0, soit n ≥ 2 et p ≥ 2. Si l’opérateur S appartient
à la classe de Schatten Sp(H(0,1)ϕ ,L2(Cn,µϕ)), alors on a (3.4.19).
On peut prendre comme exemples de telles fonctions les fonctions ϕm définies
par ϕm(t) = tm, pour tout t ≥ 0, où m est un nombre réel strictement positif. Pour
m > 0, l’espace Hϕm correspond à l’espace de Fock, noté Fm, constitué des fonctions
entières f sur Cn telles que ∫
Cn
|f(z)|2e−|z|mdν(z) <∞.
Se référer à [42] pour la définition des espaces de Fock.
Dans ce cas, les moments de la mesure sont donnés par
md =
∫ ∞
0
t2n+2d−1e−t
m
dt =
1
m
Γ
(
2n+ 2d
m
)
Ainsi, en appliquant la formule de Stirling, on obtient
md+1
dmd
=
Γ
(
2n+2d+2
m
)
d Γ
(
2n+2d
m
)
'
(
2n+ 2d
m
) 2
m
−1
.
De plus, en utilisant le développement limité suivant (voir [29]) :
Γ(x+ λ)
Γ(x+ γ)
' xλ−γ
(
1 +
(λ− γ)(λ+ γ − 1)
2x
+O
(
1
x2
))
,
pour tout x > 0 et tous λ,γ tels que λ ≥ −x et γ ≥ −x, on obtient
m2d
md+1md−1
=
Γ
(
2n+2d
m
)2
Γ
(
2n+2n−2
m
)
Γ
(
2n+2d+2
m
)
' 1− 6
m(n + d)
+O
(
1
d2
)
.
Ceci implique que
md+1
dmd
(
d
(
1− m
2
d
md−1md+1
)
+ (n− 1)
)
' d 2m−1.
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D’après cet équivalent et le corollaire 3.4.2, on voit que S est borné si et seulement
si m ≥ 2. Le corollaire 3.4.3 montre de plus que S est compact si et seulement si
m > 2 et finalement, le corollaire 3.4.4 implique que S est dans la classe de Schatten
Sp(F (0,1)m ,L2(Cn,µϕm)) si et seulement si p > 2mnm−2 .
En particulier, si m = 2, alors S est borné mais pas compact et on retrouve comme
conséquence le théorème 2 de [20].
Chapitre 4
Propriétés spectrales des opérateurs
de Hankel de symbole
antiholomorphe
Dans ce chapitre, nous considérons une classe d’espaces de Hilbert Hm de fonc-
tions holomorphes sur le disque unité D de C pour 0 ≤ m ≤ 1. Pour des choix
particuliers du paramètre m on retrouve des espaces de Hilbert de fonctions holo-
morphes classiques comme l’espace de Hardy, l’espace de Dirichlet et des espaces de
Sobolev de fonctions holomorphes. L’objectif de ce chapitre est d’étudier les opéra-
teurs de Hankel de symbole antiholomorphe définis sur l’espace Hm à valeurs dans
l’espace L2(D) des fonctions de carré intégrable par rapport à la mesure de Lebesgue.
Nous donnons tout d’abord une condition nécessaire et suffisante pour que la pe`me
classe de Schatten de Hm dans L2(D) contienne un opérateur de Hankel de symbole
antiholomorphe non trivial. Ensuite, nous nous intéressons au lien entre le compor-
tement au bord de la fonction holomorphe f et la nature de l’opérateur de Hankel
Hf¯ qui lui est associé. Nous donnons des conditions nécessaires et suffisantes sur f
pour que l’opérateur de Hankel Hf¯ soit un opérateur de Hilbert-Schmidt. En outre,
dans le cas où 0 < m ≤ 1, nous montrons que si Hf¯ est borné (respectivement
compact), alors f appartient à un espace de Bloch pondéré (respectivement à un
petit espace de Bloch). Enfin, nous prouvons que si Hf¯ est dans la p
e`me classe de
Schatten, alors f appartient à un espace de Besov.
4.1 Introduction et énoncé des résultats
Soit D le disque unité de C et soit ν la mesure de Lebesgue normalisée sur D. On
désigne par L2(D) l’espace des fonctions de carré intégrable par rapport à la mesure
de Lebesgue ν. L’espace L2(D) est muni du produit scalaire standard.
Soit 0 ≤ m ≤ 2. On considère l’espace de Hilbert Hm constitué des fonctions
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holomorphes f =
∑
k∈N akz
k sur D dont le développement en série entière satisfait :
∑
k∈N
|ak|2k! (k +m)
Γ(k +m+ 1)
<∞.
On munit l’espace Hm du produit scalaire hermitien
〈f,g〉Hm :=
∑
k∈N
ak bk k! (k +m)
Γ(k +m+ 1)
pour tous f =
∑
k∈N
akz
k et g =
∑
k∈N
bkz
k dans Hm.
Remarquons que les paramètres m = 1 et m = 0 correspondent, respectivement,
aux cas où Hm est l’espace de Hardy et l’espace de Dirichlet. En reprenant les
notations du paragraphe 3.4, on obtient que lorsque 1 < m ≤ 2, l’espace Hm est
l’espace Bergman à poids A2(D,µm−2) et quand 0 < m < 1, l’espace Hm coïncide
avec l’espace de Sobolev de fonctions holomorphes A2m,1(D).
Soit Dm le sous-espace dense dans Hm constitué de tous les polynômes holo-
morphes de Hm. On désigne par A2(D) l’espace de Bergman constitué des fonctions
holomorphes dans L2(D). L’espace A2(D) est un sous-espace fermé de L2(D) (voir
[49]). La projection de Bergman P est la projection orthogonale de L2(D) sur A2(D).
Étant donnée une fonction f dans A2(D), l’opérateur de Hankel de symbole f¯
est l’opérateur Hf¯ de Dm dans L2(D), qui à un polynôme g ∈ Dm associe :
Hf¯(g) := (I − P )(f¯g),
où I est l’opérateur identité sur L2(D).
Si l’opérateur de Hankel Hf¯ est un opérateur borné, on notera encore Hf¯ son pro-
longement continu à l’espace Hm tout entier.
Les propriétés spectrales des opérateurs de Hankel de symbole antiholomorphe
sur les espaces de Bergman à poids de la boule unité de Cn ont été étudiées par S.
Axler ([3]), J. Arazy, S. Fisher et J. Peetre ([2]) et S. Janson ([23]) dans le cas d’une
variable, et par J. Arazy, S. Fisher, S. Janson et J. Peetre ([1]), R. Wallsten ([45]),
K. T. Hahn et E. H. Youssfi ([22]) et K. Zhu ([48],[47]) dans le cas de plusieurs
variables. Ainsi, le cas où Hm est un espace de Bergman à poids, c’est-à-dire le cas
où 1 < m ≤ 2 a déjà été traité par S. Axler ([3]), J. Arazy, S. Fisher et J. Peetre
([2]) et S. Janson ([23]).
Dans ce chapitre, nous poursuivons deux objectifs. Dans un premier temps, nous
souhaitons savoir si, contrairement au cas des opérateurs de Hankel définis via la
projection de Szegö de L2(S1,σ) dans l’espace de Hardy H2(D), il existe un phéno-
mène dit de « coupure » pour les classes de Schatten. En particulier, nous cherchons
à déterminer les classes de Schatten qui ne contiennent pas d’opérateur de Hankel
de symbole antiholomorphe non trivial. Dans un second temps, nous étudions le lien
entre le comportement au bord du disque de la fonction f et la nature de l’opérateur
de Hankel Hf¯ . Plus précisément, nous souhaitons savoir pour quel type de fonction
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f , l’opérateur Hf¯ est borné ou compact; en ce qui concerne les classes de Schatten,
nous désirons établir la connexion entre la croissance de f et la taille des valeurs
singulières de Hf¯ .
En ce qui concerne le phénomène de « coupure », on remarque que la condition
dans le corollaire 3.4.1 est équivalente pour n = 1, s > −1 et 1 < m ≤ s + 4
(voir [2] et [23]), et n ≥ 2, s = 0 et m = n + 1 (voir [47] et [22]), au fait que la
classe de Schatten Sp(H(0,1)m ,L2(Bn,µs)) contienne un opérateur de Hankel de symbole
antiholomorphe non trivial. Ces résultats correspondent au cas où Hm est un espace
de Bergman à poids. Dans les autres cas, on ne sait pas si ce résultat est encore vrai.
On peut noter que, puisque l’appartenance de l’opérateur solution canonique du ∂ à
Sp(H(0,1)m ,L2(Bn,µs)) est équivalente à celle des opérateurs de Hankel Hz¯j à la classe
Sp(Hm,L2(Bn,µs)) pour tout 1 ≤ j ≤ n, cette condition est suffisante. L’objectif
principal de ce chapitre est de démontrer cette propriété dans le cas n = 1, s = 0
et 0 ≤ m ≤ 1. Dans les cas déjà obtenus, les auteurs utilisaient principalement
que l’appartenance d’un opérateur de Hankel à une classe de Schatten donnée était
invariante sous l’action du groupe de Möbius. Ici, comme notre espace Hm n’est plus
un espace de Bergman à poids, cet argument ne convient plus et nous devons faire
appel à des outils différents. Énonçons le résultat principal de ce chapitre :
Théorème 4.1.1. Pour 0 ≤ m ≤ 1 et p > 0, la pe`me classe de Schatten de Hm dans
L2(D) contient un opérateur de Hankel de symbole antiholomorphe non trivial si et
seulement si p > 2
4−m
.
Ce théorème implique en particulier que la pe`me classe de Schatten de Hm dans
L2(D) contient un opérateur de Hankel de symbole antiholomorphe non trivial si et
seulement si p > 1
2
dans le cas où Hm est l’espace de Dirichlet, et si et seulement si
p > 2
3
dans le cas où Hm est l’espace de Hardy.
Puisque le résultat concernant la « coupure » dans le cas 1 < m ≤ 2 s’étend
au cas 0 ≤ m ≤ 1, nous sommes naturellement amenés à regarder si ce phénomène
a également lieu pour la continuité, la compacité et l’appartenance aux classes de
Schatten. Rappelons les caractérisations obtenues dans le cas 1 < m ≤ 2 :
Théorème (S. Axler, J. Arazy, S. Fisher, J. Peetre et S. Janson) Soit
1 < m ≤ 2.
Hf¯ est borné si et seulement si sup
z∈D
(1− |z|2)2−m2 |f ′(z)| <∞ ;
Hf¯ est compact si et seulement si lim
|z|→1−
(1− |z|2)2−m2 |f ′(z)| = 0 ;
pour p > 2
4−m
, Hf¯ appartient à Sp (Hm,L2(D)) si et seulement si
∫
z∈D
(
(1− |z|2)2−m2 |f ′(z)|
)p 1
(1− |z|2)2 dν(z) <∞.
Nous cherchons donc désormais à savoir si les propriétés précédentes sont encore
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vraies dans le cas 0 ≤ m < 1.
Nous donnons des conditions nécessaires et suffisantes sur f pour que l’opérateur
Hf¯ de Hm dans L2(D) soit un opérateur de Hilbert-Schmidt. De plus, dans le cas où
0 < m ≤ 1, nous établissons des conditions nécessaires sur f pour que l’opérateur
de Hankel Hf¯ soit borné, compact et appartienne à la p
e`me classe de Schatten de
Hm dans L2(D) pour p > 24−m .
Les deux propositions suivantes établissent des conditions nécessaires sur f pour que
l’opérateur de Hankel Hf¯ soit borné, puis compact.
Proposition 4.1.1. Soit 0 < m ≤ 1 et soit f ∈ A2(D). Si l’opérateur de Hankel
Hf¯ : Dm −→ L2(D) est borné, alors
sup
z∈D
(1− |z|2)2−m2 |f ′(z)| <∞.
Proposition 4.1.2. Soient 0 < m ≤ 1 et f ∈ A2(D). Si l’opérateur de Hankel
Hf¯ : Hm −→ L2(D) est compact, alors
lim
|z|→1−
(1− |z|2)2−m2 |f ′(z)| = 0.
Les résultats concernant les classes de Schatten font intervenir les espaces Bmp , définis
comme suit.
Pour 0 < m ≤ 1 et p > 2
4−m
, on désigne par Bmp l’espace des fonctions f ∈ A2(D)
vérifiant : ∫
z∈D
(
(1− |z|2)2−m2 |f ′(z)|)p 1
(1− |z|2)2 dν(z) <∞.
De plus, on note B02 l’espace constitué des fonctions f ∈ A2(D) vérifiant :∫
z∈D
(1− |z|2)2 ln
(
1
1− |z|2
)
|f ′(z)|2 dν(z) <∞.
Nous pouvons maintenant donner une condition nécessaire et suffisante sur f pour
que l’opérateur Hf¯ soit un opérateur de Hilbert-Schmidt.
Théorème 4.1.2. Soit 0 ≤ m ≤ 1 et soit une fonction f ∈ A2(D) telle que l’opéra-
teur Hf¯ : Hm −→ L2(D) soit compact. L’opérateur Hf¯ est un opérateur de Hilbert-
Schmidt si et seulement si f appartient à Bm2 .
Ce théorème montre que les résultats concernant l’appartenance à la classe des
opérateurs de Hilbert-Schmidt obtenus dans le cas 1 < m ≤ 2 s’étendent au cas
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0 < m < 1. Par contre, dans le cas m = 0, c’est-à-dire le cas où Hm est l’espace de
Dirichlet, la condition nécessaire et suffisante fait intervenir un terme ln
(
1
1−|z|2
)
qui
provient du noyau de Dirichlet.
Sous les hypothèses 0 < m ≤ 1 et p > 2
4−m
, nous obtenons une condition nécessaire
sur f pour que Hf¯ appartienne à Sp (Hm,L2(D)).
Proposition 4.1.3. Soient 0 < m ≤ 1 , p > 2
4−m
et f ∈ A2(D). Si l’opérateur
Hf¯ : Hm −→ L2(D) appartient à la pe`me classe de Schatten Sp (Hm,L2(D)), alors f
appartient à l’espace Bmp .
Dans le cas p ≥ 2, la preuve de cette propriété possède l’intérêt de mettre en évidence
le lien entre la nature de l’opérateur de Hankel Hf¯ et son action sur les noyaux
reproduisant et dérivé de Hm.
Le chapitre est organisé de la manière suivante. Les paragraphes 4.2 et 4.3 servent
à établir le théorème 4.1.1. En effet, la démonstration du théorème 4.1.1 se décom-
pose en deux étapes. Dans le paragraphe 4.2 on montre tout d’abord que pour tout
k ∈ N∗, l’opérateur Hzk appartient à Sp (Hm,L2(D)) si et seulement si p > 24−m .
Ensuite, dans le paragraphe 4.3, on raisonne par l’absurde. On montre que pour
p ≤ 2
4−m
, si la classe Sp (Hm,L2(D)) contient un opérateur de Hankel non trivial,
alors il existe k ∈ N∗ tel que Hzk appartient à Sp (Hm,L2(D)), ce qui contredit le
résultat du paragraphe 4.2. Le paragraphe 4.4 contient la preuve des propositions
4.1.1 et 4.1.2 qui sont démontrées simultanément en regardant l’action de Hf¯ sur le
noyau reproduisant de Hm. Le paragraphe 4.5 concerne la preuve du théorème 4.1.2,
qui est établi en utilisant l’action de Hf¯ sur une base orthonormale particulière de
Hm. Enfin, les paragraphes 4.6 et 4.7 correspondent à la démonstration de la propo-
sition 4.1.3. En effet, pour la preuve de la proposition 4.1.3, on distingue le cas p ≥ 2
du cas 2 > p > 2
4−m
. Le paragraphe 4.6 traite le cas p ≥ 2, en considérant l’action
de Hf¯ sur les noyaux reproduisant et dérivé de Hm. Le praragraphe 4.7 traite le cas
2 > p > 2
4−m
par l’étude du petit opérateur de Hankel associé à Hf¯ .
4.2 Résultats préliminaires
Dans ce paragraphe, nous nous intéressons aux opérateurs de Hankel Hzk pour
k ∈ N∗. En reprenant les mêmes méthodes que celles utilisées dans [17] et [27], nous
parvenons à une condition nécessaire et suffisante pour que l’opérateur de Hankel
Hzk soit dans la p
e`me classe de Schatten de Hm dans L2(D).
Fixons 0 ≤ m ≤ 1 et k ∈ N∗.
Lemme 4.2.1. Pour d ∈ N on a l’identité suivante :
Hzk(z
d)(ξ) =
 ξ
k
ξd si d < k
ξ
k
ξd − d+ 1− k
d+ 1
ξd−k si d ≥ k.
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Preuve. En vertu du lemme 3.2.1 et par passage en coordonnées polaires, on a pour
d ∈ N et l ∈ N:
〈
zd,zl
〉
L2(D)
:=

1
d+ 1
si d = l
0 si d 6= l.
(4.2.1)
Pour prouver le lemme 4.2.1, observons tout d’abord grâce à (4.2.1) que le polynôme
zkzd est orthogonal dans L2(D) à tout polynôme holomorphe, dans le cas où d < k,
et à tout polynôme holomorphe de degré différent de d − k, dans le cas où d ≥ k.
Supposons maintenant que d ≥ k. Un calcul direct utilisant (4.2.1) donne
〈P (z¯kzd),zd−k〉L2(D) = 〈z¯kzd,zd−k〉L2(D)
= 〈zd,zd〉L2(D)
=
d+ 1− k
d+ 1
〈zd−k,zd−k〉L2(D).
Ceci achève la preuve du lemme. 
Remarquons que le lemme 4.2.1 implique en particulier que pour chaque polynôme
g ∈ Dm, Hzk(g) est un élément polynomial de L2(D).
Pour d ∈ N, on désigne par Nd le sous-espace de Hm constitué des polynômes de
degré inferieur ou égal à d et on note pid la projection orthogonale de Dm sur Nd .
Lemme 4.2.2. Le domaine Dom(H∗
zk
) de H∗
zk
contient tous les polynômes.
Preuve. Pour obtenir le lemme, il suffit de montrer que Dom(H∗
zk
) contient les mo-
nômes zizj pour tous i,j dans N. Fixons donc i,j dans N. Choisissons un entier l
tel que l ≥ i+ j + 2k. Un calcul utilisant (4.2.1) et le lemme 4.2.1 montre que pour
tout g ∈ Dm, on a :
〈(Hzk ◦ (I − pil))(g),zizj〉L2(D) = 0.
En effet, si g ∈ Dm, alors d’après le lemme 4.2.1, la fonction [Hzk ◦ (I − pil)] g peut
s’écrire sous la forme suivante :
[Hzk ◦ (I − pil)](g) = zkP +Q,
où P et Q sont des polynômes holomorphes ne contenant que des termes homogènes
de degré supérieur ou égal à l + 1− k ≥ i+ j + k + 1.
Il découle de (4.2.1) que
〈Hzk ◦ (I − pil)(g),zizj〉L2(D) = 〈zkP +Q,zizj〉L2(D)
= 〈zjP,zkzi〉L2(D) + 〈zjQ,zi〉L2(D) = 0.
Comme l’opérateur Hzk ◦ pil est de rang fini, il s’ensuit que
|〈Hzk(g),zizj〉L2(D)| = |〈(Hzk ◦ pil)(g),zizj〉L2(D)| ≤ C‖g‖Hm,
où C est une constante strictement positive qui ne dépend pas de g. Ainsi le lemme
est prouvé. 
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Le lemme 4.2.2 combiné avec lemme 4.2.1 montre que l’opérateur H∗
zk
Hzk est bien
défini sur Dm.
Le lemme suivant fournit les valeurs singulières de l’opérateur Hzk .
Lemme 4.2.3. Pour tout d ∈ N, le monôme zd est un vecteur propre de l’opérateur
H∗
zk
Hzk . Plus précisément, on a :
H∗zkHzk(z
d)(ξ) =

Γ(d+m)
d!
1
d+ k + 1
ξd si d < k
Γ(d+m)
(d+ k + 1)d!
k2
(d+ 1)2
ξd si d ≥ k.
Preuve. Soit d ∈ N. En appliquant (4.2.1) et le lemme 4.2.1, on obtient 〈Hzk(zd),Hzk(zl)〉L2(D) =
0 pour tout entier l différent de d. En effet, supposons l 6= d. D’après le lemme 4.2.1,
on peut écrire Hzk(z
d) et Hzk(z
l) sous la forme suivante :{
Hzk(z
d) = zkzd − Cd zd−k
Hzk(z
l) = zkzl − Cl zl−k,
où Cd et Cl sont des constantes éventuellement nulles. En utilisant (4.2.1), on obtient :
〈Hzk(zd),Hzk(zl)〉L2(D) = 〈zkzd − Cd zd−k,zkzl − Cl zl−k〉L2(D)
= 〈zd+k,zl+k〉L2(D) − (Cd + Cl) 〈zd,zl〉L2(D)
+ CdCl 〈zd−k,zl−k〉L2(D)
= 0.
D’autre part, on a :
〈Hzk(zd),Hzk(zd)〉L2(D) =
∫
D
Hzk(z
d)(w)Hzk(z
d)(w) dν(w)
=
1
‖ξd‖2Hm
∫
D
Hzk(z
d)(w) 〈Hzk(zd)(w) ξd,ξd〉Hm dν(w)
=
Γ(d+m)
d!
〈∫
D
Hzk(z
d)(w)Hzk(z
d)(w) dν(w) ξd,ξd
〉
Hm
.
On en déduit l’identité suivante :
H∗zkHzk(z
d)(ξ) =
(
Γ(d+m)
d!
‖Hzk(zd)‖2L2(D)
)
ξd.
Or, d’après (4.2.1) et le lemme 4.2.1, on a :
si d < k,
‖Hzk(zd)‖2L2(D) = ‖zkzd‖2L2(D) = ‖zd+k‖2L2(D) =
1
d+ k + 1
,
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et si d ≥ k,
‖Hzk(zd)‖2L2(D) = ‖zkzd‖2L2(D) +
(
d+ 1− k
d+ 1
)2
‖zd−k‖2L2(D)
− d+ 1− k
d+ 1
[〈zkzd,zd−k〉L2(D) + 〈zd−k,zkzd〉L2(D)]
= ‖zk+d‖2L2(D) +
(
d+ 1− k
d+ 1
)2
‖zd−k‖2L2(D)
− 2d+ 1− k
d+ 1
‖zd‖2L2(D)
=
1
d+ k + 1
k2
(d+ 1)2
.
Les calculs précédents donnent finalement le lemme. 
Le lemme suivant est le résultat principal de ce paragraphe. Il traite de la conti-
nuité, de la compacité et de l’appartenance aux classes de Schatten de l’opérateur
de Hankel Hzk .
Lemme 4.2.4. Soient 0 ≤ m ≤ 1 et k ∈ N∗. L’opérateur Hzk de Dm dans L2(D) se
prolonge en un opérateur borné et compact sur Hm.
De plus, pour p > 0, l’opérateur Hzk appartient à Sp (Hm,L2(D)) si et seulement si
p > 2
4−m
.
Preuve. Soient 0 ≤ m ≤ 1 et k ∈ N∗. D’après le lemme 4.2.3, nous savons que la suite
{λd}d∈N des valeurs propres de H∗zkHzk , où λd est la valeur propre correspondant au
vecteur propre zd, est donnée par :
λd =

Γ(d+m)
d!
1
d+ k + 1
si d < k
Γ(d+m)
d!
1
d+ k + 1
k2
(d+ 1)2
si d ≥ k.
(4.2.2)
Ainsi, en appliquant la formule de Stirling à (4.2.2), on obtient que pour d suffisam-
ment grand
λd ' dm−4. (4.2.3)
On déduit de cette estimation que l’opérateur H∗
zk
Hzk est borné sur Dm et donc que
l’opérateur Hzk est lui-même borné sur Dm. En outre, en combinant l’estimation
(4.2.3) avec la proposition 2.2.2, on obtient que l’opérateur H∗
zk
Hzk est compact
et par conséquent, en vertu de la proposition 2.2.1, l’opérateur Hzk est également
compact.
De plus, soit p > 0. Par définition, l’opérateur Hzk appartient à la p
e`me classe de
Schatten de Hm dans L2(D) si et seulement si
∑
d∈N
(λd)
p
2 < +∞. Par suite, il découle
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de (4.2.3) que Hzk ∈ Sp (Hm,L2(D)) si et seulement si p > 24−m . Le lemme est ainsi
démontré. 
Si l’on considère les opérateurs de Hankel définis via la projection de Szegö de
L2(∂D,σ) dansH2(D), on peut montrer par la même méthode que, pour tout p > 0 et
tout k ∈ N∗, Hzk ∈ Sp(Hm,L2(∂D,σ)). Par conséquent, il n’existe pas de phénomène
de « coupure » pour les opérateurs de Hankel définis via la projection de Szegö.
4.3 Preuve du théorème 4.1.1
Notre approche pour démontrer le théorème 4.1.1 est inspirée par l’article [47]
de K. Zhu.
Soit 0 ≤ m ≤ 1. Pour p > 0, on désigne par Xp l’espace constitué des fonctions
f dans A2(D) telles que l’opérateur de Hankel de symbole f¯ appartient à la pe`me
classe de Schatten de Hm dans L2(D). On pose
‖f‖Xp = ‖Hf¯‖Sp(Hm,L2(D)) + |f(0)|
pour toute fonction f dans Xp.
En vertu de la proposition 2.3.4 et du théorème 2.3.5, ‖.‖Xp est une norme sur Xp
pour p ≥ 1 et une quasi-norme sur Xp pour 0 < p < 1.
Pour prouver le théorème 4.1.1, nous devons montrer que Xp contient une fonc-
tion non constante si et seulement si p > 2
4−m
. En effet, un opérateur de Hankel est
trivial si et seulement si son symbole est une fonction constante.
Grâce au lemme 4.2.4, nous avons déjà obtenu que si p > 2
4−m
, alors l’espace Xp
contient une fonction non constante, puisque, dans ce cas, l’espace Xp contient tous
les monômes.
Il nous reste donc à montrer que pour 0 < p ≤ 2
4−m
, l’espace Xp ne contient pas
de fonction non constante. Pour ce faire, nous allons raisonner par l’absurde. Plus
précisément, nous allons montrer que dans ce cas, si Xp contient une fonction non
constante, alors il existe un entier k ∈ N∗ tel que le polynôme zk est dans Xp, ce qui
est impossible d’après le lemme 4.2.4.
Nous supposons désormais que 0 < p ≤ 2
4−m
< 1.
Lemme 4.3.1. Soit 0 < p ≤ 2
4−m
. L’espace (Xp,‖.‖Xp) est un espace quasi-Banach.
Preuve. Il faut montrer que (Xp,‖.‖Xp) est un espace complet.
Soit {fn}n∈N une suite de Cauchy dans Xp. On veut prouver que {fn}n∈N converge
dans Xp.
Pour tout n ∈ N, on pose hn = fn − fn(0). Les fonctions hn satisfont hn(0) = 0 et
Hhn = Hfn pour tout n ∈ N. Ainsi, {Hhn}n∈N est également une suite de Cauchy
70 Stéphanie Lovera
dans Sp (Hm,L2(D)). Or, d’après le théorème 2.3.5, l’espace Sp (Hm,L2(D)) est com-
plet. Par conséquent, il existe un opérateur T dans Sp (Hm,L2(D)) tel que {Hhn}n∈N
converge vers T dans Sp (Hm,L2(D)). Ceci implique que {Hhn}n∈N converge égale-
ment vers T dans L(Hm,L2(D)). De plus, si on note ϕ la fonction de D dans C
définie par ϕ(z) = 1 pour tout z ∈ D et si on pose h = T (ϕ) ∈ L2(D), on obtient
‖Hhn(ϕ)− T (ϕ)‖L2(D) = ‖hn − T (ϕ)‖L2(D) = ‖hn − h‖L2(D).
L’inégalité ci-dessus et le fait que {Hhn}n∈N converge vers T dans L(Hm,L2(D))
donnent
lim
n→∞
‖hn − h‖L2(D) = 0. (4.3.4)
Donc la suite {hn}n∈N converge vers h dans l’espace fermé A2(D). Il en découle que
h appartient à A2(D).
D’autre part, d’après la définition de la quasi-norme sur Xp, la suite {fn(0)}n∈N est
une suite de Cauchy dans C. Il existe donc α ∈ C tel que {fn(0)}n∈N converge vers
α.
Posons f = h+ α ∈ A2(D). La fonction f appartient à A2(D) et de plus, Hf¯ = Hh.
Montrons que {fn}n∈N converge vers f dans Xp : pour cela, il suffit de prouver que
Hh est égal à T . Soit g un polynôme holomorphe dans Dm. Puisque g est borné sur
D, on a :
‖(Hhn −Hh)(g)‖2L2(D) = ‖(I − P )
[
(h− hn)g
] ‖2L2(D)
≤ ‖(h− hn)g‖2L2(D)
≤
(
sup
z∈D
|g(z)|
)2
‖h− hn‖2L2(D).
En combinant l’inégalité ci-dessus avec (4.3.4), on obtient pour tout polynôme ho-
lomorphe g ∈ Dm
lim
n→∞
‖(Hhn −Hh)(g)‖L2(D) = 0.
Par unicité de la limite dans L2(D), Hh est égal à T sur Dm et par densité de Dm
dans Hm, il vient que l’opérateur Hh est en fait l’opérateur T . Finalement nous
avons montré que {fn}n∈N converge vers f dans Xp. Ainsi toute suite de Cauchy
dans Xp converge dans Xp, ce qui conclut la preuve du lemme. 
Afin de démontrer le lemme suivant, rappelons maintenant quelques propriétés
de l’espace de Bergman A2(D). Nous renvoyons le lecteur aux références [49] et [39]
pour la démonstration de ces résultats.
L’évaluation en un point est une fonctionnelle linéaire bornée sur A2(D). Ainsi l’es-
pace A2(D) admet un noyau reproduisant que l’on notera B. Pour z ∈ D, on désigne
par Bz la fonction dans A2(D) définie par:
Bz(w) = B(z,w) pour tout w ∈ D.
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En utilisant la représentation du noyau reproduisant suivant une base orthonormale
de A2(D), on obtient :
Bz(w) =
1
(1− zw)2 pour tous z,w dans D. (4.3.5)
De plus, pour h ∈ L2(D) et z ∈ D, on peut utiliser Bz pour calculer P (h)(z) de la
manière suivante :
P (h)(z) = 〈P (h),Bz〉L2(D) = 〈h,Bz〉L2(D) =
∫
D
1
(1− zw)2 h(w) dν(w). (4.3.6)
Pour θ ∈ [0,2pi], q ∈ N et f ∈ A2(D), soit f qθ la fonction définie par
f
q
θ (z) = e
−iqθf(eiθz) pour tout z ∈ D.
Lemme 4.3.2. Soit 0 < p ≤ 2
4−m
. On a f qθ ∈ Xp et ‖f qθ ‖Xp = ‖f‖Xp pour tous
f ∈ Xp, θ ∈ [0,2pi] et q ∈ N.
Preuve. Soient f dans Xp, θ ∈ [0,2pi] et q ∈ N. Il est clair que la fonction f qθ
appartient bien à A2(D). Soit g un polynôme dans Dm. En utilisant (4.3.5), (4.3.6)
et le changement de variable w′ = weiθ, on obtient :
H
fq
θ
(g)(z) =
∫
D
g(w)
[
f
q
θ (z)− f qθ (w)
] 1
(1− zw)2 dν(w)
=
∫
D
eiqθg(w)
[
f(zeiθ)− f(weiθ)
] 1
(1− zw)2 dν(w)
=
∫
D
e(q−1)iθg(w′e−iθ)
[
f(zeiθ)− f(w′)
] 1(
1− z w′e−iθ
)2 dν(w′)
=
∫
D
e(q−1)iθg(w′e−iθ)
[
f(zeiθ)− f(w′)
] 1(
1− zeiθw′)2 dν(w′)
= Hf¯ (gθ)(ze
iθ),
(4.3.7)
où gθ est la fonction définie par
gθ(z) = e
(q−1)iθg(ze−iθ) pour tout z ∈ D.
Remarquons de plus que {gθ,g ∈ Dm} = Dm et ‖gθ‖Hm = ‖g‖Hm pour tout g dans
Dm.
En outre, pour tout n ∈ N, la proposition 2.3.2 donne :
sn
(
H
fq
θ
)
= inf
L(Hm,L2(D)),
rang(A) ≤ n
‖H
fq
θ
− A‖.
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La densité de Dm dans Hm et (4.3.7) impliquent que pour tout n ∈ N et tout
A ∈ L(Hm,L2(D)) tel que rang (A) ≤ n :
‖H
fq
θ
− A‖ = sup
g∈Hm, ‖g‖Hm=1
‖(H
fq
θ
− A)g‖L2(D) = sup
g∈Dm, ‖g‖Hm=1
‖(H
fq
θ
− A)g‖L2(D)
= sup
gθ∈Dm, ‖gθ‖Hm=1
‖(H
fq
θ
−A)gθ‖L2(D) = sup
g∈Dm, ‖g‖Hm=1
‖(Hf¯ − A)g‖L2(D)
= sup
g∈Hm, ‖g‖Hm=1
‖(Hf¯ − A)g‖L2(D) = ‖Hf¯ −A‖.
Il découle de cette dernière égalité que :
sn
(
H
fq
θ
)
= sn(Hf¯) pour tout n ∈ N. (4.3.8)
Finalement, l’égalité (4.3.8) donne que f qθ ∈ Xp et ‖f qθ ‖Xp = ‖f‖Xp, et le lemme est
ainsi prouvé.

Lemme 4.3.3. Soient 0 < p ≤ 2
4−m
, q ∈ N et f ∈ Xp. L’application T qf de [0,2pi]
dans Xp, définie par T
q
f (θ) = f
q
θ pour tout θ ∈ [0,2pi], est continue.
Preuve. Soient une fonction f dans Xp et q ∈ N. Pour démontrer le lemme, il suffit
de prouver que pour tout  > 0, il existe δ > 0 tel que pour tous θ,θ′ dans [0,2pi]
vérifiant |θ − θ′| ≤ δ, on a :
‖f qθ − f qθ′‖Xp = ‖Hfq
θ
−H
fq
θ′
‖Sp(Hm,L2(D))
=
(∑
n∈N
[
sn
(
H
fq
θ
−H
fq
θ′
)]p) 1p
< .
Soit  > 0. Nous savons par (4.3.8) que pour tout θ ∈ [0,2pi] et pour tout n ∈ N,
sn
(
H
fθq
)
= sn(Hf¯). De plus, la proposition 2.3.3 donne :
sm1+m2(T1 + T2) ≤ sm1(T1) + sm2(T2)
pour tous opérateurs compacts T1 et T2 et pour tousm1, m2 dans N. Par conséquent,
nous obtenons pour n ∈ N que, si k est la partie entière de n
2
, alors :
sn
(
H
fq
θ
−H
fq
θ′
)
≤ sk
(
H
fq
θ
)
+ sk
(
H
fq
θ′
)
≤ 2sk(Hf¯) pour tous θ,θ′ dans [0,2pi].
La dernière inégalité combinée avec le fait que Hf¯ appartient à Sp(Hm,L2(D)) im-
plique qu’il existe n0 ∈ N tel que :∑
n≥n0+1
[
sn
(
H
fq
θ
−H
fq
θ′
)]p
≤ 
p
2
pour tous θ,θ′ dans [0,2pi]. (4.3.9)
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Maintenant, il reste à montrer que pour tous θ,θ′ dans [0,2pi] tels que |θ− θ′| est
suffisamment petit, on a ∑
n≤n0
[
sn
(
H
fq
θ
−H
fq
θ′
)] p
≤ 
p
2
. (4.3.10)
Pour ce faire, rappelons tout d’abord qu’en vertu de la proposition 2.3.2, on a pour
n ∈ N :
sn
(
H
fq
θ
−H
fq
θ′
)
= inf
L(Hm,L2(D)),
rang(A) ≤ n
∥∥∥Hfq
θ
−H
fq
θ′
− A
∥∥∥ . (4.3.11)
Pour n ∈ N, on note Pn la projection de Hm sur Nn, où Nn désigne le sous-espace
de Hm constitué des polynômes de degré inférieur ou égal à n. Il est évident que
rang
(
[H
fq
θ
−H
fq
θ′
] ◦ Pn
)
≤ n pour tous θ,θ′ dans [0,2pi].
Soit f =
∑∞
k=0 akz
k le développement en série entière de f . Pour r ∈ N et deux réels
θ,θ′ dans [0,2pi], on définit la fonction Qqr(θ,θ
′) par :
Qqr(θ,θ
′)(z) =
r∑
k=0
ak(e
i(k−q)θ − ei(k−q)θ′)zk pour tout z ∈ D.
Il découle de (4.3.11) les inégalités suivantes :
sn
(
H
fq
θ
−H
fq
θ′
)
≤
∥∥∥(Hfq
θ
−H
fq
θ′
)
−
[
H
fq
θ
−H
fq
θ′
]
◦ Pn
∥∥∥
≤
∥∥∥(Hfq
θ
−H
fq
θ′
)
−H
Qqr(θ,θ′)
∥∥∥
+
∥∥∥HQqr(θ,θ′) −HQqr(θ,θ′) ◦ Pn∥∥∥
+
∥∥∥HQqr(θ,θ′) ◦ Pn − [Hfqθ −Hfqθ′] ◦ Pn∥∥∥
≤ 2
∥∥∥(Hfq
θ
−H
fq
θ′
)
−H
Qqr(θ,θ′)
∥∥∥
+
∥∥∥HQqr(θ,θ′) −HQqr(θ,θ′) ◦ Pn∥∥∥
(4.3.12)
pour tout r ∈ N et tous θ,θ′ dans [0,2pi].
Pour prouver l’assertion (4.3.10), on doit tout d’abord montrer qu’il existe r0 ∈ N
tel que pour tous θ,θ′ dans [0,2pi] on a :∥∥∥(Hfq
θ
−H
fq
θ′
)
−H
Qqr0(θ,θ
′)
∥∥∥ ≤ 
3[2(n0 + 1)]
1
p
. (4.3.13)
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L’inégalité p ≤ 2
4−m
implique p ≤ 2 et par conséquent, Hf¯ appartient également à
S2(Hm,L2(D)). De plus, le lemme 4.2.4 établit que pour tout k ∈ N, l’opérateur Hzk
est dans S2(Hm,L2(D)). En vertu de (4.3.8), il s’ensuit que l’opérateur de Hankel(
H
fq
θ
−H
fq
θ′
)
−H
Qqr(θ,θ′)
appartient également à S2(Hm,L2(D)), pour tous θ,θ′ dans
[0,2pi] et tout r ∈ N.
La norme de S2(Hm,L2(D)) dérive du produit scalaire défini par :
〈A,B〉S2(Hm,L2(D)) =
∑
d∈N
Γ(d+m)
d!
〈A(zd),B(zd)〉L2(D)
pour tous A,B in S2(Hm,L2(D)) (voir [2]).
À partir du lemme 4.2.1 et de (4.2.1), un calcul direct montre que pour tout entier
k, les fonctions {Hzk(zd)}d∈N sont orthogonales dans L2(D). De même, pour tout
d ∈ N, les fonctions {Hzk(zd)}k∈N sont orthogonales dans L2(D). Ceci entraîne que
les opérateurs de Hankel {Hzk}k∈N sont orthogonaux dans S2(Hm,L2(D)). Ainsi, on
obtient :
‖Hf¯‖2S2(Hm,L2(D)) =
∑
k∈N
|ak|2 ‖Hzk‖2S2(Hm,L2(D)) < +∞.
Par suite, on peut trouver r0 ∈ N tel que∥∥∥(Hfq
θ
−H
fq
θ′
)
−H
Qqr0(θ,θ
′)
∥∥∥2 ≤ ∥∥∥(Hfq
θ
−H
fq
θ′
)
−H
Qqr0(θ,θ
′)
∥∥∥2
S2(Hm,L2(D))
=
∥∥∥∥∥ ∑
k≥ r0+1
ak (e
i(k−q) θ − ei(k−q) θ′)Hzk
∥∥∥∥∥
2
S2(Hm,L2(D))
=
∑
k≥ r0+1
|ak (ei(k−q) θ − ei(k−q))|2 ‖Hzk‖2S2(Hm,L2(D))
≤ 4
∑
k≥ r0+1
|ak|2 ‖Hzk‖2S2(Hm,L2(D))
≤
[

3[2(n0 + 1)]
1
p
]2
pour tous θ,θ′ dans [0,2pi], de telle sorte que (4.3.13) a lieu.
Nous devons ensuite prouver qu’il existe δ(n) > 0 tel que pour tous θ,θ′ dans [0,2pi]
vérifiant |θ − θ′| ≤ δ(n), on a∥∥∥HQqr0(θ,θ′) −HQqr0(θ,θ′) ◦ Pn∥∥∥ ≤ 3[2(n0 + 1)] 1p . (4.3.14)
Or : ∥∥∥HQqr0(θ,θ′) −HQqr0(θ,θ′) ◦ Pn∥∥∥ ≤ 2 ∥∥∥HQqr0(θ,θ′)∥∥∥
≤ 2
r0∑
k=0
|ak| |ei(k−q) θ − ei(k−q) θ′ | ‖Hzk‖.
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Définissons, pour k ∈ N, la fonction fk par fk(θ) = ei(k−q)θ pour tout θ ∈ [0,2pi]. Les
fonctions fk étant uniformément continues sur [0,2pi] pour tout 0 ≤ k ≤ r0, on en
déduit qu’il existe δ(n) > 0 tel que pour tous θ,θ′ dans [0,2pi] vérifiant |θ−θ′| ≤ δ(n),
on a :∥∥∥HQqr0(θ,θ′) −HQqr0(θ,θ′) ◦ Pn∥∥∥ ≤ 2
r0∑
k=0
|ak| |ei(k−q)θ − ei(k−q)θ′ | ‖Hzk‖ ≤

3[2(n0 + 1)]
1
p
,
ce qui entraîne (4.3.14).
Ainsi, en combinant (4.3.12), (4.3.13) et (4.3.14), on obtient que (4.3.10) a lieu pour
tous θ,θ′ dans [0,2pi] vérifiant |θ − θ′| ≤ δ, avec δ = minn≤n0 δ(n).
Finalement, en vertu des assertions (4.3.9) et (4.3.10), il existe δ > 0 tel que pour
tous θ,θ′ dans [0,2pi] vérifiant |θ − θ′| ≤ δ, on a ‖f qθ − f qθ′‖Xp < .
Ceci achève la démonstration du lemme. 
Soit 0 < p ≤ 2
4−m
. Pour compléter la preuve du théorème, nous devons montrer
que si Xp contient une fonction non constante, alors il existe un entier k ∈ N∗ tel
que le polynôme zk est dans Xp.
Supposons qu’il existe une fonction f non constante dans Xp. Sans perte de gé-
néralité nous pouvons supposer que f(0) = 0. Soit f =
∑∞
k=1 akz
k le développement
en série entière de f . Puisque f est une fonction non constante, il existe k0 ∈ N∗ tel
que ak0 6= 0. Il est facile de voir que
ak0z
k0 =
1
2pi
∫ 2pi
0
f(zeiθ)e−ik0θdθ
=
1
2pi
∫ 2pi
0
fk0θ (z)dθ.
(4.3.15)
Pour n ∈ N, on pose :
Fn =
1
2n
2n−1∑
k=0
fk02pik
2n
.
Pour tout entier n ∈ N, la fonction Fn appartient à Xp comme combinaison linéaire
de fonctions dans Xp. De plus, pour tout z ∈ D, on a :
1
2pi
∫ 2pi
0
fk0θ (z) dθ = limn→∞
1
2n
2n−1∑
k=0
fk02pik
2n
(z) = lim
n→∞
Fn(z),
au sens des sommes de Riemann.
Or, les lemmes 4.3.2 et 4.3.3 et le fait que ‖.‖pXp vérifie l’inégalité triangulaire sur
le sous-espace de Xp constitué des fonctions s’annulant en 0, donnent que la suite
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{Fn}n∈N est une suite de Cauchy dans Xp. En effet, soit  > 0. D’après le lemme
4.3.3, on sait qu’il existe δ > 0 tel que pour tous θ,θ′ dans [0,2pi] vérifiant |θ−θ′| ≤ δ,
on a ‖f qθ − f qθ′‖pXp < . Soit N ∈ N tel que 12N ≤ δ. Pour tous entiers m et n tels que
m > n ≥ N , on obtient alors :
‖Fm − Fn‖pXp =
∥∥∥∥∥ 12m
2m−1∑
k=0
fk02pik
2m
− 1
2n
2n−1∑
k=0
fk02pik
2n
∥∥∥∥∥
p
Xp
=
∥∥∥∥∥ 12m
2n−1∑
k=0
2m−n−1∑
j=0
(
fk02pik
2n
+ 2pij
2m
− fk02pik
2n
)∥∥∥∥∥
p
Xp
≤ 1
2m
2n−1∑
k=0
2m−n−1∑
j=0
∥∥∥fk02pik
2n
+ 2pij
2m
− fk02pik
2n
∥∥∥p
Xp
≤ 1
2m
2n−1∑
k=0
2m−n−1∑
j=0
 ≤ .
Donc la suite {Fn}n∈N est bien de Cauchy dans Xp. Puisque, d’après le lemme
4.3.1, l’espace Xp est un espace quasi-Banach, il existe une fonction g ∈ Xp, avec
g(0) = 0, telle que la suite {Fn}n∈N converge vers g dans Xp. En reprenant le même
raisonnement que celui de la preuve du lemme 4.3.1, on montre que la suite {Fn}n∈N
converge vers g dans L2(D), donc presque partout. Ainsi, d’après (4.3.15) et le fait
que g est continue, on obtient que ak0z
k0 = g et par suite, ak0z
k0 ∈ Xp.
Comme ak0 6= 0, on en déduit que zk0 ∈ Xp. Mais ceci est impossible d’après le lemme
4.2.4. Donc Xp ne contient pas de fonction non constante. Ce résultat complète la
preuve du théorème. 
4.4 Preuve des propositions 4.1.1 et 4.1.2
Pour prouver les propositions 4.1.1 et 4.1.2, nous allons utiliser l’action de Hf¯
sur le noyau reproduisant normalisé de Hm.
Soit 0 ≤ m ≤ 1. Commençons par montrer que l’espace Hm admet un noyau
reproduisant. Pour toute fonction g =
∑
k∈N akz
k ∈ Hm, on a :
‖g‖2Hm =
∑
k∈N
|ak|2k!
Γ(k +m)
≥
∑
k∈N
|ak|2
k + 1
= ‖g‖2A2(D).
Ainsi, puisque l’évaluation en un point est une application linéaire bornée sur A2(D),
on en déduit que l’évaluation en un point est également une fonctionnelle bornée sur
Hm. Par conséquent, l’espace Hm admet un noyau reproduisant que l’on note km.
Pour z ∈ D, on désigne par kmz la fonction dans Hm définie par:
kmz (w) = k
m(z,w) pour tout w ∈ D.
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De plus, en utilisant la représentation en série vue dans le lemme 3.2.2, on obtient :
kmz (w) =
∑
n∈N
1
‖ζ‖2Hm
zkwk =
∑
k∈N
Γ(k +m)
k!
zkwk
pour tous z,w dans D.
Or on a :
∑
k∈N
Γ(k + λ)
k! Γ(λ)
zkwk =

1
(1− zw)λ si λ > 0
ln
(
1
1− zw
)
si λ = 0.
(4.4.16)
Par suite, il vient :
kmz (w) =

Γ(m)
(1− zw)m si m > 0
ln
(
1
1− zw
)
si m = 0
(4.4.17)
pour tous z,w dans D.
Désormais, on suppose que 0 < m ≤ 1. D’après l’assertion (4.4.17), on a :
‖kmz ‖2Hm = 〈kmz ,kmz 〉Hm = kmz (z) =
Γ(m)
(1− |z|2)m .
On définit la fonction k˜mz ∈ Hm par :
k˜mz (w) =
kmz (w)
‖kmz ‖Hm
=
(1− |z|2)m2
(1− zw)m (4.4.18)
pour tout w ∈ D.
Soit f ∈ A2(D). Si l’opérateur Hf¯ est borné, alors il se prolonge par continuité
en un opérateur, noté encore Hf¯ , borné sur Hm. En outre, puisque pour tout z ∈ D,
k˜mz est un vecteur unitaire de Hm, on a :
sup
z∈D
‖Hf¯(k˜mz )‖L2(D) < +∞. (4.4.19)
De plus, tout élément de Dm étant un polynôme, donc borné sur D, on obtient :
〈g,k˜mz 〉Hm = g(z)(1− |z|2)
m
2 −−−−→
|z|→1−
0
pour tout g ∈ Dm. Comme Dm est dense dansHm, on en déduit que la suite {k˜mz }z∈D
tend faiblement vers 0 dans Hm quand |z| → 1−.
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Ainsi, si Hf¯ est compact,
lim
|z|→1−
‖Hf¯(k˜mz )‖L2(D) = 0. (4.4.20)
Par conséquent, d’après les assertions (4.4.19) et (4.4.20), il nous suffit de montrer
qu’il existe une constante C > 0 telle que :
(1− |z|2)2−m2 |f ′(z)| ≤ C ‖Hf¯(k˜mz )‖L2(D) pour tout z ∈ D. (4.4.21)
Pour prouver l’assertion (4.4.21), nous allons utiliser la formule suivante :
f ′(z) = 2
∫
D
wf(w)
(1− zw)3 dν(w) pour toute fonction f ∈ A
2(D). (4.4.22)
Cette identité est obtenue en dérivant la formule de reproduction (4.3.6).
Introduisons, pour z ∈ D, la fonction jz définie par :
jz(w) =
w
(1− zw)3−m pour tout w ∈ D.
Pour tout z ∈ D, la fonction jz est orthogonale dans L2(D) aux fonctions holo-
morphes puisque jz est une fonction antiholomorphe qui s’annule en 0. De plus,
d’après (4.4.16) et (4.2.1), on a :
‖jz‖2L2(D) =
1
[Γ(3−m)]2
∥∥∥∥∥w∑
k∈N
Γ(k + 3−m)
k!
zkwk
∥∥∥∥∥
2
L2(D)
=
1
[Γ(3−m)]2
∑
k∈N
(
Γ(k + 3−m)
k!
)2
1
k + 2
|z|2k.
Or la formule de Stirling donne :(
Γ(k + 3−m)
k!
)2
1
k + 2
' k4−2m−1.
En outre, on a l’estimation suivante :∑
k∈N
kλ−1|z|2k ' 1
(1− |z|2)λ pour tout λ > 0, (4.4.23)
où la notation |g(z)| ' |h(z)| signifie qu’il existe des constantes C1 > 0 et C2 > 0
telles que C1|g(z)| ≤ |h(z)| ≤ C1|g(z)| pour tout z ∈ D.
Pour la démonstration de (4.4.23), se référer à [49].
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Il en découle que
‖jz‖L2(D) ' 1
(1− |z|2)2−m . (4.4.24)
On définit ensuite pour z ∈ D la fonction j˜z de la manière suivante :
j˜z(w) =
jz(w)
‖jz‖L2(D) pour tout w ∈ D,
de sorte que pour tout z ∈ D, j˜z est un vecteur unitaire de L2(D).
Ainsi, en vertu de (4.4.18), (4.4.22) et (4.4.24) et en utilisant le fait que j˜z est
orthogonal dans L2(D) aux fonctions holomorphes, on obtient :
|〈j˜z,Hf¯ (k˜mz )〉L2(D)| = |〈j˜z,(I − P )(f¯kmz )〉L2(D)|
= |〈j˜z,f¯kmz 〉L2(D)|
' (1− |z|2)2−m2
∣∣∣∣∫
D
w
(1− zw)3−m
f(w)
(1− zw)m dν(w)
∣∣∣∣
' (1− |z|2)2−m2
∣∣∣∣∫
D
wf(w)
(1− zw)3 dν(w)
∣∣∣∣
' (1− |z|2)2−m2 |f ′(z)|.
D’autre part, d’après l’inégalité de Cauchy-Schwarz, on a :
|〈j˜z,Hf¯(k˜mz )〉L2(D)| ≤ ‖j˜z‖L2(D)‖Hf¯(k˜mz )‖L2(D) = ‖Hf¯(k˜mz )‖L2(D).
En combinant les deux derniers résultats, on obtient (4.4.21) et ainsi les propositions
4.1.1 et 4.1.2 sont prouvées. 
Dans le cas m = 0, nous avons essayé d’appliquer cette méthode. L’expression
de la fonction jz contenait alors un logarithme pour compenser celui provenant du
noyau de l’espace de Dirichlet. La présence de ce logarithme complique les calculs et
nous n’avons pas pu estimer correctement ‖jz‖2L2(D), d’où l’absence de résultat dans
le cas m = 0.
4.5 Preuve du théorème 4.1.2
Soit 0 ≤ m ≤ 1 et soit une fonction f ∈ A2(D) telle que l’opérateur de Hankel
Hf¯ de Hm dans L2(D) soit compact. Pour montrer le théorème 4.1.2, nous allons
utiliser que, d’après le corollaire 2.3.1, l’opérateur Hf¯ est un opérateur de Hilbert-
Schmidt si et seulement si l’opérateur H∗
f¯
Hf¯ est un opérateur à trace. Pour d ∈ N,
on pose ud =
√
Γ(d+m)
d!
zd. La famille {ud}d∈N est une base orthonormale de Hm. Par
conséquent, en vertu du corollaire 2.3.1, on obtient que
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Hf¯ ∈ S2(Hm,L2(D)) ⇐⇒
∑
d∈N
〈H∗f¯Hf¯(ud),ud〉Hm < +∞. (4.5.25)
Soit f =
∑
k∈N bkz
k le développement en série entière de f . Pour d ∈ N, il découle
du lemme 4.2.1 les égalités suivantes :
Hf¯(z
d)(ζ) =
∑
k∈N
bkHzk(z
d)(ζ)
=
∑
k∈N
bk ζ
k
ζd −
∑
k≤d
bk
d+ 1− k
d+ 1
ζd−k = f(ζ)ζd −
∑
k≤d
bk
d+ 1− k
d+ 1
ζd−k.
Ainsi, pour d ∈ N, on obtient :
〈H∗f¯Hf¯(zd)(ζ),ζd〉Hm = 〈Hf¯(zd)(ζ),Hf¯(zd)(ζ)〉L2(D)
=
∥∥∥∥∥f(ζ)ζd −∑
k≤d
bk
d+ 1− k
d+ 1
ζd−k
∥∥∥∥∥
2
L2(D)
= ‖f(ζ)ζd‖2L2(D)
−
∑
k≤d
bk
d+ 1− k
d+ 1
〈ζd−k,f(ζ)ζd〉L2(D)
−
∑
k≤d
bk
d+ 1− k
d+ 1
〈f(ζ)ζd,ζd−k〉L2(D)
+
∑
k≤d,p≤d
bkbp
(d+ 1− k)(d+ 1− p)
(d+ 1)2
〈ζd−k,ζd−p〉L2(D)
= ‖
∑
p∈N
bp ζ
p+d‖2L2(D) −
∑
k≤d
bk
d+ 1− k
d+ 1
〈∑
p∈N
bp ζ
p+d−k,ζd
〉
L2(D)
−
∑
k≤d
bk
d+ 1− k
d+ 1
〈
ζd,
∑
p∈N
bp ζ
p+d−k
〉
L2(D)
+
∑
k≤d,p≤d
bkbp
(d+ 1− k)(d+ 1− p)
(d+ 1)2
〈ζd−k,ζd−p〉L2(D).
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Par suite, en vertu de (4.2.1), il vient :
〈H∗f¯Hf¯(zd)(ζ),ζd〉Hm =
∑
p∈N
|bp|2 1
p + d+ 1
−
∑
p≤d
|bp|2 d+ 1− p
(d+ 1)2
=
d∑
p=0
|bp|2
[
1
p+ d+ 1
− d+ 1− p
(d+ 1)2
]
+
+∞∑
p=d+1
|bp|2 1
p + d+ 1
=
∑
p≤d
|bp|2 1
p + d+ 1
p2
(d+ 1)2
+
∑
p>d
|bp|2 1
p+ d+ 1
.
Pour d ∈ N, il en découle l’égalité suivante :
〈H∗f¯Hf¯(ud),ud〉Hm =
Γ(d+m)
d!
[∑
p≤d
|bp|2 1
p+ d+ 1
p2
(d+ 1)2
+
∑
p>d
|bp|2 1
p+ d+ 1
]
.
(4.5.26)
D’autre part, d’après (4.4.16) et le théorème de Fubini, on a
si m = 0 :
∫
z∈D
(1− |z|2)2 ln
(
1
1− |z|2
)
|f ′(z)|2dν(z) =
∫
z∈D
(1− |z|2)2
[∑
d∈N
Γ(d+m)
d!Γ(m)
|zdf ′(z)|2
]
dν(z)
'
∑
d∈N
Γ(d+m)
d!
∫
z∈D
(1− |z|2)2|zdf ′(z)|2dν(z)
(4.5.27)
et si 0 < m ≤ 1 :
∫
z∈D
(1− |z|2)2−m|f ′(z)|2dν(z) =
∫
z∈D
(1− |z|2)2
[∑
d∈N
Γ(d+m)
d!Γ(m)
|zdf ′(z)|2
]
dν(z)
'
∑
d∈N
Γ(d+m)
d!
∫
z∈D
(1− |z|2)2|zdf ′(z)|2dν(z).
(4.5.28)
Par conséquent, en combinant (4.5.25), (4.5.26), (4.5.27) et (4.5.28), on voit que
pour démontrer le théorème 4.1.2, il nous suffit de montrer que
∫
z∈D
(1− |z|2)2|zdf ′(z)|2dν(z) '
[∑
p≤d
|bp|2 1
p+ d+ 1
p2
(d+ 1)2
+
∑
p>d
|bp|2 1
p+ d+ 1
]
.
(4.5.29)
Or, en utilisant (4.2.1), on obtient pour d ∈ N :
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∫
z∈D
(1− |z|2)2|zdf ′(z)|2dν(z)
=
∫
z∈D
|zdf ′(z)|2dν(z)− 2
∫
z∈D
|zd+1f ′(z)|2dν(z) +
∫
z∈D
|zd+2f ′(z)|2dν(z)
=
∞∑
p=1
|bp|2p2
[
1
d+ p
− 2
d+ p+ 1
+
1
d+ p+ 2
]
=
∑
1≤p≤d
|bp|2 2p
2
(d+ p)(d+ p+ 2)
1
(d+ p + 1)
+
∑
p>d
|bp|2 2p
2
(d+ p)(d+ p+ 2)
1
(d+ p+ 1)
.
Mais il est facile de voir que
pour 1 ≤ p ≤ d
1
2
p2
(d+ 1)2
1
(d+ p+ 1)
≤ 2p
2
(d+ p)(d+ p+ 2)
1
(d+ p + 1)
≤ 2 p
2
(d+ 1)2
1
(d+ p+ 1)
et pour p > d
1
4
1
(d+ p+ 1)
≤ 2p
2
(d+ p)(d+ p+ 2)
1
(d+ p+ 1)
≤ 2
(d+ p+ 1)
.
Ces dernières inégalités donnent (4.5.29), ce qui achève la preuve du théorème 4.1.2.

4.6 Preuve de la proposition 4.1.3 dans le cas où p ≥ 2
Afin de démontrer la proposition 4.1.3 dans le cas p ≥ 2, nous allons adopter
l’approche de M. Smith dans [44]. L’intérêt de cette preuve est qu’elle met en évi-
dence l’importance de l’action de Hf¯ sur les noyaux reproduisant et dérivé de Hm.
Soit 0 < m ≤ 1. On a pour tout g ∈ Hm :
‖g‖2Hm =
1
Γ(m+ 1)
∫
D
|g′(z)|2(1− |z|2)mdν(z) + m
Γ(m)
∫
D
|g(z)|2(1− |z|2)m−1dν(z).
(4.6.30)
En effet, soit g ∈ Hm. Si g =
∑
k∈N akz
k est le développement en série entière de g,
alors en utilisant (3.4.17), on obtient les égalités suivantes :
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1
Γ(m+ 1)
∫
D
|g′(z)|2(1− |z|2)mdν(z) + m
Γ(m)
∫
D
|g(z)|2(1− |z|2)m−1dν(z)
=
1
Γ(m+ 1)
∫
D
∣∣∣∣∣
∞∑
k=1
kakz
k−1
∣∣∣∣∣
2
(1−|z|2)mdν(z)+ m
Γ(m)
∫
D
∣∣∣∣∣∑
k∈N
akz
k
∣∣∣∣∣
2
(1−|z|2)m−1dν(z)
=
∞∑
k=1
k2|ak|2
Γ(m+ 1)
∫
D
|zk−1|2(1−|z|2)mdν(z) + m
Γ(m)
∑
k∈N
|ak|2
∫
D
|zk|2(1−|z|2)m−1dν(z)
=
∞∑
k=1
k2|ak|2 (k − 1)!
Γ(k +m+ 1)
+
m
Γ(m)
∑
k∈N
|ak|2 Γ(m)k!
Γ(k +m+ 1)
=
∑
k∈N
|ak|2 (k +m)k!
Γ(k +m+ 1)
= ‖g‖2Hm.
De plus, si z ∈ D, alors les assertions (4.4.22) et (4.6.30) et l’inégalité de Cauchy-
Schwarz impliquent :
|g′(z)| = 2
∣∣∣∣∫
D
wg(w)
(1− zw)3dν(z)
∣∣∣∣
≤ 2
∣∣∣∣∣
∫
D
(1− |w|2)m−12 (1− |w|2) 1−m2 g(w)
(1− zw)3 dν(z)
∣∣∣∣∣
≤ 2
(∫
D
|g(w)|2(1− |w|2)m−1dν(w)
) 1
2
(∫
D
(1− |w|2)1−m
|1− zw|6 dν(w)
) 1
2
≤ C ‖g‖Hm,
où C est une constante strictement positive ne dépendant que de z et de m.
Par conséquent, pour tout z ∈ D, l’application g 7→ g′(z) est une application linéaire
continue sur l’espace Hm. On en déduit par le théorème de représentation de Riesz
qu’il existe une unique fonction notée k˙mz ∈ Hm telle que
g′(z) = 〈g,k˙mz 〉Hm pour tout g ∈ Hm.
On appellera k˙mz le noyau dérivé de Hm.
En outre, si {en}n∈N est une base orthonormale de Hm, on a nécessairement
k˙mz =
∑
n∈N
〈k˙mz ,en〉Hmen =
∑
n∈N
e
′
n(z)en,
ce qui, en vertu de (3.2.2) et (4.4.17), nous conduit à l’égalité suivante :
84 Stéphanie Lovera
k˙mz (w) =
∂
∂z
(kmz (w)) =
mΓ(m)w
(1− zw)m+1 pour tout w ∈ D.
De plus, en combinant (4.4.16) et (4.4.23), on obtient l’estimation suivante :
‖k˙mz ‖2Hm =
∥∥∥∥∥mΓ(m)w∑
k∈N
Γ(k +m+ 1)
k! Γ(m+ 1)
zkwk
∥∥∥∥∥
2
Hm
=
m2Γ(m)
[Γ(m+ 1)]2
∑
k∈N
[Γ(k +m+ 1)]2
(k!)2
k! (k +m)
Γ(k +m)
|z|2k
'
∑
k∈N
Γ(k +m+ 1)(k +m)
k!
|z|2k
'
∑
k∈N
Γ(k +m+ 2)
k!
|z|2k
' 1
(1− |z|2)m+2 .
(4.6.31)
On définit ensuite la fonction ˜˙kmz ∈ Hm par :˜˙
kmz (w) =
k˙z(w)
‖k˙z‖Hm
pout tout w ∈ D.
Pour démontrer la proposition 4.1.3 dans le cas p ≥ 2, nous avons besoin de
résultats intermédiaires concernant les opérateurs compacts sur Hm.
Lemme 4.6.1. Soient H un espace de Hilbert et T un opérateur de Hm dans H. Si
T est compact, alors :
‖T‖2S2(Hm,H) =
1
Γ(m+ 1)
∫
D
‖T (k˙mz )‖2H(1− |z|2)mdν(z)
+
m
Γ(m)
∫
D
‖T (kmz )‖2H(1− |z|2)m−1dν(z).
Preuve. Soit {en}n∈N une base orthonormale de H . En utilisant le fait que k˙mz est le
noyau dérivé de Hm, on obtient :∫
D
‖T k˙mz ‖2H(1− |z|2)mdν(z) =
∫
D
∑
n∈N
|〈T k˙mz ,en〉H |2(1− |z|2)mdν(z)
=
∑
n∈N
∫
D
|〈k˙mz ,T ∗en〉Hm |2(1− |z|2)mdν(z)
=
∑
n∈N
∫
D
|(T ∗en(z))′ |2(1− |z|2)mdν(z).
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De même, en utilisant le fait que kmz est le noyau reproduisant de Hm, il vient :∫
D
‖Tkmz ‖2H(1− |z|2)m−1dν(z) =
∫
D
∑
n∈N
|〈Tkmz ,en〉H |2(1− |z|2)m−1dν(z)
=
∑
n∈N
∫
D
|〈kmz ,T ∗en〉Hm|2(1− |z|2)m−1dν(z)
=
∑
n∈N
∫
D
|T ∗en(z)|2(1− |z|2)m−1dν(z).
Ainsi, en sommant les deux égalités précédemment obtenues et en utilisant (4.6.30)
et le corollaire 2.3.1, on obtient :
1
Γ(m+1)
∫
D
‖T (k˙mz )‖2H(1− |z|2)mdν(z)+
m
Γ(m)
∫
D
‖T (kmz )‖2H(1− |z|2)m−1dν(z)
=
∑
n∈N
1
Γ(m+1)
∫
D
|(T ∗en)′(z)|2(1−|z|2)mdν(z)+ m
Γ(m)
∫
D
|(T ∗en)(z)|2(1−|z|2)m−1dν(z)
=
∑
n∈N
‖T ∗en‖2Hm = ‖T ∗‖2S2(H,Hm) = ‖T‖2S2(Hm,H).
Par conséquent, le lemme est prouvé. 
Lemme 4.6.2. Si T ∈ S1(Hm,Hm) est un opérateur positif, alors :
‖T‖S1(Hm,Hm) = ‖T
1
2‖2S2(Hm,Hm)
'
∫
D
〈T ˜˙kmz ,˜˙kmz 〉Hm 1(1− |z|2)2dν(z) +
∫
D
〈T k˜mz ,k˜mz 〉Hm
1
(1− |z|2)dν(z).
Preuve. En vertu du théorème 2.3.3, on a directement :
‖T 12‖2S2(Hm,Hm) = ‖T‖S1(Hm,Hm).
Or, le lemme 4.6.1 donne :
‖T 12‖2S2(Hm,Hm) =
1
Γ(m+ 1)
∫
D
‖T 12 (k˙mz )‖2Hm(1− |z|2)mdν(z)
+
m
Γ(m)
∫
D
‖T 12 (kmz )‖2Hm(1− |z|2)m−1dν(z)
=
1
Γ(m+ 1)
∫
D
〈T 12 (k˙mz ),T
1
2 (k˙mz )〉Hm(1− |z|2)mdν(z)
+
m
Γ(m)
∫
D
〈T 12 (kmz ),T
1
2 (kmz )〉Hm(1− |z|2)m−1dν(z).
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Le fait que T
1
2 soit positif, donc auto-adjoint, la proposition 2.1.3, et les estimations
(4.4.18) et (4.6.31), entraînent que
‖T 12‖2S2(Hm,Hm) =
1
Γ(m+ 1)
∫
D
〈T 12 ∗T 12 (k˙mz ),k˙mz 〉Hm(1− |z|2)mdν(z)
+
m
Γ(m)
∫
D
〈T 12 ∗T 12 (kmz ),kmz 〉Hm(1− |z|2)m−1dν(z)
=
1
Γ(m+ 1)
∫
D
〈T k˙mz ,k˙mz 〉Hm(1− |z|2)mdν(z)
+
m
Γ(m)
∫
D
〈Tkmz ,kmz 〉Hm(1− |z|2)m−1dν(z)
'
∫
D
〈T ˜˙kmz ,˜˙kmz 〉Hm 1(1− |z|2)2dν(z) +
∫
D
〈T k˜mz ,k˜mz 〉Hm
1
(1− |z|2)dν(z).
La dernière estimation donne le lemme. 
Lemme 4.6.3. Soient H un espace de Hilbert et 2 ≤ p < +∞. Soit T un opérateur
compact de Hm dans H. Si T ∈ Sp(Hm,H), alors il existe une constante C > 0 telle
que :∫
D
∥∥∥T ˜˙kmz ∥∥∥p
H
1
(1− |z|2)2 dν(z) +
∫
D
∥∥∥T k˜mz ∥∥∥p
H
1
(1− |z|2) dν(z) ≤ C ‖T‖
p
Sp(Hm,H)
.
Preuve. Soient 2 ≤ p < +∞ et T ∈ Sp(Hm,H). Soit E la mesure spectrale de l’opé-
rateur T ∗T , définie dans le théorème 2.1.2. D’après le corallaire 2.1.1 et l’inégalité
de Jensen, on a
‖Tg‖pH = 〈T ∗Tg,g〉
p
2
Hm
=
(∫ +∞
−∞
t d〈Et g,g〉Hm
) p
2
≤
∫ +∞
−∞
t
p
2 d〈Et g,g〉Hm
≤ 〈(T ∗T ) p2 g,g〉Hm
pour tout g ∈ Hm.
Par conséquent, on obtient les inégalités suivantes :
∥∥∥T ˜˙kmz ∥∥∥p
H
≤
〈
(T ∗T )
p
2
˜˙
kmz ,
˜˙
kmz
〉
Hm
et
∥∥∥T k˜mz ∥∥∥p
H
≤
〈
(T ∗T )
p
2 k˜mz ,k˜
m
z
〉
Hm
.
Ces dernières inégalités, combinées avec le lemme 4.6.2 et le corollaire 2.3.1 im-
pliquent que :
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∫
D
∥∥∥T ˜˙kmz ∥∥∥p
H
1
(1− |z|2)2 dν(z) +
∫
D
∥∥∥T k˜mz ∥∥∥p
H
1
(1− |z|2) dν(z)
≤
∫
D
〈
(T ∗T )
p
2
˜˙
kmz ,
˜˙
kmz
〉
Hm
1
(1− |z|2)2 dν(z) +
∫
D
〈
(T ∗T )
p
2 k˜mz ,k˜
m
z
〉
Hm
1
(1− |z|2) dν(z)
≤ C ‖(T ∗T ) p2‖S1(Hm,H) = ‖T‖pSp(Hm,H) ,
où C est une constante strictement positive. Ceci achève la preuve du lemme. 
Soient 2 ≤ p < +∞ et une fonction f ∈ A2(D) telle que Hf¯ ∈ Sp (Hm,L2(D)).
D’après le lemme 4.6.3, on a :∫
D
∥∥∥Hf¯(˜˙kmz )∥∥∥p
L2(D)
1
(1− |z|2)2 dν(z) <∞.
Par conséquent, pour prouver la proposition 4.1.3, il suffit de montrer qu’il existe
une constante C > 0 telle que
(1− |z|2)2−m2 |f ′(z)| ≤ C
∥∥∥Hf¯(˜˙kmz )∥∥∥
L2(D)
pour tout z ∈ D. (4.6.32)
Pour ce faire, introduisons, pour z ∈ D, la fonction hz définie par :
hz(w) =
1
(1− zw)3−m−1 pour tout w ∈ D.
Pour tout z ∈ D, la fonction hz est orthogonale dans L2(D) aux fonctions holo-
morphes qui s’annulent en 0 puisque hz est une fonction antiholomorphe. De plus,
les assertions (4.4.16) et (4.2.1) donnent :
‖hz‖2L2(D) =
∥∥∥∥∥∑
k∈N
Γ(k + 3−m− 1)
k!
zkwk
∥∥∥∥∥
2
L2(D)
'
∑
k∈N
(k3−m−2)2
1
k + 1
|z|2k
'
∑
k∈N
k2−2m−1|z|2k
' 1
(1− |z|2)2−2m .
(4.6.33)
On définit ensuite pour z ∈ D, la fonction h˜z de la manière suivante :
h˜z(w) =
hz(w)
‖hz‖L2(D) pour tout w ∈ D,
de sorte que pour tout z ∈ D, h˜z est un vecteur unitaire de L2(D).
88 Stéphanie Lovera
Ainsi, l’inégalité de Cauchy-Schwarz implique que :∣∣∣∣〈h˜z,Hf¯ (˜˙kmz )〉
L2(D)
∣∣∣∣ ≤ ‖hz‖L2(D) ∥∥∥Hf¯(˜˙kmz )∥∥∥
L2(D)
=
∥∥∥Hf¯(˜˙kmz )∥∥∥
L2(D)
.
De plus, en utilisant le fait que la fonction h˜z est orthogonale dans L2(D) aux
fonctions holomorphes qui s’annulent en 0, les estimations (4.6.33) et (4.6.31) et la
formule (4.4.22), on obtient :
∣∣∣∣〈h˜z,Hf¯ (˜˙kmz )〉
L2(D)
∣∣∣∣ = ∣∣∣∣〈h˜z,(I − P )(f¯ ˜˙kmz )〉
L2(D)
∣∣∣∣
=
∣∣∣∣〈h˜z,f¯ ˜˙kmz 〉
L2(D)
∣∣∣∣
' (1− |z|2)2−m2
∣∣∣∣∫
D
w
(1− zw)3−m−1
f(w)
(1− zw)m+1 dν(w)
∣∣∣∣
' (1− |z|2)2−m2
∣∣∣∣∫
D
wf(w)
(1− zw)3 dν(w)
∣∣∣∣
' (1− |z|2)2−m2 |f ′(z)|.
Par suite, l’inégalité (4.6.32)a lieu et ainsi la proposition 4.1.3 est prouvée dans le
cas 2 ≤ p < +∞. 
Cette méthode peut s’étendre au cas m = 0. Le résultat est le suivant : pour
p ≥ 2, si Hf¯ ∈ Sp(H0,L2(D)), alors :∫
z∈D
(
(1− |z|2)2|f ′(z)|)p 1
(1− |z|2)2 dν(z) <∞.
Mais d’après ce que nous avons obtenu dans le cas des opérateurs de Hilbert-Schmidt,
cette condition ne semble pas optimale.
4.7 Preuve de la proposition 4.1.3 dans le cas où 24−m < p < 2
Pour prouver le proposition 4.1.3 dans le cas 2
4−m
< p < 2, nous allons reprendre
l’approche de S. Janson dans [23], qui est basée sur l’étude du petit opérateur de
Hankel associé à Hf¯ .
Soit 0 < m ≤ 1. Pour 0 < p ≤ +∞,s ∈ R et q ∈ N tel que q > s, on désigne par
Bsp l’espace constitué des fonctions holomorphes g sur D vérifiant :∫
D
|(1− |z|2)q−sg(q)(z)|p 1
(1− |z|2) dν(z) < +∞,
où g(q) désigne la dérivée qe`me de g.
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Si s < 1, l’espace Bsp est l’espace des fonctions holomorphes g sur D vérifiant :∫
D
|(1− |z|2)1−sg′(z)|p 1
(1− |z|2)dν(z) < +∞.
Montrons que pour 2
4−m
< p < 2, il existe s < 1 tel que Bsp = Bmp .
Si un tel s > 1 existe, il doit vérifier l’équation suivante :
p
(
2− m
2
)
− 2 = p (1− s)− 1,
c’est-à-dire :
s =
m
2
− 1 + 1
p
.
En outre, l’hypothèse p > 2
4−m
nous donne bien s < 1.
Après vérification, on obtient finalement que
B
m
2
−1+ 1
p
p = B
m
p pour tout
2
4−m < p < 2.
Soient 2
4−m
< p < 2 et une fonction f ∈ A2(D) telle que Hf¯ ∈ Sp (Hm,L2(D)).
On note A2(D) l’espace des fonctions antianalytiques dans L2(D) et P la projection
orthogonale de L2(D) dans A2(D).
Pour h ∈ A2(D), on définit le petit opérateur de Hankel de symbole h de la manière
suivante :
H˜h : Dm −→ L2(D)
g 7→ P (f¯ g).
L’opérateur H˜h est le petit opérateur de Hankel associé à l’opérateur Hh.
Si H˜h est borné sur Dm, on désignera encore par H˜h son prolongement continu à
l’espace Hm tout entier.
La projection PP est une projection de rang 1, car c’est une projection sur l’espace
des fonctions constantes. Ainsi H˜f¯ −PHf¯ est de rang au plus 1. En effet, pour tout
g ∈ Dm, on a :
[H˜f¯ − PHf¯ ] (g) = [P − P (I − P )] (f¯g) = PP (f¯ g).
Par suite, comme l’opérateur Hf¯ appartient à Sp (Hm,L2(D)), on en déduit que le pe-
tit opérateur de Hankel H˜f¯ qui lui est associé appartient également à Sp (Hm,L2(D)).
Pour n ∈ N, on pose un =
√
Γ(n+m)
n!
zn. La famille {un}n∈N est une base ortho-
normale de Hm. Si pour d ∈ N, vd =
√
d+ 1 zd, alors la famille {vd}d∈N forme une
90 Stéphanie Lovera
base orthonormale de A2(D). On souhaite calculer les éléments matriciels de H˜f¯
relativement aux bases orthonormales {un}n∈N dans Hm et {vd}d∈N dans A2(D). Si
f =
∑
k∈N bkz
k est le développement en série entière de f , on a :
〈
H˜f¯(un),vd
〉
L2(D)
=
〈
H˜f¯
(√
Γ(n +m)
n!
zn
)
,
√
d+ 1 zd
〉
L2(D)
=
√
Γ(n +m)
n!
(d+ 1)〈P (f(z)zn),zd〉L2(D)
=
√
Γ(n +m)
n!
(d+ 1)〈f(z)zn,zd〉L2(D)
=
√
Γ(n +m)
n!
(d+ 1)
1
n + d+ 1
bn+d.
Mais la formule de Stirling donne :√
Γ(n+m)
n!
(d+ 1) ' (n+ 1)m−12 (d+ 1) 12 .
Par conséquent, l’opérateur H˜f¯ est dans Sp (Hm,L2(D)) si et seulement si la matrice
Am,f :=
(
(n+ 1)
m−1
2 (d+ 1)
1
2
1
n + d+ 1
bn+d
)
n∈N, d∈N
définit un opérateur appartenant à Sp(l2,l2), où l2 désigne l’espace des suites de carré
sommable.
Or, les matrices de la forme :
Γα,βΦ =
(
(n+ 1)α(d+ 1)ββn+d
)
n∈N, d∈N
,
où α,β ∈ R et Φ =∑k∈N βkzk est une fonction analytique sur D, ont été étudiées par
V. V. Peller dans [33] et [35] (dans le cas p > 0) ou par S. Semmes dans [43](dans
le cas0 < p < 1). Plus précisément, le théorème qui nous intéresse est le suivant :
Théorème 4.7.1 (V.V. Peller & S. Semmes). Soit Φ une fonction holomorphe
sur D et soit 0 < p <∞. Supposons que min{α,β} > max{−1
2
,− 1
p
}.
Alors Γα,βΦ ∈ Sp(l2,l2) si et seulement si Φ ∈ B
1
p
+α+β
p .
Preuve. Se référer à [37]. 
Or, dans notre cas, on a :
Am,f = Γ
m−1
2
, 1
2
Φf
,
où Φf est donnée par Φf =
∑
k∈N
1
k+1
bkz
k.
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Puisque p > 2 et m > 0, on a min {m−1
2
,1
2
} > −1
2
= max {−1
2
, − 1
p
} et on déduit
du théorème 4.7.1 que si Am,f ∈ Sp(l2,l2), alors Φf ∈ B
1
p
+m−1
2
+ 1
2
p . Ceci implique que
f ∈ B
1
p
+m−1
2
+ 1
2
−1
p = B
1
p
+m
2
−1
p = Bmp .
Finalement, on a montré que si Hf¯ ∈ Sp (Hm,L2(D)), alors f ∈ Bmp et par
conséquent, la proposition 4.1.3 est démontrée dans le cas où 2
4−m
< p < 2 . Ceci
conclut la preuve de la proposition 4.1.3. 
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Cette thèse est consacrée à l’étude spectrale de l’opérateur solution canonique du ∂ en liaison
avec les opérateurs de Hankel dans le cas de plusieurs variables complexes. Dans un premier
temps, on étudie les propriétés spectrales de l’opérateur solution canonique du ∂. Dans le cas
d’une variable complexe, F. Haslinger a donné des conditions nécessaires et suffisantes pour que
l’opérateur solution canonique du ∂ sur l’espace de Bergman du disque unité de C et de mesure
radiale µ, dans l’espace L2 associé, soit compact et soit un opérateur de Hilbert-Schmidt en fonction
des moments de la mesure µ. Nous donnons des conditions nécessaires et suffisantes, portant
toujours sur la croissance des moments de la mesure µ, pour que l’opérateur solution canonique
du ∂ soit borné, compact et appartienne à la pe`me classe de Schatten, et ce dans le cas d’une ou
plusieurs variables et pour toute une classe d’espaces de Hilbert contenant des espaces de Hilbert
de fonctions holomorphes classiques comme des espaces de Bergman à poids, des espaces de Fock,
des espaces de Sobolev de fonctions holomorphes, des espaces de Hardy-Sobolev, l’espace de Hardy
ou l’espace invariant de Möbius. Dans un second temps, on s’intéresse à l’existence d’un opérateur
de Hankel défini sur un espace de Hilbert de fonctions holomorphes, de symbole antiholomorphe
non trivial dans une classe de Schatten donnée et on cherche à étudier le rapport entre la croissance
d’une fonction f et la taille des valeurs singulières de l’opérateur de Hankel induit par f¯ . Le cas
des espaces de Bergman à poids sur la boule unité de Cn a été traité par S. Axler, J. Arazy, S.
Fisher, J. Peetre et S. Janson dans le cas d’une variable, et par J. Arazy, S. Fisher, S. Janson,
J. Peetre, R. Wallsten, K. T. Hahn, E. H. Youssfi et K. Zhu dans le cas de plusieurs variables.
Dans ce travail, on considère l’espace de Hardy du disque unité de C, l’espace de Dirichlet et des
espaces de Sobolev de fonctions holomorphes sur le disque unité de C. On donne d’abord une
condition nécessaire et suffisante sur p pour que la pe`me classe de Schatten contienne un opérateur
de Hankel de symbole antiholomorphe non trivial. Ensuite, on caractérise les fonctions f pour
lesquelles l’opérateur de Hankel de symbole f¯ est un opérateur de Hilbert-Schmidt. En outre, on
établit des conditions nécessaires sur f pour que l’opérateur induit par f¯ soit un opérateur borné,
compact et appartienne à la pe`me classe de Schatten, excepté dans le cas de l’espace de Dirichlet.
This thesis deals with the spectral properties of the canonical solution operator of the ∂-equation
in connexion with Hankel operators in the several complex variables context. First, we study
the spectral properties of the ∂-canonical solution operator. In the case of one complex variable,
F. Haslinger gave necessary and sufficient conditions for the ∂ -canonical solution operator on a
weighted Bergman space of the unit disc in C with radial measure µ, in the corresponding L2-space,
to be compact and to be a Hilbert-Schmidt operator. In this doctoral dissertation, we consider a
Hilbert space H(0,1) of (0,1)-forms and a space L2(Ω,µ) of square integrable functions with respect
to the measure µ on a rotation invariant open set Ω in Cn. We give necessary and sufficient
conditions, in terms of the moments of the measure µ, for the canonical solution operator of the ∂-
equation to be bounded, compact and in the Schatten p-class from H(0,1) into L2(Ω,µ). Examples
of H(0,1) can be chosen to be the space of (0,1)-forms with coefficients in one of the classical
Hilbert spaces of holomorphic functions such as weighted Bergman spaces, Fock spaces, Hardy-
Sobolev spaces, Sobolev spaces of holomorphic functions or the Möbius invariant space. Secondly,
we are interested in the existence in a given Schatten class of a non-zero Hankel operator with
antiholomorphic symbol on a Hilbert space of holomorphic functions and we study the connection
between the growth of a function f and the size of the singular values of the Hankel operator of
symbol f¯ . The case of weighted Bergman spaces on the unit ball in Cn has been studied by S.
Axler, J. Arazy, S. Fisher, J. Peetre and S. Janson in the context of one complex variable, and
by J. Arazy, S. Fisher, S. Janson, J. Peetre, R. Wallsten, K. T. Hahn, E. H. Youssfi et K. Zhu in
the context of several complex variables. In this work, we consider the Hardy space on the unit
disc in C, the Dirichlet space and Sobolev spaces of holomorphic functions on the unit disc. We
give a necessary et sufficient condition on p for the Schatten p-class to contain a non-zero Hankel
operator with antiholomorphic symbol. Then, we characterize the functions f such that the Hankel
operator of symbol f¯ is a Hilbert-Schmidt operator. Moreover, we give necessary conditions on f
for the Hankel operator of symbol f¯ to be bounded, compact and in the Schatten p−class, except
in the case of the Dirichlet space.
Mots clés: Classes de Schatten, Opérateur de Hankel, Équation du ∂.
Classification mathématique: 32W05, 47B35, 47B10, 47B38.
