Abstract. Given any complex Laurent polynomial f , Amoeba(f ) is the image of the complex zero set of f under the coordinate-wise log absolute value map. We give an efficiently constructible polyhedral approximation, ArchTrop(f ), of Amoeba(f ), and derive explicit upper and lower bounds, solely as a function of the sparsity of f , for the Hausdorff distance between these two sets. We thus obtain an Archimedean analogue of Kapranov's Non-Archimedean Amoeba Theorem and a higher-dimensional extension of earlier estimates of Mikhalkin and Ostrowski. We then show that deciding whether a given point is in ArchTrop(f ) is doable in polynomial-time, for any fixed dimension, unlike the corresponding question for Amoeba(f ), which is NP-hard already in one variable.
In memory of Mikael Passare.
Introduction
One of the happiest coincidences in algebraic geometry is that norms of roots of polynomials can be estimated through polyhedral geometry. Perhaps the earliest incarnation of this fact was Isaac Newton's use of a polygon to determine Puiseux series expansions for algebraic functions, as described in a letter to Henry Oldenburg dated October 24, 1676 [New76] : in modern terminology, Newton was computing norms of roots of polynomials over the field C t .
Newton's result has since been extended to other non-Archimedean fields (e.g., Q p and F p ((t)) [Wei63] ); and now tropical geometry [EKL06, LS09, IMS09, BR10, MS11] continues to deepen the links between algebraic and polyhedral geometry. However, the Archimedean case presents certain subtleties not present in the non-Archimedean case. Definition 1.1. We use the abbreviations [N] := {1, . . . , N}, x := (x 1 , . . . , x n ), and let Conv(S) denote the convex hull of a set S. Let us then define the function Log|x| to be (log |x 1 |, . . . , log |x n |) and, for any f ∈ C x ±1 1 , . . . , x ±1 n , we define Amoeba(f ) to be {Log|x| | f (x) = 0 , x ∈ (C * ) n }. Also, writing f (x) = t i=1 c i x a i with c i = 0 for all i, we define the support (or spectrum) of f to be Supp(f ) := {a i } i∈ [t] , the (ordinary) Newton polytope of f to be Newt(f ) := Conv(Supp(f )), and the Archimedean Newton polytope of f to be ArchNewt(f ) := Conv {(a i , − log |c i |)} i∈ [t] . We also define the Archimedean tropical variety of f , denoted ArchTrop(f ), to be the set of all v ∈ R n with (v, −1) an outer normal of a positive-dimensional face of ArchNewt(f ). Finally, given any subsets R, S ⊆ R n , their Hausdorff distance, ∆(R, S), is defined to be the maximum of sup Being a section of the codimension 1 skeleton of the normal fan of a polytope (see, e.g., [dLRS10] ) ArchTrop(f ) is thus an (n − 1)-dimensional polyhedral complex in general and, when n ≥ 2, ArchTrop(f ) is unbounded and connected. One can also show that ArchTrop(f ) and Amoeba(f ) can be very close, and even share the same homotopy type, when f is sufficiently sparse. 2 gives us ArchTrop(g) = {± log 2}, which is neither contained in, nor has the same number of components, as Amoeba(g) = {0}. ⋄
The Newton Majorant, mentioned by Ostrowski no later than 1940 [Ost40] , is essentially the univariate case of ArchNewt(f ). ArchTrop(f ) has appeared, in different notation and different contexts, in various papers since at least 2000 (see, e.g., [Mik04, PR04, PRS11, TdW13] ). Our first main results here are simple and explicit upper and lower bounds for how well ArchTrop(f ) approximates Amoeba(f ), in arbitrary dimension.
with exactly t monomial terms and Newt(f ) of dimension k, we have t ≥ k + 1 and
We emphasize that our Hausdorff distance bound applies to arbitrary polynomials, not just a specially chosen family of toric deformations as in some of the earlier literature. Note also that Assertion (0) contains the case where the degree is at most 1. While the t = k + 1 portion of Assertion (0) is likely folkloric, the case with the support being the vertex set of the Newton polytope appears to be new: Part (b) of Assertion (0) employs Nisse's recent proof [Nis13] of the Passare-Rullgard Solidity Conjecture [PR01] .
An immediate consequence of Assertion (1), for n = 1, is that the norm of any complex root of f is always within a factor of t − 1 of the exponential of the slope of some edge of the lower hull of ArchNewt(f ). Alexander Ostrowski proved a similar result in [Ost40, Cor. IX, pg. 143], but his bounds depend on the degree. In particular, for sparse univariate polynomials and roots of near median absolute value (ordering roots by their absolute value), our bounds significantly improve Ostrowski's result.
For multivariate polynomials, our bounds also appear to be the first allowing dependence on just the number of terms t. In particular, letting T denote the number of lattice points in the Newton polytope of f , Mikhalkin proved that sup
in the special case n = 2 [Mik05, Lemma 8.5, pg. 360]. Assertion (1) of Theorem 1.5 is thus at least sharp and allows n to be arbitrary.
We suspect that our main Hausdorff distance bound can be improved to O(log t) and we hope to address such improvements in future work. (The case where n = 1 and ArchTrop(f ) has few points provides some evidence: see Corollary 2.6 and Section 3.5 below.) As far as we are aware, the only earlier bound asserting that every point of ArchTrop(f ) is close to some point of Amoeba(f ) is a result of Viro [Vir01, Sec. 1.5] on the distance between the graph of a univariate polynomial (drawn on log paper) and a piece-wise linear curve that is ultimately a piece of the n = 2 case of ArchTrop(f ) here. In particular, ArchTrop (g 6,2 ) contains the ray (log 4, 4 log 4) + R + (0, −1) and this rightmost downward-pointing ray contains points with distance from Amoeba (g 6,2 ) approaching log 4. We also observe that Viro's earlier polygonal approximation of graphs of univariate polynomials on log paper, applied here, would result in a polygonal curve that is the subcomplex of ArchTrop(g 6,2 ) obtained by deleting the downward pointing rays. ⋄ It is worth comparing Theorem 1.5 to two other methods for approximating complex amoebae: Purbhoo, in [Pur08] , describes a uniformly convergent sequence of outer polyhedral approximations to any amoeba, using cyclic resultants. While ArchTrop(f ) lacks this refinability, the computation of ArchTrop(f ) is considerably simpler: see Section 1.2 below and [AGGR13] . ArchTrop(f ) is actually closer in spirit to the spine of Amoeba(f ). The latter construction, based on a multivariate version of Jensen's Formula from complex analysis, is due to Passare and Rullgård [PR04, Sec. 3] and results in a polyhedral complex that is always contained in, and homotopy equivalent to, Unfortunately, the computational complexity of the spine is not as straightforward as that of ArchTrop(f ).
Before discussing these complexity issues further, let first us observe a consequence of our estimates for systems of polynomials.
1.1. Coarse, but Fast, Isolation of Roots of Polynomial Systems. An immediate consequence of Assertion (1) of Theorem 1.5 is an estimate for isolating the possible norm vectors of roots of arbitrary systems of multivariate polynomial equations. In what follows, for any subsets A, B ⊆ R n , A + B denotes the Minkowski sum {a + b | a ∈ A , b ∈ B} and B r denote the (standard L 2 ) ball of radius r centered at the origin in R n .
where f i has exactly t i monomial terms See [PR13] for the relevance of the preceding system to fewnomial theory over general local fields.
On the Computational Complexity of ArchTrop(f )
ArchTrop(f ) ArchTrop(f ) and Amoeba(f ) Amoeba(f ) Amoeba(f ). The complexity classes P, NP, and PSPACE can be identified with families of decision problems, i.e., problems with a yes or no answer. Larger complexity classes correspond to problems with larger worst-case complexity. We refer the reader to [Sip92, Pap95, AB09, Sip12] for further background. Aside from the basic definitions of input size and NP-hardness, it will suffice here to simply recall that P ⊆ NP ⊆ PSPACE, and that the properness of each inclusion is a famous open problem.
Deciding membership in an amoeba turns out to be comparable in difficulty to deciding the non-emptiness of a complex algebraic variety presented in terms of a polynomial system. More precisely, suppose we measure the input size of a polynomial
, where a i = (a i,1 , . . . , a i,n ) for all i. (Put another way, up to a bounded multiple, this is just the sum of the bit-sizes of all the coefficients and exponents.) Similarly, we can measure the input size of a point (v 1 , . . . , v n ) ∈ Q n as the sum of the bit-sizes of the numerators and denominators of the v i (written in lowest terms), and thus extend the notion of input size to polynomials in Q[x 1 , . . . , x n ]. We let Q + denote the positive rationals.
Then there is a PSPACE algorithm to decide, for any such input pair (v, f ), whether Log|v| lies in Amoeba(f ). Furthermore, the special case where v = 1 and f ∈ Z[x 1 ] in the preceding membership problem is already NP-hard.
The second assertion of Theorem 1.9 is implicit in an earlier result of Plaisted [Pla84] : deciding whether a sparse univariate polynomial with integer coefficients has a root in the complex unit circle is NP-hard. Similarly, the now classical fact that the existential theory of the reals admits a parallel polynomial-time decision procedure using exponentially many processors (see, e.g., [Can88] ) easily implies the first assertion: one simply considers a polynomial system efficiently encoding the real and imaginary parts of f , employing separate variables for the real and imaginary parts of all the coordinates of the roots. Since we now know that ArchTrop(f ) is provably close to Amoeba(f ), one may wonder if ArchTrop(f ) is any easier to work with than Amoeba(f ). This indeed appears to be the case. For example, when the dimension n is fixed and all the coefficient absolute values of f have rational logarithms, standard high-dimensional convex hull algorithms (see, e.g., [Ede87] ) enable us to describe every face of ArchTrop(f ), as an explicit intersection of half-spaces, in polynomial-time.
The case of rational coefficients presents some subtleties because the underlying computations involve arithmetic on transcendental numbers. Nevertheless, contrary to point membership for Amoeba(f ), point membership for ArchTrop(f ) can be decided in polynomial-time when n is fixed. 
We prove Theorem 1.11 in Section 4. The complexity bounds count bit operations in the classical Turing model (see, e.g., [BS96, Sip12] ). Since ArchTrop(f ) has codimension 1 as a semi-algebraic subset of R n , it is unlikely in practice for a random query point v ∈ R n to lie in ArchTrop(f ). So a more practical problem is to efficiently describe which connected component of R n \ ArchTrop(f ) contains a query point v. The complexity of this problem, as well as its relevance to polynomial system solving, is explored further in [AGGR13] .
Some Old and New Bounds on the Roots of Univariate Polynomials
To prepare for the proof of our first main theorem, we will first review some classical root norm bounds in the univariate case and then recast them in terms of ArchTrop(f ). So, unless otherwise indicated, we assume f ∈ C[x 1 ] throughout this section.
Recall that a face of polytope in R n+1 is a lower face iff it has an outer normal of the form (v, −1).
Lemma 2.1. Let σ − (resp. σ + ) be the least (resp. greatest) slope of a lower edge of ArchNewt(f ). 
Then all the nonzero roots of f have absolute values in the interval
The preceding lemma is a simple consequence of an 1829 estimate of Cauchy (see, e.g., [RS02, pp. 243-245]), restated in terms of ArchNewt(f ). A direct consequence of Lemma 2.1 is the following upper bound on sup
|ρ − σ| in the "flat" case.
In particular,
upper bound.
To better understand the Hausdorff distance ∆(Amoeba(f ), ArchTrop(f )) when ArchTrop(f ) has more than one point it will be useful to recall the following classic result on the roots of certain perturbed polynomials. ≤ e(t − 1), and thus the upper bound on |ζ| improves as p or t − q increase.
Proof:
The lower bound, as well as the assertion on there being no roots with norm less than . The remaining inequalities follow from the fact that t ≥ q + 2, p ≥ 1, and t − q ≤ p + 1 by definition, and the fact that n , a ∈ Z n , β := (β 1 , . . . , β n ) ∈ (C \ {0}) n , and g satisfies the identity g(x) = αx a f (β 1 x 1 , . . . , β n x n ). Then Amoeba(g) = Amoeba(f ) − Log|β| and ArchTrop(g) = ArchTrop(f ) − Log|β|. Also, when n = 1, Amoeba f = −Amoeba(f ) and ArchTrop f = −ArchTrop(f ). |ρ − σ| ≤ 1 + log(t − 1). More generally, for any cardinality of ArchTrop(f ), if σ − := min ArchTrop(f ) then f has a root ζ ∈ C satisfying √ 5 − 1 2 ≤ |ζ| e σ − ≤ e(t − 1), and no roots with norm less than
Proof: Thanks to Proposition 2.4, the second, more general assertion of our corollary follows immediately from Corollary 2.3. The first assertion then follows upon observing that
and then applying the second assertion to both f andf .
Observe that for f ∈ C[x 1 ] the multiplicity of a point ρ ∈ Amoeba(f ) is naturally definable as the number of roots of f , counting multiplicities, with norm e ρ . Note also that the slopes of two adjacent lower edges of ArchNewt(f ) differing by δ is equivalent to two corresponding adjacent points of ArchTrop(f ) differing by δ. The result below shows that when two adjacent points of ArchTrop(f ) are sufficiently far then Amoeba(f ) can be partitioned into two sets with an explicit minimal Hausdorff distance. st left-most lower vertex of ArchNewt(f ), and σ j+1 ∈ ArchTrop(f ) satisfies σ j+1 > σ j + 2 log(t − 1) and (σ j , σ j+1 ) ∩ ArchTrop(f ) = ∅. Then Amoeba(f ) has exactly a i j (resp. a t − a i j ) points, counting multiplicity, in the ray (−∞, σ j + log(t − 1)] (resp. [σ j − log(t − 1), +∞)).
Note that σ j ∈ ArchTrop(f ) above. We point out that we will make use of Assertion (1) of Theorem 1.5 (proved independently in Section 3.2 below) in our proof of Lemma 2.7.
Proof of Lemma 2.7: Let f 1 (x 1 ) := c 1 x
(1) = f , and Assertion (1) of Theorem 1.5 implies that Amoeba f (λ) ⊂ (−∞, σ j + log(t − 1)] ∪ [σ j+1 − log(t − 1), +∞) for all λ ∈ [0, 1]. By our hypotheses, the two rays above are disjoint. Moreover, we clearly have all the points of ArchTrop f (λ) ∩(−∞, σ j ] tending to −∞, while the points of ArchTrop f (λ) ∩[σ j+1 , +∞) remain unchanged, as λ → 0.
Since the leading coefficient of f (λ) is independent of λ, the classical continuity of polynomial roots as functions of the coefficients (see, e.g., [RS02, pg. 10]) implies that the roots of f (λ) are continuous functions of λ. Furthermore, f (λ) → f 2 uniformly on any compact subset of [σ j+1 , +∞) as λ → 0, and the roots of f (λ) and f 2 are uniformly bounded thanks to Lemma 2.1. So we see that the interval [σ j+1 , +∞) must contain exactly a t − a i j points of Amoeba(f ), counting multiplicities. Thus, since f must have exactly a t nonzero roots counting multiplicities (by the Fundamental Theorem of Algebra), the interval (−∞, σ j ] in turn contains exactly a i j points of Amoeba(f ), counting multiplicities.
Via an inversion employing Proposition 2.4, Lemma 2.7 easily implies the following refined count of points of Amoeba(f ) in an interval. 
3. The Proof of Theorem 1.5, and Univariate Refinements When ArchTrop(f )
Has Few Points
The assertion that t ≥ k + 1 is trivial since any k-dimensional polytope always has at least k + 1 vertices. So we now focus on the rest of the theorem. We prove the Hausdorff distance bound last.
3.1. Proof of Assertion (0). If t = k + 1 then ArchTrop(f ) is merely the codimension ≥ 1 part of the outer normal fan of an n-simplex. Furthermore, it is easy to prove by induction (specializing certain variables to suitable roots of unity) that ArchTrop(f ) ⊆ Amoeba(f ) for all n.
By then considering the distance of each point of the boundary of Amoeba(f ) to the nearest top-dimensional cell of ArchTrop(f ), we can easily construct a strong deformation retraction from Amoeba(f ) to ArchTrop(f ). (We refer the reader to the classic text [Mun84] for further background on deformation retraction and homotopy equivalence.) We thus obtain the homotopy equivalence of ArchTrop(f ) and Amoeba(f ). Now let us assume that Supp(f ) that is the vertex set of Newt(f ). Then by [PR04, Thm. 2] and [Nis13, Thm. 1.1], ArchTrop(f ) is exactly a polyhedral complex called the spine of f . By [PR04, Thm. 1], the spine of f is a subset of Amoeba(f ) and is homotopy equivalent to Amoeba(f ). So we are done.
3.2. Proof of Assertion (1). Let w := (log |x 1 |, . . . , log |x n |) ∈ Amoeba(f ) and assume without loss of generality that
at |, the Triangle Inequality immediately implies that
Taking logarithms in (1) and (2) we then obtain a 1 · w + log |c 1 | ≥ · · · ≥ a t · w + log |c t | (3) and a 1 · w + log |c 1 | ≤ log(t − 1) + a 2 · w + log |c 2 | (4) For each i ∈ {2, . . . , t} let us then define δ i to be the shortest vector such that a 1 · (w + δ i ) + log |c 1 | = a i · (w + δ i ) + log |c i |. Note that δ i = λ i (a i −a 1 ) for some nonnegative λ i since we are trying to effect the dot-product
Inequality (4) implies that (a 1 − a 2 ) · w + log |c 1 /c 2 | ≤ log(t − 1). We thus obtain |δ 2 | ≤ log(t−1) |a 1 −a 2 | ≤ log(t − 1). So let i 0 ∈ {2, . . . , t} be any i minimizing |δ i |. We of course have |δ i 0 | ≤ log(t − 1), and by the definition of δ i 0 we have a 1 · (w + δ i 0 ) + log |c 1 | = a i 0 · (w + δ i 0 ) + log |c i 0 |. Moreover, the fact that δ i 0 is the shortest among the δ i implies that a 1 · (w + δ i 0 ) + log |c 1 | ≥ a i · (w + δ i 0 ) + log |c i | for all i. Otherwise, we would have a 1 · (w + δ i 0 ) + log |c 1 | < a i · (w + δ i 0 ) + log |c i | and a 1 · w + log |c 1 | ≥ a i · w + log |c i | (the latter following from Inequality (3)). Taking a convex linear combination of the last two inequalities, it is then clear that there must be a µ ∈ [0, 1) such that a 1 · (w + µδ i 0 ) + log |c 1 | = a i · (w + µδ i 0 ) + log |c i |. Thus, by the definition of δ i , we would obtain
We thus have the following:
for all i, and |δ i 0 | ≤ log(t − 1). This implies that w + δ i 0 ∈ ArchTrop(f ). In other words, we've found a point in ArchTrop(f ) sufficiently near Log|x| to prove our desired upper bound.
Proof of Assertion (2). First note that (x 1 + 1)
t−k has a unique root of multiplicity t − k at x 1 = −1. Recall that the roots of a monic univariate polynomial are continuous functions of the coefficients, e.g., [RS02, Thm. 1.3.1, pg. 10].
1 Clearly then, for |x 2 |, . . . , |x n | sufficiently small (or z 2 := log |x 2 |, . . . , z n := log |x n | sufficiently negative), the distance from Amoeba(f ) to the hyperplane {(z 1 , . . . , z n )) ∈ R n |z 1 = 0} can be made arbitrarily small. On the other hand, since the slopes of the lower edges of ArchNewt (x 1 + 1) t−k are exactly − log
, this will enable us to prove that ArchTrop(f ) contains a ray of the form {(log(t − k), N, . . . , N)} N →+∞ . and thus conclude: the points along the ray have distance to Amoeba(f ) approaching log(t − k), by our last paragraph.
To see why such a ray lies in ArchTrop (x 1 + 1) t−k simply note that as N → −∞, the linear form log(t − k)u 1 + Nu 2 + · · · + Nu n − u n+1 is maximized exactly at the vertices (t − k − 1, 0, . . . , 0, − log(t − k)) and (t − k, 0, . . . , 0, 0) of ArchNewt (x 1 + 1) t−k . Indeed, the only other possible vertices of ArchNewt (x 1 + 1)
are the basis vectors e 2 , . . . , e k of R n+1 . So we are done.
3.4. Proof of the Hausdorff Distance Bound. By Assertion (1) of Theorem 1.5 (which we've already proved), it suffices to show that sup
|ρ − σ| ≤ (2t − 3) log(t − 1).
We will in fact prove a more refined upper bound, based on the spacing of the points of ArchTrop(f ).
So let v ∈ ArchTrop(f ) be arbitrary. We will reduce to the case n = 1 by finding a u ∈ Amoeba(f ) agreeing with v in the last n − 1 coordinates, and with the first coordinates of u and v sufficiently close to prove our theorem.
In particular, let us assume v := (v 1 , . . . , v n ) and u := (u 1 , v 2 , . . . , v n ), and try to find a suitable u 1 . If v ∈ Amoeba(f ) then there is nothing to prove. So let us assume v ∈ Amoeba(f ). Let us specialize x 2 , . . . , x n so that log |x i | = u i for all i ∈ {2, . . . , n}. (Note that we may choose the phases of x 2 , . . . , x n freely.) If we can find a u 1 with f (x 1 , . . . , x n ) ∈ C[x 1 ] having a root of norm u 1 satisfying |u 1 − v 1 | ≤ (2t − 3) log(t − 1) then we will clearly be done. We can thus assume that n = 1. Thanks to Corollaries 2.2 and 2.6, we may also assume that t ≥ 4.
Let us now define R to be the largest j with v, σ 1 , . . . , σ j consecutive points of ArchTrop in increasing order, σ 1 −v ≤ 2 log(t−1), and σ i+1 −σ i ≤ 2 log(t−1) for all i ∈ [j −1]. (We set R = 0 should no such j exist.) Similarly, let us define L to be the largest j with v, σ −1 , . . . , σ −j ∈ ArchTrop(f ) consecutive points of ArchTrop(f ) in decreasing order, v − σ −1 ≤ 2 log(t − 1), and
Thanks to Lemmata 2.1 and 2.7 (and an inversion via Proposition 2.4), either of v = min ArchTrop(f ) or v = max ArchTrop(f ) imply that sup
|ρ−σ| ≤ 1 + log(t−1).
Since t ≥ 4, this upper bound is no greater than (2t − 3) log(t − 1) and we would be done. So let us assume min ArchTrop(f ) < v < max ArchTrop(f ).
By Corollary 2.8 there must then be at least one point of Amoeba(f ) in the interval [v − (2L + 1) log(t − 1), v + (2R + 1) log(t − 1)]. So there must be a point of Amoeba(f ) within distance (2 min{L, R} + 1) log(t − 1) of v. Since 2L + 2, 2R + 2 ≤ 2(t − 1), we are done.
A simple consequence of our last proof is the following refined bound, useful when n = 1 and ArchTrop(f ) has few points.
Corollary 3.1. Suppose f ∈ C[x 1 ] has exactly t monomial terms and ArchTrop(f ) has cardinality ℓ. Then sup
|ρ − σ| in the Univariate Case.
Recall that the closed annulus with radii ρ 1 and ρ 2 is the set {z ∈ C | ρ 1 ≤ |z| ≤ ρ 2 }. The following annulus bound follows from Jensen's Theorem [Ahl79] and helps when ArchTrop(f ) is tightly clustered about the origin. 
In particular, the preceding bound is strictly smaller than the bound from Corollary 2.2 for t ≥14.
A consequence of Lemma 2.7 and Theorem 3.2 is the following refinement to Corollary 3.1 that helped inspire the first main theorem of this paper. at 1 with 1 < j < ℓ < 1, a 1 < · · · < a t , and a j and a ℓ the x 1 -coordinates of the vertices of a lower edge of ArchNewt(f ). Note that ArchTrop(f ) having exactly 3 points is equivalent to ArchNewt(f ) having exactly 3 lower edges. Rescaling via Proposition 2.4 we may then assume that the middle point of ArchTrop(f ) is 0, so that |c j | = |c ℓ | = 1 and 0 < |c i | ≤ 1 for all i. In particular, we may assume that 0 and a j are the x 1 -coordinates of the lower edge of ArchNewt(f ) of least slope σ − < 0, and a ℓ and a t are the x 1 -coordinates of the lower edge of ArchNewt(f ) of greatest slope σ + > 0.
The points σ − and σ + already have distance from Amoeba(f ) bounded from above by Corollary 2.6, and the bound there is smaller than the bound stated in our current corollary (since we must have t ≥ 4). So it suffices to show that the distance from 0 to Amoeba(f ) is at most 1 + 3 log(t − 1). Now, should 0 be within distance 2 log(t − 1) of either of σ − or σ + , then (thanks to Corollary 2.6) we clearly have that 0 is within 2 log(t − 1) + 1 + log(t − 1) of a point in Amoeba(f ). On the other hand, if σ − < −2 log(t − 1) and 2 log(t − 1) < σ + , then Corollary 2.8 tells us that Amoeba(f ) has at least one point in the interval [− log(t − 1), log(t − 1)]. So we are done.
Proving Theorem 1.11
Let us first recall the following result on comparing monomials in rational numbers. O n30 n log(B) log 2 (log B) log log log(B)(log(A) log 2 (log A) log log log A) n bit operations, we can decide the sign of α β 1 1 · · · α βn n − 1. While the underlying algorithm is a simple application of Arithmetic-Geometric Mean Iteration (see, e.g., [Ber03] ), its complexity bound hinges on a deep estimate of Nesterenko [Nes03] , which in turn refines seminal work of Matveev [Mat00] and Alan Baker [Bak77] .
Proof of Theorem 1.11: From Proposition 1.3, it is clear that we merely need an efficient method to compare quantities of the form |c i | 2 |v a i | 2 , and there are exactly t − 1 such comparisons to be done. So our first complexity bound follows immediately from the case of Theorem 4.1 where |α i | ≤ 2 2s+1 and β i ≤ d for all i ∈ [2n + 2]. In particular, (30 log 4) 2 < 1730. The second assertion follows almost trivially: thanks to the exponential form of the coefficients and the query point, one can take logarithms of both sides to reduce to linear combinations involving integers of bit size max{s, d}. So the signs can be decided by standard techniques for fast integer multiplication.
