Let Ω be an open and bounded subset of a Carnot Group G and 2 ≤ p < ∞. In this paper we present some results related to the convergence of solutions of Dirichlet problems for sequences of monotone operators. The aim of this paper is to give a generalization of well-known results of Tartar [T], De Arcangelis-Serra Cassano [DASC] and Baldi-Franchi-Tchou-Tesi [BFTT] in more general frameworks.
Introduction
The notion of H-convergence was introduced by Luc Tartar and Francois Murat in the 70's. In the book [T] , Tartar reported studies of applications of the H-convergence in many different frameworks approaching, for instance, the case involving monotone operators in the Euclidean setting and Hilbertian case p = 2. The key tool was the Div-Curl lemma [ [T] , Lemma 7.2, chapter 7], which says that the scalar product of two sequences of vector fields, wealky convergent in L 2 (R n ) and such that the sequence of the divergence of the first sequence and the sequence of the curl of the second one are compact in H −1 loc (R n ) and (H −1 loc (R n )) n(n−1) 2 respectively, then it convergences (strongly) in the sense of distributions. Later, De Arcangelis and Serra Cassano [DASC] proved a generalization of the result of Tartar for all 2 ≤ p < ∞ and for a more general class of monotone operators.
More recently, Franchi et al. in [FTT] , [BFT] and [BFTT] , approached the study of the H-convergence in the more general framework of Carnot groups. At the beginning, they worked in the first Heisenberg group H 1 [FTT] , then they extended their results in the general Heisenberg groups H n [BFT] , and finally in all Carnot groups [BFTT] . In particular, they gave a generalization of the definition of H-convergence and of the Div-Curl lemma, after having defined the concept of intrinsic curl in that settings. As a consequence of the Div-Curl lemma, they proved H-convergence type results in the linear case of matrix-valued functions, i.e., studying operators of the form
in the subriemannian setting of Carnot groups, for p = 2.
In this paper a more general result is presented: following the approach of Tartar [[T] , Theorem 11.2, chapter 11], and using the Franchi's version of the Div-Curl lemma for Carnot groups, we state a new Hcompactness result, for all 2 ≤ p < ∞, which generalizes both the results of Tartar, Franchi and De Arcangelis-Serra Cassano. Section 2 is dedicated to the preliminary definitions of Carnot groups and the functional spaces we need throughout the paper. In this section are also recalled the notions of monotone operators and a result which will be useful in the sequel [KS, Corollary 1.8, Chapter III] . In section 3, we introduce the class of monotone operators we are interested in, M(α, β; Ω), and for which the H-compactness result will be proved. Moreover, we give preliminary results of existence and uniqueness of solutions and some useful estimates. At the beginning of the last part of the paper, we recall the notion of H-convergence and the generalization of the Div-Curl lemma, in the context of Carnot groups, both given by Franchi et al. in [BFTT] , and we prove the main result, which says that the sets M(α, β; Ω), defined in Section 3, are compact in the topology of the H-convergence.
Preliminaries
2.1. Carnot groups.
2.1. Definition. A Carnot group G of step k and (topological) dimension n is a simply connected and nilpotent Lie group, whose Lie algebra (g, [·, ·]) has dimension n and admits a step k stratification, i.e., there exist V 1 , .., V k linear subspaces of g (layers) such that In this context we can define two different kinds of dimensions:
2.3. Definition. The topological dimension of G is its dimension as a Lie group, which is
Moreover, we define homogeneous dimension of G
2.4. Remark. We can immediately notice that when G is not R n , which is the only (abelian) Carnot Group of step 1, then the homogeneous dimension of G is always bigger than the topological one. As before, the dimension m 1 of the horizontal layer V 1 will play a fundamental role in this theory.
We conclude this paragraph with the next two important definitions:
2.5. Definition. Let (X 1 , .., X m 1 ) be a basis of the horizontal layer V 1 and let f : G → R for which the partial derivatives X i f exist for all i. We define
., m 1 . 2.2. Function spaces. Through this paper G is a Carnot group of step k and (topological) dimension n, (X 1 , .., X m 1 ) is a basis of the horizontal layer V 1 of dimension m 1 , and Ω ⊂ G is a fixed open set. If ξ, η ∈ R m 1 , we denote by |ξ| and ξ, η the Euclidean norm and the scalar product, respectively.
for every u ∈ W 1,p 0,G (Ω), by the Poincar inequality (see for instance [FSSC] );
is independent of the choice of (X 1 , .., X m 1 ). 2.3. Monotone operators.
2.8. Definition. Let V be a reflexive Banach space, V * its dual space and let A : V → V * be a mapping. Then · A is called monotone if
The following result will be crucial later on [KS, Corollary 1.8, Chapter III].
2.9. Theorem. Let X be a Banach space. Let K ⊂ X be a closed, nonempty, convex set and A : K → X * be monotone, coercive and continuous on finite dimensional subspaces. Then, there exists u ∈ K such that
Existence results for equations driven by monotone operators
for every ξ, η ∈ R m 1 and a.e. x ∈ Ω.
Given A ∈ M(α, β; Ω), let us consider the operator A : V → V * defined as
As a corollary of the following result, A is continuous and invertible in V .
Proposition. Let
Proof. Let us fix f ∈ V * . In order to prove the existence of weak solutions of (2) we want to apply Theorem 2.9 to the operator Φ : V → V * , defined as
that immediately implies the thesis. Finally, let us prove that Φ is sequentially weakly continuous in each finite dimensional subspace M of V .
3.4. Remark. Being the weak convergence in each finite dimensional Banach space equivalent to the strong one, it is sufficient to prove that Φ is strongly continuous in the whole space V .
Then, applying Theorem 2.9, we have the existence of u ∈ V such that
Let us now fix w ∈ V and consider v 1 := u+w ∈ V and v 2 :
which implies the thesis. It remains to prove the uniqueness of the solution. For any f ∈ V * fixed, let us consider u, v ∈ V weak solutions of (2). By remark 3.4, it follows that
In the next result we prove some useful estimates that will be used later.
3.5. Proposition. Let A ∈ M(α, β; Ω), A defined as in (1) and let A −1 its inverse operator. Then
Proof. Let us fix u, v ∈ V and f, g ∈ V * such that A(u) = f and A(v) = g in Ω. We can notice that (i) trivially follows from the definition of M(α, β; Ω), that is
Moreover, being
The last estimate follows from the same arguments of the previous proposition:
H-convergence and Div-Curl lemma
Let us now recall the concept of H-convergence. If was introduced by Luc Tartar and Francois Murat in the 70's in the context of the Compensated Compactness Theory. See for instance [T2] for more details.
(Ω), named (u n ) n ⊂ W 1,p 0,G (Ω) the sequence of weak solutions of −div G (A n (·, ∇ G u n )) = f in Ω for all n ∈ N and u ∞ ∈ W 1,p 0,G (Ω) the weak solution of −div G (A eff (·, ∇ G u ∞ )) = f in Ω, then the following convergences hold:
We state the main result of the work, which says that the sets M(α, β; Ω) are compact in the topology of the H-convergence.
Theorem.
Let Ω ⊂ G be open and bounded, 2 ≤ p < ∞, α ≤ β positive constants and let (A n ) n ⊂ M(α, β; Ω). Then, up to subsequence, there exists A ef f ∈ M(α, β; Ω) such that
The proof of the Theorem will be divided in several steps: at first we prove the convergence of the solutions. Then, there exist a subsequence (A m ) m of (A n ) n and a continuous and invertible operator A ∞ :
Proof. For the sake of simplicity, we call V = W 1,p 0,G (Ω) and V * its dual space. We divide the proof of the Lemma in three steps.
[step 1] At first, we prove that the sequence of solutions of (5) A n (u) = f in Ω for all n ∈ N for any fixed f ∈ V * , weakly converges, up to subsequence, in V . Moreover, we will see an estimate for its limit.
Let us fix f ∈ V * and let us consider the sequence of solutions of (5) (u n ) n ⊂ V . By Proposition 3.2, we have u n = A −1 n (f ) ∀n ∈ N and by Proposition 3.5 (ii), we get
i.e., the sequence (u n ) n is bounded in V, reflexive space. In order to apply a diagonal argument, we fix X ⊂ V * a countable and dense set of V * . Then, for all f ∈ X there exist u ∞ (f ) ∈ V and (u m ) m a diagonal subsequence of (u n ) n , such that u m ⇀ u ∞ (f ) in V -weak. Moreover, by the lower semicontinuity of the norm and by Proposition 3.5 (i), we have
[step 2] Let us now define the operator
and let us prove that the operator S can be extended to the whole space V * . We need a continuity condition on S.
Let us fix f, g ∈ X. By Proposition 3.5 (ii), we have
for all m. Then, passing to the limit, by the lower semicontinuity of the norm, we have
[step 3] We conclude the Lemma by proving the invertibility of S in V * . This last point can be seen, for example, as a consequence of Theorem 2.9, applying similar arguments as in Proposition 3.2. Following this approach, we just need to prove monotonicity and coercivity conditions on S.
We begin verifying that S is monotone, in the sense of Definition 2.8. Let us fix f, g ∈ V * . Then, we have
where we have applied the first estimate of Proposition 3.5. We conclude by proving that S is coercive. By Proposition 3.5, we have
and, passing to the limit, we obtain
Finally, applying Theorem 2.9 and defining
we get the thesis.
We continue by proving the convergence of the momenta.
4.4.
Lemma. Let (A n ) n be as in the previous Lemma. Then, there exists a continuous operator M :
Proof. In terms of diagonal arguments, let X ⊂ L p ′ (Ω, HG) be a countable and dense subspace of L p ′ (Ω, HG) and let f ∈ X. Repeating the technique of the previous proof, we want to prove the existence of a diagonal subsequence of (A n (·, ∇ G A −1 n (f ))) n weakly convergent in L p ′ (Ω, HG). Being (A n ) n ⊂ M(α, β; Ω) and by the Hölder inequality, we have
Then, by Proposition 3.5, we have
i.e., the sequence (A n (·, ∇ G A −1 n (f ))) n is bounded in L p ′ (Ω, HG). By the countability of X, we can extract a diagonal subsequence (A m (·, ∇ G A −1 m (f ))) m weakly convergent to M = M(f ) ∈ L p ′ (Ω, HG).
Let us now define the operator
In order to conclude the proof, we need to extend M to the whole space V * . We just need a continuous condition on M.
Let us fix f, g ∈ V * . Thus
Then, by the lower semicontinuity of the norm, we have
In order to give the proof of the main Theorem of the work, we just need to recall another important tool: the Div-Curl lemma. We show below the statement of the Div-Curl lemma in the context of Carnot groups, given by Franchi et al. in [BFTT] . The definition of curl G is also given in [BFTT] . 4.5. Theorem. Let Ω ⊂ G be an open set and let p, q > 1 a Hölder conjugate pair. Moreover, following the notations of [BFTT] , if σ ∈ I 2 0 , let a(σ) > 1 and b > 1 be such that
Let now (E n ) n ⊂ L p loc (Ω, HG) and (D n ) n ⊂ L q loc (Ω, HG) be sequences of horizontal vector fields for n ∈ N weakly convergent to E ∈ L p loc (Ω, HG) and D ∈ L q loc (Ω, HG) respectively, and such that: • the components of (curl G E n ) n of weight σ are bounded in L a(σ) loc (Ω, HG); HG) . Then
i.e.,
for any ϕ ∈ D(Ω).
Proof of Theorem 4.2. Given the operators A ∞ and M, defined in the proofs of Lemma 4.3 and Lemma 4.4, let us consider the composition HG) . We want to prove the locality of the operator C and the existence of
Given ω an open set such that ω ⊂ Ω and given v ∈ W 1,p 0,G (Ω), a solution of (2), let us define
In order to show that this definition makes sense, we need to verify that ξ 1 = ξ 2 implies A eff (x, ξ 1 ) = A eff (x, ξ 2 ) a.e. in ω 1 ∩ ω 2 , for any ξ 1 , ξ 2 ∈ R m 1 and for any ω 1 , ω 2 open sets such that ω 1 , ω 2 ⊂ Ω.
Let us consider, for i = 1, 2, the following spaces, functions and sequences:
(a) ω i open sets such that ω i ⊂ Ω;
where π(x) = (x 1 , .., x m 1 ) for every x = (x 1 , .., x n ) ∈ Ω; HG) . We can immediately notice that ∇ G v i,∞ = ξ i in ω i , for i = 1, 2, by definition. Moreover, in a similar way to the previous Lemmas, we can prove the existence of (D m i ) m and (E m i ) m , diagonal subsequences of (D n i ) n and (E n i ) n (respectively), and the existence of D i ∈ L p ′ (Ω, HG) and E i ∈ L p (Ω, HG) such that · D m i ⇀ D i in L p ′ (Ω, HG)-weak and
where D i (·) = A eff (·, ξ i ) and E i = ξ i in ω i for i = 1, 2, by the previous considerations. By the definition of curl G , given by Franchi et al. in [BFTT] ,
for all m and for i = 1, 2, i.e., we are under the hypothesis of the Div-Curl lemma (considering as a each value grater than 1, which satisfies the hypothesis of the Lemma, and b = p ′ ). Then, applying two times the Div-Curl lemma, we have
for any ϕ ∈ D(ω 1 ∩ ω 2 ). Assume ϕ ≥ 0. Being (A m ) m ⊂ M(α, β; Ω), we obtain the following estimates
Restricting the integrals to ω 1 ∩ ω 2 and varying ϕ, we get (a) A eff (x, ξ 2 ) − A eff (x, ξ 1 ),
For ξ 1 = ξ 2 , we obtain A eff (x, ξ 1 ) = A eff (x, ξ 2 ) a.e. x ∈ ω 1 ∩ ω 2 , i.e, the definition of A eff makes sense in Ω. Moreover, taking ξ 1 = ξ 2 , and noticing that A eff (·, 0) = 0 by definition, we deduce that A eff ∈ M(α, β; Ω). 4.6. Remark. In order to prove the point (iii) of Definition 3.1, we can observe that
Let u ∞ ∈ W 1,p 0,G (Ω) be the (unique) solution of A ∞ (u) = f in Ω and let (u m ) m ⊂ W 1,p 0,G (Ω) be weakly convergent to u ∞ in W 1,p 0,G (Ω). In order to conclude the proof, we need to demonstrate that C(u ∞ ) = A eff (x, ∇ G u ∞ ).
To achieve this purpose, we apply one more time the Div-Curl lemma, taking D m 2 = A m (x, ∇ G u m ) and E m 2 = ∇ G u m . For every ϕ ∈ D(ω 1 ) such that ϕ ≥ 0, we have
In the same way as before, we obtain
1 )| p and in particular, see Remark 4.6 for details, that
a.e. x ∈ ω 1 . Varying ω 1 and ξ 1 ∈ R m 1 , we obtain the thesis.
