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Abstract. Computing the frequency of a pattern is one of the key op-
erations in data mining algorithms. Recently, the Optimized Segment
Support Map (OSSM) was introduced as a simple but powerful way of
speeding up any form of frequency counting satisfying the monotonic-
ity condition. However, the construction cost to obtain the ideal OSSM
is high, and makes it less attractive in practice. In this paper, we pro-
pose the FSSM, a novel algorithm that constructs the OSSM quickly
using a FP-Tree. Given a user-deﬁned segment size, the FSSM is able
to construct the OSSM at a fraction of the time required by the al-
gorithm previously proposed. More importantly, this fast construction
time is achieved without compromising the quality of the OSSM. Our
experimental results conﬁrm that the FSSM is a promising solution for
constructing the best OSSM within user given constraints.
1 Introduction
Frequent set (or pattern) mining plays a pivotal role in many data mining tasks
including associations [1] and its variants [2, 4, 7, 13], sequential patterns [12]
and episodes [9], constrained frequent sets [11], emerging patterns [3], and many
others. At the core of discovering frequent sets is the task of computing the fre-
quency (or support) of a given pattern. In all cases above, we have the following
abstract problem for computing support. Given a collection I of atomic patterns
or conditions, compute for collections C ⊆ I the support σ(C) of C, where the
monotonicity condition σ(C)  σ({c}) holds for all c ∈ C.
Typically, the frequencies of patterns are computed in a collection of transac-
tions, i.e., D = {T1, . . . , Ti}, where a transaction can be a set of items, a sequence
of events in a sliding time window, or a collection of spatial objects. One class of
algorithms ﬁnd the above patterns by generating candidate patterns C1, . . . , Cj ,
and then checking them against D. This process is known to be tedious and
time-consuming. Thus, novel algorithms and data structures were proposed to
improve the eﬃciency of frequency counting. However, most solutions do not
address the problem in a holistic manner. As a result, extensive eﬀorts are often
needed to incorporate a particular solution to an existing algorithm.
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Recently, the Optimized Segment Support Map (OSSM) [8, 10] was intro-
duced as a simple yet powerful way of speeding up any form of frequency counting
satisfying the monotonicity condition. It is a light-weight, easy to compute struc-
ture, that partitions D into n segments, i.e., D = S1 ∪ . . . ∪ Sn and Sp ∩ Sq = ∅,
with the goal of reducing the number of candidate patterns for which frequency
counting is required. The idea of the OSSM is simple: the frequencies of patterns
in diﬀerent parts of the data is diﬀerent. Therefore, computing the frequencies
separately in diﬀerent parts of the data makes it possible to obtain tighter sup-
port bounds for the frequencies of the collections of patterns. This enables one
to prune more eﬀectively, thus improving the speed of counting.
Although the OSSM is an attractive solution for a large class of algorithms, it
suﬀers from one major problem: the construction cost to obtain the best OSSM
of a user-deﬁned segment size for a given large collection is high. This makes the
OSSM much less attractive in practice. For practicality, the authors proposed
hybrid algorithms that use heuristics to contain the runtime, and to construct the
“next best” OSSM. Although the solution guarantees an OSSM that improves
performance, the quality of estimation is sub-optimal. This translates to a weaker
support bound estimated for a given pattern and hence, reduces the probability
of pruning an infrequent pattern.
Our contribution to the above is to show the possibility of constructing the
best OSSM within limited time for a given segment size and a large collection.
Our proposal, called the FSSM, is an algorithm that constructs the OSSM from
the FP-Tree. With the FSSM, we need not compromise the quality of estimation
in favor of a shorter construction time. The FSSM may therefore make obsolete
the sub-optimal algorithms originally proposed. Our experimental results sup-
port these claims.
2 Background
The OSSM is a light-weight structure that holds the support of all singleton
itemsets in each segment of the database D. A segment in D is a partition
containing a set of transactions such that D = S1 ∪ . . . ∪ Sn and Sp ∩ Sq = ∅.
In each segment, the support of each singleton itemset is registered and thus,
the support of an item ‘c’ can be obtained by
∑n
i=1 σi({c}). While the OSSM
contains only segment supports of singleton itemsets, it can be used to give an
upper bound on the support (σ̂) of any itemset C using the formula given below,
where On is the OSSM constructed with n segments.
σ̂(C,On) =
n∑
i=1
min({σi({c}) | c ∈ C})
Let us consider the example in Figure 1. Assume in this conﬁguration, each
segment has exactly two transactions. Then, we have the OSSM (right table)
where the frequency of each item in each segment is registered. By the equation
above, the estimated support of an itemset C = {a, b} would be σ̂(C,On) =
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TID Contents Segment
1 {a} 1
2 {a, b} 1
3 {a} 2
4 {a} 2
5 {b} 3
6 {b} 3
S1 S2 S3 D = S1 ∪ S2 ∪ S3
{a} 2 2 0 4
{b} 1 0 2 3
Fig. 1. A collection of transactions (left) and its corresponding OSSM (right). The
OSSM is constructed with a user-deﬁned segment size of n = 3.
min(2, 1)+min(2, 0)+min(0, 2) = 1. Although this estimate is the support bound
of C, it turns out to be the actual support of C for this particular conﬁguration
of segments. Suppose we now switch T1 and T5 in the OSSM, i.e., S1 = {T2, T5}
and S3 = {T1, T6}, then σ̂(C,On) = 2! This observation suggests that the way
transactions are selected into a segment can aﬀect the quality of estimation.
Clearly, if each segment contains only one transaction, then the estimate will be
optimal and equals the actual support. However, this number of segments will
be practically infeasible. The ideal alternative is to use a minimum number of
segments to maintain the optimality of our estimate. This leads to the following
problem formulation.
Definition 1. Given a collection of transactions, the segment minimization
problem is to determine the minimum value nm for the number of segments in
the OSSM Onm , such that σ̂(C,Onm) = σ(C) for all itemsets C, i.e., the upper
bound on the support for any itemset C is exactly its actual support.
With the FSSM, the minimum number of segments can be obtained quickly in
two passes of the database. However, knowing the minimum number of segments
is at best a problem of academic interest. In practice, this number is still too
large to consider the OSSM as light-weight. It is thus desirable to construct
the OSSM based on a user-deﬁned segment size nu. And since nu  nm, we
expect a drop in the accuracy of the estimate. The goal then is to ﬁnd the best
conﬁguration of segments, such that the quality of every estimate is the best
within the bounds of nu. This problem is formally stated as follows.
Definition 2. Given a collection of transactions and a user-defined segment
size nu  nm to be formed, the constrained segmentation problem is to
determine the best composition of the nu segments that minimizes the loss of
accuracy in the estimate.
3 FSSM: Algorithm for Fast OSSM Construction
In this section, we present our solutions to the above problems. For the ease of
discussion, we assume the reader is familiar with the FP-Tree and the OSSM. If
not, a proper treatment can be obtained in [5, 10].
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3.1 Constructing the Ideal OSSM
Earlier, we mentioned that the FSSM constructs the optimal OSSM from the
FP-Tree. Therefore, we begin by showing the relationship between the two.
Lemma 1. Let Si and Sj be two segments of the same configuration from a
collection of transactions. If we merge Si and Sj into one segment Sm, then Sm
is the same configuration, and σ̂(C,Sm) = σ̂(C,Si) + σ̂(C,Sj).
The term configuration refers to the characteristic of a segment that is de-
scribed by the descending frequency order of the singleton itemsets. As an ex-
ample, suppose the database has three unique items and two segments, i.e.,
S1 = {b(4), a(1), c(0)} and S2 = {b(3), a(2), c(2)}, where the number in the
parentheses is the frequency of each item in the segment. In this case, both seg-
ments are described by the same conﬁguration 〈σ({a})  σ({b})  σ({c})〉, and
therefore can be merged (by Lemma 1) without loosing accuracy.
In a more general case, the lemma solves the segment minimization prob-
lem. Suppose each segment begins with a single transaction, i.e., the singleton
frequency registered in each segment is either ‘1’ or ‘0’. We begin by merging
two single-transaction segments of the same conﬁguration. From this merged
segment, we continue merging other single-transaction segments as long as the
conﬁguration is not altered. When no other single-transaction segments can be
merged without loosing accuracy, we repeat the process on another conﬁgura-
tion. The number of segments found after processing all distinct conﬁgurations
is the minimum number of segments required to build the optimal OSSM.
Theorem 1. The minimum number of segments required for the upper bound on
σ(C) to be exact for all C, is the number of segments with distinct configurations.
Proof: As shown in [10].
Notice the process of merging two segments is very similar to the process of
FP-Tree construction. First, the criterion to order items in a transaction is the
same as that to determine the conﬁguration of a segment (speciﬁcally a single-
transaction segment). Second, the merging criterion of two segments is implicitly
carried out by the overlaying of a transaction on an existing unique path1 in
the FP-Tree. An example will illustrate this observation. Let T1 = {f, a,m, p},
T2 = {f, a,m} and T3 = {f, b,m} such that the transactions are already ordered,
and σ({b})  σ({a}). Based on FP-Tree characteristics, T1 and T2 will share the
same path in the FP-Tree, while T3 will have a path of its own. For the two
transactions overlaid on the same path in the FP-Tree, they actually have the
same conﬁguration: 〈σ({f})  σ({a})  σ({m})  σ({p})  σ({b})  . . .〉, since
σ({b}) = 0 in both T1 and T2 and σ({p}) = 0 for T2. For T3, the conﬁguration
is 〈σ({f})  σ({b})  σ({m})  σ({a})  σ({p})  . . .〉, where σ({a}) =
σ({p}) = 0. Clearly, this is a diﬀerent conﬁguration from T1 and T2 and hence,
a diﬀerent path in the FP-Tree.
1 A unique path in the FP-Tree, is a distinct path that starts from the root node, and
ends at one of the leaf nodes in the FP-Tree.
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Theorem 2. Given a FP-Tree constructed from some collection, the number of
unique paths (or leaf nodes) in the FP-Tree is the minimum number of segments
achievable without compromising the accuracy of the OSSM.
Proof: Suppose the number of unique paths in the FP-Tree is not the minimum
number of segments required to build the optimal OSSM. Then, there will be
at least one unique path that has the same conﬁguration as another path in
the FP-Tree. However, two paths Pi and Pj in the FP-Tree can have the same
conﬁguration if and only if, there exist transactions in both paths that have the
same conﬁguration. If Ti ∈ Pi and Tj ∈ Pj are of the same conﬁguration, they
must satisfy the condition Ti ⊆ Tj and ∀c ∈ Tj −Ti, σ({c})  σ({x|Ti| ∈ Ti}), or
vice versa. However by the principle of FP-Tree construction, if Ti and Tj satisfy
the above condition, then they must be overlaid on the same path. Therefore,
each unique path in the FP-Tree must be of a distinct conﬁguration. Hence, we
may now apply Theorem 1 to complete the proof of Theorem 2.
Corollary 1. The transactions that are fully contained in each unique path of
the FP-Tree is the set of transactions that constitutes to a distinct segment in
the optimal OSSM.
Proof: By Theorem 2, every unique path in the FP-Tree must have a distinct
conﬁguration, and all transactions contained in a unique path are transactions
with the same conﬁguration. In addition, since every transaction in the collection
must lie completely along one of the paths in the FP-Tree, it follows that there
is an implicit and complete partition on the collection by the unique path the
transaction belongs. By this observation, every unique path and its set of trans-
actions must therefore correspond to a distinct segment in the optimal OSSM.
Hence, we have the above corollary of Theorem 2.
From Theorem 1, we shall give an algorithmic sketch of the construction algo-
rithm for the optimal OSSM. Although this has little practical utility, its result
is an intermediate step towards the goal of ﬁnding the optimal OSSM within
the bounds of the user-deﬁned segment size. Hence, its eﬃcient construction is
still important. The algorithm to construct the optimal OSSM is given in Fig-
ure 2. Notice that the process is very much based on the FP-Tree construction.
In fact, the entire FP-Tree is constructed along with the optimal OSSM. There-
fore, the eﬃciency of the algorithm is bounded by the time needed to construct
the FP-Tree, i.e., within two scans of the database.
The results of the above is important to solve the constrained segmentation
problem. As we will show in the next subsection, the overlapping of unique paths
in the FP-Tree contain an important property that will allow us to construct
the best OSSM within the bounds of the user-deﬁned segment size. As before,
we shall present the formal discussions that lead to the algorithm.
3.2 Constructing OSSM with User-Defined Segment Size
Essentially, Theorem 1 states the lower bound nm on the number of segments
allowable before the OSSM becomes sub-optimal in its estimation. Also men-
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Algorithm BuildOptimalOSSM(Set of transactions D)
begin
Find the singleton frequency of each item in D; // Pass 1
foreach transaction T ∈ D do // Pass 2
Sort T accordingly to descending frequency order;
if (T can be inserted completely along an existing path Pi in the FP-Tree) then
Increment the counter in segment Si for each item in T ;
else
Create the new path Pj in the FP-Tree, and the new segment Sj ;
Initialize the counter in segment Sj for each item in T to 1;
endif
endfor
return optimal OSSM and FP-Tree;
end
Fig. 2. Algorithm to construct the optimal OSSM via FP-Tree construction.
tioned is that the value of nm is too high to construct the OSSM as a light
weight and easy to compute structure. The alternative, as proposed, is to intro-
duce a user-deﬁned segment size nu where nu  nm. Clearly, when nu < nm, the
accuracy can no longer be maintained. This means merging segments of diﬀerent
conﬁguration so as to reach the user-deﬁned segment size. Of course, the sim-
plest approach is to randomly merge any distinct conﬁguration. However, this
will result in an OSSM with poor pattern pruning eﬃciency. As such, we are
interested in constructing the best OSSM within the bounds of the user-deﬁned
segment size. Towards this goal, the following measure was proposed.
SubOp (S) =
∑
ci,cj
[σ̂({ci, cj},O1) − σ̂({ci, cj},Ov)]
In the equation, S = {S1, . . . , Sv} is a set of segments with v  2. The
ﬁrst term is the upper bound on σ({ci, cj}) based on O1, which consists of one
combined segment formed by merging all v segments in S. The second term
is the upper bound based on Ov which keeps the v segments separated. The
diﬀerence between the two terms quantiﬁes the amount of sub-optimality in the
estimation on the set {ci, cj} to have the v segments merged, and the sum over
all pairs of items measure the total loss. Generally, if all v segments are of the
same conﬁguration, then SubOp (S) = 0, and if there are at least two segments
with diﬀerent conﬁgurations, then SubOp (S) > 0.
What this means is that we would like to merge segments having smaller
sub-optimality values, i.e., they have a reduced loss when the v segments are
merged. And this measure is the basis of operation for the algorithms proposed
by the authors. Clearly, this approach is expensive. First, computing a single sub-
optimality value requires the sum of all pairs of items in the segment. If there
are k items, then there are k·(k−1)2 terms to be summed. Second, the number of
distinct segments for which the sub-optimality is to be computed is also very
large. As a result, the runtime to construct the best OSSM within the bounds
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of the user-deﬁned segment size becomes very high. To contain the runtime,
hybrid algorithms were proposed. These algorithms ﬁrst create segments of larger
granularity by randomly merging existing segments before the sub-optimality
measure is used to reach the user-deﬁned segment size. The consequence is an
OSSM with an estimation accuracy that cannot be predetermined, and is often
not the best OSSM possible for the given user-deﬁned segment size.
With regards to the above, the FP-Tree has some interesting characteristics.
Recall in Theorem 2, we learn that segments having the same conﬁguration share
the same unique path. Likewise, it is not diﬃcult to observe that two unique
paths are similar in conﬁguration if they have a high degree of overlapping
(i.e., sharing of preﬁxes). In other words, as the overlapping increases, the sub-
optimality value approaches zero. To illustrate this, suppose T1 = {f, a,m}, T2 =
{f, a, c, p} and T3 = {f, a, c, q}. A FP-Tree constructed over these transactions
will have three unique paths due to their distinct conﬁgurations. Assuming that
T2 is to be merged with either T1 or T3, then we observed that T2 should be
merged with T3. This is because T3 has a longer shared preﬁx than T1, i.e.,
more overlapping in the two paths. This can be conﬁrmed by the calculating the
sub-optimality, i.e., SubOp(T1, T2) = 2 and SubOp(T2, T3) = 1.
Lemma 2. Given a segment Si and its corresponding unique path Pi in the
FP-Tree, the segment(s) that have the lowest sub-optimality value (i.e., the most
similar configuration) with respect to Si, are the segment(s) whose unique path
has the most overlap with Pi in the FP-Tree.
Proof: Let Pj be a unique path with a distinct conﬁguration from Pi. Without
loss of distinction in the conﬁguration, let the ﬁrst k items in both conﬁgurations
share the same item and frequency ordering. Then, the sub-optimality computed
with or without the k items will be the same; since computing all pairs of the
ﬁrst k items (of the same conﬁguration) contributes a zero result. Furthermore,
the sub-optimality of Pi and Pj has to be non-zero. Therefore, a non-zero sub-
optimality depends on the remaining L = max(|Pi|, |Pj |)− k items, where each
pair (formed from the L items) contributes to a non-zero partial sum. As k tends
towards L, the number of pairs that can be formed from the L items reduces,
and the sub-optimality thus approaches zero. Clearly, max(|Pi|, |Pj |) > k > 0
when Pi and Pj in the FP-Tree partially overlaps one another, and k = 0 when
they do not overlap at all. Hence, with more overlapping between the two path,
i.e., a large k, there is less overall loss in the accuracy, hence Lemma 2.
Figure 3 shows the FSSM algorithm that constructs the best OSSM based
on the user-deﬁned segment size nu. Instead of creating segments of larger gran-
ularity by randomly merging existing ones, we begin with the nm segments in
the optimal OSSM constructed earlier. From this nm segments, we merged two
segments at a time such that the loss of accuracy is minimized. Clearly, this is
costly if we compare each segment against every other as proposed [10]. Rather,
we utilize Lemma 2 to cut the search space down to comparing only a few seg-
ments. More importantly, the FSSM begins with the optimal OSSM and will
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Algorithm BuildBestOSSM(FP-Tree T, Segment Size nu, Optimal OSSM Om)
begin
while (number of segments in Om > nu) do
select node N from lookup table H
where N is the next furthest from the root of T and has > 1 child nodes;
foreach possible pair of direct child nodes (ci, cj) of N do
Let Si/Sj be the segment for path Pi/Pj containing ci/cj respectively;
Compute the sub-optimality as a result of merging Si and Sj ;
endfor
Merge the pair Sp and Sq whose sub-optimality value is smallest;
Create unique path Pp q in T by merging Pp and Pq;
endwhile
return best OSSM with nu segments;
end
Fig. 3. FSSM: algorithm to build the best OSSM for any given segment size nu < nm.
always merge segments with minimum loss of accuracy. This ensures that the
best OSSM is always constructed for any value of nu.
Each pass through the while-loop merges two segments at a time, and this
continues until the OSSM of nm segments reduces to nu segments. At the start
of each pass, we ﬁrst ﬁnd the set of unique paths having the longest common
preﬁx (i.e., the biggest k value). This is satisﬁed by the condition in the select-
where statement which returns N , the last node in the common preﬁx. This
node is important because together with its direct children, we can derive the
set of all unique paths sharing this common preﬁx. The for-loop then computes
the sub-optimality for each pair of segments in this set of unique paths. Instead
of searching the FP-Tree (which will be ineﬃcient), our implementation uses
a lookup table H to ﬁnd N . Each entry in H records the distance of a node
having more than one child, and a reference to the actual node in the FP-Tree.
All entries in H are then ordered by their distance so that the select-where
statement can ﬁnd the next furthest node by iterating through H.
Although the pair of segments to process is substantially reduced, the eﬃ-
ciency of the for-loop can be further enhanced with a more eﬃcient method of
computing sub-optimality. As shown in the proof for Lemma 2, the ﬁrst k items
in the common preﬁx do not contribute to a non-zero sub-optimality. By the
same rationale, we can also exclude all the h items where their singleton fre-
quencies are zero in both segments. Hence, the sub-optimality can be computed
by considering only the remaining |I| − k − h or max(|Pi|, |Pj |)− k items.
After comparing all segments under N , we merge the two segments repre-
sented by the two unique paths with the least loss in the accuracy. Finally, we
merge the two unique paths whose segments they represent were combined ear-
lier. This new path will then correspond to the merged segment in the OSSM,
where all nodes in the path are arranged according to their descending singleton
frequency. The rationale for merging the two paths is to consistently reﬂect the
state of the OSSM required for the subsequent passes.
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Fig. 4. (a) Runtime performance comparison for constructing the OSSM based on a
number of given segment sizes. (b) Corresponding speedup achieved for Apriori using
the OSSMs constructed in the ﬁrst set of experiments.
4 Experimental Results
The objective of our experiment is to evaluate the cost eﬀectiveness of our ap-
proach against the Greedy and Random-RC algorithms proposed in [10]. We
conducted two sets of experiments using a real data set BMS-POS [6], which has
515,597 transactions. In the ﬁrst set of experiments, we compare the FSSM
against the Greedy and Random-RC in terms of their performance to construct
the OSSM based on diﬀerent user-deﬁned segment sizes. In the second set of
experiments, we compare their speedup contribution to the Apriori using the
OSSMs constructed by the three algorithms at varying segment sizes.
Figure 4(a) shows the results of the ﬁrst set of experiments. As we expected
from our previous discussion, the Greedy algorithm experiences extremely poor
runtime when it comes to constructing the best OSSM within the bounds of
the given segment size. Compared to the greedy algorithm, FSSM produces
the same results in signiﬁcantly less time, showing the feasibility of pursuing
the best OSSM in practical context. Interestingly, our algorithm is even able
to out-perform the Random-RC on larger user-deﬁned segment sizes. This can
be explained by observing the fact that the Random-RC ﬁrst randomly merge
segments to some larger granularity segments before constructing the OSSM
based on the sub-optimality measure. As the user-deﬁned segment size becomes
larger, the granularity of each segment, formed from random merging, becomes
ﬁner. With more combination of segments, the cost to ﬁnd the best segments to
merge in turn becomes higher.
Although we are able to construct the OSSM at the performance level of
the Random-RC algorithm, it does not mean that the OSSM produced is of
poor quality. As a matter of fact, the FSSM guarantees the best OSSM by the
same principle that the Greedy algorithm used to build the best OSSM from the
given user-deﬁned segment size. Having shown this by a theoretical discussion,
our experimental results in Figure 4(b) provides the empirical evidence. While
the Random-RC takes approximately the same amount of time as the FSSM
during construction, it fails to deliver the same level of speedup as the FSSM in
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all cases of our experiments. On the other hand, our FSSM is able to construct
the OSSM very quickly, and yet deliver the same level of speedup as the OSSM
produced by the Greedy algorithm.
5 Conclusions
In this paper, we present an important observation about the construction of
an optimal OSSM with respect to the FP-Tree. We show, by means of formal
analysis, the relationship between the them, and how the characteristics of the
FP-Tree can be exploited to construct high-quality OSSMs. We demonstrated,
both theoretically and empirically, that our proposal is able to consistently pro-
duce the best OSSM within limited time for any given segment size. More impor-
tantly, with the best within reach, the various compromises suggested to balance
construction time and speedup becomes unnecessary.
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