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Abstract
The present work addresses the problem of es-
tablishing the necessary grid resolution to ob-
tain a given level of numerical accuracy using
a CFD model for prediction of flow over terrain.
It is illustrated, that a very high resolution may
be needed if the numerical difference between
consecutive refinements should be of the or-
der of one percent for all flow directions. For
the present terrain case, resolution in the order
of 1 billion grid points is needed.
Keywords: Computational Fluid Dynamics,
Terrain, Siting, Grid Refinement.
1 Introduction
In the past, several studies have been per-
formed comparing linearized flow models like
the WAsP code with Computational Fluid Dy-
namics (CFD) codes, with respect to accuracy
for complex terrain. Often these CFD com-
putations are performed on insufficient coarse
meshes of less than a million grid points, and
only limited effort is spent to assure grid inde-
pendence with very moderate grid refinement,
[1], [2]. Even though, CFD methods are be-
coming wide spread in the wind community,
there is still a high degree of skepticism about
these methods, and whether a unique solution
can be obtained.
The recent Bolund Blind Comparison, illus-
trated that consistent results could be obtained
by different groups using different CFD models
for the flow around Bolund, [3, 4]. Even though
the Bolund Hill is complex, the complexity of
the terrain is limited to a relatively small area
of 200 m× 200 m embedded in very simple
surroundings. For the Bolund case, it was il-
lustrated by the Risø-DTU group that decently
grid independent results could be obtained with
as little as 300.000 points, see [5].
For actual complex terrain, where not only
the target area of interest is complex, but the
target area itself is surrounded by complex ter-
rain, the requirement for grid independence
may be quite different.
The present study is an investigation of the
necessary grid requirement for a full scale
complex terrain using a second order accurate
CFD model, in order to reduce the numerical
difference between consecutive grid levels to a
given level. The chosen terrain is a complex
site in Portugal just north of the 40◦N, close
to the city of Porto, see [6]. In the present
work, the computations are focused around the
mast 06 at the center of the target area. In
the present work no comparison with meaus-
rements is performed, instead the numerical
accuracy is evalueated based on a series of
computations performed with different grid res-
olution.
2 Code description
The in-house flow solver EllipSys3D is used for
all computations. The code is developed in co-
operation between the Department of Mechan-
ical Engineering at the Technical University of
Denmark and The Department of Wind Energy
at Risø-DTU, see [7, 8] and [9]. All computa-
tions performed in the present work, are done
under the assumption of neutral flow condi-
tions. In the present work the turbulence in the
boundary layer is modeled by the k −  eddy
viscosity model of Launder and Spalding [10],
with constants calibrated for atmospheric con-
ditions as described in the work of Sørensen
see [9] and [11]. The code has previously
been shown to have second order accuracy, in
agreement with the formal order of accuracy of
the applied discretization, see e.g. the report
of Sørensen [12].
3 Terrain processing, com-
putational grid and bound-
ary conditions
When modeling complex terrain, several deci-
sions must be taken about the computational
domain and the boundary conditions (bc’s) ap-
plied at the external faces of the domain. As
the flow at a given point will be influenced by
the terrain that surrounds the point within a
given radius, one needs to decide how much
of the surrounding terrain should be included
in the computations. Secondly, the vertical ex-
tend of the domain must be considered in order
not to disturb the solution.
As we are going to apply simple equilibrium
conditions at the inflow boundaries, logarithmic
velocity profiles etc., we need to assure that
these are applicable where they are applied.
To have equilibrium conditions, we need to as-
sure that the terrain is flat both in the flow direc-
tion and in the cross-flow direction. This is sim-
ilar to what should be done when doing wind
tunnel experiments of terrain flow, where the
terrain at some given radius needs to be flush
with the tunnel floor. In the present work, a tan-
gens hyperbolic function based on the distance
from the center of the computational domain is
used to accomplish the blending of the actual
terrain into a uniform height:
f = tanh
[(
1.6× r
RDomain
)8]
,
where r is the local distance from the center of
the domain, and RDomain is the radius of the
computational domain.
In the present work a cylindrical domain is
used. The two main reasons for selecting a
cylindrical domain are, that the high grid reso-
lution is naturally clustered at the central part
of the domain where it is mostly needed, and
that the domain is equally suited for flow from
all directions. In the central part of the domain
a square grid zone is used around the target
area, which has a size of 2.4 km×2.4 km. This
central region is embedded in a polar zooming
grid that places the farfield boundary approxi-
mately 14 km from the center of the target area,
see Figure 1 and 2. Previous study of neutral
flow over terrain, see e.g. the work of [9], has
shown that using a domain height of approxi-
mately 10 times the change in terrain elevation,
should guarantee that the actual domain height
is not disturbing the flow solution.
Two meshes are used, one highly refined
mesh of 1.2 billion points is used for the most
complicated flow direction from west, called
Mesh-1 see Table 1. Additionally a moderate
fine grid of 300 million points is used to illus-
trate the dependency of the accuracy of the
flow direction, called Mesh-2 see Table 2.
The following bc’s are used: At the terrain
surface standard atmospheric rough wall con-
ditions are applied, at the inlet part of the
outer cylindrical boundary equilibrium condi-
tions (log-law) are applied. At the outlet part of
the cylindrical boundary a fully developed as-
sumption is used, implemented as a zero gra-
dient Neumann conditions for all flow quantities
except for the pressure. More details about the
atmospheric bc’s can be found in the paper by
Sørensen et al. [13].
For most terrains, grid coarsening in connec-
tion with grid independence test will result in
implicit smoothing of the terrain, and thereby
change to the form drag. In the present work,
no procedure is applied to compensate for this
dependency of the form drag on grid resolution
as well as on explicit smoothing and leveling
of the terrain. We would expect, that explic-
itly changing the surface roughness on coarser
grid levels, could to some degree compensate
for the implicit smoothing of the grid coarsen-
ing. In house work along these lines is per-
formed at present, but is still not concluded.
4 Present Study
The focus of the present paper is not to il-
lustrate how well a CFD code can predict the
wind resources in complex terrain, the focus is
merely to illustrate what degree of grid reso-
lution it would take for a very complex terrain
to decrease the numerical difference between
consecutive grid refinements to a given toler-
ance.
The comparison in the following is based on
the difference between the absolute value of
the velocity on a given grid level and on the
finest level, at 50 meter height above terrain
level normalized by the undisturbed velocity at
50 meter height. The results are computed in
a target area of 2 km by 2 km around the Mast
06 position. The comparisons are done with
respect to the mean, the max and the standard
deviation.
The results for the westerly wind direction,
which is the most complicated direction to pre-
dict, are listed in Table 3. For a grid of 150
Figure 1: Overview of the Porto terrain, show-
ing the farfield artificial leveling of the terrain,
and the 2 km×2 km target area enclosed in
the polar domain. The mast 06 is placed at the
center of the target area.
million points, the mean difference compared
to the finest level of 1.2 billion is below 1.4%.
For a more manageable grid of 19 million
points (level 3), an average difference with the
fine grid solution of 3.2 percent is obtained.
The max difference from the fine grid solution
though, is respectively 9.5% and 16.6% on the
level-2 and level-3 mesh. Going to even coarse
meshes, which is more comparable with previ-
ous available studies, a mean difference of 9 to
15 % should be expected, while the max differ-
ence may be as high as 50%.
Using Mesh-2 with 300 million points on the
finest level, see Table 2, an investigation of the
grid dependence on the wind direction is illus-
trated. Comparing the North and West direc-
tion it is seen that the mean difference may
vary with a factor of ten depending on the flow
direction, see Table 4. For the max difference
Figure 2: Detail of the computational grid
around the target area for Mesh-1, showing
the resolution on level-4, or only every 8 cell
in each direction.
similar results are found. This directional de-
pendency clearly indicates that for very com-
plex terrain one would need to make grid de-
pendency studies for all flow directions, in or-
der to have a realistic estimate of the solution
quality.
It is important to remember, that the present
study only indicates whether the solution is ap-
proximately grid independent, or whether we
should expect drastical changes in the flow so-
lution with further grid refinement. The study
does not tell whether the model is well suited
for predicting actual terrain flows.
Having the solution on several grid levels
(here five levels), it would be natural to per-
form Richardson extrapolation [14] or mixed
order extrapolation [15] to get a prediction of
the infinitely fine solution and the order of the
scheme. The Richardson extrapolation fails
to give a meaning full answer, as the flow is
not every where in the asymptotic range where
the solution exhibit a monotonic convergence
towards a single value. Similar, using mixed
order error analysis based on solution on the
four finest grid levels and assuming the solu-
tion to contain error terms of first, second and
third order, it is clear that the first order term
is the dominating term. As second order con-
vergence behaviour of the EllipSys code has
previously been illustrated for smooth aerody-
namic flows, the failure to reach the asymp-
totic range is believed to be related to the large
range of scales present in complex terrain flow.
The lack of asymptotic behaviour is also seen
from the variation of the vertical velocity profile
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Figure 3: Vertical velocity profiles at the loca-
tion of Mast-6.
in Figure 3.
5 Discussion and
conclusions
The present study has shown that as expected
grid convergent solutions can be obtained by
successive grid refinement in terrain simula-
tions. The range of scales involved in sit-
ing/terrain computations dictates a very high
number of grid points to be truly grid indepen-
dent. Additionally, the reduction of the differ-
ence in the solution is lower than expected
from the formal second order accuracy of the
applied code, which indicates that even with
the very fine mesh, the asymptotic range is not
reached due to unresolved features in the ter-
rain.
It is clearly illustrated that the difference be-
tween the solution on the different grid lev-
els is highly dependent on the flow direction,
which is believed to be correlated to the com-
plexity of the upstream fetch. As a result we
conclude that caution should be taken when
making resolution studies, and preferable one
should carry out studies for all relevant flow di-
rection.
Finally, the present simulations indicate that
velocities deviating around 5% from a much
finer solution obtained by doubling the grid res-
olution in all three direction several times, can
be obtained with a grid having between 5 and
10 million points for a terrain with a high geo-
metrical complexity. A grid resolution like this
should be feasible to use on a small scale mul-
tiprocessor machine. Going to much coarser
grids of ∼ one million grid points, could re-
sult in differences of more than 15 percent in
mean values and max deviation of more than
40 percent.
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Table 1: Computational grid parameters for the Mesh-1 configuration, including grid coarsening. All
grids levels consist of 576 blocks, have a domain radius of ∼ 14 km and a domain height of 9 km.
Grid Level Nr. Cells Nr. Vertical Wall Cell Horz. Cell
×10
−6 Cells Size [m] [m]
1 1207 384 0.03 2.3
2 151 192 0.06 4.7
3 19 96 0.12 9.4
4 2.4 48 0.24 18.8
5 .3 24 0.48 37.5
Table 2: Computational grid parameters for the Mesh-2 configuration. All grids levels consist of 144
blocks, have a domain radius of ∼ 14 km and a domain height of 9 km.
Grid Level Nr. Cells Nr. Vertical Cells Wall Cell Size Horz. Cell
×10
−6 [m] [m]
1 300 256 0.03 4.7
2 38 128 0.06 9.4
3 4.7 64 0.12 18.8
4 0.6 32 0.24 37.5
5 0.07 16 0.48 75.0
Table 3: Comparison of the mean, max and standard deviation of difference in the absolute velocity
in percentage of the undisturbed velocity at 50 m height AGL, between the solution on a given grid
level and the finest grid level on Mesh-1.
Coarse Grid Level Mean Diff. in % Max Diff. in % Variance in %
2 (151 mill.) 1.4 9.5 1.5
3 (19 mill.) 3.2 16.6 3.0
4 (2.4 mill.) 9.0 22.4 5.8
5 (0.3 mill.) 15.3 50.5 12.0
Table 4: Dependence on flow direction of the mean, max and standard deviation of difference in the
absolute velocity in percentage of the undisturbed velocity at 50 m height AGL, between the solution
on a given grid level and the finest grid level on Mesh-2.
Coarse Grid Level Quantity North East South West
Mean Diff. 0.3 1.8 0.7 2.7
2 (38 mill.) Max Diff. 2.4 28.9 10.6 14.4
Variance 0.2 2.0 0.7 2.7
Mean Diff. 0.6 3.0 1.2 7.9
3 (4.7 mill.) Max Diff. 7.9 33.4 22.8 21.5
Variance 0.7 3.9 1.5 5.2
Mean Diff. 1.4 4.0 1.5 14.6
4 (0.6 mill.) Max Diff. 11.2 24.7 24.2 44.7
Variance 1.3 3.8 1.9 11.0
Mean Diff. 2.4 7.4 2.3 23.8
5 (0.07 mill.) Max Diff. 15.5 46.5 30.25 75.2
Variance 2.0 5.6 2.8 15.4
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