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Abstract 
Sagara, N. and M. Fukushima, A hybrid method for the nonlinear least squares problem with simple bounds, 
Journal of Computational and Applied Mathematics 36 (1991) 149-157. 
This paper presents a new method with trust region technique for solving the nonlinear least squares problem 
with lower and upper bounds on the variables. The proposed method constructs trust region constraints that are 
ellipses centered at the iterative points in such a way that they lie in the interior of the feasible region. Thus the 
method belongs to the class of interior point methods, and hence we may expect that the generated sequence 
approaches a solution smoothly without the combinatorial complications inherent to traditional active set 
methods. We establish a convergence theorem for the proposed method and show its practical efficiency by 
numerical experiments. 
Keywords: Constrained nonlinear least squares problems, affine-scaling, interior point methods, trust region 
methods. 
1. Introduction 
Constrained nonlinear least squares problems have not been studied so extensively as the 
unconstrained problems. Holt and Fletcher [7] generalize the Levenberg-Marquardt algorithm to 
solve problems with simple bounds and monotonicity constraints on the variables. This method 
has later been extended by Wright and Holt [15] to deal with more general linear constraints. 
In this paper, we propose a new method with trust region technique for solving the following 
nonlinear least squares problem with simple bounds: 
m 
PO> enf(x) g f/I F(x) II* = 4 C c*(x), 
i=l 
subject toI<x<u, XER”, 
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where F(x)=(F,(x),..., F,(x)) with 4 E C*, and 1 and u are n-dimensional vectors of lower 
and upper bounds, respectively. Throughout the paper, the norm ]] . 11 stands for the Euclidean 
norm ]I. II 2. For any vector u E R”, its components will be denoted ui, i = 1, 2,. . . , n. 
Note that the elements of 1 and u are assumed to be finite. This assumption may seem 
somewhat restrictive, because variables are often constrained on one side only, e.g., x > 0, or 
completely unconstrained. From practical viewpoints, however, it is helpful to introduce reasona- 
ble bound constraints even for such problems, as pointed out in [6, p.1881. 
The method proposed in this paper constructs trust region constraints, which are ellipses 
centered at the i+. ,.~ive points, in such a way that they lie in the interior of the feasible region. 
Thus the method belongs to the class of interior point methods, and hence we may expect that 
the generated sequence approaches a solution smoothly without the combinatorial complications 
inherent to traditional active set methods. 
However, since solutions of the problem are usually on the boundary of the feasible region, 
the trust region ellipses may tend to be arbitrarily thin and, as a result, we eventually suffer from 
numerical instability. 
To avoid this difficulty, we incorporate the idea of active set strategy into the method. Because 
the use of trust region ellipses prevents the iterative points from unduly frequent contact with the 
constraint boundary, we may still expect that the method retains the advantage of the interior 
point method. Numerical experience supports this claim and indicates that the new method is 
particularly efficient for large scale problems. 
2. Motivation and description of the algorithm 
Suppose the current point x is an interior point of the feasible region. Let p denote the vector 
which determines the next point x+ from the current point x, that is, x+ = x + p. We require 
that x+ also remains in the interior of the feasible region. This will be fulfilled if we choose p in 
the ellipse defined by 
n Pi* 
=i i 
<A*, (2-Q 
r=l 
d, 
where dj p min{( ui - xi), (xi - li)} > 0 and 0 < A < 1. Indeed, if xJ’ < Z, for some j, then it 
follows from the definition of d, that 
O’d,<x,-l/=x,‘-p,-i,< -p,. 
This implies that 
contradicting (2.1) since A < 1. Hence x,7 > I, must hold. We can also show x,? < ui in a similar 
manner. 
Thus we get the following Gauss-Newton type subproblem with trust region constraints (2.1): 
~n~ll~(x)+J(x)~ll~, 
P 
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where J(X) = v~‘(x). This problem may be rewritten as 
(Pi) minICI(p)=gTp+~pTBp, 
P 
subject to]]Dp]] <A, PER”, 
where g = ~f( x) = J( x)~F( x), B = J( x)~J( x) and D = diag(l/d,). 
The trust region I] Dp II < A corresponds to a sphere with respect to the metric defined by the 
distance from the current point to the constraint boundary. Thus, the method may be viewed as 
an affine scaling algorithm akin to the recently developed linear programming algorithms 
[1,3,5,13,14]. 
Note that subproblems of the form (PI) have also been used to solve unconstrained nonlinear 
least squares or minimization problems [8,9], where the matrix D is introduced simply to take 
into account the conditioning of the problem. Of course, this is significantly different from the 
present approach which uses the matrix D to keep the iterates within the feasible region of the 
problem. 
Now suppose that p has been obtained by solving (PI). If the value f( x + p) is sufficiently 
smaller than f(x), then we accept p to determine the next point x+:= x + p. Otherwise, we 
halve A and solve subproblem (PI) again. More precisely, let 0 < p < n < 1, y > 1 and 0 < /3 < 1 
be given constants. (Typical values of the parameters are p = 0.2, n = 0.7, y = 1.2 and /3 = 0.99.) 
Compute the ratio 
p& fb +P) -f(x) 
G(P) . 
(2.4 
If p < p, then put x+:= x and A+:= $A; if p < p < 7, then put x+:= x + p and A+:= A; if p 2 77, 
then put x+:= x +p and A+:= min(yA, p)_ 
By repeating the above procedure, we get a sequence of nonincreasing objective values f(x). 
The strategy for changing the value of radius A appears quite similar to that of the standard trust 
region technique [4,8-111. However, the above procedure has the notable feature that the value 
of A is not allowed greater than p so as to ensure that the generated sequence lies in the interior 
of the feasible region. 
Figure 1 illustrates the behavior of trust region ellipses for the following problem: 
my4 = t( Fly4 + F;(x)), 
subject to 0 6 xi < 10, i= 1,2, 
where F, and F2 are defined by 
F,(x) =x2 - (x, + 3)*, F,(x) = 2 + xi. 
The solution of this problem is x* = (0, 9)T and the starting point is chosen as x0 = (7, 5)T. By 
solving (Pi) with x = x0 and A = 0.9, we obtain PO. As the value f(x” + p”) is sufficiently 
smaller than f(x’), we can put x0 +p” as the next point x1. Next, in order to get p’, we solve 
(Pi) with x = x1 and A = 0.99. R epeating this procedure, we obtain x2, p*, x3 and so on. 
As shown in this example, optimal solutions of (PO) are normally on the.boundary of the 
feasible region. In such cases, as the generated points approach a solution, the trust region 
ellipses become thin. This causes numerical instability in solving subproblem (PI) because it 
becomes extremely ill-conditioned. 
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Fig. 1. Behavior of trust region ellipses. 
To avoid this difficulty, we modify (PI) using the idea of active set strategy [5] for solving 
constrained optimization problems. The active set strategy tries to identify the correct active 
constraints at the solution by successively solving subproblems in which some constraints are 
temporarily regarded as active. 
Specifically, we let the e-active sets at the current point x be given by 
A>= {i]x,>Ui-e}, Al = { i ( xi < Zi + 6 } , 
where e > 0, and consider the following problem in place of subproblem (PI): 
(P,) min\C,(p) =gTp+ $pTBp, 
subject to ]] Dp 11 < A, p E R”, 
and p,=Ofor iEA’AA;UA:. 
(2.3) 
Because the trust region ellipse is not extremely thin in the subspace of the free variables xi, 
i e A’, we may expect that the conditioning of problem (P2) is much improved. 
Now suppose that the following conditions are satisfied at the current point x: 
I g; I < c, for all itZA’, (2.4 
gi> -E”, for all i E A;, (2.5) 
gi < c, for all i EAZ, (2.6) 
where gj = af(x)/ax, and P> 0. Then, we terminate the iteration, since the current point x may 
be regarded as an approximate solution of the original problem (P,), provided that e and C are 
sufficiently small. We shall henceforth call such x an e-optimal solution of (P,). 
N. Sagara, M. Fukushima / Nor&near least squares 153 
On the other hand, when any of the conditions (2.4)-(2.6) is violated, we try to improve the 
current solution by solving subproblem (P2). In particular, if (2.4) is violated, then we may expect 
that the solution of (PI) with appropriate A gives an improvement of the objective value for (Pr). 
However, when (2.4) is satisfied but (2.5) or (2.6) is violated, the solution of (P2) will be useless in 
improving the current solution. In this case, we should relax the constraints of (Pz) by dropping 
an index i violating (2.5) or (2.6) from the e-active set A’. For instance, we may remove the 
index i * E A’ such that 
1 gi* ) = max { ( gi 1 1 i E A’ } . 
By means of this reformulation, we may again expect that the solution of (P2) improves the 
current solution. The algorithm to obtain an c-optimal solution of (P,) can be stated as follows. 
Algorithm 
begin 
AI 
A2 
A3 
A4 
A5 
A6 
A7 
A8 
A9 
A10 
choose sufficiently small 6 > 0 and C> 0; 
let x and A E (0, 1) be an initial feasible interior point and an initial trust region radius, 
respectively; 
while x is not e-optimal do 
let A’, AT and Ai be the e-active sets at point x 
begin 
if (2.5) or (2.6) is violated then 
begin 
i*:=argmax{ lg,l liEA’}; 
A’:=A’- {i*}; 
SOLVE(x, A, A’) 
end 
else 
begin 
SOLVE(x, A, A’) 
end 
end 
end 
Procedure SOLVE(x, A, A’) 
begin 
Sl let p, y, /3 and q be fixed parameters such that 0 -C I_L -C q < 1, y > 1 and 0 < p c 1; 
(Comment: typical values of the parameters are p = 0.2, q = 0.7, y = 1.2 and p = 0.99.) 
begin 
s2 obtain the solution p of (P2); 
s3 compute p by (2.2); 
s4 if p G p then 
begin 
S5 A := :A; 
S6 go to s2 
end 
end 
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s7 x:=x+p; 
S8 if p > q then set A := min(yA, /3) 
end 
3. Convergence 
We prove that the proposed method finitely obtains an e-optimal solution of (Pa). 
Lemma 1. Let x be a feasible interior point of (P,) and let p be the solution of (P2). Suppose 
] gi ] = ] af( x)/3x, 1 > E” for some i @ A’. Then, for some constant L > 0 independent of x and p, 
-q(p) 2 ~<rnin{~A, CL}. (3 4 
Proof. Define + : R + R by 
+(T> =+[-TD-‘*eZ), 
I 
where e, is the i th unit vector. Then 
+b)= -=f, lg,l+t,2d; 114112= ~IlJill’ T2di2- 
i 
27di Igil 
I,J_l12 
1 1 
i 
lg.1 2_ 1 kil2 
= tll4ll’ 4- IIJ1/2 
‘j 2 II 4 II 2 ’ 
(3.2) 
I 
where J, = J( x)e, = (iZlF,/ax,, . . . , a&,/ax,)‘. 
Now let T* be the minimizer of + on the interval [0, A]. Note that because p is the solution 
of (P2) and -7*d;( gi/j g, I)e; is feasible for (P2), we have 
+(T*) =$( -T*dj%ei) a+(p). (3.3) 
If 7* < A, then (3.2) implies that T* = ] gj ]/( di II J, II 2, and 
+(r*)= -f$ (3.4) 
I 
On the other hand, if 7 * = A, then we have 
~(~*)=-AdiIg;I+~A2d~IIJ11l2~-Ad;IgiI+~AdiIgiI=-Ad;IgiI, 
since 7 * = A implies A < ) gi I/(d; II Ji II 2), i.e., ] g; ] > di II Ji I( ‘A. 
Moreover, since i E A’ implies dj > C, it follows from (3.5) that 
+(T*) < -$A~]gJ. 
Consequently it follows from (3.3), (3.4) and (3.6) that 
(3 5) 
(3.6) 
-+(p)>$Ig,Imin 
{ &)- 
l A 
But since II .( II is bounded and ] g, ] 2 E”, we obtain the desired inequality (3.1). 0 
Now we establish a finite termination property of the algorithm. 
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Theorem 2. For any fixed E > 0, the algorithm obtains an c-optimal solution of (P,) in a finite 
number of iterations. 
Proof. Suppose that the algorithm does not terminate finitely. First we show that the generated 
sequence of trust region radii A is bounded away from zero. Let x and p be a current interior 
feasible point and the corresponding solution of (P2), respectively. Since x is not c-optimal, there 
exists an index i @ A’ such that 1 g, 1 > <. Therefore, (3.1) implies that, if A tends to zero as the 
iteration proceeds, we eventually have 
-J/(p) > +GA. (3 -7) 
On the other hand, since f E C2 and since x and p are bounded, there exists a constant K > 0, 
independent of x and p, such that 
f(x+P)-f(x)-+(P)dKIIPI12. (3 -8) 
Moreover, since II Dp 11 <A and ]I D-’ I] is bounded, we have ]I p ll G uA for some constant 
(J > 0. Thus, by (3.8) 
f(x+p) -f(x) -G(p) < %a2A2. (3 -9) 
Consequently, if A tends to zero, then it follows from (3.7), (3.9) and the definition (2.2) of the 
ratio p that 
IP-II= 
f(x+p) -f(x) -4(p) ~ Ka2A 
rc/(P) & ’ 
which implies p -+ 1. However, the updating rule for A implies that A cannot be decreased when 
p 2 p. This is a contradiction, and hence A must be bounded away from zero. 
Therefore, the following inequality holds at an infinite number of iterations: 
P= 
f(x+p) -f(x) >cL 
-q(P) . 
(3.10) 
However, (3.10) together with (3.1) implies 
f(x+p) <f(x) - :pQmin{cA, ZL}. (3.11) 
Since A is bounded away from zero, (3.11) implies that the objective value decreases at least by a 
fixed amount. Moreover, the objective value remains the same when (3.10) does not hold. 
Therefore the objective value decreases to - cc as the iteration proceeds. This is a contradiction 
and completes the proof. q 
4. Numerical experiments 
To test the efficiency of the proposed method, it is compared with the Gauss-Newton method 
using an active set strategy. The latter strategy is an adaptation of the active set method for 
linear inequality constraints described in [6, Section 5.21. All programs were coded by the authors 
in FORTRAN 77. The computation was carried out using double precision arithmetic on a 
FACOM-M382 Computer at the Data Processing Center of Kyoto University. 
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In order to examine performance of the algorithms, we have solved the following family of test 
problems of which size can be varied by choosing various values of the parameter n, where n is 
an even integer such that n >, 4: 
my(x) = 5 f 4*(x), 
i=l 
subject to I< x G u, 
where m = 3( n - 2) and the functions E]. are defined by 
&j_5(x) = l”(x*j-x~j-l), Fej-4(X) = 2 -x*j-l’ 
F6j-3(x) = 3i@(x*j+*-x:j+1)T Fqi-*(x) = 1 - x*j+l> 
~j_*(x)=~(x*j+x*j+*-2), 4jCx) = mtx*j - x*j+*), 
for j= 1, 2,...,; m (cf. [12]). The lower bounds Ii were chosen randomly from the interval 
[0, lo], and the upper bounds ui are fixed at 1000 throughout. The starting points were selected 
sufficiently away from the constraint boundaries. The parameters e and < used in the proposed 
algorithm were set to be lo-* and 10p4, respectively. 
Because the proposed method merely finds e-optimal solutions, it is certainly important to 
consider a correction phase that recovers more accurate solutions from the obtained c-optimal 
solutions. In practice, this may be accomplished in the following manner. We first set all the 
variables belonging to A’ to be the corresponding boundary values, e.g., if 1; < xi < 1; + E, then 
set xi = I,. Using this point as the initial solution of the correction phase, we successively solve 
subproblems (P2) until we get a sufficiently accurate solution of (P,,). This idea seems to be 
legitimate because the correct active set can usally be identified when an r-optimal solution is 
obtained for sufficiently small E [2]. 
In the computational experiments, we terminated the iteration of the correction phase when 
the norm of the projection of of(x) onto the subspace determined by the active set became less 
than 10e6. For the above test problems, we were able to recover accurate solutions successfully 
and the CPU-time spent in the correction phase was always less than 8% of that spent to obtain 
an c-optimal solution. 
We have solved the above test problems for various values of n; we executed 5 test runs for 
each n and computed the average CPU-time. The results are summarized in Table 1, which also 
contains the results for the traditional active set method to attain the same level of accuracy as 
Table 1 
Comparison of the proposed method and the active set method (CPU-time) ’ 
n m 
20 54 
50 144 
70 204 
90 264 
100 294 
110 324 
Proposed method 
CPU-time 2/T1 (sets) 
0.623 
13.912 
44.551 
106.688 
154.079 
216.084 
Active set method 
CPU-time/T2 (sets) 
0.410 
14.525 
57.349 
173.555 
245.891 
358.903 
Ratio Tl/T2 
1.52 
0.95 
0.77 
0.61 
0.62 
0.60 
’ The results are the average of 5 test runs for each n. 
2 CPU-time of the correction phase is included. 
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the proposed method with correction phase. On the ‘whole, the computational results are 
encouraging enough to confirm that the proposed method is well comparable to the active set 
method and becomes more effective as the problem size increases. 
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