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Abstract
We consider the combustion equation as one of the candidates from the class of stiff ordinary differential equations. A solution
over a length of time that is inversely proportional to δ > 0 (where δ > 0 is a small disturbance of the pre-ignition state)
is sought. This problem has a transient at the midpoint of the integration interval. The solution changes from being non-stiff
to stiff, and afterwards becomes non-stiff again. We provide its asymptotic and numerical solution obtained via a variety of
methods. Comparisons are made for the numerical results which we obtain with the MATLAB ode solvers (ode45, ode15s and
ode23s) and some nonstandard finite difference methods. Results corresponding to standard finite difference method are also
presented. Furthermore, the discussion on these approaches along with the others, provides several open problems for new and
young researchers.
c© 2007 Elsevier Ltd. All rights reserved.
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1. Introduction
In the past two decades, stiff differential equations have been studied extensively and various methods for their
solutions have been proposed in the literature. Depending on the nature of stiffness, these methods have been improved
further, some of which we will point out below.
The problem considered in this paper has a transient at the midpoint of the integration interval. The solution changes
from being non-stiff to stiff, and afterwards becomes non-stiff again. More precisely, we consider a model of flame
propagation [1]. If one lights a match, the ball of flame grows rapidly until it reaches a critical size. Then it remains
at that size because the amount of oxygen being consumed by the combustion in the interior of the ball balances the
amount available through the surface. To illustrate this further, let us consider the initial-value problem [1,2]
y˙ = y2(1− y), y(0) = δ, t ∈ [0, 2/δ]. (1.1)
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This problem describes an elementary model of a class of trimolecular equations. Here y(t) ≥ 0 represents the
concentration of the chemical reaction at time t . Two equilibrium states are the pre-ignition state y = 0, and the
explosion state y = 1. The initial value δ > 0 is a small disturbance of the pre-ignition state. In the scalar flame
propagation problem y(t) represents the radius of the ball. The terms y2 and y3 arise from the surface area and the
volume. The initial radius, δ, is small and is a critical parameter. A solution over a length of time that is inversely
proportional to δ is to be found.
In numerical solution of such problems, the integration step-size plays a critical role. While large steps lose some
fast changing properties of the system, small steps introduce too many round-off errors and hence cause numerical
instabilities.
Eq. (1.1) is one example of the family of stiff systems. A vast amount of work has been done in this area. Enright
et al. [3] gave a technique for comparing numerical methods that have been designed to solve stiff systems of ordinary
differential equations. They measure the cost and reliability over a collection of 25 carefully selected problems. They
applied their technique to five methods, of which three turn out to be quite good, including one based on backward
differentiation formulas (BDFs), another on second derivative formulas, and a third on extrapolation. However, each
of the three has a weakness of its own, which can be identified with particular problem characteristics.
In [4], Kassoy employed singular perturbation methods to develop a solution to the differential equation (1.1). The
results are compared with those found by Reiss [2], who used an asymptotic method to construct solutions which
exhibit rapid transient behavior.
Boundary Value Methods have been proposed by Brugnano and Trigiante [5] for the solution of ordinary
differential equations as the third way between multi-step and Runge–Kutta methods. These methods are based on
the study of the stability properties of the characteristic polynomial of a multi-step formula associated with initial and
final conditions.
Generalized Backward Differentiation Formulae (GBDF) are a class of Boundary Value Methods strictly connected
to the well known and most widely used class of BDFs. Many generalizations of BDFs have been introduced in order
to enlarge the stability properties and to have high order A-stable or A(α)-stable methods. Iavernaro and Mazzia [6,
7] used generalized Adams methods of order 3, 5, 7, 9 with step-size control for the numerical solution of first order
ordinary differential equations which are either stiff or non-stiff.
Hsiao [8] used wavelets to solve such problems.
Recently, Jannelli and Fazio [9] solved systems of ordinary differential equations via adaptive stiff solvers at low
accuracy and complexity. They considered two second order Rosenbrock methods with low complexity, and the BDF
method of the same order.
Other notable works are [10–18]. Here, the works of the pioneers Gear and Shampine do not need any explanations.
Among others, Day [11] and Kaps et al. [14] applied the Rosenbrock method, Kaps and Rentrop [13] studied
generalized A(α)-stable Runge–Kutta methods of order four with step-size control whereas Ueberhuber [18] used
the iterated defect corrections approach to solve the stiff systems of ordinary differential equations. It should be noted
that most of the above methods provide some kind of control on the step-size.
The aims in this paper are different and therefore the earlier approaches should merely be considered for additional
information or more precisely for the state-of-the-art purpose. In this paper, we compare the numerical results for
problem (1.1) which we obtain via MATLAB ode solvers (ode45, ode15s and ode23s) and the nonstandard finite
difference methods (NSFDMs) [19,20]. We also present some results corresponding to a standard finite difference
method for this problem. It is to be noted that one of the aspects in the construction of the NSFDMs is the special
emphasis on the design of appropriate denominator function(s) for the various types of differential equations with the
hope that these denominator functions capture some intrinsic properties of the governing differential equations and
hence the methods differ in one way from the standard methods where the denominator functions are some algebraic
functions of the usual step-sizes. Apart from the inclusion of this feature, the above two NSFDMs are also based on
the nonlocal approximation of nonlinear terms in (1.1). We will outline the approaches for obtaining these schemes in
Section 3. For a thorough discussion on nonstandard methods, we refer the readers to Mickens’ books [21,20] as well
as the survey article by Patidar [22].
It is worth mentioning here that stiff differential equations and differential equations of singular perturbation type
are closely related with each other. These two types of equations are discussed by Miranker [23] through a variety of
methods for such problems.
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The rest of the paper is organized as follows. In Section 2, we provide the asymptotic analysis of (1.1). Section 3
deals with some numerical results based on MATLAB ode solvers as well as on the nonstandard finite difference
methods. Finally, in Section 4, we give conclusions and some future directions.
2. Asymptotic analysis
The concept of stiff problems in numerical analysis relates to the concept of singularly perturbed problems in
applied mathematics. This motivates us to use the methods developed for singular perturbation problems to study
the stiff problem (1.1). In this section, we provide the asymptotic analysis of this problem which is based on the
presentation in [24]. The exact solution y(t, δ) of the problem (1.1) involves the Lambert function [25] and has the
implicit form
1/y + ln(1/y − 1) = 1/δ + ln(1/δ − 1)− t.
Its asymptotic behavior as δ → 0 is not obvious. The sign of y˙ implies that y will increase monotonically with t to
its explosive steady state y = 1. Careful numerical integration shows that the solution remains small until t reaches
about 1/δ, where it increases rapidly to the final explosive state. The smaller the value of δ, the longer the solution
stays near the pre-ignition state and the more rapid is the ultimate move to the explosive state y = 1.
For the asymptotic solution, we first seek an outer solution
y(t, δ) = δY (t, δ) = δ(Y0(t)+ δY1(t)+ δ2Y2(t)+ · · ·),
scaled by the initial value. In the resulting initial-value problem
Y˙ = δY 2(1− δY ), Y (0, δ) = 1,
equating coefficients requires that
Y˙0 = 0, Y0(0) = 1,
Y˙1 = Y 20 , Y1(0) = 0,
Y˙2 = 2Y0Y1 − Y 30 , Y2(0) = 0,
etc. The resulting outer solution
y(t, δ) = δ + δ2t + δ3(t2 − t)+ · · ·
therefore provides the small pre-ignition solution asymptotically. Since each Y j grows like t j as t → ∞, breakdown
of this solution can be anticipated when λ = δt = O(1), because the terms of the series then all have the same
asymptotic size. This can be verified by an asymptotic expansion of the exact solution.
An alternative outer expansion is
y(t, δ) = δZ(λ, δ) = δ(Z0(λ)+ δZ1(λ)+ δ2Z2(λ)+ · · ·),
expressed in terms of the slower time λ = δt . In
dZ
dλ
= Z2(1− δZ), Z(0) = 1
equating coefficients requires that
dZ0
dλ
= Z20, Z0(0) = 1,
dZ1
dλ
= 2Z0Z1 − Z20Z1, Z1(0) = 0,
dZ2
dλ
= 2Z0Z2 + Z21 − 2Z20Z1 − 2Z0Z21, Z2(0) = 0, etc.
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Denoting 1− λ by λ˜, we see that the outer solution is
δZ(λ, δ) = δ
λ˜
+ δ
2 ln λ˜(˜
λ
)2 + δ3
[
ln2 λ˜(˜
λ
)3 − ln λ˜(˜
λ
)3 − 1(˜
λ
)3 + 1(˜
λ
)2
]
+ · · ·
which clearly includes the preceding outer solution when t = λ/δ is finite. This expansion breaks down when λ → 1−,
i.e., as t → (1/δ)−. Hence, there is a problem when [δ ln λ˜] /˜λ = O(1). The regular perturbation process becomes
invalid and nonuniform convergence occurs near t = ∞.
Introducing a new time scale
µ = λ− 1+ δµ˜(δ)
δ
where the time shift δµ˜(δ) is to be determined to find a solution
y(t, δ) = ν(µ, δ)
which matches δZ(λ, δ) as µ → −∞. [µ˜(δ) will be very mildly unbounded as δ → 0.] Because ν needs to satisfy
the parameter-free equation
dν
dµ
= ν2 (1− ν),
a solution ν(µ) independent of δ can be obtained, provided the shift µ˜(δ) is appropriately selected. The transition-layer
solution
−1
ν
+ ln
(
ν
1− ν
)
= µ,
matches ν = 1 as µ →∞, so the explosive state will be achieved. Expanding about 1/µ, we obtain
ν = − 1
µ
− 1
µ2
ln
(
− 1
µ
)
− · · · .
Substituting the power series expansion in δ
− 1
µ
= δ
λ˜
(
1− δµ˜
λ˜
)−1
,
we obtain
ν ∼ δ
λ˜
+ δ
2(˜
λ
)2 [ln λ˜− µ˜− ln δ]+ · · · .
This matches the solution δZ to O(δ2) if we choose µ˜(δ) ∼ − ln δ. If we include later terms in the asymptotic
expansion as well as in the exact solution, we find that µ˜(δ) must be asymptotically equal to − ln δ+ ln(1− δ). From
the above analysis, we see that the solution jumps from y = 0 to y = 1 in a transition layer (of thickness O(− ln δ))
about t = 1/δ. This qualitative feature of the solution can be used as a guideline to check the numerical results which
we obtain via various methods and present in the next section.
3. Numerical solution
Assume that h denotes the time step-size 1t and we distribute the grid points through the nodes tk = hk. The
standard forward Euler scheme for (1.1) then takes the form
yk+1 − yk
h
= y2k (1− yk) . (3.1)
Figs. 1 and 2 represent the numerical solution obtained with the above scheme. One can see that this method is
not reliable in the sense that with the step-size used in these figures, we do not get the desired results. The expected
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Fig. 1. Numerical solution of (1.1) with SFDM (3.1) for δ = 0.01, h = 2.
Table 1
Comparison of MATLAB ode solvers for (1.1) for δ = 0.01
Solver Method fails for hmin> No. of steps taken with this hmin
ode45 1.215 43
ode15s 0.293 71
ode23s 0.356 46
Table 2
Comparison of MATLAB ode solvers for (1.1) for δ = 0.0001
Solver Method fails for hmin> No. of steps taken with this hmin
ode45 1.225 3038
ode15s 0.236 88
ode23s 0.356 66
results can be obtained with this method provided a very small step-size is used which is highly impractical and it may
further increase round-off errors. This necessitates the investigations of other methods. Apart from various methods
developed in the literature (some of which are mentioned in the introduction section) to resolve such problems, one
may think of recently developed MATLAB ode solvers, e.g., ode45, ode15s and ode23s. The solver ode45 is actually
used for the non-stiff problems and is based on an explicit Runge–Kutta (4, 5) formula, the Dormand-Prince pair [26].
It is a one-step solver. In general, ode45 is the best solver to apply as a first trial for most problems. Solver ode15s
is a variable order solver based on the numerical differentiation formulas [27,28]. Optionally, it uses the backward
differentiation formulas (BDFs, also known as Gear’s method) that are usually less efficient. The solver ode23s is
based on a modified Rosenbrock formula of order 2 [27].
In Tables 1 and 2, we present comparative results on the efficiency of these solvers. The value for the parameters
RelTol and AbsTol used in our simulation is taken as 10−4. If this value is varied, then the results presented in Tables 1
and 2 will also change. Furthermore, the parameter hmin in these tables is the one used in these codes for the minimum
step-size. We observe from these tabular results that when we consider smaller δ values (e.g., δ = 0.0001 instead of
δ = 0.01) then these solvers work for the same hmin but require a larger number of steps. Furthermore, they do work
for even smaller δ, but then they give oscillatory solutions. Figs. 3–8 are plotted by using the critical values of hmin
after which these solvers fail.
The observations above show that one still does not have a method which is free of the step-size restrictions. In
fulfilling this goal partially, we now consider the Nonstandard Finite Difference Methods (NSFDMs) with which we
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Fig. 2. Numerical solution of (1.1) with SFDM (3.1) for δ = 0.0001, h = 2.
Fig. 3. Numerical solution of (1.1) with ode45 for δ = 0.01.
Fig. 4. Numerical solution of (1.1) with ode45 for δ = 0.0001.
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Fig. 5. Numerical solution of (1.1) with ode15s for δ = 0.01.
Fig. 6. Numerical solution of (1.1) with ode15s for δ = 0.0001.
Fig. 7. Numerical solution of (1.1) with ode23s for δ = 0.01.
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Fig. 8. Numerical solution of (1.1) with ode23s for δ = 0.0001.
do obtain more reliable results for relatively larger step-sizes compared to the one used for the ode solvers and for the
one where Standard Finite Difference Method (SFDM) fails.
The two nonstandard finite difference methods below are based on the nonlocal approximation of the nonlinear
terms in (1.1). Towards the design of appropriate nonstandard methods for differential equations of the type (1.1),
Mickens [20] proposed a numerical scheme which is based on the fixed-point analysis. For convenience, we outline
the main steps in the construction of his scheme below. For a thorough discussion on nonstandard methods, Mickens’
books [21,20] can be consulted. A comprehensive account of work in this direction can be found in the survey article
of Patidar [22].
We note that there are three fixed points of Eq. (1.1), viz., y(1) = y(2) = 0 and y(3) = 1. Hence
R∗ := max
{
|Ri |; where Ri = d{y
2(1− y)}
dt
∣∣∣∣
y=y(i)
; i = 1, 2, 3.
}
= 1,
yields
φ(h, R∗) = 1− e
−R∗h
R∗
= 1− e−h =: φ(h). (3.2)
The discrete first derivative term in (1.1) is represented by (yk+1 − yk) /φ(h). This and the nonlocal approximation
of the nonlinear terms in (1.1) give the following NSFDM for (1.1)
yk+1 − yk
φ(h)
= 2y2k − yk+1yk − yk+1y2k (3.3)
which when simplified leads to
yk+1 = (1+ 2φ(h)yk) yk1+ yk(1+ yk)φ(h) . (3.4)
The above is the Eq. (4.20) in [20]. The main feature of this scheme is the use of nonlocal approximation for
the nonlinear terms in (1.1). Subsequent to Mickens [20], Anguelov and Lubuma [19] proposed that the nonlocal
approximation (e.g., the one on the right hand side in (3.3)) can be constructed in a specific way. We briefly outline
their approach.
Let a, b ∈ R and consider the scheme
yk+1 − yk
φ(h)
= ay2k + (1− a)yk yk+1 − by3k + (1− b)y2k yk+1, (3.5)
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Fig. 9. Numerical solution of (1.1) with NSFDM (3.4) for δ = 0.0001 and φ(h) = 1− e−h , h = 2.
which can be rewritten as
yk+1 = F(φ(h); yk), (3.6)
where
F(φ(h); yk) = yk + φ(h)
[
ay2k + (1− a)yk yk+1 − by3k + (1− b)y2k yk+1
]
.
The values of the parameters a and b are obtained using the following result which is stated and proved in [19]:
Theorem 3.1. The scheme (3.5) is stable with respect to monotone dependence on initial value if
∂F
∂y
(φ(h); y) ≥ 0, y ∈ R, φ(h) > 0.
This yields a ≥ 1 and b < −1/2.
Remark 3.2. In general, the function φ(h) used in (3.5) and (3.6) is not the same as in (3.4) but we will choose some
specific values of the parameters a and b which will give us the same φ(h) as in (3.4) so that we can compare the
numerical results and can see the differences (if any). We take a = 1, b = −1 which gives c = 1 on p. 472 in [19]
and therefore the denominator function in that paper is to be taken as φ(h) = 1− e−h which is the same as the one in
(3.4) (see Eq. (3.2)).
Figs. 9–13 with both of the above schemes ((3.4) and (3.5)) are plotted and discussion is provided in the last section.
It is to be remarked that the choice of the denominator function does not really improve the quality of the solution
as compared to the standard denominator (h in this case). The readers can find that even in our work [29], all the
NSFDMs (designed to solve the problems in population biology) were based on the nonlocal approximations and we
did not find it necessary to use denominator functions other than the standard ones.
Remark 3.3. The choice h = 2 in the use of NSFDMs is made due to the fact that ode45 fails once hmin exceeds
1.225 when δ = 0.0001. Thus we want to check with an h value greater than 1.225.
4. Conclusions and future directions
Our main aim in this paper was to experiment with some of the recent methods for the stiff type of ordinary
differential equations. We considered a combustion equation and presented the qualitative features of the solution
via asymptotic analysis. This information is then used to check the numerical solutions obtained via various methods.
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Fig. 10. Numerical solution of (1.1) with NSFDM (3.5) for δ = 0.0001 using a = 1, b = −1 and φ(h) = 1− e−h , h = 2.
Fig. 11. Numerical solution of (1.1) with NSFDM (3.4) for δ = 0.0001 and φ(h) = h, h = 2.
First, we experimented with the MATLAB ode solvers, namely, ode45, ode15s and ode23s. The important observation
that we made is that none of these ode solvers is free of step-size restrictions. In resolving these problems partially, we
considered the NSFDMs with which we do obtain more reliable results for relatively larger step-sizes (with uniform
partition of the interval under consideration) for which the SFDM failed. However, the distribution of grid points in
these NSFDMs is uniform and hence unnecessary grid points are placed where there is no problem. Nonetheless, if
certain assumptions are followed, one will not get spurious solutions as in the case of the SFDM.
Even though these NSFDMs provide competitive results, their low-order accuracy is still a cause for worry. One
possible remedy is to develop/use the higher order NSFDMs or the Total Variation Diminishing Runge–Kutta (TVD-
RK) method of Gottlieb and Shu [30], and Shu and Osher [31]. Their nonstandard versions should also be developed
in this direction. It should be noted that such TVD methods are also not free of step-size restrictions (see, e.g., [32]).
In the construction of the NSFDMs, a great impetus was made on the design of appropriate denominator function(s)
for the various type of differential equations. It is expected that these denominator functions capture some intrinsic
properties of the governing differential equations and hence the method differs in one way from the standard methods
where the denominator functions are some algebraic functions of the usual step-sizes. The numerical simulations
corresponding to both NSFDMs (see Figs. 9–12) show that the term φ(h) = 1 − e−h does not give better results
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Fig. 12. Numerical solution of (1.1) with NSFDM (3.5) for δ = 0.0001 using a = 1, b = −1 and φ(h) = h, h = 2.
Fig. 13. Numerical solution of (1.1) with NSFDM (3.5) for δ = 0.0001 using a = 1, b = −3 and φ(h) = h, h = 2.
than φ(h) = h (even though one expects that to happen theoretically based on the analyses in [19,20]). So, the only
contribution from these schemes is the nonlocal approximation of nonlinear terms which is different in both schemes.
The graphical results (see, Figs. 11 and 12) show that the new scheme (3.6), which is based on a specific way of
constructing nonlocal approximation does not make any difference in the numerical solution as compared to what
Mickens’ scheme (3.4) gives. Furthermore, even in the situation when φ(h) = h, different choices of a and b do
not improve the quality of the solution which is evident from Figs. 12 and 13. The cases where various choices of
the denominator functions can improve the results are the problems in which the derivative terms (preferably the
highest order derivative terms) are multiplied by a small parameter. Such cases are discussed in [33–35] while other
examples can be found from the references in [22]. This necessitates further studies in the area of NSFDMs. More
attention should be given to the unique nonlinear approximations (rather than the choice of denominator functions
while considering differential equations which are free of small or large parameters) that can produce reliable results
without restricting the step-size.
It should also be noted that we have deliberately violated the condition 0 < φ(h) < 1 used in [19,20] by taking
φ(h) = h = 2, because of two reasons: The first is to check the importance of these NSFDMs over the MATLAB ode
solvers (which fails for this choice of h), and the second is to check whether these NSFDMs still work for φ(h) > 1.
Finally, since the stiff differential equations and differential equations of singular perturbation type are closely
related, the disadvantage of having uniform mesh spacing in these NSFDMs may be resolved with a variable mesh
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approach used for the singular perturbation problems. This part of the work is currently under investigation by
the authors. Furthermore, much work has been done on stiff systems and the construction and/or extension of the
proposed/new nonstandard methods for such systems will be of great importance.
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