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ABSTRACT
DATA FROM THE 1958 CHAMPAIGN-
URBANA METROPOLITAN AREA TRAFFIC STUDY
ARE USED TO PORTRAY PATTERNS OF INTER-
COMMUNITY TRAVEL WHICH CAN BE USED AS
THE BASIS FOR THE DEVELOPMENT OF INTER-
COMMUNITY TRAFFIC MODELS. FACTORS DIS-
CUSSED INCLUDE SPATIAL DISTRIBUTION OF
REGIONAL TRAVEL, VOLUME OR TRAFFIC IN-
TERACTION, AND DEGREE OF CENTRAL CITY
DOMINANCE AS EXPRESSED BY TRIP GENERA-
TION. THESE ITEMS ARE INVESTIGATED BY
TOTAL AS WELL AS BY INDIVIDUAL TRIP
PURPOSE CATEGORIES.
EXAMINATION OF INTERCOMMUNITY
TRAVEL PATTERNS DESCRIBED BY CHAMPAIGN-
URBANA'S 1958 TRAVEL DATA LEADS TO THE
FOLLOWING GENERAL CONCLUSIONS:
(1) THE 14-COUNTY AREA SURROUNDING
CHAMPAIGN-URBANA CONTAINS MORE THAN 90
PER CENT OF THE REGIONAL TRAFFIC MOVE-
MENTS AND PROVIDES AMPLE DATA FOR
ANALYSIS IN DEVELOPING A TRAFFIC MODEL.
(2) CHAMPAIGN-URBANA'S AREA OF
INFLUENCE FOR THE GENERATION OF REGION-
AL TRAFFIC IS OF CONSTANT SIZE AND ITS
CONFIGURATION IS DEPENDENT UPON THE
DISTANCE BETWEEN CHAMPAIGN-URBANA AND
OTHER COMPETING CITIES.
(3) TRIP PURPOSES ASSOCIATED WITH
THE LARGER VOLUMES OF REGIONAL TRIPS
ARE DIFFERENT FROM THOSE PURPOSES FOR
WHICH CHAMPAIGN-URBANA SHOWS THE
GREATEST DEGREE OF DOMINANCE.
(4) CHAMPAIGN-URBANA'S OVER-ALL
PATTERN OF TRIP GENERATION IS ONE OF
NET ATTRACTION, BUT INDIVIDUAL EXCEP-
TIONS OCCUR AS A RESULT OF UNIQUE TRAF-
FIC GENERATING COMMUNITY CHARACTERISTICS.
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PREFACE
The setting for this study is an area
which, by reason of its unique qualities,
suggested itself as an ideal location for an
investigation of this nature: it is situated in
the heart of one of the richest agricultural
regions in the world.
The twin cities of Champaign and Urbana,
Illinois, with an estimated combined population
in 1965 of 93, 500 (including approximately
27,000 students at the University of Illinois)
lie 127 miles south of Chicago, 120 miles
west of Indianapolis, 175 miles northeast of
St. Louis, and 95 miles southeast of Peoria.
Champaign and Urbana serve as a retail
trade center, a transportation center, and a
food processing center for the surrounding
agricultural area. Furthermore, Urbana
serves as the county seat of Champaign County,
which in 1965 had an estimated population of
150, 000, and between 1950 and 1960 ranked
twelfth in population increase among all
Illinois counties, with a gain of 26, 336 persons,
representing a 24. 8 per cent increase over
1950. The city of Champaign, with a 1960
population of 49, 583, experienced a 25. 3
per cent increase over 1950 and Urbana,
with a 1960 population of 27, 294, had a 19. 3
per cent increase.
In the trade area, which encompasses
some eleven counties, the value of all farm
products sold in 1959 exceeded $290, 000, 000.
The 1959 Census of Agriculture indicates that
Champaign County contains 2, 620 farms,
having a total area of approximately 600, 000
acres and an average size of 229 acres, with
a value of $544 per acre.
The University of Illinois is undoubtedly
the dominant influence in the economy of the
area, but a wide variety of manufactured
products make up the diverse economic base
of Champaign-Urbana, including drop forgings
and alloy castings, various types of machinery,
electrical equipment and appliances, athletic
equipment and fixtures, concrete products,
soybean oil, and dairy products. Almost
5, 000 persons are engaged in these industrial
endeavors. Another major influence on the
area is the Chanute Air Force Base, which is
situated at Rantoul, some 14 miles north of
Urbana, and which is the third largest Air
Force Base in the United States.
Annual retail sales in Champaign and
Urbana amount to approximately $100, 000, 000.
Service facilities such as food and lodging are
of major importance due to the demand from
University students, numerous visitors, and
Chanute Field personnel.
The area is served by an excellent net-
work of railroads, including the main line
(Chicago - New Orleans) of the Illinois Central,
the New York Central, the Illinois Terminal,
the Wabash, and the Norfolk and Western rail-
roads. Road transportation includes several
truck lines, long distance bus lines, a local
bus service, and bus routes associated with
the University of Illinois. The principal air-
port is the University of Illinois Willard Air-
port at Savoy, 5 miles south of Champaign,
served by Ozark Airlines. A private airport
is located about 2 miles north of Urbana on
U. S. Route 45, where training and charter
facilities are available.
Several parks are provided throughout
the twin city area under the general control
of the Champaign Park District, the Urbana
Park District, and the Champaign County
Forest Preserve District. In the summer
trained leaders are provided to supervise
various recreational activities. Several golf
courses exist in the area and there are two
private country clubs, one in Champaign and
one in Urbana. Other country clubs are within
reasonable commuting distance.
The facilities for spectator sports in
the area are outstanding and include the
University of Illinois Stadium, the remarkable
new University of Illinois Assembly Hall, and
the Champaign County Fairgrounds. The
Krannert Center for the Performing Arts,
soon to be built on the east side of the Univer-
sity campus will provide cultural facilities
unmatched in any adjoining states. All these
important generators of traffic are regional
in their capacity to attract spectators.
Champaign-Urbana is also noted for its
medical facilities. Its five major hospitals
serve a very wide surrounding area.
In many other respects the two communi-
ties are noteworthy, and make up a complex
which is dynamic in character and which
possesses a high growth potential. It is
against this background that the Traffic
Linkage Study is set.
Eric C. Freund
Acting Director
Bureau of Community Planning
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I. INTRODUCTION
The Illinois Cooperative Highway
Research Program stems from an agreement
between the Illinois Division of Highways and
the University of Illinois in order to provide
continuing effort in highway research. The
Bureau of Public Roads participates in many
of the various research projects conducted
under this program.
The investigation with which this report
is concerned was conceived and proposed as a
cooperative research project in October,
1958, by George T. Marcou, former Project
Supervisor (July, 1959 - December, 1960)
and Associate Professor of Community
Planning at the University of Illinois. It was
one of three related projects instituted under
a group effort by several disciplines in con-
formance with a belief that such effort should
be encouraged in order to promote a compre-
hensive approach to many of the current high-
way research problems.
The study proposal was approved by the
sponsoring agencies and subsequently began
in July, 1959.
A. THE PROBLEM
Many types of transportation studies
have been conducted in various cities through-
out the country. These studies range in scope
from those with very limited objectives, to
the comprehensive origin-destination study
integrating travel by all modes of transporta-
tion with relevant land use, economic, and
population projections. The concentration
of these studies in the larger cities and metro-
politan areas is fully justified because these
locations are the foci of the nation's activity
and growth and, as a result, have suffered the
brunt of the growing pains of an expanding,
motorized society. Although these transpor-
tation studies represent a concentrated attack
on the most vital portions of the current trans-
portation deficiencies, the fact remains that
they are unrelated attacks in the sense that
each is tuned to the solution of a particular
urban area's transportation problems. The
pressing need for relief of metropolitan
transportation difficulties is not questioned;
however, on a broader scale one must recog-
nize that urban travel is still only a portion
of a regional problem and, ultimately, of a
national transportation picture. (')*
The severity and magnitude of traffic
difficulties are related to the size of the
urban area and its intensity of activity.
Hence, the smaller cities with proportionately
smaller problems have received proportionately
less attention with respect to study and analysis
of their particular traffic problems. To carry
this diminution one step further, no significant
effort has been directed toward the smallest
elements linked together by the transportation
network. In relative terms, these smallest
elements might be classed as communities
or municipalities.
"Linked" is perhaps a key word that
helps bring into focus the chain of events
leading to eventual solution of transportation
problems on a national scale. The a priori
*Superscript numbers refer to entries in
Chapter VII, References.
argument is that the solution structure of the
big problem must be based on the understand-
ing and solution of the small contributory
problems. The elemental units in the trans-
portation network are the communities which
are linked to one another and which, in turn,
are linked to the small cities in whose geo-
graphic hinterlands they lie. These small
cities, each with their clusters of outlying
communities, comprise the hinterlands of
large cities and so on until the network is
complete.
On the basis of this simplified struc-
turing of the over-all transportation picture,
and in view of the fact that current analysis
efforts are primarily focused on the urban
scene, it appears that investigation into
some of the lesser components of the trans-
portation network might make a fruitful con-
tribution to the growing fund of knowledge
which will eventually be the basis for sound,
large-scale transportation planning.
B. PURPOSE AND SCOPE OF THE STUDY
Local circumstances combined to pro-
vide a unique opportunity to study one of these
lesser components of the transportation net-
work. A large amount of general and
specialized survey data was made available
through completion of a home interview
traffic study for the Champaign- Urbana
area. (2) In addition, two proposed interstate
highways were scheduled to intersect in the
immediate area, while a third highway was
to be built to Decatur and Springfield, Thus,
an excellent source of information and an
exceptional program of highway construction
combined to provide impetus for highway
research projects.
The purpose of this particular project
is to study East Central Illinois motor vehicle
traffic on an average spring weekday in 1958
between Champaign-Urbana and the communi-
ties located around it.
Champaign-Urbana, in common with
similar cities, is closely linked through its
highway networks to the smaller communities
surrounding it. These communities are depen-
dent upon Champaign-Urbana for many of
their work, business, shopping, recreational,
medical, and educational opportunities.
Similarly, Champaign-Urbana is dependent
on the small communities for the support of
its regional facilities. The collective result
of this interdependence is traffic movement
between the central city and its outlying
communities.
The number and purpose of trips origi-
nating in one community and destined for
another is a measure of interdependence.
Interdependence results in traffic linkage
between communities, and is influenced by
population, land use, location, and transpor-
tation factors in the communities involved, as
well as by the availability, character, and
location of highway facilities in the area.
The ultimate objective of this study is to
develop and evaluate hypotheses concerning
the traffic linkage relationships that exist
between communities in a geographic region
such as the Champaign-Urbana area. These
hypotheses are to be translated into inter-
community traffic models which will permit
estimation of intercommunity traffic between
Champaign-Urbana and the communities in
East Central Illinois. Attention is to be
directed toward the estimation of traffic
for individual trip purposes as well as for
total trip purposes.
Such models can be considered useful
from several viewpoints. There are many
benefits to be achieved from a contribution to
presently limited knowledge of the regional
significance of highway links, smaller metro-
politan areas, and fundamental concepts of
traffic linkage between communities and the
metropolitan area. More specific uses and
applications of intercommunity traffic models
which were frequently encountered during the
literature search at the outset of project
investigations include highway and road
classification, regional analysis and planning,
community analysis and planning, and highway
impact studies. (3)
For the purpose of highway and road
classification, traffic models constitute an
economic and efficient method of obtaining
the travel information necessary for determin-
ing the functional use of a particular facility,
for assigning administrative responsibility
or highlighting of joint governmental interests,
and for defining financial policy in the con-
struction and maintenance of roads and high-
ways. (4,5)
In the field of regional analysis and
planning there is a growing need to develop,
test, and refine fundamental relationships
that offer insight into the structure of regions
and promote solution to regional development
problems. (6) Intercommunity traffic data
can be used to establish these relationships,
to assist in defining planning regions, (7)
and to estimate the extent to which regional
land use facilities are needed and will be used.
Intercommunity traffic studies also con-
tribute significantly to community analysis
and planning in that they constitute a yard-
stick for measuring a community's dependence
on outside sources for the satisfaction of its
daily needs. Public and private interests in
a community can use these data to evaluate
their competitive position against other
communities concerning either existing
services or proposed new ones.
Impact studies, or those investigations
determining the effect and significance of
change in some local or regional facility
(shopping centers, interstate highways, indus-
trial development, etc.), can use the output
of reliable traffic models. Travel patterns,
besides being flexible, are sensitive to
environmental change; hence, they are one of
the primary indicators of the regional impor-
tance of the particular change being evaluated
or proposed.
Intermediate objectives to be attained en
route to the fulfillment of the project goal
previously stated are as follows:
(1) To conduct a survey of the litera-
ture on intercommunity linkage and to prepare
an annotated bibliography of selected refer-
ences.
(2) To portray the existing pattern of
traffic linkage between Champaign-Urbana
and the communities in the region based on
the travel data from the 1958 origin-destina-
tion study.
(3) To develop the traffic linkage
hypotheses and the analytical framework
needed to channel project investigations.
(4) To identify and collect pertinent
community data which may be causal in the
formulation of regional travel patterns.
(5) To analyze the relationship between
community characteristics and intercommunity
traffic and to deve lop corresponding traffic
estimation models.
(6) To draw conclusions relevant to the
validity of the research hypotheses for the
development of regional highway systems and
for regional land use planning.
C. METHOD OF PRESENTATION
Attainment of each of the intermediate
objectives of this research project represents
a distinct phase of investigation and is,
therefore, a noteworthy topic in itself. For
this reason the selected format for presenta-
tion of this report generally follows that of
the several phases mentioned. The reader
is then at liberty to assign emphasis according
to his own discretion, but he will also have,
under one cover, reference to the full scope
of project activities.
The annotated bibliography, (3) which
has been published separately by the Highway
Research Board as part of their Bulletin 347,
is included in its entirety in Chapter VII,
References.
Chapter II of this report shows the
patterns of regional traffic generation as
they were dictated by the origin-destination
data obtained from the Champaign-Urbana
study. These patterns are portrayed by trip
purpose in both tabular and graphic form as
an aid to understanding the conceptual exigenciews
in the development of the regional models.
Chapter III presents the conceptual
development of traffic-linkage hypotheses
and includes a detailed discussion of the-
basic model and its modification to allow
for separation of produced and attracted
trips, and to account for competition betweem
communities in the study region.
Chapter IV is devoted to the basic
methodology of model development and to the
formulation of regional traffic estimation
models.
Chapter V presents the conclusions
derived from project investigations and
indicates recommendations for further
research.
D. NOTATION
The most frequently used combinations
of dependent variables and subscripts in this
study are as follows. The subscripts indicate
first, the type of trip and second, the general
location in the analysis region of the outlying
communities being considered.
1. Dependent Variables (Trips)
Y = number of regional vehicle trips
Z = number of regional person trips,
where the following subscripts may
modify the meaning of these symbols
as follows:
p = produced trips
a = attracted trips
t = total analysis region
i = core area
o = fringe area
Ypt = number of regional vehicle trips
produced by Champaign-Urbana to
outlying communities in the total
14-county analysis region
Yat = number of regional vehicle trips
attracted by Champaign-Urbana from
outlying communities in the total
14-county analysis region
Yai = number of regional vehicle trips
attracted by Champaign-Urbana
from outlying communities located
within Champaign-Urbana's primary
influence zone, or the core (inner
portion) area of the analysis region
Yao = number of regional vehicle trips
attracted by Champaign-Urbana
from outlying communities located
within the fringe (outer portion) area
of the 14-county analysis region
2. Independent Variables (Community Data)
M = some "measure" of a community's
trip generating potential
P = population of a community
C = car registration of a community
E = total employment in a community
S = total dollar sales based on 2. 5 per
cent sales tax collections as reported
by the Fifteenth Annual Report of the
Department of Revenue (FARDR),
"State of Illinois, " Fiscal year
July 8, 1957-June 30, 1958
S 1  = dollar sales in "general merchandise,"
"food group, " and "eating and drinking
places, " as reported and defined by
the FARDR
S2  = dollar sales in "general merchandise"
and "food group" as reported and
defined by the FARDR
J = employment in divisions "wholesale
and retail trade, " "services, " and
"government" as defined by the
Standard Industrial Classification
Manual, "Bureau of the Budget,"
1957, (SICM)
Jl = employment in groups "hospitals, "
"medical and other health services
provided by Federal, State, and
local governments, " "colleges,
universities, professional schools,
junior colleges, and normal schools,
owned either by private associations
or by Federal, State, and local
governments, " "eating and drinking
places, " "motion picture theatres, "
"civic, social, and fraternal
associations, " "hotels, tourist courts,
and motels, " "department stores, "
"offices of physicians and surgeons, "
and "sports promoters, commercial
operators, and miscellaneous amuse-
ment and recreation services, " as
defined by the SICM
J2 = employment in groups "hospitals, "
"medical and other health services
provided by Federal, State, and
local governments, " "colleges,
universities, professional schools,
junior colleges, and normal schools,
owned either by private associations
or by Federal, State and local
governments, " "eating and drinking
places, " "motion picture theaters, "
and "civic, social, and fraternal
associations" as defined by the SICM
AC = number of acres of major open space
in a community
A = number of annual admissions in
"short-term-stay hospitals" in a
community
N = number of physicians and doctors in
a community
R = enrollment in all types of schools in
a community
R 1  = enrollment in colleges and universities
only, where the following subscripts
may modify the meaning of these
symbols as follows:
a = community is functioning as an
attractor of trips
p = community is functioning as a pro-
ducer of trips
c = community is functioning as a major
competing city
3. Independent Variables (Distances)
D = time-distance in minutes, where
the following subscripts may modify
the meaning of this symbol as follows:
cu-a = between Champaign-Urbana and a
community functioning as an attractor
of trips
p-cu = between a trip producing community
and Champaign-Urbana
p-c = between a trip producing community
and the major competing city
E. GLOSSARY
internal trips =
through trips =
regional trips =
produced trips =
attracted trips =
total analysis =
area
trips for which both the
origin and destination were
within the Champaign-
Urbana metropolitan area.
trips for which neither the
origin nor the destination
was within the metropolitan
area.
trips with either the origin
or the destination within the
Champaign- Urbana area.
those one way trips, both
inbound and outbound, made
by vehicles normally garaged
in Champaign-Urbana.
those one way trips made
to and from Champaign-
Urbana by vehicles normally
garaged in outlying communi-
ties.
a 14-county region in East
Central Illinois surrounding
the Champaign-Urbana metro-
politan area.
core area = that inner portion of the 14-
county analysis region
immediately adjacent to
Champaign- Urbana which is
primarily under the influence
of these cities. (The core area
is graphically portrayed by the
cross-hatched portion of
Figure 16. )
that outer portion of the 14-
county analysis region which
is primarily under the influence
of cities other than Champaign-
Urbana. (The fringe area is
graphically illustrated in
Figure 16 by the unshaded area
of the figure. )
external =
competition
competition =
zone
internal = the ability of the trip producing
competition community to fulfill the desires
of its inhabitants within its own
boundaries.
the abilities of other major
communities to compete with
Champaign-Urbana for the
opportunity to satisfy the wants
of the people in the trip pro-
ducing community.
that portion of the analysis
which is under the simul-
taneous influence of Champaign-
Urbana and a given major
competitor; the analysis area
is composed of seven competi-
tion zones.
* ee
fringe area =
II. REGIONAL TRAFFIC PATTERNS IN THE CHAMPAIGN-URBANA AREA
A. GENERAL
The purpose of this chapter is to describe
and examine briefly the regional patterns of
vehicular traffic movements to and from
Champaign-Urbana to gain an understanding
of the relationships which may be pertinent
to the development of intercommunity traffic
models. Only a portion of the 1958 travel
information available for the area contributes
toward this goal.
This chapter is divided into two sections.
The first considers the entire Champaign-
Urbana urban area as a single unit of traffic
generation and depicts its regional traffic
linkage with other geographic areas. These
include Champaign County, a 13-county area
surrounding Champaign County, metropolitan
areas in Illinois and Indiana, the remainder
of these two states, and the rest of the United
States.
Special emphasis is placed on inter-
community traffic between Champaign-Urbana
and the communities within the 14-county
area surrounding Champaign-Urbana. Maps
are used freely in order to facilitate under-
standing of the regional implications of the
traffic patterns. These maps show that
segment of the 14-county area where most
intercommunity traffic occurs. The data
from which the maps were derived are also
included in tabular form to provide more
specific quantitative information than it
would be possible to present by graphic means.
The second portion of this chapter
focuses attention on Champaign-Urbana and
shows the manner in which the regional trips
under consideration are internally distributed
within its urban area. Such a portrayal
permits at least a partial examination of
the relative importance of different community
characteristics in relation to the generation
of regional travel.
Typical questions kept in mind during
this exploration of regional trip data were:
What relationships exist between Champaign-
Urbana's trip production and trip attraction
capabilities? What is the effect of trip pur-
pose on trip generation? Do trip distribution
patterns show any significant geographical
configurations? Answers to questions such
as these will be helpful in formulating
general hypotheses as the first step in the
development of regional traffic models.
The travel data collected during the 1958
Champaign-Urbana origin-destination study
pertains to three types of trips: internal
trips, those trips for which both the origin
and destination were within the Champaign-
Urbana metropolitan area; through trips, or
trips for which neither the origin nor desti-
nation was within the metropolitan area;
and regional trips, those trips with either
the origin or destination within the Champaign-
Urbana area. Of these three types of vehicu-
lar trips, the regional ones establish the inter-
community travel patterns oriented about
Champaign-Urbana as the central city.
Regional trips link the communities
within the study area to Champaign-Urbana
in the same manner as internal trips link
various portions of the cities together; a
principal difference being that they determine
travel patterns on a greater geographic
scale than do internal trips.
For the purpose of this investigation
certain trips originally classified as through
trips have been converted to the regional
trip classification on the basis that they can
be subdivided according to whether a stop is
made within the cordon area. If a stop is made
in accord with the purpose of the through trip,
and this stop can be served only at that parti-
cular location, it is termed a "control" stop and
may be recorded as either an origin or destina-
tion as the specific case may warrant. This
methodology conforms to that used by the Illinois
Division of Highways in conducting the Champaign-
Urbana traffic study. Other stops not meeting the
requirements of control stops are called "inter-
mediate" stops.
If the characteristics of a control stop
were detected by the interviewer, and the
control stop location was thus recorded as
either an origin or destination, the trip
associated with this stop lost its through trip
identity, and became an inbound or outbound
regional trip depending on the direction of
travel at the time of the interview. Based on
the premise that detection of control stops
by the interviewer is difficult in many
situations, and also on the fact that present
regional trip information does include some
trips from this source, the project staff re-
examined through trips which had been
reported as having an intermediate stop. By
matching trip purpose and intermediate stop
purpose, the staff found approximately 240
through trips which they believed would have
been reported as 480 regional trips if errors
in interviewing could be eliminated. These
trips were then removed from the through
trip classification and included with the
regional trip sample.
Table 1 shows the relationship between
regional, through, and internal trips as it
appears following the conversion of the
control stop through trips to regional trips.
It can be seen that the total number of
regional trips constitutes 11. 9 per cent of
the average number of weekday vehicle trips
occurring at the time of the origin-destination
study in 1958.
Trip purpose is a principal variable in
the description of travel patterns, and the
1958 production and attraction capabilities
of Champaign-Urbana vary considerably
from purpose to purpose. Regional traffic
movements are, therefore, treated both
individually by trip purpose, and collectively
as an aggregate or all-purpose category in
order to illustrate these differences.
B. GEOGRAPHIC DISTRIBUTION OF
REGIONAL VEHICLE TRIPS
Tables 2 through 7 explore trip distri-
bution on a broad geographic scale. All
trips classified as regional in nature are
included.
Table 2 shows the distribution among
selected geographic areas of regional vehicle
trips produced* by Champaign-Urbana for
each trip purpose. It is evident from the last
two columns of the table that a 14-county area
surrounding Champaign-Urbana contains
9, 831 vehicle trips (7, 311 in Champaign
County and 2, 520 in the remaining 13
counties) or 91 per cent of the vehicle trips
produced by Champaign-Urbana. The 14-
county area includes Champaign, Coles,
DeWitt, Douglas, Edgar, Ford, Iroquois,
Kankakee, Livingston, Macon, McLean,
Moultrie, Piatt, and Vermilion counties.
*Trips produced by a community refer to Ti:
those one-way trips, either inbound or out-
bound, made by a vehicle normally garaged'
in that particular community, whereas trips
attracted by a community refer to inbound;or
outbound trips made by vehicles garaged
outside of that community. ac.
Metropolitan areas in Illinois and Indiana
combined account for an additional 5 per cent
or 547 trips. The remaining portion of the
two states contribute only 3 per cent or 369
trips, and all other states account for the
remaining 1 per cent or 126 trips.
Comparable results for attracted trips
are indicated in Table 3, which shows that
14, 614 vehicle trips, 90 per cent of the
vehicle trips, attracted to Champaign-Urbana
are related to this same 14-county region.
Table 4 constitutes a brief summary of
the data presented in Tables Z and 3 except for
the inclusion of Columns 5 and 6, which show
the net attraction or production of regional
vehicle trips by Champaign-Urbana, together
with the ratio of the number of trips attracted
to the number of trips produced. If dominance,
or a high degree of influence exerted by a
central city over outlying regions, can be
explained in terms of high net attraction
values, then Table 4 indicates that Champaign-
Urbana does, in fact, exert such influence.
This dominance appears to be especially
significant within Champaign County and the
surrounding 13-county area as indicated by
the net trip attraction volumes of 2, 180
trips and 2, 603 trips, respectively. In the
cases involving the remaining geographic
areas, even though Champaign-Urbana may
still attract more vehicle trips than it
produces, the substantially lower volume of
interchange trips precludes the notion that
Champaign-Urbana also "dominates" these
areas.
Turning to the breakdown of regional
trips by purpose, Table 5 focuses attention
on the distribution of trips produced by
Champaign-Urbana within each listed
geographic area. In all but one area 90 per
cent or more of the trips produced by
Champaign-Urbana are accounted for by three
trip purposes: work, business and pleasure.
The exception occurs in the combined
Illinois and Indiana metropolitan areas
where trip production for these three purposes
totals 88 per cent.
Table 6 pertains to the percentage dis-
tribution, by purpose, of regional vehicle
trips attracted to Champaign-Urbana according
to the geographic location of the outlying
terminal. The distribution of attracted trips
for areas beyond the 14-county area is
similar to that shown in Table 6 for produced
trips, but within the 14-county area some
differences occur. For example, attracted
shopping trips (23 per cent) show a considerable
increase over produced shopping trips (3 per
cent), but the reverse is indicated for
pleasure trips, where attracted pleasure
trips account for 31 per cent and produced
pleasure trips, 57 per cent. Attracted trips
for medical purposes also show an increase
of several percentage points over the corres-
ponding proportion of produced trips for
medical purposes.
Table 7 summarizes the data in Tables
5 and 6. It indicates the net regional traffic
generation of Champaign-Urbana, assuming
a negative implication for trips produced by
Champaign-Urbana, and a positive one for
attracted trips. The result, then, is a series
of figures indicating the variation, according
to trip purposes, in Champaign-Urbana's
capacity as a central city to attract trips.
Within the 14-county area, pleasure trips to
Champaign County represent the only
instance where a net production of trips is
obtained.
Some of the general relationships
contained in the data in Tables 2 through 7
Iare deicmted grrapnhically in Figurer 1 ton a-id in
  
increase over produced shopping trips (3 per
cent), but the reverse is indicated for
pleasure trips, where attracted pleasure
trips account for 31 per cent and produced
pleasure trips, 57 per cent. Attracted trips
for medical purposes also show an increase
of several percentage points over the corres-
ponding proportion of produced trips for
medical purposes.
Table 7 summarizes the data in Tables
5 and 6. It indicates the net regional traffic
generation of Champaign-Urbana, assuming
a negative implication for trips produced by
Champaign-Urbana, and a positive one for
attracted trips. The result, then, is a series
of figures indicating the variation, according
to trip purposes, in Champaign-Urbana's
capacity as a central city to attract trips.
Within the 14-county area, pleasure trips to
Champaign County represent the only
instance where a net production of trips is
obtained.
Some of the general relationships
contained in the data in Tables 2 through 7
are depicted graphically in Figure 1 to aid in
establishing an over-all perspective. For
example, this figure illustrates the
concentration of vehicle trips within the 14-
county area and shows the sharp decline in
the number of vehicle trips that occurs beyond
the 14-county zone. Also, traffic interchange
between Champaign-Urbana and the individual
Standard Metropolitan Areas (SMA) in
Indiana and Illinois is small with the exception
of Chicago, Peoria, and Springfield. Further-
more, trip interchange with the remaining
portions of Illinois and Indiana combined is
slightly more than half of that for the com-
bined metropolitan areas. Finally, regional
trip interchange with all other states com-
bined is roughly equal to the trip interaction
between the Peoria SMA and Champaign-
Urbana.
Traffic between Champaign-Urbana and
communities in the 14-county zone represents
more than 90 per cent of the total regional
traffic. This fact is deemed sufficient
justification for assuming the previously
described 14-county area to be appropriate
for use as a traffic analysis region in the
development of intercommunity traffic models.
In the following discussions of regional
trips, according to the various trip purpose
classifications, there are certain observations
which can help to describe the importance of
each trip purpose as a component of
Champaign-Urbana's over-all regional
traffic generation picture. These are the
volume of regional trips associated with a
specific purpose, the extent of trip inter-
action between Champaign-Urbana and out-
lying communities, exceptions to the norm
in this trip interaction relationship, and
the apparent range of Champaign-Urbana's
influence for each purpose. Wherever
applicable, data presentation centers
around these principal items.
1. Regional Trips for Work Purposes
Figure 2 illustrates the extent to which
vehicle trips are attracted and produced by
Champaign-Urbana for work purposes. The
following observations can be made:
(1) Although one might normally expect
a central city to attract considerably more
work trips than it would produce, Figure 2
indicates that there is a considerable amount
of interaction between the central city and
outlying communities for work purposes.
One work trip is produced by Champaign-
Urbana for every 1. 4 work trips attracted
from outlying communities. This represents
a limited degree of over-all regional dominance
by the central city assuming that equal volumes
of produced and attracted trips represent a
condition of "zero" dominance.
(2) In some cases employment opportuni-
ties in a small community can be of such magni-
tude as to attract more work trips from the
central city than the community furnishes
to the central city. Rantoul, for example,
affords unusual opportunities for work because
of the presence of Chanute Air Force Base.
The drawing power of Champaign-Urbana
assumes secondary status in this instance.
For every work trip Champaign-Urbana
attracts from Rantoul, it produces 2. 5 work
trips to Rantoul.
(3) Another feature shown in Figure 2
is the delineation of Champaign-Urbana's
labor market, or the area in which its
influence for employment purposes is
apparent.
(a) The outer limits of this area
determined by the location of other
competing central cities such as
Bloomington-Normal, Decatur, and
Danville.
(b) There appear to be two distinct
concentric segments in the labor
market area for a central city. One
segment is an inner or core area
immediately adjacent to the central
city in which that city exerts greater
influence than any or all other com-
peting cities. The second segment
is an outer or fringe area where
the effect of competing cities on the
labor market is apparent. The core
area for Champaign-Urbana's labor
market is shown by the concentration
of symbols in the center of Figure 2,
whereas the fringe area is indicated
by a scarcity of symbols as one
moves radially outward from the
center. The interpretation of this
condition can also be reversed, i. e. ,
the lack of symbols around other
central cities indicates that Champaign-
Urbana has relatively little influence
there.
Isochronal lines depicting travel time
in eight-minute intervals, measured from the
center of the Champaign-Urbana area, are
shown in Figure 2 to assist in quantifying
the relationship between travel time and the
proportion of trips falling within each
isochronal interval. Table 2 shows thp
per cent and cumulative per cent for the
regional trips in every travel time interval
for each of the trip purposes being discussed;
Figure 3 graphically illustrates the percentage
distribution of regional trips by trip purpose,
and by travel time from Champaign-Urbana.
The first row of Table 9 shows no trips
within the zero to eight-minute travel time
interval. This is because travel time is
measured from the approximate center of
Champaign-Urbana's urban area, and most
of this area is within the origin-destination
study cordon line. With that exception, the
data presented in Table 9 and Figure 3 are
self-explanatory, and although they provide
additional information, they will not be
specifically referred to below.
2. Regional Trips for Business Purposes
The over-all pattern for business
purpose trips is illustrated in Figure 4.
This pattern is similar to that shown in
Figure 2 for work trips in the following
ways:
(1) The range or extent of Champaign-
Urbana's influence for the generation of
business purpose trips is also limited by
the location of adjacent central cities.
(2) Here again, there is a core area
with a high degree of interaction with the
central city and an outer area where this
interaction gradually diminishes as the
influence of other competing central cities
increases.
(3) The degree of interaction for busi-
ness purposes between the central city and
outlying communities is evidenced by the
ratio of trips attracted to trips produced,
namely, one business trip produced by
Champaign-Urbana for every 1.4 business
trips attracted.
Notable differences between the vehicle
trip patterns depicted by Figures 2 and 4 lie
in the quantitative aspects of trip interaction.
For example, while the ratio between trips
attracted and trips produced is similar, the
volume of vehicle trips for business purposes
is 3, 908 or only about one-third of the work
purpose trips. Thus, within the business
purpose category, Champaign-Urbana main-
tains the same relative importance (1. 4
business trips attracted for each one produced)
to localities within its influence area as it
did for work trips, but trip generation volumes
for business purposes are smaller than for
work purposes.
3. Regional Trips for Shopping Purposes
Examination of Figure 5 produces evi-
dence of a difference in the relationship between
a central city and the outlying region for
shopping trip purposes, as compared to work
and business purposes.
(1) The central city has far greater
attraction for shopping trips than do outlying
smaller communities. The diversity of types
of shopping establishments and the greater
selection range available in the larger stores
appears to be a decisive factor in shopping
trip attraction.
(2) In the case of Champaign-Urbana,
the interchange of the 1, 920 shopping trips
with outlying communities is unbalanced in
the order of 12.4 trips attracted for each
trip produced. This underlines the impor-
tance of central city shopping establishments
as regional traffic generators, and shows
that a high degree of dominance is coupled
with a low degree of trip interaction.
(3) A minor exception to this degree of
interchange of shopping trips is shown for
Decatur. Champaign-Urbana produces
shopping trips to this city but attracts none.
This suggests that other competing central
cities can have either specialized facilities
or higher quality shopping establishments
which can attract trips from Champaign-
Urbana as a result of the competition with
the shopping facilities in the twin-cities.
4. Regional Trips for Pleasure Purposes
Unlike other purposes discussed thus
far, Champaign-Urbana produces more trips
for pleasure purposes than it attracts (see
Figures 6 and 7*).
(1) The relationship between trip
attraction and production for pleasure
purposes is 0. 8 to 1. In addition to the
expected interaction between communities
for pleasure purposes, regional recreational
facilities located in Champaign County seem
to attract a large amount of recreational
traffic from Champaign-Urbana. Notable
examples are the Lake of the Woods Park
at Mahomet and the University of Illinois
golf course at Savoy.
(2) The division of 5, 227 pleasure trips
into 2, 301 trips attracted and 2, 926 trips
produced represents a high degree of trip
*Figure 7 depicts regional trips that were
assigned to rural zones, or to "special uses"
such as Lake of the Woods or the University
of Illinois Airport.
interaction or exchange, which is again
coupled with low dominance on the part of
either Champaign-Urbana or its outlying
areas.
(3) The geographic distribution pattern
of pleasure trips follows that previously
established for other purposes.
5. Regional Trips for Eating Purposes
It can be seen from Figure 8 that the
"eat meal" category of trip purposes is
relatively insignificant with respect to the
regional interaction of vehicle trips between
Champaign-Urbana and outlying areas. The
total number of regional trips involved is
only 362, with 1. 2 trips being attracted for
each trip produced. Regional trips for the
purpose of dining out might have been more
suitably included as one of the minor com-
ponents of pleasure trips, which can be
generated by many diverse motivations.
6. Regional Trips for School Purposes
Vehicle trip interchange for school
purposes between Champaign-Urbana and
its surrounding localities is portrayed in
Figure 9. The University of Illinois accounts
for the majority of vehicular trips for school
purposes. In the spring of 1958 (the period
during which the vehicular trip data were
collected), there were 274 regular students
enrolled who commuted to classes daily. In
addition, school trips also include certain
trips to the University Airport (Figure 7),
student-staff field trips, and trips made by
students between their permanent residence
and their local residence.
(1) The total amount of regional trip
interaction for school purposes is 821, with
the ratio between trips attracted and trips
produced by Champaign-Urbana being 2. 1
to 1.
(2) Figure 9 depicts a regional traffic
pattern similar in shape and range to that
already established for other trip purpose
categories.
7. Regional Trips for Medical-Dental Purposes
Traffic distribution in Figure 10 indi-
cates that Champaign-Urbana is an important
regional center in terms of the provision
of medical and dental services. Clinics,
hospitals, and individual physicians in the
twin cities provide medical services for the
urban population as well as the populations
of many other communities which are not
of sufficient size to support such services.
(1) Trip attraction is much greater than
trip production. Vehicle trips for medical-
dental purposes are second only to shopping
with respect to the ratio between trips
attracted and trips produced. For shopping
purposes this ratio is 12.4 to 1, whereas
for medical-dental purposes it is 9. 2 to 1.
(2) Associated with Champaign-
Urbana's high degree of dominance for
medical-dental purposes is the complementary
condition of a small amount of vehicular
interchange with other communities. Regional
trips produced by the twin cities account for
only 88 out of the total 900 regional trips for
this purpose.
(3) The core and the fringe segments
of Champaign-Urbana's influence area are
also easily identifiable for medical-dental
purposes, and follow the general pattern
previously established for other purposes.
8. Regional Trips for Overnight Purposes
This trip classification was intended to
aid in identifying the intermediate stops of
through trips because the likelihood of a
regional trip being generated for the specific
purpose of obtaining overnight lodging is
remote. However, 15 regional trips within
the 14-county area were classified in this
manner. No attempt was made to show this
small number of trips graphically, but
instead, they are included in the "all other
purpose" category in Figure 11.
9. Regional Trips for All Other Purposes
At the time of the Champaign-Urbana
traffic study this trip classification was
intended to refer only to trips made to a
point where a "change mode of transportation"
occurred. However, considering the 241 trips
involved, together with the distribution shown
in Figure 11, it appears likely that trips for
miscellaneous purposes have also be included
in this category. In any event, the adequacy
of the eight specific purpose categories is
substantiated by the fact that only 1 per cent
of all regional trips are included under "all
other" purposes.
10. Regional Trips for All Purposes
Figure 12 represents a graphic summary
of all regional trips in the immediate region
around Champaign-Urbana. The high volume
of regional trips portrayed in this figure
helps to define the central city influence
area, and more clearly differentiates between
the core and fringe segments of that influence
area.
Total regional vehicle trips between
Champaign-Urbana and outlying communities
within the 14-county area (see Figure 12)
number 24, 445 and account for more than
90 per cent of all regional trips to or from
the twin cities. These 24, 445 regional trips
may be further divided into 14, 614 trips
attracted to, and 9, 831 trips produced by
Champaign-Urbana, resulting in a net of
4, 783 regional trips (including return trips)
to the central city on an average spring day
in 1958. The ratio of trips attracted to
trips produced is in the order of 1. 5 to 1,
considering all trip purposes combined.
Table 10 contains a listing of all
communities within thel4-county area for
which any vehicle trips were recorded, and
for which complete community data were
available. Those few communities for
which complete data were not available
are not included if total vehicle trips were
less than five. If five or more trips occurred,
the necessary community data were estimated,
and such communities were retained in the
listing. For Champaign County this listing
also includes rural zones which were
assigned as trip origins and destinations in
cases where the original travel data identified
no special community.
Figure 7 shows the vehicle trip inter-
change between Champaign-Urbana and these
rural and special use zones, * and supple-
ments the data in each of the preceding
figures in the report.
C. DISTRIBUTION OF REGIONAL TRAFFIC
WITHIN CHAMPAIGN- URBANA
Brief examination of the internal distri-
bution of regional trips** is undertaken
primarily for the additional insight it might
give into the types of community character-
istics, or indices, suitable for measuring a
community's ability to produce or attract
trips. However, broad observations can be
made concerning the importance of different
land uses as generators of specific purpose
regional traffic to the extent that the
generality of the project's zonal land use
*In Table 10, trips involving the special use
zones, University of Illinois Airport,
Champaign City Dump, and Lake of the Woods
have been combined with Savoy, Rural Zone
88, and Mahomet, respectively.
**All regional trips recorded in the 1958
study, including those extending beyond the
14-counties, are included in this data.
data will allow.
Figure 13 gives basic impressions of
Champaign-Urbana's physical layout and
land use structure, and identifies the internal
zones established in the 1958 origin-destination
study. The original east-west orientation of
the cities is evidenced by the grid street
system in the central portion of Figure 13.
Irregular street layouts in the northwest,
southwest, and southeast areas define the
more recent expansion of residential develop-
ment.
The three shaded areas in Figure 13,
from left to right, represent Champaign's
Central Business District (CBD), the
University of Illinois, and the Urbana Central
Business District. These are the primary
traffic generating centers in the metropolitan
area. The University's position is at the
center of the developed area, and its con-
figuration is that of a wedge driven midway
between the two CBD's. The remaining
areas identified in Figure 13 are combinations
of zones having similar land use characteristics.
For example, the zones comprising the north-
west Champaign area and the southwest
Champaign area constitute Champaign's
residential land west of its CBD, and the
northwest Champaign industrial area is an
area of industrial and manufacturing effort.
The remaining areas to the west are rural
in nature, with a scattering of industrial,
commercial, and residential uses.
The hourly distribution of regional trips
entering and leaving this urban area is
portrayed in Figure 14. The shape of these
curves is typical of the traffic movements
recorded by cordon count surveys for an
urban area. Distinctive peak periods result
from the influx of non-resident vehicles in
the early morning, and from their departure
during the latter part of the afternoon.
Secondary peaks of lesser volume (but which
occur at the same times of day) are caused by
the regional movements of Champaign-Urbana
residents, although the direction of movement
is, of course, opposite to that of the non-
residents. These volume differences between
the flow of non-resident vehicles and the
movement of resident vehicles (a net influx
of about 850 non-resident vehicles at the
morning peak, and a net outward movement
of approximately 675 non-residents vehicles at
*Data in Tables 10 through 19 are manual
tabulations and do not precisely agree with
other machine tabulations in the report.
There is a difference of only 68 trips in the
more than 27, 000 regional trips recorded.
the afternoon peak) visually illustrate the
dominance of a central city over the smaller
communities within its hinterlands. By
virtue of its regional facilities, services,
and opportunities, Champaign-Urbana is
first, an attractor of regional trips and
second, a producer of regional trips.
Table 10* shows the division of regional
vehicle trips among the various zone groups
comprising the land use categories indicated
in Figure 13. These land use categories
include residential, commercial, university
(academic area), industrial, and mixed
(mostly peripheral areas) uses. Vehicle
trips are subdivided according to trip purpose,
and also according to whether they are produced
by or attracted to a particular type of land
use. Tables 11 through 19 are condensations
of the data pertaining to each of the trip
purpose classifications shown in Table 10,
which have been extracted to facilitate
discussion.
1. Work Trips
Because of its normal function as the
origin of daily activity, residential land was
expected to be the prime producer of regional
vehicular travel. This expectation is
confirmed by the data in Table 11.
The data show that residential land
dominates as a source of work trips by
producing 3, 287 or 67 per cent of the total
4, 910 regional work trips produced by
Champaign- Urbana. Commercial land
produces 19 per cent of the work trips
indicated, some of which may be the usual
home-to-work trip, but for apartment
dwellers, as opposed to home-to-work
travel by a home owner. It is more likely,
however, that work trip production by
commercial land is composed of goods and
services, and delivery work trips provided
to the region by the central city in conjunction
with normal retail activity. For work trips
attracted from the outlying region, the
drawing power of commercial concentrations
holds a slight advantage over that of resi-
dential areas. Table 11 shows commercial
acreage to be the attractor for 37 per cent
of the 7, 120 attracted regional work trips,
as compared to 35 per cent for the residential
land use component. The remaining attracted
work trips are fairly evenly distributed among
the university (academic portion), industrial,
and mixed land use classification, with 9
per cent, 10 per cent, and 9 per cent,
respectively.
If a comparison of the regional work
trip generating capabilities of Champaign-
Urbana's residential and commercial land
is made on the basis of trips per developed
acre for the appropriately classified zones,
the 5, 787 total regional work trips with
either origin or destination on residential
land represent 1. 06 trips per developed
residential acre, and similarly, for
commercial land, the 3, 552 trips represent
8. 56 trips per developed commercial acre.
The remaining land uses (university,
industrial, and mixed) in Table 11 have
regional work trip generation characteristics
of 3. 19, 2. 80, and 1. 86 trips per developed
acre, respectively.
The shortcomings of acreage as a unit
of trip generation are recognized; however,
because the project's primary concern is
with the intercommunity generation of
travel, only limited land use data were
collected within the Champaign-Urbana
metropolitan area.
In addition to trip relation to the above
general land use categories, a brief exami-
nation was made of the specific types of
establishments in Champaign-Urbana that
attracted regional work trips. It was found
that 118 different groups of work places
could be identified from the original inter-
view forms, and that no particular group was
responsible for a large proportion of the trips.
2. Business Trips
Table 12 shows that residential land is
also the largest producer of regional business
trips, with 1, 155 or 65 per cent of the total
of 1, 785 business trips. Commercial
acreage produces 23 per cent of the business
trips in the region, and the remaining three
land uses each account for 4 per cent of the
produced business trips.
In the attraction of regional business
trips, commercial acreage ranks first with
51 per cent, and residential land is second
with 31 per cent.
When total regional business trips are
considered, residential and commercial land
together account for 84 per cent of the trips,
with residential land holding a slight 4 per
cent advantage.
Regional business trip generation rates
computed on the basis of total trips per acre
of land for each land use are: residential:
0. 36, commercial: 4.21, university: 1.01,
industrial: 0.68, and mixed: 0.41.
Examination of a sampling of the business
trips attracted to Champaign-Urbana yielded
results similar to that for work trips, i. e.,
that many different types of establishments
were involved, and that no particular type
could be identified as being of major
importance.
3. Shopping Trips
The basic pattern of regional shopping
trip generation is distinctive, although the
total trips shown constitute less than 2, 000
regional trips. Concentration of attracted
regional shopping trips, the bulk of which
converge at the central business districts
of Champaign and Urbana, illustrates the
characteristic drawing power of the shopping
facilities in a central city. A principal
reason for this demonstrated ability to
attract regional shopping trips is, presumably,
that the larger cities can offer a greater
variety of establishments with a resulting
increase in merchandise selection. Potential
shoppers in smaller outlying communities,
where merchandise selection is limited, will
turn to the shopping facilities of the larger
cities as dictated by their individual desires.
In turn, the success of a larger city's shopping
facilities in tapping its potential source of
customers from the hinterlands depends upon
its ability to compete with other larger cities
in satisfying the wants of these customers.
Table 13 quantitatively demonstrates
the significance of commercial land as an
attractor of regional shopping trips in that
it attracts 86 per cent of the 1, 780 regional
shopping trips to the Champaign-Urbana area.
Residential acreage is the attractor for 12
per cent of these regional shopping trips
from localities beyond the urban area. This
latter percentage reflects the nonhomogeneity
inherent in land use classification on a zonal
scale, in that commercial establishments
are scattered through the urban area.
Champaign-Urbana produces 148 trips
involving outlying communities on an average
weekday. The causes of these trips are not
known, and may range from trips to obtain
speciality items or services at unique loca-
tions to shopping trips resulting from another
city's successful competition with Champaign-
Urbana's shopping facilities.
The only regional trip generation rate
of any significance for this shopping trip purpose
is that of commercial land. The number of
total shopping trips generated per developed
acre in zones classified as commercial is
3. 83, of which all but 4 per cent refers to
attracted shopping trips.
The sampling of types of establishments
generating regional shopping trips yielded
some substantially definitive results. Of the
40 Standard Industrial Classification Manual
(SICM) groups identified, approximately 63
per cent of the 500 regional shopping trips
in the sample were connected with department
stores, and an additional 14 per cent with
grocery stores, for a total of nearly 77 per
cent or 382 shopping trips.
4. Pleasure Trips
The notable characteristic of Champaign-
Urbana's traffic generation pattern of regional
trips for pleasure purposes is that only for
this purpose does Champaign-Urbana reverse
its trend of showing a net attraction of trips,
and produces more trips than it attracts.
Evidence of this reversal is noted in the last
row of Table 14 which shows that 54 per cent
of the regional pleasure trips are produced
and 46 per cent are attracted.
On the basis of generation of pleasure
trips according to land use, Table 14 shows
that residential and commercial land again
account for the majority of regional travel.
Residential land is involved in 80 per
cent of the regional pleasure trips produced
and 50 per cent of the regional pleasure trips
attracted by Champaign-Urbana. Together
these trips constitute 66 per cent of the 6, 060
total regional pleasure trips interchanged
between the central city and the region. The
influence of commercial land use is subor-
dinate to that of residential areas. Its
attraction of 34 per cent of the regional
pleasure trips is undoubtedly a result of the
commercial recreation facility component
of commercial land use. In contrast, resi-
dential land use probably owes its popularity
as an attractor of regional pleasure trips to
the social or visitation type of recreation.
Educational, industrial, and the
remaining mixed land use areas continue
their trend thus far developed by accounting
for total trip generation on the order of less
than 10 per cent each of the regional trips
interchanged for any particular trip purpose.
Land use trip generation rates per
developed acre in the study zones for total
regional pleasure trips are: 1. 37 for resi-
dential, 3. 11 for commercial, 1.28 for
university, 0. 30 for industrial, and 0. 74
for mixed.
The sampling of regional pleasure trips
attracted to establishments in Champaign-
Urbana numbered approximately 600 trips.
It was found that the SICM divisions of
"wholesale and retail trade, " "services,"
and "government" accounted for approximately
95 per cent of the sample trips examined.
5. "Eat Meal" Trips
Regional trips for the purpose of dining
out are relatively inconsequential, as indicated
by the 385 trip total in Table 15. This figure
represents about 1 per cent of the total
number of regional trips interchanged between
Champaign-Urbana and outlying areas.
Residential and commercial land use
remain the dominant regional travel generators
as shown in Table 15.
6. School Trips
This trip category includes those trips
made by students. Table 16 shows the
academic portion of the University of Illinois
campus to be the prime attractor for regional
school purpose trips. In all probability the
majority of these trips were made by
commuting students, whether attending
regularly scheduled classes or other educa-
tional offerings which comprise a portion of
the activities of a large university.
Residential land shows a fairly large
proportion of regional school trips either
produced or attracted, since trips made by
students between their school residence and
their home in some other community fall
within the scope of school purpose trips.
Quantitatively, Table 16 shows the
University academic area and residential
land to be nearly equal in the generation of
total school purpose trips at 43 per cent
and 46 per cent, respectively. Residential
land is still the prime producer of regional
trips with 70 per cent, but the academic area
of the University has become the principal
attractor, with 54 per cent.
Land use regional trip generation rates,
in trips per acre for residential, commercial,
university, and mixed uses are, respectively,
0. 08, 0. 25, 1. 76, and 0. 02.
It was not possible to identify readily a
large number of specific facilities which are
acting as attractors of regional school trips
from the original study data; however, of
the 116 trips thus categorized, 94 or
approximately 81 per cent were associated
with University of Illinois facilities.
7. Medical Trips
The regional significance of medical
trips is intuitive because of the nature of
the facilities involved. Smaller communities
do not normally have the population to support
large clinics or hospitals and hence, must
rely on the facilities of the larger cities to
provide such services.
The last row of Table 17 illustrates
this dependency between outlying communities
and the medical facilities and personnel in
Champaign-Urbana. Of the 953 daily regional
medical trips interchanged with the region in
the spring of 1958, 855 trips, or 90 per cent
of the total, resulted from attraction by the
cities' facilities. The fact that 65 per cent of
the 855 trips involve commercial land and
33 per cent involve residential land, illustrates
the manner in which Champaign-Urbana's
medical facilities are distributed throughout
the urban area. Two hospitals are located
in primarily residential areas along with
many individual doctors whose professional
offices are in their residences. Two other
large clinics are located in commercial areas
together with the usual concentration of
professional offices in the downtown sections.
Champaign-Urbana's medical trip generation
rates per acre for the two principal land
uses are 0. 07 for residential acreage and
1. 37 for commercial land. The preliminary
sampling of regional medical trips attracted
to Champaign-Urbana revealed that 294 of
the 309 trips scanned were associated with
two SICM groups, "hospitals" and "offices
of physicians and surgeons. " The proportion
of trips to these two groups represents
approximately 95 per cent of the 309 trips.
8. All Other Trips
Trips falling in this catch-all category
are few in number -- 317 trips or about 1
per cent of all regional trips. Table 18
shows that the dominance of residential and
commercial lands continues, even for these
few trips. Together, these two land uses
account for 89 per cent of the regional trips
within this miscellaneous trip classification.
Specific Champaign-Urbana establish-
ments which attracted 36 of these miscellan-
eous purpose trips were identified. However,
these establishments involved 17 different
SICM groupings, each involving too few trips
to be of any significance.
9. All Trips
It is apparent from Table 19 that no
specific land use component is overwhelmingly
responsible for the generation of regional
travel, although the CBD's do have an advan-
tage because of their generally localized
function and density of activity as compared
to that of residential areas.
The home or dwelling unit is the natural
starting point from which the daily activities
of the populace commence. With respect to
travel within an urban area, it is generally
known that 80 per cent or more of the trips
begin or end at the home. If a parallel is
drawn between the home as a precise origin
or destination and residential land as a far
less definitive terminal point, one can infer
from the data in Table 19 that the home has
similar significance for regional travel as
well because 7, 588 or 70 per cent of the
10, 807 regional vehicle trips produced by
Champaign-Urbana terminate on its resi-
dential land. The remaining 5, 610 regional
trips which terminate on residentially
classified land are attracted trips, or those
trips made by non-residents of Champaign-
Urbana. They represent 34 per cent of all
attracted trips. Regional vehicle trips
associated with Champaign-Urbana's
residential lands are more evenly divided
between produced trips and attracted trips
(58 per cent produced, 42 per cent attracted)
than are the regional trips related to 'the
other land uses. In any event, those zones
within Champaign-Urbana whose major land
use function is residential are either the
origin or destination for 13, 198 trips or 49
per cent of the total number of regional
trips. This number represents a generation
rate of 2. 41 trips per day per residential
acre.
Commercially classified lands show
the highest number of attracted trips with
7, 304 trips or 45 per cent of all trips
attracted to Champaign-Urbana. Commercial
acreage also shows one of the largest differen-
tials between the percentages of its total trips,
categorized as to whether they are produced
or attracted trips. Twenty per cent of the
regional trips having commercial land use
termini are produced trips and 80 per cent
are attracted trips. The total of 9, 178 regional
trips associated with commercial land use
represents 34 per cent of the total number of
regional trips, and a generation rate of 22. 0
trips per day per commercial acre.
The remaining land uses included in
Table 19 account for a total of 17 per cent
of the regional travel between Champaign-
Urbana and outlying areas. The University
academic area is responsible for only 7
per cent of the total regional trips; however,
it shows an internal characteristic similar
to commercial land in that 80 per cent of
its trips are attracted and only 20 per cent
are produced. Industrial and mixed land
uses each contribute 5 per cent to the total
number of regional trips. The number of
trips per day per acre for university
academic area, industrial, and mixed land
use is 7. 47, 3. 91, and 3. 12, respectively.
The sampling of establishments
according to the SICM involved 135 different
groups and 3, 958 attracted trips. As a
classification group, "department stores"
accounted for the largest single block of
trips with 482. "Education and research"
and "hospitals" were next with 367 and 356
trips, respectively. At this point, the
number of trips decreased sharply to 177 for
"offices of physicians" and "surgeons" and
thereafter showed a more uniform rate of
decrease through those SICM grouping
involving only single trips.
D. SUMMARY AND IMPLICATIONS
As mentioned previously, examination
of the traffic patterns resulting from the
1958 study data was intended to be more
along the line of an inquisitive probing
rather than a detailed and exhaustive investi-
gation. This phase of the project has proven
successful in highlighting various aspects
of the relationships between trips in terms
of their purpose, the manner in which they
are generated, and the spatial distribution
of their origins or destinations.
Observations of the over-all geographic
distribution pattern of regional travel indicate
that a 14-county segment in East Central
Illinois should provide a suitable analysis
region for development of intercommunity
traffic estimation models. This region is
shown to contain a sufficient number of
communities so as to include approximately
90 per cent of the regional motor vehicle
trips indicated by the 1958 Champaign-
Urbana origin-destination study.
Another factor of spatial significance
that was repeatedly demonstrated in
Figures 1, 2, 4, 5, 6, 8, 9, 10, 11, and 12
is that Champaign-Urbana's range of influence
in generating regional travel tends to be constant.
This consistency in range of influence apparently
is a function of the physical location and size
of other competing cities and is little
affected by trip purpose. Furthermore, there
appear to be two distinct segments to
Champaign-Urbana's influence area; a seg-
ment surrounding cities with outlying
communities dominated by Champaign-
Urbana's traffic generation, and another
separating this segment from neighboring
competing cities. The existence of these two
segments of the region, each under different
degrees of competitive influence, suggests
that a model might be developed for each of
the two areas. Such an approach would
reduce the variance in measures designed
to evaluate competition because of the more
homogeneous nature of competition within
the separate areas.
Trip purpose and whether the trips
are attracted or produced are two other
factors shown to be of considerable signifi-
cance in shaping regional traffic patterns.
The following two listings consolidate the
material previously discussed individually
by trip purpose, and show the ranking of the
various trip purpose categories by number <
trips and by ratio of attracted trips to pro-
duced trips. This ratio has been used as ar
indication of the degree of dominance that
Regional Trips in the
Number of Trips
Total 24,445
Work 11,051
Pleasure 5,227
Business 3,908
Shopping 1,920
Medical 900
School 821
Eat Meal 362
All Other 241
Overnight 15
The ranking of trip purposes accordin
to dominance or the degree of influence exe]
by Champaign-Urbana shows little resembla
to their ranking by number of trips. Three
trip purposes (work, pleasure, and business
account for approximately 82 per cent of the
trip interchange between Champaign-Urbana
and outlying communities, and yet they are
the ones on the lower end of the dominance
Champaign-Urbana exerts over hinterland
communities, i. e., the greater the number
of trips Champaign-Urbana attracts in relation
to the number it produces, the greater is its
dominance over the outlying communities.
14-County Area Ranked By:
Dominance
(Ratio of Attr/Prod)
Shopping 12.4 :
Medical 9.2 :
Overnight 2.8 :
All Other 2.4 :
School 2. 1 :
Total 1.5 :
Work 1.4 :
Business 1.4 :
Eat Meal 1.2 :
Pleasure 0. 8 :
scale. The work and business trip ratio of
1. 4:1 still indicate some degree of dominance
on the part of Champaign-Urbana, but for
pleasure trips the 0. 8:1 ratio shows outlying
areas to be slightly more attractive than
the central city. This situation is probably
due to outdoor recreational facilities of
regional scope, a factor to be evaluated in
the subsequent development of traffic models.
Trips for either shopping or medical purpose
are the principal examples of strong regional
dominance by the central city. Pleasure trips
demonstrate a lack of dominance. In the first
instance trip generation is heavily unbalanced
in favor of trips being attracted from the
region. On the basis of these initial findings,
it appears that regional travel merits analysis
from the standpoints of trip attraction and
trip production as functionally different
trip classifications within the primary divisions
consisting of the various trip purposes. In
other words, not only do regional trips show
significant differences among the various
purposes, but also between trip production
and attraction within each purpose.
The second portion of this chapter deals
with the distribution of regional trip ends
within Champaign-Urbana. Its contribution
is in providing some direction for solving the
problem of how best to measure the trip
production and attraction capabilities of a
community. Table 10 and Tables 11 through
19 contain data pertaining to the distribution
of regional trips by broad land use groupings
within Champaign-Urbana. The following
general observations are based on these data,
together with brief samplings of the specific
types of establishments associated with
regional travel for various trip purposes.
These observations, although made with
specific reference to Champaign-Urbana's
facilities and characteristics, are assumed
to be generally applicable to other communi-
ties. The supposition is that certain types
of facilities, establishments, and land use
have a similar effect on travel patterns
regardless of other community differences.
The population has long been accepted
as a generic measure of the size of a
community. With reference to the production
of regional travel, population is a logical
quantity to select as a means of evaluating
this ability in a community because it
quantifies the mobile human element. How-
ever, as a measure of a community's ability
to attract regional traffic, there is a question
as to whether population provides an adequate
representation.
The data in Table 19 indicates that
population is a likely prospect in measuring
a community's potential for trip attraction
as well as for trip production. Population
is closely related to activities stemming
from both residential and commercial land
use. Together, these two uses account
for 88 per cent of all produced trips and 79
per cent of all attracted trips, or 83 per cent
of the total regional trips generated by
Champaign-Urbana. This indication that the
population might suffice as a measurement
of over-all community attractiveness implies
that it may also be useful in assessing the
amount of competitive influence exerted by
other cities in relation to that exerted by
Champaign-Urbana.
There are variables logically associated
with community trip generating characteristics
in each of the several trip purposes, i.e. ,
employment with work and/or business trips,
etc. Such variables should be tested as a
matter of course. However, the preliminary
examination of travel patterns conducted in
this chapter suggests possible merit in being
selective in obtaining data for certain trip
purposes. For example, in the case of
shopping trips, a brief survey of the type of
establishments involved in attracting regional
shopping trips to Champaign-Urbana identified
40 different types, according to the classifica-
tion scheme used in the SICM. Some 500
trips were involved; but two groups, depart-
ment stores and grocery stores, accounted
for nearly 77 per cent of these trips.
Similar results were indicated for pleasure
trips in that 10 SICM groups accounted for
about 85 per cent of the 600 trips examined,
or on the basis of SICM divisions instead of
groups, three divisions ("wholesale and
retail trade, " "services," and "government")
accounted for about 97 per cent of the trips.
These latter findings appear to have sufficient
potential as a means of decreasing the volume
of community data required for traffic estima-
tion models so as to merit further consideration
in subsequent testing. *
III. REGIONAL TRIP GENERATION MODELS - CONCEPTUAL DEVELOPMENT
The establishment of a theoretical
framework is necessary in developing statisti-
cal models for estimating intercommunity
traffic between Champaign-Urbana and the
surrounding communities in East Central
Illinois (see Figure 15). The underlying
assumption is that a community's ability
to produce or attract trips is a measurable
quantity, and is conditioned by trip mitigating
factors represented by the adequacy of a
city's own facilities and by regional competi-
tion among cities.
The theoretical analysis is structured
on the premise that two types of models are
to be developed in order to investigate their
relative merits for traffic estimation purposes.
These two types of models are (1) an "all
trips" model which incorporates general
community indices and may be used to
determine total trip interchange in a single
operation; and (2) "component" models which
*See Chapter II
employ specific community indices having a
logical relationship to the purpose of trips
under consideration, e.g., employment
with respect to work purposes. The develop-
ment of these component models is based on
the theory that the motivating forces generating
intercommunity traffic vary from one purpose
to another. Accordingly, stratification by
trip purpose allows more selectivity in
choosing indices to measure the level of
community activity for a particular purpose.
Because the ratio of trips attracted to trips
produced differs significantly among
purposes, * attracted and produced trips were
treated separately without regard to the type
of model under consideration. These models
will be developed through multiple regression
analysis and factor analysis.
Models can be developed for both vehicle
or person trips in one of two ways. One
method is to correlate person trips and vehicle
trips separately with the various independent
variables measuring the characteristics of
the communities in the analysis region. The
second method is to complete the correlation
work and model synthesis for either person
trips or vehicle trips, and rely on the expected
high intercorrelation between them as a basis
for developing conversion models to transpose
vehicle trips to person trips, or vice versa.
The latter method is the most practical, since
raising the number of dependent variables
from one to two would double the amount of
correlation work involved.
A. GRAVITY HYPOTHESIS
There are several methods of forecast-
ing urban travel which are in current favor,
although the literature makes it quite clear
that there is no general agreement as to
which method is the best. However, outside
the urban field, one of these basic theories
appears to have sufficient potential in
predicting intercity travel to have attracted
various researchers over the years. (6)
This theory is commonly called the "gravity"
concept, due to its original formulation by
analogy with the physical law of attraction of
masses.
1. Origin and Principal Developments
The earliest known explicit statement of
the gravity concept is attributed to H. C. Carey
during the first half of the nineteenth century. ( 6)
Carey reasoned that the fundamental law for
the attraction of masses was the basis for
social as well as physical attraction. In
discussing the changes in attractive force
exerted by increasing population concentrations,
he stated that: "Gravitation is here, as every-
where, in the direct ratio of the mass, and
the inverse one of distance. "(13)
In a review of human interaction
concepts, Gerald A. P. Carrothers (6)
quite correctly brings attention to a fundamen-
tal conceptual difficulty, namely, the analogy
between man and molecules.
Man can reason and a molecule cannot;
this unique decision-making ability permits
man's actions and reactions to defy exact
mathematical description, at least for the
time being. However, the behavior of large
numbers of people is predictable on the basis
of mathematical probability.
The use of analogy to the laws of science
in formulating a concept in no way dictates
that development of that concept must adhere
to inflexible mathematical statements of
cause and effect. The author is cognizant
of this fact and chooses to utilize the basic
gravitational concept to provide a starting
point for the development of regional traffic
estimation models. There is no concomitant
implication that the subsequent functional
relationships between volume of traffic
and various community statistics, as
developed by means of multivariate analysis
techniques, have any finite association with
Newtonian physics.
A later postulation (made some seventy
years after H. C. Carey's statement), which
was based on the gravity concept from the
perspective of retail trade attraction, but
which is pertinent to the theoretical framework
to be developed here, is William J. Reilly's
"Law of Retail Gravitation. " (11) This law
states that two competing cities attract retail
consumers from an intermediate community
located at the point where competitive
influence is equal, in direct proportion to the
population of the two cities, and in inverse
proportion to the square of the distances from
these cities to the intermediate community.
The location of the point of equilibruim, or
the point where retail trade influence is
presumably equal between the two cities, can
be determined from the following relationship:
Pi Pj
dZ -diX d jX
where:
Pi, p
iX, d
j = the populations of two
cities i and j
X = the equilibrium point
between cities i and j
jX = the distances from cities
i and j, respectively, to
the equilibrium point
X
ij = the total distance between
cities i and j (diX + djX)
P. D. Converse utilized this formula-
tion to develop a map of primary trade areas
in a study of retail trade in Illinois. (15)
John Q. Stewart was one of the first
to generalize the gravity concept nearly 100
years after its original formulation by
Carey. (13, 16, 17, 18) The general hypo-
thesis is that the interaction between two
population centers varies directly with some
function (usually the product) of their popu-
lation size, and indirectly with some function
of the distance between them. This hypothesis
may be expressed in the form
Yij = k Pi Pj
dij
where:
Pi, Pj = the populations of cities i
and j, respectively
Yij = the number of trips (or
other "interactions")
between city i and city j
dij = the distance between city
i and city j
k = a constant needed only to
adjust the different
dimensions
2. Effects of Population and Distance
It has been stated, or otherwise
indicated in the literature, that authors
are in general agreement that the attractive
power of any city is normally proportional
to its size. (8, 12, 14, 19) As a result, the
function of the population components in the
gravity hypothesis as it is presented above,
or in its various modified forms, is not
seriously challenged.
However, distance or its representative
effect in the model, has been, and still is,
a subject of extensive investigation and
controversy. J. D. Carrol, Jr. has reported
on a study concerned with a means for describ-
ing the magnitude of a city's influence on its
surrounding communities. (19) In testing the
theory proposed, he used both long distance
telephone calls and intercity auto travel.
The former empirical test indicated
that the exponent of distance varied from
2. 3 to 3. 3, and the latter yielded distance
exponents ranging from about 2. 8 to 3. 4.
Based on these results and his noncommitant
analyses, Carrol suggests that a city's influence
decreases according to a figure approaching
the cube of the distance.
Work contributed by Fred C. Ikle'
( 2 0 )
gave results comparable to those obtained by
Carrol. Ikle' reported testing a similar
formulation with automobile trips between
Fort Wayne (or passing Fort Wayne) and
counties in Indiana in which the exponent of
distance was 2. 57. Using intercity travel
data for the state of Washington, he found
the distance exponent to be 2. 6. However,
in testing his formula with automobile trips
within an urban area (trips made between
the CBD and other districts in Dallas), he
reported the distance exponent to be 0. 689.
Other authors have reported studies of
formulations derived from the basic gravity
hypothesis yielding a wide range of values for
the distance exponent. Zipf(2 1 ) and
Stewart(16, 17, 18) show values of unity;
Reilly used an exponent of two;(11) Voorhees
reported values ranging from one to three;( 1 8 )
Dodd allowed for variation of the exponent
in his model; (19) and Anderson found that
the power to which the distance was raised
was inversely proportional to size of the
source of the interactions, and concluded that
the exponent of distance was not a constant
parameter, but rather a variable. (20)
From these and other investigations,
it is evident that the influence of distance in
the various models proposed is not uniform,
but rather a variable apparently conditioned
by the particular characteristics of the "real
world" situation being investigated.
B. INTERCOMMUNITY COMPETITION
CONCEPT
1. Basic Interaction Model
The gravitation concept hypothesizes
that an attractive force of interaction between
two populated areas is established by the
population masses of the two areas, and that
spatial separation of the two areas is a
deterrent to this interaction. This hypothesis
can be stated as a basic interactance model
in functional form as follows:
Ml . MZ2
Y1-Z = F D 1 - 2  (A)
where:
Y - = the total traffic between
Area I and Area 2
Ml = some measure of the traffic
generating potential of
Area 1
M z  = some measure of the
traffic generating potential
of Area 2
D 1 - 2  = the distance between Area 1
and Area 2
F = a symbolic notation meaning
"a function of"
The above Model A would be theoretically
applicable to the estimation of traffic inter-
change between pairs of areas, zones, cities,
etc. , but it would have two serious limitations
as a regional model. First, there is the impli-
cit fact that the two areas under consideration
are more or less in a state of isolation; in
other words, they are removed from the
influence of competitive forces resulting from
the proximity of other areas not of immediate
concern to the problem. It can be readily seen
that such an isolated condition is not practical
as the basis for a regional approach to the
estimation of traffic interchange. Secondly,
Model A in its present form would yield only
total travel interchange and would conceal any
differences in the ability of the two areas to
either produce or attract trips. Differences
in this ability vary considerably among the
communities of a region; hence, provision must
be made to allow for the incorporation of such
differences in regional traffic models.
A first step, then, in developing an
analytical framework is to provide opportunity
for the investigation of both attracted and
produced vehicular trips within a concept of
regional integration, instead of isolation.
The manner in which this can be accomplished
is indicated in the following sections.
2. Conversion of Basic Interaction Model To
Regional Analysis
The basic Model A can be converted to
a regional model by changing the subscripts
to denote whether Champaign-Urbana is
functioning as either a producer or an
attractor of trips, and by eliminating a term
in the basic model which becomes a constant
under regional analysis.
(1) Trips Attracted by Champaign-Urbana
If the subscript p refers to any trip
producing community in the region, and the
subscript cu indicates Champaign-Urbana as
the attracting community, then the basic Model
A can be expressed as follows:
Yp-cu = F[ Mp Mcu
LDp - cu
Furthermore, as the central city attractor for
trips produced by all outlying communities,
Champaign-Urbana's measure of attractiveness
Mcu would appear in each function relating a
trip producing community to Champaign-
Urbana (the attractor). This is equivalent
to multiplying each community index Mp s
by a constant term Mcu. Thus, it is possible
to eliminate the value Mcu because it affects
all M , s in the same proportion and conse-
quently has no bearing on the development of
the analytical framework for regional models.
Model B can now be written as
p-cu =F [pMp (C)
M p-cu\
and represents trips produced elsewhere in
the region but attracted to Champaign-Urbana.
(2) Trips Produced by Champaign-Urbana
The reasoning here is the same as that
applied above. The only visible difference
between Model B and Model D is in the sub-
scriptural notation which now indicates that
Champaign-Urbana is the trip producing
community, that some outlying community
in the region is the attractor "a".
Ycu-a = F Mcu.Ma (D)
I Dcu-a J
Champaign-Urbana's index of productiveness
Mcu can also be dropped from model D
because it is a constant term and thus has no
significance in the analysis. The regional
model, expressing trips produced by
Champaign-Urbana as a function of the
attractive index of an outlying community and
the distance to that community, then becomes
Ycu-a = F M a a]. (E)
The two models, C and E, were
developed by merely tailoring the basic
concept of human interaction to fit the
regional approach necessitated by the
research subject, i.e. , the development of
traffic estimation models applicable to
traffic interaction between a central city and
the communities within its region of
influence. However, as previously stated,
these models constitute only a transformation
stage at the outset of the analytical process,
and no attempt has been made as yet to rectify
a principal weakness of the interaction concept
(for regional application) mentioned earlier;
namely, its failure to account explicitly for
trip mitigating competitive forces.
3. Competition Theory
The writer views competition between
communities in the sense that the resulting
influence on vehicular travel is a type of
"pull" or "force" similar to that implied
in the basic interaction concept, except that
competitive pull is "negative" and tends to
lessen the amount of traffic interchange
between given communities. This theory
requires that a system involving both the
"positive pull" of attraction and the "negative"
or "counter-pull" of competition be devised
before the basic model can be applied on a
regional basis.
The inhabitants of the regional analysis
area have three alternatives in satisfying
their daily needs and desires (the motives
for trip making): (1) to make regional trips
to the central city, i. e. , Champaign-Urbana;
(2) to make regional trips to major communi-
ties other than Champaign-Urbana; or (3)
to make internal trips by patronizing the
facilities, establishments, and services
within their own community. The question as
to which of these alternatives, or more
practically, which combination of these alter-
natives is selected by an individual in the process
of fulfilling his particular requirements, is
an important one. Will he remain within his
own community or will he decide to travel
elsewhere? If he chooses to satisfy his wants
outside the bounds of his home community,
which of the other available communities
will he decide to patronize?
It is hypothesized here that the factors
contributing to a decision with regard to the
above travel alternatives are the result of
competition, and that the relative strength
of the competitive forces exhibited by various
communities can be evaluated and implemented
in traffic models as modifying factors
affecting intercommunity travel.
It is further hypothesized that the
capacity of one community to attract trips
from another community is conditioned by
two basically different types of competition:
(1) "internal" competition which is interpreted
as being a measure of the ability of the trip
producing community p to fulfill the desires
of its inhabitants within its own geographic
boundaries and (2) "external" competition
which is conceived as being some measure of
the abilities of other communities (excluding
the trip attractor a) to vie for the opportunity
to satisfy the wants of the people of the
producing community.
4. Internal Competition
Before internal competition can be
properly incorporated as an explicit component
in the regional model, two questions must be
resolved: (1) Is the idea of internal competi-
tion equally applicable to both produced and
attracted trips ? and (2) How can the element
of internal competition be quantitatively
measured?
Applicability
The first question, that of applicability,
can be quite easily answered by referring to
the definition of internal competition; namely,
the quantitative ability of a trip producing
community to be self-sufficient, or to satisfy
the wants of its inhabitants within its own
geographic boundaries.
In order to better understand the
analysis process, imagine a birds-eye view
of a central city with radial lines extending
outward, linking it to smaller surrounding
,communities. When the central city "produces"
trips, the flow of traffic is outward along these
radials. By analogy, each of these radials
symbolizes a produced trip model or, when
totaled, a set of models describing the trip
production pattern of the central city. The
element of internal competition, which is
always relevant to the producer of trips (by
definition), refers to a component of the
central city and, because the central city is
included in every model (all radials emanate
from it), the same value of internal competi-
tion is also included in each model. The
conclusion drawn is that for trips produced by
the central city at any static point in time, the
internal competition factor is of constant
value, and not required in the analysis because
it affects all models in the same proportion.
This same conclusion cannot be reached
in the case of trips attracted by the central
city. In the instance of "attracted" trips,
traffic flow is inward along the radials and
each of the outlying smaller communities has
become a potential producer of trips. It
follows, then, that the internal competition
factor is requisite to the analysis of attracted
trips by virtue of the fact that it is variable.
In other words, when trips attracted by the
central city are under consideration, there
are many outlying trip producing communities,
each with a different internal competition
value, and allowance for this variability must
be included in the pertinent models.
Measurability
The second question arising from the
incorporation of internal competition considera-
tions in this analysis is that of measurability.
The extent or strength of internal competition
is logically related to the individual trip
purposes. For example, it is logical to
assume that the greater the number and type
of shopping facilities in a community, the
greater is that community's ability to meet
the needs of its inhabitants, and hence,
encourage internal shopping. Similarly, in
terms of the resulting effect on regional
travel, the better the internal shopping
facilities, the fewer the people who will
find it necessary or desirable to make shopping
trips to other communities including
Champaign- Urbana.
The selection of specific variables by
means of which the "attractive" qualities
(both internal and external) and "productive"
qualities of a community can be evaluated
involves a substantial amount of theorizing.
Consequently, this topic is best discussed as
an entity in a subsequent section of this
chapter. It appears likely that this selection
can be satisfactorily accomplished.
Before proceeding to the discussion of
external competition, the previously developed
regional models for produced trips, Model
C, and for attracted trips, Model E, ought
to be updated by adding the internal competition
factor, the first of the so-called "negative-
pull" terms. In regard to the application of
internal competition, the conclusions drawn
were the following:
(1) Internal competition need not be
stated in models for regional trips produced
by Champaign-Urbana (it is a constant term
under these circumstances); hence, Model
C remains unchanged.
SFMa
cu-a - F D j
(2) Internal competition (C') is appli-
cable to models for regional trips attracted
to Champaign-Urbana (it is a variable
quantity in this case). Model E thus becomes
Yp-cu [ D c u - a  (F)
5. External Competition
This type of competition, as previously
defined, is a measure of the ability of major
communities to vie (with each other and with
the central city of the region) for the
opportunity to service the wants of the people
of the trip producing community. The same
two problems (i. e. , that of applicability to
models for both trips attracted and trips
produced, and that of measurability of the
factor itself) arise when examining a means
of achieving this factor's integration into a
regional traffic model.
Applicability
Justification for omission of an explicit
external competition factor, in the case of
models for trips produced by a central city,
is based upon the contention that the effects
of this element of competition are already
amalgamated with the models basic variables
M
a
Dcu-a
The logic is that as long as consideration is
focused on trips produced by the central city,
all outlying communities are competing with
each other to attract a share of these trips,
and the degrees of effectiveness of this
competition depends upon the value of the
relevant variables Ma's within these
communities, and their distances Dcu-als
from the central city. In other words, the
effect of external competition is implicitly
incorporated in the basic variable of the
models for produced trips. Hence, it would
be redundant to attempt also to include it as
an explicit model component.
It might be well to emphasize at this
time the similarity, as well as the difference,
between the discussions relating internal
and external competition to models for trips
produced by the central city. First, both
discussions are built upon the fact that the
central city is the only trip producer being
considered. Furthermore, the result of
each discussion is that the competition
factors, internal competion on the one hand,
and external competition on the other, should
be excluded from the models for trips produced
by the central city.
However, the reasoning leading to
exclusion of these respective factors follows
two different paths. Internal competition is
a characteristic related only to a trip producer,
and because there is only one producer (the
central city) coupled with many attractors,
any value of internal competition is a constant
over-all model for produced trips, and,
therefore, may be omitted. In contrast,
external competition is a variable because
it is based on the relative attractiveness of
the many trip attractors which share in
receiving some portion of the total trip
productivity of the central producer. Its
exclusion (as a separate factor) from the
models is not by virtue of its being a constant
because it is, in fact, a variable. It has
been omitted because its exclusion is impli-
citly synthesized in the basic variables
[Dcu-a]
of the produced trips models. In each instance
there is a situation potentially involving multiple
trip production sources (each outlying com-
munity) and a single attractor (the central
city). Each community in the analysis region
is a possible producer of trips, and the
influence exerted by Champaign-Urbana's
competitors on these communities will vary
from one to another. Therefore, the effect
of this competition ought to be explicitly
incorporated as the external competition
factor in models representing trips attracted
by a central city.
Measurability
The problem of measurability with regard
to internal competition was previously stated
as one of selection. That is, it primarily in-
volves careful choosing of those community
statistics deemed most appropriate in describ-
ing levels of community activity in relation to
specific trip purposes.
This measurability issue is not so easily
resolved when directed toward external
competition. The complicating element is
that there are, theoretically, an unlimited
number of competing communities* which
might exert influence on the pattern of trip
generation between a trip producing commu-
nity and a trip attracting community. It was
decided that only that competitor c which has
the "highest probable value of competition"
with respect to any given producing commu-
nity p would be considered. The effect of the
neglected competitors is assumed to be minor
and uncorrelated, which is one of the basic
assumptions underlying the use of the least
square method correlation technique. This
assumption presumes that the individual
effects of the neglected competitors are small
and tend to balance out.
Having decided that only major competi-
tors, or those having the "highest probable
value of competition, " are to be considered,
measurement of the external competition
factor can be accomplished in three steps as
follows: first, by identifying major competitors
*These competitors may be either inside or
outside of the region being analyzed, depending
upon the range of their influence. In this
particular study, the probability of there
being numerous significant competitors out-
side of the region is minimized because the
analysis area, as it was originally defined,
contained more than 90 per cent of all the
regional trips from the 1958 origin-destination
study.
in the analysis region; second, by grouping
together those communities under the influence
of a common competitor in order to establish
definite competition zones; and third, by
quantifying the external competition factor
itself on the basis of results obtained in the
two previous steps.
For the purpose of identifying a primary
or major competitor with Champaign-Urbana,
the first step enumerated above, the following
criteria are used:
(1) Any competitor must be a community
within the 14-county study area.
(2) In order to be considered as a
primary competitor, a community must have
a population of 10, 000 or more. The selection
of population size rather than that of another
index, such as employment, is justified on the
grounds that the size of population can be
conceptually interpreted as a composite
picture of all other indices.
The application of these criteria to the
communities in the study area results in the
selection of Danville, Rantoul, Kankakee,
Bloomington, Decatur, Mattoon, and
Charleston as competitors with Champaign-
Urbana.
(3) With respect to any particular
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TABLE 1.
REGIONAL, THROUGH, AND INTERNAL TRIPS IN CHAMPAIGN-URBANA AREA, 1958
Trip Number % of
Classification of Trips All Trips
Internal trips 196,825 86.7
Regional trips 27,164 11.9
Through trips 3,097 1.4
intermediate stops ( 529) (0.2)
no intermediate stops(2568) (1.2)
TOTAL 227,086 100.0%
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TABLE 9.
PERCENTAGE DISTRIBUTION OF REGIONAL TRIPS BY
TRAVEL TIME FROM CHAMPAIGN-URBANA
TRAVEL TIME TRIP PURPOSE TOTAL
Overnight
INTERVAL Work Business Shopping Pleasure Eat School Medical and TfIPS
All Other
(Cun mnus) Cm m Cum Cu Cum Cum Cm Cum Cum
(n mn____es) % % 
%  % %  % % % % % % %%
00-07 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
08- 15 23 23 24 24 23 23 29 29 55 55 43 43 12 12 36 36 25 25
16-23 38 61 39 63 44 67 40 69 32 87 25 68 32 44 24 60 38 63
24-31 II 72 9 72 13 80 10 79 5 92 6 74 I I 55 14 74 I I 74
32-39 8 80 7 79 10 90 6 85 4 96 7 8 I 13 68 4 78 8 82
40-47 2 82 3 82 4 94 3 88 0 96 3 84 7 75 4 82 3 85
48-55 9 91 8 90 4 98 5 93 3 99 8 92 9 84 5 87 7 92
56-63 6 97 7 97 1 99 3 96 0 99 3 95 8 92 6 93 5 97
64-71 2 99 2 99 I 100 3 99 1100 2 97 3 95 4 97 2 99
72-79 0 99 0 99 0 100 0 99 0100 1 98 2 97 0 97 0 99
>80 1100 I 100 0 100 I 100 0100 2 100 3 100 3 100 I 100
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TABLE 11.
REGIONAL WORK TRIP DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced Work Attracted Work Total Work
Trips Trips Trips
Land Use -i - -
I i __ W,-4
Residential 3,287 57% 67% 2,500 43% 35% 5,787 100% 48%
Commercial 933 26% 19% 2,619 747. 37% 3,552 100% 30%
University 106 147% 2% 660 86% 9% 766 100% 6%
(Academic
Area)
Industrial 318 30% 7% 725 70% 10% 1,043 1007% 9%
Mixed (Out- 266 30% 5% 616 70% 9%' 882 1007. 7%
lying Areas)
Totals 4,910 41% 1 100% 7,120 59% 100% 12,030 1007. 100%
REGIONAL BUSINESS TRIP
TABLE 12.
DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced Business! Attracted Total Business
Trips Business Trips Trips
Land I ., V 0
Industrial 70 28 4 182 72 7- 252 100 6
z 0. (i4i 3 a P, P4.td3 z Np i4aS
Residential 1,155 58% 65% 840 42% 31% 1,995 100% 44%
Commercial 408 23% 23% 1,341 77% 51% 1,749 100% 40%
University 71 29% 4% 171 71% 6% 242 100% 6%
(Academic
Area)
Industrial 70 28% 4% 7 182 72% 7% 252 100% 6%
Mixed (Out- 81 42% 4% 111 58% 5% 192 100% 4%lying)
Totals 1,7851 40% 100% 2,645 60% 100% 4,430 100% 1007
TABLE 13.
REGIONAL SHOPPING TRIP DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced Shopping Attracted Shopping Total Shopping
Trips Trips Trips
Land Use 4 1 *
4J 4J M . U UJ C' g 0
z 04 >J Z i C. 0 , . 0A o
Residential 74 26%7. 50% 211 74% 127 285 100% 157.
Commercial 62 47. 42% 1,526 96% 86% 1,588 100% 83%
University 4 50% 3% 4 50% -- 8 1007. --
(Academic
Area)
Industrial 5 20% 37. 20 80% 1% 25 1007. 17.
Mixed (Out- 3 14% 27% 19 86% 1% 22 00%7 17.
lying)
Totals 148 8% 100% 1,780 92% 100% 1,928 100% 100%
TABLE 14.
REGIONAL PLEASURE TRIP DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced Pleasure Attracted Pleasure Total Pleasure
Trips Trips Trips
Land Use C
4J U U
1.4 0 C >-I C C.-Il 1.4 0 C4-4$
S00 0 V 00 0 -c 0l 01 01-
w w U00 B .0 40 W04
0 a 0 04- 0 A N P 0_0
Residential 2,606 65% 80% 1,394 35% 50% 4,000 100% 66%
Commercial 347 27% 10% 945 73% 34% 1,292 100% 217.
University 98 32% 37. 210 68% 7% 308 100% 5%
(Academic
Area)
Industrial 66 597. 2% 46 417. 2% 112 1007. 27.
lyMixed (Out-ng) 160 46% 5% 188 54% 7% 348 100%  67.
Totals 3,277 547. 1007. 2,783 46% 100%7. 6,060 1007. 100%
TABLE 15.
REGIONAL EAT MEAL TRIP DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced Eating Attracted Eating Total Eating
Trips Trips Trips
Land Use , a 1 a $ 1
a C CP. 0 -4 z P4 pL- 0 a z P-4 Aý 0 .
Residential 98 61% 59% 63 39% 29% 161 100% 42%
Commercial 54 28% 32% 139 72% 64% 193 100% 50%
University 6 46% 4% 7 54% 3% 13 100% 3%(Academic
Area)
Industrial 2 25% 1% 6 75% 3% 8 100% 2%
Mixed (Out- 7 70% 4% 3 30% 1% 10 100% 3%
lying)
Totals 167 43% 100% 218 57% 100% 385 100% 100%
TABLE 16.
REGIONAL SCHOOL TRIP DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced School Attracted School Total School
Trips Trips Trips
Land Use ) u W g4
.0 C) U co" .0 U Q 0 U Us 11
Z i P .. P0 B P.. pS 0 B a 04 (1 0 B
Residential 236 51% 70% 225 49% 34% 461 100% 46%
Commercial 31 30% 9% 72 70% 11% 103 100% 10%
Univademity 65 15% 20% 358 85% 547. 423 100% 43%
Area)
Industrial -- - -
Mixed (Out- 4 50% 1% 4 50% 1% 8 100% 17.
lying)
Totals 336 347. 100% 659 66% 100%7. 995 100%7. 100%
REGIONAL MEDICAL TRIP DI
TABLE 17.
STRIBUTION WITHIN CHAMPAIGN-URBANA
Produced Medical Attracted Medical Total Medical
Trips Trips Trips
Land Use 4 4 n 4 4 a 4 4 m
) 0J 4 0 0)-4 01 0 4 0U)r
Residential 76 21% 78% 283 79% 33% 359 100% 3817
Commercial 12 2% 12% 556 98% 65% 568 100% 59%
University
(Academic 2 14% 2% 12 86% 1% 14 100% 1%
Area)
Industrial 2 33% 2% 4 67% 1% 6 100% 1%
Mixed (Out- 6 100% 6% -- -- - 6 100% 1%
lying)
Totals 98 10% 100% 855 90% 100% 953 100% 100%
TABLE 18.
REGIONAL OTHER PURPOSES TRIP DISTRIBUTION WITHIN CHAMPAIGN-URBANA
Produced "Other Attracted "Other Total "Other
Purposes" Trips Purposes" Trips Purposes" Trips
Land Use ) .
jC C-4 C W3 4J- Cw C4 -4
0~0 
)
-4 a) -0) ,4 0) 0 0 4
S4 0 U ý 0 ,0 z 4 0 -4 0 , P o 0 U ..
Residential 56 37% 65% 94 63% 41% 150 100% 47%
Commercial 27 20% 32% 106 80% 46% 133 100% 42%
University
(Academic 2 11% 2% 17 89% 7% 19 100% 6%
Area)
Industrial - - -- 8 100% 3% 8 100% 3%
Mixed (Out- 1 14% 1% 6 86% 3% 7 100% 2%
lying) 
______ 
______
Totals 86 27% 100% 231 73% 100% 317 100% 100%
TABLE 19.
DISTRIBUTION OF ALL REGIONAL TRIPS WITHIN CHAMPAIGN-URBANA
All Produced Trips All Attracted Trips Total Trips
Land Use n 0
Commercial 1,874 20% 18% 7,304 80% 45% 9,178 100% 34%
Industrial 463 32 4 991 68 6 1,454 100 5
Mixed (Out-U Q
Z -0 -ý P 0 1-- $Z P4 CU 0 U U M1O . P 0 0 B1.
Residential 7,588 58% 70% 5,610 42% 346% 13,198 100% 49%
Commercial 1,874 20% 13% 7,304 80% 45% 9,178 100% 31004%
University
(Academic 354 20% 3% 1,439 80% 9% 1,793 100% 7%
Area)
Industrial 463 32% 4% 991 68% 67. 1,454 100% 5%
Mixed (Out- 528 36% 5% 947 64% 6% 1,475 100% 57%
Totals 0,807 40% 100% 16,289 60%7 100% 27,096 100% 100%
TABLE 20.
AVERAGE VEHICLE SPEEDS FOR COMPUTING TIME DISTANCES
Classification Item Average Speed
Pavement Characteristic
4-lane, high type pavement
2-lane, high type pavement
1-lane, high type pavement
Intermediate type bituminous pavement
Low type bituminous or gravel surface
Size of Urban area
Population of 10,000 or less
Population of more than 10,000
58 m.p.h.
52 m.p.h.
40 m.p.h.
40 m.p.h.
35 m.p.h.
20 m.p.h.
15 m.p.h.
These travel speed data were obtained from Project IHR-53, Vehicular
Speed Regulation, Illinois Cooperative Highway Research Program, University
of Illinois, Urbana, Illinois.
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TABLE 25.
SIMPLE CORRELATION COEFFICIENTS FOR WORK TRIPS
Varable . m Le
Ypt 1.000
Zpt .996 1.000 A
Yat .673 .628 1.000 Total
Zat .655 .611 .996 1.000 Region
ýr/TD" .575 .551 .576 .554 1.000
r/D .796 .769 .774 .755 .924 L.000
fP/D2  .863 .833 .828 .816 .522 .794 1.000
P/D3 .669 .633 .658 .646 .239 .523 .908 1.000
P/fI .421 .397 .435 .409 .930 .794 .354 .111 1.000
P/D .593 .573 .529 .502 .944 .877 .491 .219 .976 t.000P/D 2  .901 .897 .646 .623 .811 .913 .742 .463 .739 .865 1.000P/D 3  .983 .986 .647 .628 .601 .808 .840 .621 .465 .636 .934 1.000
Variable -- - "- M
Yai 1.000
Zai .994 1.000 B
f /-D .710 .715 1.000 Core
-D .890 .885 .907 1.000 Area
'/D 2 .825 .802 .552 .838 1.000
'
P /D 3  
.607 .578 .294 .617 .936 1.000
P/-l 
.469 .475 .924 .718 .302 .760 1.000P/D 
.689 .690 .974 .876 .517 .261 .952 1.000
P/D 2  
.930 .917 .852 .969 .835 .612 .676 .858 1.000P/D 3  
.907 .882 .635 .874 .950 .824 .400 .620 .924 1.000
Variable -- - o 0o a • O =
ao 1.000
Zao .998 L.000 C
{-7/jq .774 .767 1.000 Fringe
i•/D ,871 .866 .949 1.000 Area
-P/D2 
.815 .815 .680 .873 1.000
'P/D3 .706 .706 .505 .740 .970 1.000
P/4D" .717 .707 .952 .860 .544 .359 1.000
P/D .816 .807 .962 .936 .701 .535 .976 1.000
P/D 2  .862 .858 .818 .941 .942 .858 .744 .869 1.000P/D 3
.750 .750 .611 .810 .967 .954 .486 .657 .942 1.000
TABLE 26.
SIMPLE CORRELATION COEFFICIENTS FOR BUSINESS TRIPS
Variable
zpt
ypt
zato
at
NfP/D
'P/D2
P//D
P/D
P/D 2
P/D 3
01 01 ~
1.000
.996
.607
.835
.880
.650
.452
.621
.907
.967
1.000
.574
.808
.866
.638
.414
.588
.896
.971
1.000
.924
.517
.230
.930
.945
.811
.599
1.000
.790
.516
.793
.876
.914
.808
1.000
.906
.347
.485
.741
.840
.000
.104
.211
.458
.618
1.000
.976
.737
.462
1.000
.864
.634
1.000
.933
A
rotal
Region
Variable -- -- I I P°
Yai 1.000 B
ai .994 1.000 Core
4/fiD .712 .712 1.000 Area
//D .882 .876 .922 .000
IP/D2  
.856 .843 .576 .839 1.000
'P/D3 .675 .660 .307 .614 .934 1.000
P/-D 
.517 .517 .936 .773 .361 .107 1.000
P/D 
.683 .678 .972 .838 .540 .273 .971 1.000
P/D 2  
.897 .883 .871 .969 .834 .608 .741 .876 1.000
P/D3  .902 .879 .656 .875 .949 .822 .457 .641 .924 1.000
Variable -- -- a a 11ki N O<jIw
kao 1.000
Zao .997 1.000 C
'rPED .630 .588 L.000 'ringe
J4P/D .834 .804 .947 1.000 Area
-P/D2 
.981 .979 .676 .872 1.000
4-/D3  
.959 .969 .500 .738 .971 1.000
P/V 
.500 .452 .952 .859 .537 .353 1.000
P/D 
.671 .628 .962 .935 .697 .531 .976 1.000
P/D 2  
.941 .924 .817 .942 .941 .857 .741 .868 1.000
P/D 3
.982 .986 .609 .811 .968 .953 .482 .655 .942 1.000
1.000
.993
.894
.874
.589
.808
.917
.794
.440
.578
.806
.867
1.000
.859
.834
.593
.797
.896
.789
.462
.588
.783
.827
'd IQ -6 I 11°I
1.000
I1I
.
TABLE 27.
SIMPLE CORRELATION COEFFICIENTS FOR WORK AND BUSINESS TRIPS
Variable o I
Y 1.000
pt .998 l.000
aYt .831i .808 1.000
Zat .848 .8281 .996 1.000
P//$ .592 .579 .632 .616 1.000
BI/D .812 .797 .843 .838 .926 1.000
19/02 .888 .869 .889 .895 .532 .798
V/D3 .710 .6871 .691 .692 .251 .532
P/vD .437 .427 .480 .455 .929 .794
P/D .603 .596 .601 .585 .943 .875
P/D 2  .896 .898 .774 .782 .812 .911
P~/D3 .974 .980 .7881 .810 .603 .806
-0 I
S__
CMc.J
1.000.839, .6231 .468
1.000
.909
.361
.496
1.000
.120
!.227
.7449 22i
1.000
.976
-741
1.000
.866
.639
1.000
.934
I , . IC]
Variable -- P. Nw P4 P4> _ ^ . p. _
ai 1.000
Za .996 1.000
ai I
/,/D .754 .763 1.000
.f/D .2905 .904 .925 1.000
-P/D 2  .845 .829 .598 .850 1.000
P/D3 1 .562 .571 .938 .780 .388 .140 1.000
P/D .731 .736 .9731 .8931 .563 .304 .972 1.000
/D2  .937 .927 .877 .969 .843 .626 751 .882 1.000
P/D3  .917 .897m .670 .879 .951 .829 .477 .656 .927 1.000
Variable -- -- > Nu I- 1 pw A
Y 1.000
Zao .996 1.000
ao
"/,/D5 .754 .728 1.000
/I/D .893 .885 .949 1.0001
,P/D 2  .914 .937 .684 .875 1.000
P /D 3  .834 .869 .509 .741! .971 1.0001
P/v4' .669 .631 .951 .8611 .548 .364 1.000
P/D .798 .771 .960 .9351 .704 .539 .976 1.000
P/D2  .930 .937 .817 .939! .942 .859 .746 .870 1.000
P/D 3 .872, .902 .6101 .8081 . 9 6 6 .954! .489 .658 .943 1.000
A
Total
Region
B
Core
Area
C
Fringe
Area
Nt I m•
M<
^_
TABLE 28.
SIMPLE CORRELATION COEFFICIENTS FOR SHOPPING TRIPS
Variable m Q1 c
Y 1.000
Zpt .988 1.000
pt .826 .836 1.000
Zat .825 .834 .998 L.000
at
vp/vi .688 .692 .423 .428 1.000
/fl/D .816 .822 ..628 .626 .948 1.000
./D2 810 .801 .777 .758 .592 .805 1.000
VP/D 3  .583 .545 .581 .554 .244 .842 .885 1.000
P/'D .584 .595 .222 .231 .942 .852 .453 .135 1.000
P/D2 .676 .692 .350 .359 .948 .901 .548 .213 .986 1.000
P/D .844 .866 .642 .649 .884 .939 .735 .400 .858 .930 1.000
P/D3  .914 .932 .850 .852 .727 .872 .853 .580 .632 .742 .933 1.000
Variable -- --
Y . 1.000
aiZai .989 1.000
vj/ (.716 .717 1.000
v-/D .865 .852 .920 1.000
2-/D .802 .770 .564 .835 1.000
1/D3 .600 .564 .291 .606 .934 1.000
p/p• .554 .564 .934 .766 .345 .091 1.000
P/D .714 .718 .971 .884 .527 .259 .971 1.000
P/D 2  .899 .886 .867 .968 .830 .601 .734 .873 1.000
p/D3 .864 .837 .647 .873 .949 .819 .445 .633 .923 1.000
Variable
Y
Zao
ao
,q/D2
P/D 3
P/DP/D 2
p/D 3
c'J
0
1.000
.999
.399
.601
.858
.926
.214
.349
.646
.854
1.000
.897
.749
.899
.947
.970
.883
1.000
.963
.749
.556
.964
.967
.894
.736
1.000
.962
.636
.745
.924
.980
A
Total
Region
B
Core
Area
C
Fringe
Area
I
0
1.000
.399
.601
.857
.925
.214
.349
.646
.854
04
CI
P.
1.000
.418
.545
.795
.934
1.000
.985
.854
.638
1.000
.929
.752
1.000
.941 1.000
TABLE 29.
SIMPLE CORRELATION COEFFICIENTS FOR PLEASURE TRIPS
4.
1.000
.998
.613
.837
.878
.648
.442
.604
.884
. 48
4J
N
1.000
.617
.837
.871
.636
.447
.606
.880
.940
1.000
.924
.519
.236
.931
.946
.812
.560
L.000
.792
.521
.794
.877
.914
8a0Q
1.000
.908
.349
.487
.742
o8.1
1.000
.107
.215
.461
620 rf
1.000
.976
.737
.463
1.000
.864
.634
1 .000
1 .934 1.000
A
Total
Region
Variable -- -- -a *r m
Yai 1.000
Z .993 1.000 B
FP/ED .807 .794 -.000 Core
P-I/D .912 .893 .923 1.000 Area
P-/D2  .806 .778 .594 .850 1.000
IP/D3 .604 .570 .333 .634 .937 1.000
•P .669 .665 .936 .772 .376 .130 1.000
P/D .806 .802 .973 .888 .555 .297 .971 L.000
P/D2  .937 .931 .874 .968 .841 .625 .743 .879 1.000
P/D3 .874 .861 .664 .877 .950 .829 .464 .648 .926 1.000
Variable -- ol o | •
ca Ip. j1 1P4 p - k
Yao 1.000 C
Zao 
.999 L.000 Fringe
P/v-- .632 .638 L000 Area
V'/PD .831 .835 .947 1.000
fp7D2 .975 .974 .673 .871 1.000
fP/D3 .956 .953 .499 .738 .971 1.000
JP-/-D .500 .506 .952 .858 .536 .351 L.000
P/D .665 .669 .962 .936 .696 .530 .975 L.000
P/D2  .933 .931 .817 .943 .941 .856 .741 .868 1.000
P/D3 .979 .973 .609 .813 .969 .953 .482 .655 .942 1.000
Variable
Ypt
pt
at
Z
at
7/D
^F/D2
i-f/D3
P/ 5
P/D
P/D2
P/D3
L.000
.993
.634
.643
.320
.518
.719
.696
.197
.274
.427
.513
4-J
N
1.000
.624
.637
.306
.499
.686
.650
.182
.256
.406
.488
•.L
I
n/tl
.48 .4 809 .
TABLE 30.
SIMPLE CORRELATION COEFFICIENTS FOR SCHOOL TRIPS
Variable 
"-4
1.000
.964
.709
.888
.869
.697
.544
.709
.926
,925
1.000
.658
.855
.863
.700
.464
.638
.889
,888
1.000
.855
.592
1.000
.821
.585
.739
.874
.976
.874
Variable 4 4 S
Y 1.000
Zpt .991 1.000
Ypt .272 .313 1.000
at .275 .315 .984 1.000
v/vD .024 .042 .539 .551 1.000
V-/D .147 .184 .791 .799 .917 1.000
vP/D2 .421 .475 .890 .882 .471 .770 1.000
VF/D3  .607 .652 .710 .690 .172 .482 .903 1.000
P/vs .114 .266 .359 .378 .943 .792 .302 .049 1.000
P/D .110 .270 .512 .537 .960 .884 .454 .167 .974 1.000
P/D 2  .091 .132 .766 .800 .817 .931 .741 .444 .722 .856 1.000
P/D3 .193 .248 .827 .859 .591 .820 .853 .621 .437 ,617 .931 1,000
Y .
z
a
ai
v"/D
/P/D2
/ /D3
P/D
P/D2
P/D 3
A
Total
Region
B
Core
Area
C
Fringe
Area
Variable -- 0o o -
Y 1.000
Zao .996 1.000
v'P//D .635 .629 1.000
/v'/D .825 .824 .939 1.CCO
v'-/D2 .881 .881 .649 .867 1.CCO
11/D 3  .853 .860 .476 .737 .973 1.000
P/fv .488 .482 .959 .844 .493 .308 1.000
P/D .657 .654 .973 .936 .671 .502 .972 1.000
P/D 2  .888 .893 .819 .954 .941 .853 .717 .857 1.000
P/D 3
_ .880 .881 .604 .825 .975 .955 .451 .638 .942 1.000
1.000
.909
.522
.241
.937
.980
.865
.623
CM
-t_ &< E-Q
CM m"
__
- I388 592 I91 1,0.
1.000
.933
.280
.480
.825
.956
1.000
.026
.206
.590
.824
1.000
.968
,701
. 8
1.000
-917 1 000
,
,
.
r
TABLE 31.
SIMPLE CORRELATION COEFFICIENTS FOR MEDICAL TRIPS
Variable j
Ypt 1.000
Zpt 
.983
Yat .786
Zat 
.756
ýP/ TD .618
PP/D .788
ý-/D2 .772
P-/D 3  
.558
P/\rD- .478
P/D .619
P/D 2  
.844
P/D 3 .869
1.000
.756
.732
.603
.762
.735
.516
.472
.604
.813
.830
1.000
.984
.619
.791
.744
.476
.434
.588
.846
.880
1.000
.605
.772
.728
.468
.415
.560
.800
.831
1.000
.929
.536
.248
.930
.9491
.827
.616
1.900
.799
.529
.796
.873
.919
.816
L.000
.909
.359
.495
.751
.850
1.000
.110
.220
.474
.636
1.000
.978
.748
.472
1.000
.868
.639
1.000
.934 1.000
A
Total
Region
Variable - - .L. .. 7
Yai 1.000
Zai .975 .000 B
'-i7~'5 .667 .650 1.000 CoreVP /D .614 .614 .921 1.000 Area
P-/D2 .348 .372 .572 .839 1.000
F/D3 
.136 .165 .307 .619 .936 1.000
P/V D  
.664 .635 .938 .766 .348 .101 1.000
P/D 
.692 .678 .976 .887 .534 .274 .970 1.000
P/D2 
.593 .613 .870 .973 .844 .627 .727 .869 1.000
P/D3 
.396 .434 .647 .875 .959 .841 .435 .626 .923 1.000
Veriable -- -- o c0 0 Q
Yao 1.000
z 
.994 1.000 C
.638 .640 1.000 Fringe
-P/D .830 .827 . r  1.000 Area
'-/D2  
.968 .6 ' .878 1.000
-'
P /D3 
.942 - .518 .746 .971 1.000
P/- 
.472 .475 .949 .858 .548 .362 L.000
P/D2 .637 .636 .965 .934 .703 .537 .978 1.000
P/D 3  .910 .898 .831 .945 .943 .859 .750 .870 1.000
.961 .943 .624 .818 .970 .955 .491 .659 .943 1.000
I
, I
I
-----
TABLE 32.
SIMPLE CORRELATION COEFFICIENTS FOR ALL TRIPS
A. Total Region
Variable 4 41 m -
¥ 1.000
Zpt .996 1.000
ypt .906 .908 1.000
at
at .906 .906 .996 1.000
>/P7 .547 .533 .632 .6108 .COO
v/D .772 .760 .853 .847 .927 1.000
P/D2  .909 .900 .918 .909 .545 .804 1.000
/D3  .790 .777 .706 .689 .266 .541 .910 1.000
//-D .392 .376 .456 .436 .925 .792 .369 .129 1.000
P/D .537 .520 .604 .592 .940 .872 .502 .235 .976 1.000
P/D 2  .799 .785 .846 .858 .810 .906 .745 .473 .743 .867 1.000
?/D3  .889 .878 .894. .918 .604 .302 .837 .626 .471 .640 .934 1.000
B. Core Area
Variable -- -- L (
Yat 1.000
Zat .998 1.000
P P/r-D .787 .800 1.000
/P/D .925 .927 .926 1.000
P/D2 
.850 .834 .600 .849 1.000
P-/D 3  .639 .616 .339 .633 .937 1.000
P/' .615 .635 .936 .782 .390 .143 1.000
P/D 
.774 .733 .970 .892 .564 .305 .972 1.000
?/D 2  .955 .954 .873 .967 .843 .626 .751 .883 1.000
1P/D31 .919 .90!: .669 .877 .951 .828 .478 .656 .927 1.000
C. Fringe Area
Variable -- -- m - --
y 1.000
Za t .997 1.000
r/pI .689 .653 1.C00
F/D .866 .843 .951 1.000
4F/D2  .972 .977 .692 .877 1.000
rP/D 3  .930 .940 .515 .741 .970 1.000
P/r5 .572 .527 .947 .861 .557 .372 1.000
P/D .726 .680 .956 .933 .709 .545 .976 1.000
P/D3  .948 .938 .815 .934 .941 .860 .749 .871 1.000
P/D_ .956 .969 .609 .802 .963 .953 .492 .650 .942 1.000
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TABLE 42.
MODELS FOR CONVERTING VEHICLE TRIPS TO PERSON TRIPS
Traffic Models
(Regression Equations)wý4 W)
;a a
II)4
4) .0
4 )01) -
4J
Y: 4
Yat
iork a
at
Ypt
Yat
P1
Ypt
Yat
S
Ypt
Yat
M
1n
44 04
fork T
.996
.996
iness
.993
.996
kd Bus
.998
.996
Shopp
.988
.998
.asure
.993
.998
ehool
.991
.984
.dical
.983
.984
E.983
.996
40
4)
,4C 01
rips
.992
.992
Trips
.986
.992
.ness
.996
.992
ng Tr
.976
.996
Trips
.986
.996
;rips
.982
.968
Trips
.966
.968
.992
44 *,
04.Z
0 0U1 4)
15
16
0
S 0
16.17
12.06
5.96
7.29
13.55
17.37
1.76
7.91
18.162
6.292
4.07
3.73
z
zat
at
= -7.231 + 1.654 Y
pt.705 + 1.384
= .705 + 1.384 Yat
-.860 + 2.322 Y
Pt
.015 + 2.225 Yat
1.197 + 1.505 Y
Pt
-.246 + 1.641 Yat
.003 + 2.009 Y
pt
1.116 + 1.930 Y
y pt
at
rips
.004
.008
.024
.004
.014
.004
.018
.032
.034
.032
.008
.008
= -5.326 + 1.631 Y
Pt
= 1.380 + 1.468 Yat
= -. 150 + 2.303 Ypt
Pt= -3.725 + 2.371 Y
- -3.725 + 2.371 Yat
Zpt = -2.144 + 1.801 Ypt
Zat = -5.724 + 1.787 Yat
.058 + 1.625 Y
pt375 + 1.760 Y
-1.375 + 1.760 Y
1.126
5.258
29.84
35.08
TABLE 43.
CORRELATION MATRIX
Variables 1E Z -- • 4 --
D2  D2  D2  D2  D2  D 2  D
2
cu-a cu-a cu-a cu-a cu-a cu-a cu-a
1.000
0.941
0.912
0.390
0.595
0.644
0.910
1.000
0.909
0.289
0.705
0.739
0.843
2
cu-aD2
cu-a
c-a-
D2
cu-a
--
D2
cu-a
VI-
D2
cu-a
-
D2
cu-a
D2
cu-a
D2
cu-a
1.000
0.088
0.028
0.439
1.000
0.764
0.598
1.000
0.520 1.000
(Factor Analysis Data for Produced Trips, Total Analysis
Region, Using Population Statistic)
1.000
0.339
0.719
0.703
0.942
TABLE 44.
PRINCIPAL-AXIS FACTORS
FactorsVariables
4- a
D2
cu-a
D2
cu-a
D2
cu-a
c--a
D2
cu-a
-s
D2
cu-a
-_-
cu-a
cu-a
2
+0.1382
-0.0357
+0.0342
+0.8392
-0.3827
-0.4539
+0.2341
(Factor Analysis Data for Produced Trips, Total Analysis
Region, Using Population Statistic)
1
+0.9446
+0.9567
+0.9700
+0.3711
+0.7868
+0.7805
+0,9157
Fact0r•
TABLE 45.
ANALYSIS OF PRINCIPAL-AXIS FACTORS
Factor Eigenvalue Per cent of Cumulative
Total Variance Per cent of
Total Variance
1 4.953 70.758 70.758
2 1.133 16.186 86.944
(Factor Analysis Data for Produced Trips, Total Analysis
Region, Using Population Statistic)
TABLE 46.
VARIMAX ROTATED FACTOR MATRIX
Variables Factors
1 2
D2- 4+0.8110 +0.5036
D
2
cu-a
r
E
- +0.8914 +0.4390
D
2
cu-a
2/S" +0.8758 +0.4185
D
2
cu-a
2 +0.0054 +0.9176
D
2
cu-a
- +0.8742 
-0.0369
D
2
cu-a
- +0.8968 
-0.1048
D
2
cu-a
A +0.7463 +0.5801
D
2
cu-a
(Factor Analysis Data for Produced Trips, Total Analysis
Region, Using Population Statistic)
TABLE 47.
FACTOR-VARIABLE COEFFICIENT MATRIX
Variables Factors
1 2
- - 40.1262 40.1879D2D-
cu-a
v E  40.1897 40.0482D2
cu-a
-+0.1675 40.10592
cu-a
- -
-0.2268 +0.7090
D
2
cu-a
- - 40.2804 
-0.2463
D
2
cu-a
.4w 40.3043 
-0.3045
D
2
cu-a
- - 40.0871 40.2632
D
2
cu-a
(Factor Analysis Data for Produced Trips, Total Analysis
Region, Using Population Statistic)
TABLE 48.
CORRELATION OF THE DEPENDENT VARIABLE WITH FACTORS
Factor Correlation Coefficient
0.794
2 0.507
Correlation Coefficient = .942 Standard Error of Estimate = 62.261
(Factor Analysis Data for Produced Trips, Total Analysis Region, Using Population Statistic)
TABLE 49.
MEANS AND STANDARD DEVIATIONS OF STUDY VARIABLES
Variables Mean Standard Deviation
- 0.025 0.040
D
2
cu-a
-2 0.010 0.017
D2
cu-a
s
0.723 1.111
D
2
cu-a
2 0.003 0.025
D-
cu-a
~ 0.0005 0.0011
D2
cu-a
-W- 0.0034 0.0154
D2
cu-a
V 0.0129 0.0198
D
2
cu-a
Y 57.687 184.750
pt
(Factor Analysis Data for Produced Trips, Total Analysis
Region,Using Population Statistic)
TABLE 50.
CORRELATION MATRIX
Variablesý -- 2
D2 D2 D2 D2 D
2  D2 D2
cu-a cu-a cu-a cu-a cu-a cu-a cu-a
1.000
0.937 1.000
D2
cu-a
D2
cu- a
D2
cu-a
Vc-
D2
cu-a
D2
cu-a
D2
cu-a
D2
cu-a
(Factor Analysis Data for Trips Produced Core Area
Car Registration Statistic)
0.931 0.909 1.000
0.415 0.289 0.339 1.000
0.603 0.705 0.718 0.088 1.000
0.632 0.739 0.703 04020 0.764 1.000
0.937 0.843 0.942 0.439 0.598 0.520 1.000
TABLE 51.
PRINCIPAL-AXIS FACTORS
Factors
Variables
1 2
+0.9526
+0.9542
C
D
2
cu-a
C/-E
D
2
cu-a
D2
cu-a
D2
cu-a
2 N
D2
cu-a
D2
cu-a
D2
cu-a
+0.1587
-0.0427
+0.9721
+0.3766
+0.0291
+0.8335
+0.7863 -0.3895
+0.7758 -0.4620
+0.9197 +0.2306
(Factor Analysis Data for Trips Produced Core Area
Car Registration Statistic)
TABLE 54.
FACTOR-VARIABLE COEFFICIENT MATRIX
Variables Factors
1 2
vCe-
2
cu-a
D2
cu-a
D2
cu-a
JcA
D2
cu-a
vN
D2
cu-a
D2
cu-a
D2
cu-a
+0.1161
+0.1901
+0.2064
+0.0461
+0.1671
-0.2361
+0.1048
+0.6955
-0.2442+0.2862
+0.3108
+0.083
-0.3029
+0.2609
(Factor Analysis Data for Trips Produced Core Area
Car Registration Statistic)
TABLE 55.
CORRELATION OF THE DEPENDENT VARIABLE WITH FACTORS
Factor Correlation Coefficient
1 0.786
2 0.515
(Factor Analysis Data for Trips Produced Core Area
Car Registration Statistic)
Correlation Coefficient = .939
Standard Error of Estimate = 63.369
TABLE 56.
MEANS AND STANDARD DEVIATIONS OF STUDY VARIABLES
Variables Mean Standard Deviation
0.014
D
2
cu-a
2D
Cu- a
cu-a
D
2
cu-a
D
2
cu-a
D
2
cu-a
D
2
cu-a
D2
cu-a
0.010
0.023
0.017
1.1110.723
0.003 0.025
0.0005 0.0011
0.0034 0.0154
0.0129
57.687
0.0198
184.750
(Factor Analysis Data for Trips Produced Core Area
Car Registration Statistic)
TABLE 57.
CORRELATION MATRIX
/E 1 2 1 2 D2  D 2
p-cu p-c
As 1.000
/§ .946 1.000
4/ .954 .941 1.000
vf .267 .235 .218 1.000
\- .788 .782 .797 .109 1.000
/ .845 .725 .737 .380 .572 1.000
/R .848 .874 .821 .256 .715 .568 1.000
V/T .868 .810 .865 .196 .729 .787 .690 1.000
V2 .863 .800 .851 .212 .697 .800 .672 .990 1.000
-I1 .941 .952 .912 .308 .764 .738 .896 .812 .809 1.000
-2 .948 .947 .912 .326 .756 .756 .887 .804 .803 .996 1.000
---- .172 .089 .096 .392 -.005 .066 .211 -.011 .004 .157 .178 1.000
D
2
p-cu
-- -. 106 .167 -. 140 .035 -. 054 .008 -. 135 -. 077 -.059 -.137 -.117 -.061 1.000
p-c2
p-c
(Factor Analysis Data for Attracted Trips, Core Area)
Population Statistic
TABLE 58.
PRINCIPAL-AXIS FACTORS
Variables Factors
1 2 3
-0.9827
-0.9584
-0.9583
-0.3122
-0.8194
-0.8223
-0.8738
-0.9055
-0.8986
-0.9664
-0.9658
-0.1364
+0.1223
vrE
ýJE
ATC
VI
2
v' 2
wiS
vi
1
2
p-Cu
D2
p-c
D
p-cu
+0.0087
-0.0470
-0.0739
+0.7490
-0.1969
+0.0427
+0.0860
-0.1782
-0.1549
+0.0443
+0.0698
+0.8419
-0.0009
+0.0035
-0.0942
-0.0480
+0.2277
-0.0014
+0.2478
-0.1388
+0.1043
+0.1286
-0.0605
-0.0374
-0.1577
+0.9280
(Factor Analysis Data for Attracted Trips, Core Area)
Population Statistic
TABLE 59.
ANALYSES OF PRINCIPAL-AXIS FACTORS
Percent of CumulativeFactor Eigenvalue Total Variance Percent of
Total Variance VarianceTotal Variance
1 8.539 65.685 65.685
2 1.388 10.679 76.364
3 1.062 8.171 84.535
(Factor Analysis Data for Attracted Trips, Core Area)
Population Statistic
TABLE 60.
VARIMAX ROTATED MATRIX
Variables Factors
1 2 3
-0.9691 +0.1576 -0.0437
-0.9491 +0.0966 -0.1392
/v -0.9553 +0.0711 -0.0927
AC -0.2042 +0.7927 +0.2006
,IN -0.8390 -0.0704 -0.0375
K -0.8165 +0.1725 +0.2074
vR -0.8433 +0.2142 -0.1818
vl -0.9259 -0.0364 +0.0636
fjT~ -0.9166 -0.0139 +0.0879
2
v>I -0.9447 +0.1888 -0.1074
As- -0.9412 +0.2145 -0.0847
2
-2V - +0.0008 +0.8491 -0.1773
D
p-cu
-+0.0789 +0.0018 +0.9327
D2Dp-c
p-c
(Factor Analysis Data for Attracted Trips, Core Area)
Population Statistic
TABLE 61.
FACTOR-VARIABLE COEFFICIENT MATRIX
Variables Factors
1 2 3
vE -0.1129 +0.0237 -0,0023
r§ -0.1120 -0.0185 -0.0934
J -0.1169 -0.0366 -0.0497
AT +0.0365 +0.5436 +0.2038
Af -0.1163 -0.1256 -0.0037
VA -0.1008 +0.0503 +0.2279
-0.0857 +0.0737 -0.1364
1 -0.1286 -0.1085 +0.0950
J•2 -0.1264 -0.0915 +0.1177
2S1 -0.1043 +0.0474 -0.0628
/?2 -0.1024 +0.0660 -0.0414
, 
v  
+0.0834 +0.5984 -0.1586D2
p-cu
2 
-0.0252 +0.0171 +0.8732
D
p-c
(Factor Analysis Data for Attracted Trips, Core Area)
Population Statistic
TABLE 62.
CORRELATION OF THE DEPENDENT VARIABLE WITH FACTORS
Factor Correlation Coefficient
1 -0.219
2 +0.736
3 
-0.200
(Factor Analysis Data for Attracted Trips, Core Area) Population Statistic
Correlation Coefficient = 0.793 Standard Error = 122.517
TABLE 63.
MEANS AND STANDARD DEVIATIONS OF STUDY VARIABLES
Variables Mean Standard Deviation
/E-
1
p-cu
D2
P-cu
DJ2
p-c
yai
8.759
734.571
4.246
2.037
0.490
2.228
12.537
1.432
1.328
412.601
363.452
0.039
0.136
149.471
9.385
671.516
4.841
7.970
0.891
9.022
9.842
2.868
2.786
391.071
357.952
0.044
0.128
201.509
(Factor Analysis Data for Attracted Trips, Core Area)
Population Statistic
TABLE 64.
CORRELATION MATRIX
1 2 1 2 D D2D- - - D
2
Sp-cu p-c
y? 1.000
v .946 1.000
VY .954 .941 1.000
AC .267 .235 .218 1.000
~/T .788 .782 .797 .109 1.000
VA .845 .725 .737 .380 .572 1.000
V/R .848 .874 .821 .256 .715 .568 1.000
/J .868 .810 .865 .196 .729 .787 .690 1.000
/- .863 .799 .851 .212 .697 .800 .672 .990 1.000
AiS. .941 .952 .912 .308 .764 .738 .896 .812 .809 1.000
JS2 .948 .947 .912 .326 .756 .756 .887 .804 .803 .996 1.0002
.205 .132 .125 .412 .025 .083 .262 .011 .027 .199 .219 1,000
D
2
p-cu
2 -. 093 -. 154 -. 129 -. 040 -. 042 .019 -. 123 -. 066 -. 046 -. 124 -. 104 -. 072 1.000
DPp-c
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
TABLE 65.
PRINCIPAL-AXIS FACTORS
Variables Factors
1 2 3
E-0.9829 +0.0022 +0.0026
/ S 
-0.9582 
-0.0420 
-0.0975
IT 
-0.9580 
-0.0799 
-0.0530
A-C 
-0.3144 +0.7431 +0.2591
/N 
-0.8189 -0.1979 
-0.0104
A 
-0.8220 +0.0196 +0.2520
R 
-0.8746 +0.1020 -0.1393
1 -0.9046 -0.1943 +0.0985
J2 -0.8979 -0.1717 +0.1245
-0.9666 +0.0471 -0.0599
-0.9662 +0,0717 -0.0359
-
2
-
-0.1777 +0.8435 
-0.1447D2
p-cu
2 +0.1073 
-0.0278 +0.9248
p-cu
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
ANALYSIS OF
TABLE 66.
PRINCIPAL-AXIS
Cumulative
Factors Eigenvalue Percent of Percent of
Total VarianceVariance
Total Variance
1 8.547 65.750 65.750
2 1.397 10.748 76.498
3 1.069 8.221 84.719
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
FACTORS
TABLE 67.
VARIMAX ROTATED MATRIX
Factors
Variables 1 2 3
-0.9679
-0.9475
-0.9553
-0.1933
-0.8397
-0.8152
-0.8394
-0.9273
-0.9178
-0.9421
-0.9384
-0.0275
+0.0686
AVE "
,rEC
AT
vi-
/S-
1
A-_
2
p-c
V c
D
2
p-c
+0.1664
+0.1137
+0.0786
+0.7973
-0.0587
+0.1693
+0.2394
-0.0353
-0.0129
+0.2048
+0.2301
+0.8529
+0.0015
-0.0398
-0.1367
-0.0906
+0.2124
-0.0370
+0.2153
-0.1812
+0.0679
+0.0932
-0.1034
-0.0806
-0.1892
+0.9289
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
TABLE 68.
FACTOR-VARIABLE COEFFICIENT MATRIX
Variables Factors
1 2 3
-0.1131 +0.0209 -0.0026
AS 
-0.1123 
-0.0156 
-0.0945
1/ 
-0.1183 
-0.0401 -0.0518
A• +0.0451 +0.5421 +0.2170
,N 
-0.1179 
-0.1239 -0.0076
A- 
-0.1006 +0.0418 +0.2306
'/R 
-0.0839 +0.0823 
-0.1377
/ 
-0.1309 
-0.1146 +0.0935
Jvr2 
-0.1283 
-0.0976 +0.1172
1 -0.1038 +0.0493 -0.0622
/S-- 
-0.1014 +0.0677 
-0.0407
-2 +0.0862 +0.5911 
-0.1626D
p-cu
/-- 
-0.0213 +0.0221 +0.8651D2
p-c
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
TABLE 69.
CORRELATION OF THE DEPENDENT VARIABLE WITH FACTORS
Factor Correlation Coefficient
1 - 0.211
2 + 0.747
3 - 0.204
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
Correlation Coefficient = 0.803 Standard Error = 120.099
TABLE 70.
MEANS AND STANDARD DEVIATIONS OF STUDY VARIABLES
Variables Mean Standard Deviation
8.759
734.571
4.246
2.037
0.490
2.228
12.537
1.432
1.328
412.601
363.452
ri
2
2
V2- -
2
D2
p-c
Yai
0.023
0.078
149.471
9.385
671.516
4.841
7.970
0.891
9.022
9.842
2.868
2.786
391.071
357.952
0.026
0.069
201.509
(Factor Analysis Data for Attracted Trips, Core Area)
Car Registration Statistic
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TABLE 72.
PRINCIPAL-AXIS FACTORS
Variables 1 Factors 2
f -0.9861 -0.0127
yv -0.9837 -0.0276
16 -0.9822 -0.0136
A/V• -0.5954 -0.2815
1i9 -0.9681 -0.0564
1S -0,9610 +0.0914
A -0.9655 -0.0233
vf- -0.6952 -0.3031
c
/57. -0.9888 -0.0600
N22 -0.9816 -0.0217
s. -0.9846 -0.05461
47 -0.9815 -0.07052
1 -0.7563 -0.2171
-
-0.4232 +0.8668
p-cu
(Factor Analysis Data for Attracted Trips,
Population Stotistic
Fringe Area)
TABLE 73.
ANALYSIS OF PRINCIPAL-AXIS FACTORS
Percent of CumulativePercent of
Factors Eigenvalue Total Variance Percent of
Total Variance
1 11.161 79.719 79.719
2 0.995 7.106 86.825
(Factor Analysis Data for Attracted Trips, Fringe Area)
Population Statistic
TABLE 74.
VARIMAX ROTATED FACTOR MATRIX
Variables Factors1 2
JS
ITC
,/AC
1/c
2
1
,/ 2
D2
p-cu
-0.9262
-0.9293
-0.9229
-0.6566
-0.9250
-0.8658
-0.9108
+0.5421
-0.9456
-0.9253
-0.9398
-0.9425
-0.7841
-0.0876
+0.3385
+0.3238
+0.3363
-0.0516
+0.2912
+0.4269
+0.3213
-0.5303
+0.2952
+0.3284
+0.2988
+0.2828
+0.0658
+0.9606
(Factor Analysis Data for Attracted Trips, Fringe Area)
Population Statistic
TABLE 75.
FACTOR-VARIABLE COEFFICIENT MATRIX
V a 1.~ . _ F actors2
Variables 1acor
-0,0871
-0.0922
-0,0872
-0.1504
-0.1012
-0.0478
-0.0892
-0.0500
-0,1042
-0.0900
-0.1019
-0.1075
-0.1409
+0.2741
'S-
4AC
I/N
22
-F--
p-cu
+0.0195
+0.0054
+0.0185
-0.2455
-0.0222
+0,1165
+0.0089
-0.3069
-0.0249
+0.0109
-0.0199
-0.0349
-0.1799
+0.8279
(Factor Analysis Data for Attracted Trips, Fringe Area)
Population Statistic
TABLE 76.
CORRELATION OF THE DEPENDENT VARIABLE WITH FACTORS
(Factor Analysis Data for Attracted
Trips, Fringe Area)
Population Statistic
Correlation Coefficient = 0.937
Standard Error of Estimate = 77.729
TABLE 7:
MEANS AND STANDARD DEVIATIOI
Factor Correlation Coefficient
1 -0.114
2 +0.930
OF STUDY VARIABLES
Variables Mean Standard Deviation
FE 20.999 31.011
./ 1595.050 1944.016
JJ 10.439 16.079
JAC 1.188 6.765
/N 1.376 2.602
,v/ 10.293 28.827
AR 24.821 22.029
/?P- 192.843 69.135
c
Sil 6.000 12.204
2 5.102 9.866
I 1022.054 1384.042
S-2 903.944 1254.3242
Jl 2.271 10.9121
0.017 0.036
D2
p-cu
Y 61.083 222.720
ao
(Factor Analysis Data for Attracted Trips, Fringe Area)
Population Statistic
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TABLE 79.
PRINCIPAL-AXIS FACTORS
Variables I Factors 2
/fE -0.9861 -0.0184
-0.9837 -0.0345
.J 
-0.9822 -0.0191
A-0.5950 -0.2695
S-0.9681 -0.0620
A- -0.9610 +0.0853
A/R -0.9656 -0.0262
1FC +0.6844 -0.3413
c
/J -0.9886 -0.0635
1
/T -0.9813 -0.02892
SI -0.9845 -0.0608
v/S -0.9813 -0.0767
2
J/Rl -0.7561 -0.2037
P 
-0.4467 +0.8534
D
2
p-cu
(Factor Analysis Data for Attracted Trips,
Car Registration Statistic
ANALYSIS OF
Fringe Area)
TABLE 80.
PRINCIPAL-AXIS FACTORS
Cumulative
Percent of o
Factors Eigenvalue Total Variance Percent of
Total Variance
1 11.164 79.743 79.743
2 0.987 7.050 86.793
(Factor Analysis Data for Attracted Trips, Fringe Area)
Car Registration Statistic
TABLE 81.
VARIMAX ROTATED FACTOR MATRIX
Vari ble Factors2Variables t1 2o
-0.9181
-0.9220
-0.9148
-0.6528
-0.9181
-0.8552
-0.9021
+0.5017
-0.9376
-0.9177
-0.9328
-0.9359
-0.7765
-0.0861
c
/iJ
2
1-
2
1
D 2
p-cu
+0.3603
+0.3446
+0.3582
-0.0212
+0.3132
+0.4466
+0.3453
-0.5772
+0.3196
+0.3488
+0.3206
+0.3047
+0.1012
+0.9594
(Factor Analysis Data for Attracted Trips, Fringe Area)
Car Registration Statistic
TABLE 82.
FACTOR-VARIABLE COEFFICIENT MATRIX
Variables I Factors 2
VE
NC
1
Si
,N-
./2A\ R
ICF
c
15
2
1/Sll
/S-2
V/i1
D
2
p-cu
-0.0888
-0.0947
-0.0887
-0.1537
-0.1041
-0.0464
-0.0901
-0.0757
-0.1065
-0.0924
-0.1051
-0.1109
-0.1415
+0.2939
+0.0166
+0.0014
+0.0157
-0.2318
-0.0248
+0.1128
+0.0085
-0.3429
-0.0256
+0.0065
-0.0232
-0.0381
-0.1647
+0.8141
(Factor Analysis Data for Attracted Trips, Fringe Area)
Car Registration Statistic
TABLE 83.
CORRELATION OF THE DEPENDENT VARIABLE WITH FACTORS
Factor Correlation Coefficient
1 -0.090
2 +0.929
TABLE 84.
MEANS AND STANDARD DEVIATIONS
(Factor Analysis Data for
Attracted Trips, Fringe Area)
Car Registration Statistic
Correlation Coefficient = 0.934
Standard Error of Estimate = 79.734
OF STUDY VARIABLES
Variables Mean Standard Deviation
AR 20.999 31.011
1595.050 1944.016
Vi 10.439 16.079
A-C 1.188 6.765
,I 1.376 2.602
S10.293 28.827
24.821 22.029
115.188 41.801C
1 6.000 12.204
2 5.102 9.866
1022.054 1384.042
/ 903.944 1254.324
2.271 10.912
V/7 0.009 0.019
D
2
p-cu
Y 61.083 222.720
ao
(Factor Analysis Data for Attracted Trips, Fringe Area)
Car Registration Statistic
TABLE 85.
SUMMARY OF THE ROLE OF COMPETITION VARIABLES
Core Area Fringe Area
Trip Internal External Internal External
Purpose Competition Competition Competition Competition
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outlying community, the single competitor,
which has the "highest probable value of
competition, " will be selected from among
the seven major competitors. Given a
producer p, this competitor can be determined
as being that which corresponds to the highest
numerical value among the following:
M M M Ml , c 2 , c 3  c4
D D D D
P-CI p-c 2  p-c 3  p-c 4
M M M
c c6 c7
c5 , 6 , c7
D D Dp-c 5  p-c 6  p-c 7
where:
subscripts 1, 2, 3, 4, 5, 6, 7 refer
to Danville, Rantoul, Kankakee,
Bloomington, Decatur, Mattoon, and
Charleston, respectively.
Mc = some measure of attractive-
ness of a major competitor
Dp-c = the distance between an out-
lying community and the
major competitor
The following paragraphs prescribe
the means of accomplishing step two; that of
establishing the competition zones and, in
effect, determining for each zone the competi-
tor which has the "highest probable value of
competition. "
Danville, Rantoul, Kankakee,
Bloomington-Normal, Decatur, Mattoon, and
Charleston were identified as being the seven
possible major competitors on the basis of the
first two criteria in step one. The most
influential competitor in a given trip inter-
change situation can be identified from these
seven possible ones through application of the
third criterion. In broad terms, the require-
ments of criterion three are satisfied if the
14-county study area can be divided into
seven portions, one portion for each of the
competing cities, so that the location of any
given community within one of these portions
or zones will mean that the major competitor
in that zone has the highest probable value of
competition with Champaign-Urbana for the
attraction of the potential vehicle trips from
the given community.
Population was selected as the most
appropriate community variable to use in
defining competition zones for several reasons.
Population has sufficient generic qualities
such that its use allows the establishment of
only one configuration of competition zones
which can be utilized, irrespective of which
particular trip purpose is under study.
Visualize evidence of this is shown in Figures
1, 2, 4, 5, 6, 8, 9, 10, 11, and 12 where the
travel patterns displayed show markedly
constant shapes for both the core and fringe
of the 14-county region for all trip purposes.
The principal differences among the figures
are either in the number of regional trips
shown or in the proportions of attracted or
produced trips; but these are manifestations
of characteristics associated with individual
trip purposes. Further justification for using
population to define competition zones is
dictated by the fact that initial simple corre-
lations between trip data and community data
showed population to be the most highly corre-
lated community statistic, regardless of which
trip purpose category was used in the correla-
tions. Insofar as treatment of population it-
self is concerned, a square root transformation
yielded generally higher correlations with trips
than did the untransformed variable.
Figure 16 is an illustration of a set of
competition zones. The measurement
variables representing the ability of the major
competitors to attract vehicle trips and,
conversely, the ability of the outlying
communities to produce vehicle trips, are the
square root of population ( 4P ) and time
distance (D).
The first step in the technique for
determining competition zones is to delimit
the zone in which Champaign-Urbana's in-
fluence is dominant. The boundary of this
zone (shaded portion of Figure 16) is a line
representing the location of a state of equili-
brium between Champaign-Urbana's influence
and that of each of the major competing cities.
The time distance from Champaign-
Urbana to various points on the boundary of
its area of dominant influence is obtained by
solving simple ratio relationships between
the square root of Champaign-Urbana's popu-
lation divided by its time distance from the
zone boundary, and the square root of the
population of each of the competing cities
divided by their time distances from the zone
boundary. Expressed mathematically, the
relationship is
/-Pcu = _^c
T i Di-c
where:
D i  = the time distance from
Champaign-Urbana to any
point on the boundary of
its influence area
Di-c = the time distance between
that point and the competing
city
Pcu = the population of Champaign-
Urbana
P = the population of an individual
c
competing city
Because D. = D - D., where D is thei-c 1
time distance from Champaign-Urbana to the
competing city, the previous relationships
can be restated as
V/_cu = /c
D i  D-D i  '
or by solving for D i
D i  = D [P-c
"kc +\ Pc
Evaluating this simple relationship
between Champaign-Urbana and each of
the competitors (Danville, Kankakee,
Bloomington-Normal, Decatur, Mattoon, and
Charleston) indicates Champaign-Urbana's
zone of primary influence, which is represented
by the larger area bounded by a dashed line
in Figure 16.
The same procedure can be applied to
Rantoul because it is also centrally located
with respect to other competing cities. This
causes its zone of primary influence to lie
almost wholly within that of Champaign-
Urbana. The resulting influence zone for
Rantoul is the smaller bell-shaped area
bounded by a dashed line with Champaign-
Urbana's influence area.
Similar applications of the square root
of population and time distance relationship
to adjacent pairs of competing cities,
excluding Rantoul because its influence areas
have previously been established, indicates
the zonal boundaries, represented by the
solid lines in Figure 16. These lines were
extended radially inward to Champaign-Urbana
by computing the highest probable value of
competition [i
i-c
for several outlying communities, and drawing
the boundaries such that each of the communi-
ties were assigned within the influence zone
of the most probable competitor.
It can be seen that the Charleston and
Mattoon competition zones extend but a short
distance into Champaign-Urbana's influence
area. This fact is due to the relatively large
differences between each of their populations
and that of Decatur, which enables Decatur to
exert the greater amount of competitive
influence on Champaign-Urbana and, in effect,
restrict the competition zones of these two
smaller cities.
To summarize the salient features of
Figure 16, each of the areas bounded by a
solid line represents a competition zone
between Champaign-Urbana and one of the
competing cities. Within each of these compe-
tition zones the dashed line represents the
location of a hypothetical state of equilibrium
(the limit of Champaign-Urbana's zone of
dominance) between the influence of Champaign-
Urbana and the influence of the particular
competitor. The dashed line merely divides
the zone into two parts such that if an outlying
community were located at this equilibrium
point it would presumably be attracted equally
to each of the two competitors involved. If an
outlying community were located on either side
of the equilibrium point, both competitors
would still be exerting influence, but the
location of the community within a particular
area would be exerting relatively more influ-
ence than the other competing city.
It is evident from Figure 16 that there
are two distinct levels of competitive influence
in the analysis region. These occur in the
core area (shaded portion of Figure 16) or
that area previously referred to as Champaign-
Urbana's area of primary influence, and in
the fringe area (unshaded portion of Figure
16) or that portion of the analysis region
which is beyond the range of Champaign-
Urbana's greatest influence, where the
competitors' influence predominates. In
fact, this condition suggests that evaluation of
competitive influence can be more precise if
these two areas are treated separately, since
each is more nearly homogenous in terms of
competition exerted by major competitors.
Quantification of external competition
is the third and final step in satisfying the
measurement requirements. For any given
competition zone, the effect of the major
competitor can be incorporated in the models
by including: (1) a quantity, Mc, measuring
the "attractiveness" of this competitor
adjusted by (2) the distance, Dpc, between
the producer and the relevant competitor.
The division of the analysis region into
a core and fringe area requires special
considerations when attempting to quantify
external competition. With respect to the
core area, there are two alternatives, the
first being to measure the effect of external
competition as previously specified ,
and the second being to neglect the effect
of competitors on the trip producing
communities. This second alternative is
based on the assumption that, with respect
to the communities lying within Champaign-
Urbana's primary zone of influence (although
they are conceptually under the influence of a
major competitor), external competition is
so minor as to justify its omission.
Implementing this alternative means applying
a sided condition to the concept of the "highest
probable value of competition, " i. e. , in order
for a community p to be considered under the
influence of a competitor c , the value of
-P cu P I[.-c should be greater than that of-[-c .
p-c L p-cu
In other words, a particular model for trips
attracted to Champaign-Urbana would contain
an external competition factor only when those
communities outside of Champaign-Urbana's
primary influence area are the trip producers.
With respect to the fringe area, it should
be noted that within any particular zone of
competition, the average distance between the
communities and the competitor is proportional
to the population of the competitor. This latter
statement hinges on the fact that, according
to the proposed methodology for delimiting
competition zones, a competitor with a large
population will have a large zone of influence
(competition zone) and, conversely, a "small
competitor" will have a relatively smaller zone
of influence. Accordingly, the average
distance between the producing communities
within a given zone and the competitor is
directly contingent upon the size of the compe-
tition zone. Hence, the quantity Dp-c can
be considered to be implicitly accounted for
by the single variable external competition
factor, population of the competitor P .
Updating the regional Models C and F
in accordance with the external competition
theory discussed above yields the following
results:
For trips produced by Champaign-Urbana,
Ycu-a = F  a . (no change)
Dcu-a (C)
For trips attracted by Champaign Urbana,
Yp-cu = F , C'p , C1c] (G)
where:
C' ' = the measure of external
c
competition exerted by
Champaign-Urbana' s major
competitor which is to be
quantified according to the
previous discussion.
Before leaving the subject of external
competition, one fact should be reiterated
because of its impact upon assessment of
the value of external competition as an integral
part of the models developed in Chapter IV.
Measurement of external competition, as
developed here, requires that the analysis
be divided into two areas (the core and fringe),
and that an explicit external competition factor
be included in the pertinent models. There-
fore, the contribution of each of these
treatments must be weighed in order to assure
complete evaluation of the concept of external
competition.
6. Selection of Variables
Those variables to be used in the regional
traffic models can be classified under two
headings: (1) measurement of distance, and
(2) measurement of community trip generating
capabilities.
7. Measurement of Distance
There are three measures that could be
used to quantify the separation of communities
in the region: distance, travel time or time
distance, and travel cost. Distance per se
does not take into account the many marginal
frictions that affect travel; hence, it is not
a good measure of the separation between
communities in the minds of highway users.
At the other extreme, total travel cost would
be an excellent means of properly weighting
the distance factor because it reflects many
of the considerations important to the traveling
public, even intangibles such as safety and
convenience. The very fact that certain
aspects of travel cost are intangible means
that an accurate value of travel cost would be
very difficult to obtain. In lieu of either
distance or travel cost, it was decided
that time distance would be the most appro-
priate variable to select because it can be
easily evaluated, and it also serves to give
relative weights to alternate travel routes.
Time distance between communities
were computed by utilizing state-wide average
speed data for several different highway
pavement classifications, and for travel
through two population classes of communities
as shown in Table 20.
C. MEASUREMENT OF COMMUNITY TRIP
GENERATING CAPABILITIES
The following discussion relates to the
selection of community statistical quantities
to be used in the models as measures of the
trip productive and/or trip attractive abilities
of communities in the region. An excessive
amount of mental gymnastics on the part of
the reader would be necessary if this discussion
were presented for the trips produced and trips
attracted models separately, as has been the
procedure up to this point. In order to alle-
viate this difficulty, the discussion viewpoint
is changed so that attention is focused on a
single outlying community in the region. Con-
sideration is then given to: (1) the selection
criteria for variables of trip production;
(2) the selection criteria for trip attraction
variables; and (3) the hypothesized variables
themselves. Conclusions thus obtained are
related to the appropriate regional model.
1. Selection Criteria for Trip Production
Variables
Without regard to any particular trip
purpose, a general measure of the productive
capabilities of any trip-producing community
should denote a quantitative capacity for
travel. Conceptually, this requirement is
satisfied either by the population of the pro-
ducing community, which represents the human
element in traffic interchange, or by motor
vehicle registration, which represents the
method of intercommunity travel. Both
quantities are generic measures of potential
travel and are highly correlated with one
another. As presently conceived, one purpose
of these general community indices will be to
evaluate the total trip producing potential
of an outlying community in the region. Con-
sequently, the model for trips attracted by
Champaign-Urbana will require the inclusion
of such an index because it evaluates the
potential trips available for attraction to
Champaign-Urbana. The notation M in Model
G refers to this type of variable.
2. Selection Criteria for Trip Attraction
Variables
Conceptually, it also appears likely
that a general community variable such as
population can serve as a measurement device
for the attractive quality of a community. The
reasoning is similar to that underlying the
selection of trip productivity variables; namely,
that such a me asure is at least an indicator of
the "size" of a community and, concomitantly,
its attracting facilities.
In the case where trips attracted by an
outlying community (i. e. , trips produced by
Champaign-Urbana) are being considered, it
is also a logical approach to seek measures of
community attractiveness related to a particular
trip purpose. Consider work trips as an
example. The force exerted by the attracting
community upon the producing community can
be evaluated in terms of the employment data
of the attractor. If the number of employed
persons in the attracting community is high,
the likelihood that regional work trips will be
attracted is also high and vice versa. In a
like manner, retail sales figures might function
as a measuring device for shopping trip
attraction, the number of doctors may be the
yardstick for attracted medical trips, and so
on.
It appears reasonable to assume that
the attractiveness of any particular community
for regional trips can be assessed generally
by using a broad community variable such as
population, and specifically by selecting a
community variable in keeping with the par-
ticular purpose for which a trip is being made.
A third possibility is also apparent; that of
some combination of general and specific
community indices. Such a combination can
be determined only after the variables have
actually been tested. The regional model
requiring variables describing the relative
attractiveness of communities Ma will be
the model for trips produced by Champaign-
Urbana, shown as Model C.
There is yet another aspect' to this
problem of measuring the trip attraction
capabilities of a community. The preceding
paragraphs suggest the logic of using
specific community indices (employment,
retail sales, doctors, etc. ) to measure the
attractiveness of a community as it might
appear to persons outside that community,
i. e., an external attractiveness. But, what
about measuring the attractiveness of that
community insofar as its own inhabitants
are concerned?
3. Proposed Measurement Variables
There were nine trip purpose classifi-
cations initially used in the Champaign-Urbana
origin-destination study. As a result of com-
bining minor groupings and adding a "total
trip" category, the trip purposes employed
in this investigation include: (1) work,
(2) business, (3) shopping, (4) pleasure,
(5) school, (6) medical-dental, (7) eat
meal, overnight, and all other, and (8) total
or all trips. The following section presents,
in general outline form together with explanatory
comments where appropriate, the community
variables tentatively proposed as measures of
trip production and trip attention capabilities.
Variables are symbolicly referenced to the
regional Models C and G.
General Measures of Community
Productiveness (Mp,)
(1) Population
(2) Motor vehicle registration
Measures of Community Attractiveness
(Ma's for the trip attracting community;
C' ps, measures of internal attractiveness
of the trip producing community; and
Mcls, measures of attractiveness for
the major competitor)
(1) General measures (Mals, Mcls), popu-
lation
(2) Specific measures (Ma's, Mcis,
C'ps)
(a) Work purposes
Total employment in work
places in the community. A
survey of the distributions of
approximately 50 per cent of
the work trips attracted to
Champaign-Urbana shows that
these trips were attracted by
118 different groups of work
places as defined by SICM
"Bureau of the Budget, " 1957,
and that no single group is over-
whelmingly responsible for a
high percentage of work trips
attracted. It appears, therefore,
that the best index of attractive- ,
ness of a given community for
work purposes is total employ-
ment regardless of the type or
size of work places.
(b) Business purposes
Total employment in work
places in the community. Busi-
ness trips are defined in terms
of trips made to complete trans-
actions, other than those considered
part of a person's regular employ-
ment. Because it is often diffi-
cult to make such a systematic
distinction, the possibility of
combining business trips and
work trips should be considered
as an alternative to the separate
treatment of these two trip pur-
pose categories.
(c) Shopping purposes
Employment as defined in Table
21
Dollar sales as defined in Table
21
(d) Pleasure purposes
Population
Employment as defined in Table
The number of acres of open space
of the major recreation facilities
in the community. The reasoning
leading to the selection of these
variables is as follows: The wide
range of activities that can con-
ceivably generate pleasure trips
suggests that any hypothesized
model should include variables
explaining the two general classifi-
cations of social and commercial
recreation. With regard to the
former, the population of a commu-
nity is suggested as being the most
likely measure of over-all social
activity. Because the establish-
ments responsible for commercial
recreation are heterogeneous in
terms of type of activity, patronage,
and physical size, some common
denominator must be established
in order to measure their collective
level of activities. The activity
index of dollar sales has a serious
limitation as a common denominator
in that a substantial portion of the
facilities responsible for generating
pleasure trips do not have any
reportable sales proceeds. The only
remaining index which is readily
available and which can be applied
in this situation is employment.
Therefore, employment in commer-
cial recreation establishments is
suggested as the most appropriate
index of the commercial recreation
portion of pleasure trips.
When trips produced by Champaign-
Urbana residents are under consi-
deration, emphasis should be placed
on the types of "open spaces" or
regional recreational facilities located
outside the twin cities which attract
these pleasure trips.
The travel data from the Champaign-
Urbana study represent vehicle and
person movements in the area for an
"average spring weekday" and, as
is often the case following the restric-
tions imposed by the winter season,
recreational emphasis is placed on
out-of-doors activities. The number
of acres of major recreational open
space will be used to quantify the
relative importance of such
regional open spaces in relation
to pleasure trips produced by
Champaign-Urbana.
(e) School purposes
Enrollment as defined in Table
23
Number of faculty employed
as defined in Table 23
(f) Medical and dental purposes
The number of beds in "short-
term-stay" hospitals (as
opposed in institutional hospitals)
in the community
The number of admissions to
those hospitals
Employment in these hospitals
The number of physicians and
doctors in the community
(g) Eat meal, overnight, and all
other purposes
Because these purpose categories
are immaterial to regional traffic
generation (they constitute less
than 2. 5 per cent of the total
traffic), ( ) they are not treated
as separate component models.
(h) All trips
This category cannot be accu-
rately interpreted as a trip
purpose. It is merely a collec-
tive grouping of trips for all
purposes. Its characteristic
of generality in itself imposes
a potential limitation on the
ability to measure internal
attractiveness of outlying
communities insofar as a model
for total or all trips attracted
by Champaign-Urbana is con-
cerned.
The reason for this limitation
is that there are only two
variables proposed which are logi-
cally considered to be general in
their measurement capacity. These
variables are population and car
registration, and should they prove
to be the most appropriate measures
of the basic productiveness or
attractiveness of communities, there
will be no remaining general variable
with which to measure internal
competition in the all trip models.
In this event, the alternative pro-
cedure will be to seek appropriate
combinations of the variables
suggested as specific measures of
community attractiveness to use as
the measure of internal attractiveness
in the all trip models.
D. SUMMARY
The basic human interaction concept,
as it was initially structured, was presumably
applicable to estimation of the amount of
traffic interchange between isolated pairs of
areas, zones, communities, etc. However,
this theory is conceptually incomplete for
practical estimation purposes. The concept
portrays an unrealistic situation in that it
insulates the traffic generating cources from
the influences of their neighboring commun-
ities. It does not account for the competitive
forces exerted by these outlying communities
which tend to lessen the amount of traffic
interchanged between any given pair of com-
munities, nor does it allow a means of incor-
porating the effect of differences in community
structures or characteristics which can
markedly affect traffic generation capabilities. (1) Trips Produced by Champaign-Urbana
Tailoring the initial concept to fit the
regional viewpoint required for this investi-
gation enabled the author to separate total
trip interchange into the more functional
categories of produced trips and attracted
trips and, in addition, obviated the need for
including measures of the trip generating
capabilities of the central city (Champaign-
Urbana) in the conceptual models because
such measures became constant terms.
Next, regional traffic models were
developed based on the theory that the
capacity of one community to attract trips
from another community is conditioned by
two fundamentally different types of competi-
tion: (1) "internal competition" which is
interpreted as being representative of the
ability of the trip producing community to
fulfill the desires of its inhabitants within
its own geographic boundaries, and (2)
"external competition" which is conceived
as being a measure of the ability of other
communities (except the trip attractor) to
vie for the opportunity to satisfy the wants
of the people of the trip producing community.
Application of this regional theory
Attractiveness of the
Ycu-a = F outlying community
Time distance between
Champaign-Urbana and
the community
(2) Trips Attracted by Champaign-Urbana
Productiveness of the
Y = F outlying community
p-cu Time distance between
the community and
Champaign-Urbana
Internal attractiveness
of the community,
Attractiveness of the
major competitor
Time distance between
the major competitor
and the community.
There are two reasons for not incorporating
the competition factors in the produced trips model.
The first reason, which applies only to the inter-
nal competition factor, is that internal competi-
tion is of constant value (Champaign-Urbana is
the only trip producer) and hence does not affect
the analysis. In contrast, when trips attracted
to Champaign-Urbana are under consideration
there are many trip producing communities,
each with its own value of internal competition.
Internal competition is a variable element
which must be included explicitly in models for
trips attracted to Champaign-Urbana.
The second reason, which pertains to the
external competition factor, is that the effect
of competition among communities in attracting
yielded the following models: the trips produced by the central city is
implicitly included in the basic interaction
model. This becomes clear when it is
realized that the same variables are used to
measure both the competitive strength and the
relative attractiveness of one community with
respect to all other communities. Because
the basic interaction model for trips produced
by the central city already includes the
measures of attractiveness for the outlying
communities, the further addition of an
explicit external competition factor would be
a redundancy.
The remaining portion of Chapter III
not thus far summarized discusses various
aspects of the problem of which variables to
select as indices of the trip attraction and
trip production capabilities of communities.
Conclusions reached were that the attractive-
ness of a community can be assessed (1) for
general purposes by employing a broadly
descriptive community statistic such as popu-
lation; (2) for specific purposes by using a
community variable in keeping with a particular
trip purpose, e. g. , employment for work
purpose trips and retail sales for shopping
trips; or (3) a combination of general and
specific community indices. For the function
of measuring a community's trip producing
potential, it was stated that either population
or motor vehicle registration were logical
selections.
It was further noted that certain com-
munity statistics can serve in more than one
capacity. For example, the population of a
community may denote its general ability to
either produce or attract regional trips and
community indices chosen to depict attractive-
ness may be used to measure this quantity as
seen by its own inhabitants as well as by the
inhabitants of other communities. *
IV. REGIONAL TRIP GENERATION MODELS - STATISTICAL DEVELOPMENT FOR EAST CENTRAL ILLINOIS
The next phase of the project is the
development and presentation of traffic
models for each trip purpose classification.
This chapter is a discussion of issues rele-
vant to the establishment of specific model
development procedures, as well as a formali-
zation of the procedures themselves. These
procedures are utilized and the final products
are reported as empirical traffic models.
A. BASIC METHODOLOGICAL PROCEDURES
"COMPOSITE VARIABLE" VS " INDIVID-
UAL VARIABLE"
The purpose of the following discussion
is to settle upon the mathematical form most
appropriate to synthesizing the relevant
variables.
The models can be expressed in one of
two forms. These alternatives are illustrated
by means of the general expression (Model C,
Chapter III) for trips produced by Champaign-
Urbana.
*Nomenclature is defined in Chapter I, Section
E, Glossary.
The "composite variable" approach is
illustrated as follows:
Yp = F(X)
where:
Ma
x = , a composite variable. *
Dcu-a
In this form, the individual independent
variables (Ma and Dcu-a) are combined and
treated as a single independent variable
requiring a single regression coefficient.
The "individual variable" approach
retains the identity of each independent
variable and computes individual regression
coefficients for each one. An illustration of
this alternative Y = F (M ; Dcu-a) .
The most desirable selection would be
that of an approach satisfying both the criterion
of maximum information gained relative to
each variable, and the criterion of greatest
efficiency as an estimating model. Unfortu-
nately, neither approach satisfied both critera.
The "individual variable" approach, which would
be the a priori selection from the standpoint of
knowledge gained because each variable can
be separately evaluated, was shown by
empirical testing to be less effective than
the "composite variable" approach in terms
of the ability to provide an accurate estimate
(see Table 24).
The empirical testing was based on data
depicting total trips. No trip purpose classi-
fications were employed. It was contended
that the results thus obtained would reflect
the same general pattern of findings obtained
if each approach were tested for every trip
purpose.*
The models associated with each approach
are shown in Table 24. These models are
based on the variables population P and
distance in terms of travel time D, together
with whichever mathematical transformation
yielded the highest correlation coefficient.
Comparison of these coefficients shows those
associated with the "composite variable"
approach to be higher by 6 per cent or more.
A basic objective of this research is to
develop models capable of producing efficient
estimates of intercommunity traffic. Table
*This contention was later corroborated by
applying the two approaches to both the work
and business trips categories. The "compo-
site variable" approach proved to be superior
in both cases.
24 indicates that the first approach shows
greater promise of having this capability.
Thus, the composite variable approach was
selected in spite of the assumed a priori
advantage of the individual variable approach.
B. MODEL BUILDING PROCEDURES
Having adopted a composite variable
mathematical model, it is now appropriate
to initiate the model building procedures by
selecting community statistics and their
mathematical transformations which are to
be used with each trip purpose category.
Numerous community statistics were
proposed in Chapter III as potential measures
of the productiveness or attractiveness of
hinterland communities. Based on a review
of theoretical as well as empirical literature
in the field of traffic linkage, commonly used
mathematical transformations include logarithms,
roots, and powers. (3) The following mathe-
matical forms of the variables involved were
chosen for this investigation:
(1) For the dependent variables (trips):
linear
(2) For the independent variables:
(a) Measures of community attractive-
ness and productiveness: linear and square root
(b) Distances: first, second, and
third powers and square roots
Different combinations of the variables
and transformations proposed for the various
trip purposes were tested by correlating them
with trip data. The results of this testing
indicated that the composite variable, involving
population divided by distance, had a higher
correlation with the trip data than did any
other community variable divided by distance
regardless of the trip purpose category being
considered. For this reason the combination
of population over distance was termed the
"basic variable" for any particular model.
The testing also showed that a "specific" type
of community variable proposed for use with
a definite trip purpose, e. g. , employment for
work trips and retail sales for shopping trips,
followed the same pattern of the best trans-
formations as did the basic variable. If
P
D2 proved to be the best transformation of
E
the basic variable, then -•Z was also the
best transformation of employment as a
"specific variable" correlated with the same
trip data.
*Only the attracted trips are divided to core
area and fringe area according to the con-
ceptual models discussion of Chapter III.
The results of this empirical testing
of the composite variables are presented in
terms of the simple correlation coefficients
in Tables 25 through 32. Because the pattern
of best transformations was shown to be the
same for all variables, only the results ob-
tained when testing the eight possible combi-
nations of population and distance ,
p-- /-VP /P P P P P\
D, _Z, 3,07D , D, -7- ) are
included in the tables. Each table is related
to a given trip purpose, and consists of three
matrices corresponding to tests with the total
analysis region, the core area, and the fringe
area.
Table 33 shows the best transformation
of the basic variable and its correlation coef-
ficient found by the above testing process for
produced and attracted* trips in each trip
purpose classification.
The significance of this table is not only
that it shows which transformation is to be
used for each trip purpose; but also that it
highlights the fact that an increase in the
coefficient of correlation is usually realized
through the division of the total area of the
attracted trips into core and fringe sections.
This point concerning the gain in correlation
coefficients receives detailed attention later
in this chapter.
C. THE APPLICATION OF INTERCOM-
MUNITY COMPETITION THEORY
The trips produced models require no
competition factors. The only requirement
is to compute the coefficients of the regression
equations using the appropriate variables
indicated in Table 33. However, certain
additional models are developed to allow
evaluation of the relative functional capabilities
of specific measures of community attractive-
ness (relative to population as a general
measure), and to illustrate the substitutability
of the population and automobile registration
statistics. *
Models depicting attracted trips require
two explicit competition factors (internal and
external) in addition to the basic variables shown
in Table 33. The procedure adopted is as follows:
(1) Add to the basic variable only the
variable(s) which best represent(s) the internal
competition concept. The purpose of adding
such an independent variable is to provide a
*Automobile registration is not a conceptually
valid measurement of attractiveness of a com-
munity, but because of its nearly perfect corre-
lation with population it can be readily substi-
tuted as an alternative measure. This has
practical significance in that current auto-
mobile registration data is available on a
continuing basis.
better estimate so that this added variable
may explain an additional amount of the
variation in the dependent variable. The con-
tribution of the added variable is evaluated by
the coefficient of partial correlation which
indicates the degree to which it can explain
the previously unexplained variation in the
dependent variable. The greater the explana-
tion contributed by the added variable, the
more significant is that variable in predicting
the true relationship in the real world situation.
(2) If the internal competition variable(s)
proves to be significant, another variable
which best represents the external competition
concept is added to the model. Whether this
external competition variable is significant
is determined by its coefficient of partial
correlation in the manner previously mentioned.
(3) If the internal competition variable(s)
proves not to be significant, only the variable
which best represents the external competition
concept is added to the basic variable. The
significance of the external competition
variable is then assessed in the same manner
as before.
A flow diagram showing these model
development procedures is presented in Figure
17.
D. APPLIED MULTIVARIATE ANALYSIS
TECHNIQUES
1. Regression Analysis (23, 24, 25, 26)
The Appendix is devoted to data sources
and their editing. In the center of this Bulletin
are tables which contain all the dependent and
independent variables used in the development
of these intercommunity traffic models.
The models are developed by the corre-
lation technique. This technique is a s tatisti-
cal tool for discovering and measuring the
relationship between variables, and expressing
it in a brief formula termed the regression
(estimating) equation. Associated with the
correlation technique are the following types
of measurements:
(1) A measure of the degree of relation-
ship or correlation (R) between the variables.
The coefficient of determination (R ) indicates
the proportion of the variance of the dependent
variable which has been explained or determined
by the independent variable or variables. The
coefficient of nondetermination (1-R ) indicates
*A factor analysis approach was not included
as part of Project IRH-69. The portions of
this report incorporating this analytical
technique are taken from a Ph. D. thesis based
on project data. See entry 33 in Chapter VII,
References.
the proportion of the variance of the dependent
variables which the independent variables have
not explained.
(2) A measure of the divergence of the
observed values of the dependent variable
from those estimated by the regression
equation. This measure is called the "standard
error of the estimate. "
(3) A measure of the relative contribu-
tion of a new independent variable added to
the estimating equation. This measure is
termed the "coefficient of partial correlation. "
If, for example, the coefficient of determina-
tion is increased from . 877 to . 927 as a
result of adding a given variable to the
estimating equation, the coefficient of partial
. 927 - . 877
correlation equals 1 - . 877 or . 638.1 - .877
The coefficient of partial determination is
the square of this value, or . 407, which indi-
cates that the addition of the new variable has
explained about 41 per cent of the previously
unexplained variance.
2. Factor Analysis*
. (27, 28, 29, 30)Factor analysis can
prove to be a useful explanatory tool in
many areas of research where the number of
variables is very large, but where the theory
governing the use of these variables is un-
settled or nonexistent. It is a device for the
clarification of ideas, but it will not function
as a substitute for thorough conceptual
analysis. (28) The methods of factor analysis
may lead to the establishment of new theory
as suggested by the form of the solution and,
conversely, a previously formulated theory
(the competition theory in this case) may be
verified by an appropriate form of factorial
solution. (Z9)
Factor analysis may also be used to
construct indices. For example, several
variables designed to measure the same
basic concept (such as internal and external
competition in this investigation) may be
combined to form a single index. This
single index, rather than each of the indepen-
dent variables, may then be related to the
dependent variable. Factor analysis permits
a simplified interpretation and description of
a given set of variables.
Two basic assumptions underlie the use
of the factor analysis. Perhaps the most
fundamental one is that of linearity of the
mathematical model. The other assumption
is that if a particular set of variables are
intercorrelated, the interrelationships are
due to the existence of common factors, and
the variables can be more economically des-
cribed in terms of these factors.
The principal axis method of factoring
a correlation matrix is applied in this study
because it has the characteristics of providing
a mathematically unique solution for a given
table of correlations, of condensing the corre-
lation matrix into the smallest number of
orthogonal factors, and of extracting the
maximum amount of variance for successive
factors. (27, 29)
Operationally, a set of measures is
correlated in order to determine the number
of dimensions occupied and to identify these
dimensions in terms of general characteristics.
The interpretation is accomplished by noting
which measures occur in a given dimension
and identifying the common characteristics of
these measures that are absent from measures
not occuring in that dimension. (27) However,
there is no guarantee that these factors can
be meaningfully interpreted. It is entirely
possible that the outcome of a factor analysis
problem may show only that some concise
observed variables have been replaced by a
smaller number of conceptually nonsensical
factors.
The difference between estimating
equations resulting from factor analysis
and multiple regression analysis is that the
factors are hypothetical conceptual elements
represented by the common characteristics
of the observed variable in factor analysis;
whereas the independent variables are the
observed measures in regression equations.
The dependent variable is an observed one
in both instances. The ultimate results
achieved by each technique are similar in
indicating the general pattern of behavior
which influences the dependent variable.
These are a few of the terms commonly
associated with the factor analysis technique:
(1) A "factor loading" or "common
factor coefficient" refers to the correlation
between a variable and a given factor.
(2) The "communality" of a variable
indicates the extent to which the common
factors explain the total variance of that
variable.
(3) "Orthogonal" factors are, in
geometric terms, at right angles to each
other and thus, uncorrelated.
(4) "Eigenvalue" or "latent root" is a
term referring to the total contribution of a
factor to the variances of all the variables.
For the purposes of this study the
factor analysis technique is utilized only
in the case of the generalized or "all trips"
models. Its intended function in this instance
if that of an additional test of the validity of
the development of the basic variable, plus
the internal and external competition elements
formulated from the various independent study
variables according to the discussion in
Chapter III. Should the common factors
generated by factoring the independent variables
be interpretable in general conformity with
the intercommunity competition theory pre-
viously advanced, further evidence will be
provided to support the logic of the projects'
conceptual framework.
It appears that factor analysis is ideally
suited to the adroit handling of the complex
problems stemming from the multiplicity of
interrelated variables integral to highway and
traffic planning. The ability of such a tech-
nique to contribute to better understanding of
the true behavior of traffic generating forces
can be examined for the case at hand. In
addition, perhaps its potential application
to other similar problems may become more
clearly discernible.
E. CRITERIA FOR DETERMINING THE
ADEQUACY OF A MODEL
In the previous section concerning the
development of model building procedures, it
is stated that the variable with the highest
simple correlation coefficient is the one
selected as the basic variable with which to
begin building a particular model. It should
be emphasized, however, that mere choice
of the highest simple correlation coefficient
in itself is not a sufficient criterion for
assuring the adequacy of an estimate. (26, 31)
To provide for greater likelihood in obtaining
an adequate estimate, logical requirements
must be met in addition to other statistical
requirements.
These logical requirements demand
that the models pass critical appraisal to
assure that relationships assumed in the
models are reasonable and logically defensible
in terms of the competition theory discussed
in Chapter III. This criterion is a validity
test. When an independent variable(s) fails
to satisfy the logic of the conceptual framework
(as, for example, a positive coefficient instead
b-o
*The formula for the "t" test is t = "- where
b is the observed value of the regression coeffi-
cient, o is the true value of the regression
coefficient, and'/b` is the standard error of
the regression coefficient.
of a negative one for a competition variable),
this fact is noted in the empirical models with
the designation "not valid. "
The statistical requirements caution
against complete reliance on the correlation
coefficient. Such reliance may bias the results
toward those variables (which will provide a
good fit), and away from the more basic
independent variables which influence traffic
estimates. (31) This is because an independent
variable which initially shows no correlation
with trip data may show significant correlation
after allowing for its relation to other indepen-
dent variables. (24) Therefore, the selection
of model variables is based on both the
a priori considerations of the competition
hypothesis and examination of the inter-
correlation among the proposed independent
variables in order to obtain reliable results.
Furthermore, a linear regression coef-
ficient is subject to sampling variations.
Statistically speaking, it is frequently desirable
to set confidence limits for the true value of a
particular regression coefficient or to determine
whether a sample-computer coefficient might
possibly be zero. The "t" test* (a reliability
test) can be used to test the hypothesis that
the true value of the regression coefficient
in the population is zero, and that the
observed value of the regression coefficient
is merely a chance occurrence. The results
of the "t" test can be used to determine
whether the true value of the regression coef-
ficient is greater than zero. If, at a level of
significance of . 05, the observed regression
coefficient is two or more times as large as
its standard error, it may be concluded that
the observed regression coefficient is an
adequate estimate, assuming the absence of
serial correlation effects. Thus, the indepen-
dent variable associated with that particular
observed regression coefficient is said to be
significant. However, if the observed regres-
sion coefficient is less than double its standard
error, it is not an adequate estimate, and the
independent variable associated with it is
designated "not significant. "
F. DEVELOPMENT OF INTERCOMMUNITY
TRAFFIC MODELS
1. Regression Analyses
Following the establishment of the basic
methodological procedures (selection of
*Note the difference between the terms "not
significant" and "not valid. " The former
indicates that a variable's coefficient failed
to pass the "t" test, and the latter shows that
a variable failed to meet the validity test.
Both of these terms are used where applicable
in developing the models.
composite variable approach, establishment of
model building procedures, and presentation
of model adequacy criterion) the next phase is
presentation of the results of their application,
the empirically developed, intercommunity
traffic estimating models. These results
are divided according to two general classifi-
cations of models. The first part consists of
the specialized models, or those models
developed to provide estimates of intercom-
munity traffic according to each specific trip
purpose. The second portion contains the
generalized models, or those models providing
estimates of the over-all volume of inter-
community traffic.
Mathematical models for the seven
various trip purposes are presented in
Tables 34 through 40. Each table shows the
models related to a specific trip purpose.
The procedures utilized in building these
models are those previously stated and
summarized in Figure 17, and are applied
to each trip purpose category in a similar
manner. For this reason it is appropriate
to discuss thoroughly those models associated
with the first trip purpose classification
(work) and to show only the similarities or
differences across the other trip purposes.
This will include a theoretical justification
of any unique circumstances.
Work Trips Models (Table 34)
Starting with the produced trips, total
region, it can be noted that the coefficient of
correlation of Models 1 and 2 are approxi-
mately the same (0. 983 and 0. 984, respec-
tively). This suggests that population P and
car registration C are substitutable variables;
that is, each variable is capable of explaining
about the same relative degree of relationship
with the dependent variable. On the other
hand, the relationship between these two
independent variables (P and C) is very high.
Therefore, they should not both be included
in the same regression equation. (24)
Comparison of the simple correlation
coefficients associated with Models 1 and 3
shows the specific variable E to have less
capability than either P or C in predicting
the degree of relationship with the same
dependent variable. This is an indication
that a general measure as an index of
community attractiveness is more significant
than a specific measure.
*This generalization is not valid for all trip
purpose models, as will be indicated later.
Representing the attracted trips for the
total analysis region are Models 4 and 5.
Their correlation coefficients are similar
in magnitude, as was the case for the pro-
duced trips models, and give further evidence
that the population and car registration
statistics are substitutable.
. According to the theoretical framework
discussed in Chapter III, the total analysis
region is divided into the core area and the
fringe area. The purpose of dividing the
analysis region is to obtain a better estimate
by providing for greater homogeneity in the
data, and to assess the role of intercommunity
competition so as to approximate more nearly
the true behavior affecting trip generation.
Models 6 through 11 refer to the core
area, and Models 12 through 17 apply to the
fringe area. With reference to achieving
greater homogeneity in the data, the models
illustrate that a substantial increase in the
correlation coefficients is achieved through
division of the analysis region into a core
and fringe area. * With reference to assess-
ment of the role of intercommunity competition
theory in the core area, it is found that the
employment variable E is a significant measure
of internal competition for work trips attracted
by Champaign-Urbana. This variable passes
the validity and reliability tests previously
mentioned.
The inclusion of the internal competition
variable E explains an additional 4. 7 per cent
(0. 912 - 0. 865) of the variance of the dependent
variable Yai. The importance of this increase
is determined by comparing it with the total
variance left unexplained (1 - 0. 865 = 0. 135)
before the new variable was added. The
contribution of the internal competition variable
in explaining some of the previously unexplained
0. 047
variance is 0.-135 or 34. 8 per cent.
Introduction of an external competition
variable
P
c
2
Dp-cu
into the core area models proved to be insigni-
ficant. Although the variable is negative as
it should logically be, its coefficient does not
pass the reliability test; hence, it is termed
"not significant. " The contribution of the
external competition variable in explaining
some of the previously unexplained variance
is only 0. 5 per cent as indicated by the coef-
ficient of partial determination.
The fact that external competition does
not show itself to be significant in the core
area is not particularly surprising. The
core area is that portion of the analysis
region over which Champaign-Urbana exerts
its greatest influence and, consequently, it
was theorized in Chapter III that external
competition in this area might be so minor
as to justify its omission for any given trip
purpose.
Turning now to the models for work
trips attracted to Champaign-Urbana from
communities in the fringe area, it is noted
that the square root of employment is a signifi-
cant measure of internal competition. It
passes both the validity test and the reliability
test, and its contribution is indicated by the
coefficient of partial determination of nearly
6 per cent. The variable depicting the
measure of external competition P is not
significant, however. Although it passes
the validity test, its coefficient does not pass
the reliability test and the associated coefficient
of partial determination is only 0. 4 per cent.
Business Trips Models (Table 35)
The previous presentation of the models
for work trips was given in more detail than
will be the case for this and the following
trip purpose categories. The intention is to
focus discussion on principal characteristics
of particular models rather than give a step-
by-step presentation.
The correlation coefficients for Models
1, 2, and 3 in Table 35 again indicate that a
specific variable
E
cu-a
does not provide as good an estimate of
trips produced by Champaign-Urbana to
attracting communities in the analysis region
as do the general variables
P C
a and c
D 2  D
2
cu-a cu-a
In the case of attracted trips, comparison
of the coefficient of correlation for Model 4
with those for Models 6 and 12 (the same
comparison can be made among Models 5, 9
and 15, the corresponding models using the car
registration statistic) shows that division of the
total region into the core and fringe areas
does not yield a higher coefficient in both
instances. This particular finding is contrary
to the generalized statement made with refer-
ence to the work trip models. A decrease in the
coefficient of correlation is observed for the
core area, whereas an increase in the coeffi-
cient of correlation is observed for the fringe
area. The heterogeneity of the data when the
total region is considered makes it impossible
to predict such specific behavior, or to
evaluate the role of competition theory
as precisely as when the region is subdivided.
Internal competition, as measured by
employment of an outlying community, is
"not valid" in the core area. This finding
may be due to the inability of these smaller
communities to offer the type or quantity of
service capable of deterring business trips
to Champaign-Urbana (or any other larger
city) by its inhabitants. It might also be a
result of the inability of the employment
variable to measure the level of business
activity in a community. The business trip
purpose is loosely defined (32) and a variety
of trips may be included in this category.
Perhaps a more appropriate variable measuring
functions or services of the type associated
with banks, post offices, attorney's offices,
insurance offices, and the like might be found.
External competition is not significant
in the core area models for attracted trips.
This outcome is logical if Champaign-Urbana
successfully insulates those communities in
its immediate influence area against the
competitive influence of other major cities.
It also appears probable that trips of the
business purpose category may have high
immunity to external competition. Considerable
inducement would be necessary before an
individual might change his banking practices
or see a different attorney.
The models pertaining to the fringe area
indicate that internal competition is "not
valid" as did the corresponding models in
the core area. The same reasoning applies
in both cases; that is, either the smaller
communities lack the facilities to attract
business trips in competition with the cities,
or the employment variable is an inappropriate
measure.
External competition, on the other hand,
is a significant variable in the fringe area due
largely to the fact that the communities are
beyond the range of Champaign-Urbana's
dominance and in closer proximity to competing
cities.
Work and Business Trips Models*(Table 36)
The produced trips models for this
purpose give further support to the generali-
zation that composite general variables
*This combination of two trip purposes is
appropriate for testing because these two
categories showed similar characteristics
(Chapter II) and an interviewer would have
difficulty making a systematic distinction
between work and business trips.
P
a
c-3-D
cu-a
C
and a
cu-a
provide a better trip estimate than does a
variable more closely associated with the
particular trip purpose being considered,
in this case
E
a
D3-
cu-a
Most of the remaining models in Table 36
follow the same pattern of findings previously
established for the work purpose alone.
Division of the total region into core and
fringe areas is accompanied by an increase
in the correlation coefficient in both cases;
internal competition is significant in the
core area, whereas external competition is
not; and internal competition is also significant
in the fringe area. The deviation from the
work trip pattern occurs in the fringe area
with respect to external competition, whereas
external competition is weak (not significant)
in the work models but significant for business
trips. The combination results in a significant
external competition variable in the fringe area.
Shopping Trips Models (Table 37)
The fact that a specific variable, tested
for its ability to measure the relative attractive-
ness of hinterland communities for regional
trips produced by Champaign-Urbana, shows
less capability in providing an estimate of
trips is a fairly well established generality
at this point. In the case of shopping trips
the specific variable tested is total retail
sales
S
a
D
3
cu-a
in its composite form with travel time for
which a correlation coefficient of only 0. 746
is obtained in contrast to 0. 914 and 0. 907
for the general variables
P and C
a aDD-5- T
CU-a cu-ad.
respectively.
With regard to the value of the division
of the analysis region into core and fringe
areas for the trips attracted models, the
results obtained for shopping trips again
support the generalization that improvement
in the estimating ability of the models can be
thus realized. The correlation coefficients
are higher in both the core and fringe area
models than is the case utilizing the total
region.
In the core area, internal competition
is found to be significant. The implication
that the smaller communities surrounding
Champaign-Urbana are able to compete
successfully against the drawing power of the
city's shopping facilities is logical when con-
sidering the convenience type goods or merchan-
dise necessary to meet daily needs. Even the
smaller communities have some facilities
capable of meeting such minimum demands.
However, smaller communities would
not be expected to provide the desired variety
of durable goods. Champaign-Urbana is the
logical source for this type of goods because
of its relatively larger size and its proximity
to consumer communities, especially those
in the core area. This reasoning is supported
by the finding that external competition is
"not valid" in the core area; that is, Champaign-
Urbana successfully forestalls competition from
other major cities within its own area of
dominance.
Internal competition is shown also to
be significant within the fringe area, again
perhaps due to the availability of convenience
type shopping facilities in outlying communities.
External competition is found not to be signifi-
cant in the fringe area, a departure from anti-
cipated results. This finding may be due in
part to the influence of habit in establishing
shopping travel patterns, and in part to the
operation of psychological factors in selecting
shopping outlets.
Pleasure Trips Models (Table 38)
Early investigations suggested that
pleasure trips might vary from the expected
norm for other trip purposes because of the
fact that this purpose is the only one for
which Champaign-Urbana produces more
trips than it attracts. * Furthermore, it was
hypothesized that provision should be made
for testing community variables explaining
the two general classifications of social and
commercial recreation. **
Support is given to these earlier
expectations by the empirical models in
Table 38. Both basic variables
p C
a and a
D 2 D
cu-a cu-a
in the produced pleasure trips models are
associated with relatively low correlation
coefficients in comparison to those thus far
obtained for other trip purposes. As a result,
it was necessary to add a second basic
variable to supplement the "general attractive-
ness" of outlying community (as measured by
*Refer to discussion of pleasure trip patterns,
Chapter II.
**See discussion relative to proposed measure-
ment variables for pleasure trips, Chapter III.
the basic variable using population or car
registration) with another element of the
pleasure function, i.e. , out-of-door,
recreational, open space measured in acres
(AC). This supplemental variable
AC
D
2
DZ
cu-a
contributed to the produced trips models by
explaining 30. 6 and 32. 9 per cent of the
variance previously unexplained by the original
basic variables alone.
Division of the total area into core and
fringe portions yielded results similar to
those indicated for business trips, rather
than following the generalized pattern of the
other trip purposes. The core area models
show a decrease in correlation coefficients
while the fringe models for attracted trips
show a substantial increase.
As measured by recreational acres
(ACp) in a trip producing community in the
core area, internal competition shows itself
to be significant, and external competition
proves not to be valid. These findings are
commensurate with those previously attained
for all but the business trip purpose.
Internal competition by communities
in the fringe area is "not valid" in the models
for trips attracted by Champaign-Urbana.
This finding can be attributed to the fact that
most types of recreation facilities require a
sizeable population to support them; hence,
few communities in the region can offer a
measureable degree of competition compared
to that exerted by the major cities. Evidence
of the ability of other major cities to compete
with Champaign-Urbana in attracting pleasure
trips from the fringe area is illustrated by
the finding that external competition is signifi-
cant for this portion of the analysis region.
School Trips Models (Table 39)
It is difficult to conceive of many
instances in which Champaign-Urbana might
become a producer of many trips for school
purposes except perhaps in cases such as
student field trips or trips home made by
university students whose automobiles are
locally registered. The models representing
school purpose trips produced by Champaign-
Urbana tend to corroborate such a situation
by yielding relatively low correlation coeffi-
cients. The models employing population or
car registration as the basic variable show
coefficients of only 0. 607 and 0. 630, respec-
tively. It is to be noted that Model 3a, Table
30, is the only case in which a specific
variable (square root of total enrollment in
the example cited - %a ) gives a higher
3
cu-a
correlation coefficient (0. 639) than do the
general variables previously mentioned.
This finding in itself is plausible from
the standpoint that school purpose trips, by
definition, can be made only by students. (32)
Models 3b and 3c show that the use of two
basic variables (Ra with either Pa or Ca)
contribute little to the explanation of variance
of produced trips, and suggests that the
independent variables tested are perhaps not
the most appropriate.
Subdivision of the total region for
attracted school trips yields an increase in
the simple correlation coefficients only for
the core area. The simple correlation
coefficient remains either substantially the
same or decreases slightly in the fringe area.
Internal competition is a significant
element in the core area which may result
from the availability of grade and/or high
school facilities at the smaller community
level. On the other hand, the dominance of
Champaign-Urbana's higher education facilities
is evidenced by the fact that external competi-
tion proves not to be a valid component of the
core models.
Both internal and external competition
are significant in the fringe area. Internal
competition is again presumed to account for
the existence of elementary and secondary
schools in the regional communities, while
external competition acknowledges the prox-
imity of business schools, small colleges,
and the like in other major competing cities.
Medical Trips Models (Table 40)
For the produced trips models of this
trip purpose, it is shown that inclusion of a
specific variable
Aa
D cu-a
admissions to short-term-stay hospitals,
in addition to the basic variable
P
a
cu-a
achieves improvement in the resulting trip
estimate. The coefficient of correlation
increases, and the coefficient of partial
determination of the added variable is 3. 7
per cent. However, this characteristic does
not hold true in Model 3b, which utilizes the
car registration statistic, and is probably
due to correlation between the variables
themselves.
In contrast to a simple correlation coef-
ficient of . 880 for trips attracted by
Champaign-Urbana from the total region,
division of the region decreases this coefficient
to .692 for the core area, and increases it to
. 967 for the fringe area. These results are
similar to those previously indicated for the
business and pleasure purposes.
Neither internal nor external competition
as measured by N, the number of doctors in
a community, or by
Pc
Dp-c
the population of competing city and travel
time, is significant in the core area for
attracted medical trips. Such findings are to
be expected in view of the overwhelming
superiority of Champaign-Urbana's medical
facilities relative to those of the less populous
communities within its primary influence area.
Attempts were made to add other variables to
account for some of the unexplained relation-
ship with the dependent variable, but the
relatively low correlation coefficients for
the core area models remained unchanged and
no significant contribution was indicated by the
coefficient of partial determination. Perhaps
a more appropriate community statistic might
exist for measuring medical trip production.
Also worthy of note is that the time
distance variable (D cu) exponent is unity
in this instance, in direct contrast to the
prevalence of second and third powers in
previous models. The apparent significance
of this is that travel time is of substantially
less importance with regard to medical trips
attracted from the core area than is the case
for other trip purposes.
For the fringe area, internal competi-
tion becomes significant. This significance
is perhaps indicative of the existence of
more medical services in the communities
located at greater distances from the central
city. The models pertaining to the fringe
area also show that external competition is
not a valid component. The implication here
is that Champaign-Urbana's medical facilities
are more attractive to inhabitants of the study
region than are the facilities of the competing
cities.
2. The Generalized Models
This section is concerned with the pre-
sentation of the generalized models, or those
models developed for the purpose of estimating
intercommunity traffic in total rather than by
trip purpose. These regional traffic models
are based upon travel data and community
statistics collected from 147 communities
in the 14-county analysis region.
Table 41 shows the empirical models
developed for the "all trips" classification.
The model building procedures utilized are
those previously stated and summarized in
Table 24.
Referring to the produced trips models
developed for the total analysis area, it can
be noted that Models 1 and 4 have coefficients
of correlation of 0. 909 and 0. 912. This
similarity again indicates that population P
and car registration C are substitutable
community statistics; each variable is capable
of explaining about the same relative degree
of relationship with the dependent variable.
The first six models in Table 41 illustrate
the results of empirical testing to determine
whether a better estimate of trips produced
by Champaign-Urbana can be obtained by
adding supplemental variables to the basic
variable
- a or a
D 2  D
2
cu-a cu-a
Of the several variables examined, the most
promising ones were recreational open space,
employment, and retail sales,
iA-Ca , V  a , and a ,
D 2  D 2  D 2
cu-a cu-a cu-a
in descending order of importance. These
variables were added to the basic variable
in various orders, one, two, and three at a
time. Significant contributions are achieved
in Models 2, 3, 5, and 6 for the addition of
recreational open space, followed by total
employment. The retail sales variable pro-
vided no significant contribution and, there-
fore, is not included in any of the produced
trips models.
Models 7 and 8 refer to trips attracted
by Champaign-Urbana from the total region.
According to the theoretical framework dis-
cussed in Chapter III, the total region
should be divided into the core and fringe
areas to provide greater homogeneity in
both the data and the influence of competition
in order to obtain a satisfactory estimate.
Comparison of the pertinent models illustrates
the validity of that hypothesis. For example,
the correlation coefficient for Model 7 (total
region) is 0. 918, whereas the corresponding
Models 9 core and 15 fringe show correlation
coefficients of 0. 955 and 0. 972, respectively.
It should also be pointed out that the
standard error of estimate is higher for the
all trips models than for the specific purpose
models. This results from the fact that this
general trip grouping is considerably more
heterogeneous than the various trip categories
resulting from stratification by purpose.
Division of the total analysis region into core
and fringe areas reduces the standard error
considerably by increasing the homogeneity
of the data.
Before moving directly to presentation of
the core and fringe area models, the reader
should recall, as noted in Chapter III, that
measurement of internal competition for the
generalized or all trips models presents
a problem not encountered in the specific
purpose models. In the case of these specific
models, internal competition can be measured
with a community statistic variable logically
related to a particular trip purpose, e. g. ,
employment for work trips, retail sales for
shopping trips, and the like. Extension of
this theory to the generalized models would
require that a general community statistic
be available to measure internal competition
for the all trips models. As the only general
variable from project data are population and
car registration, both of which are already
utilized in the basic variable for a given model,
an alternative approach for the utilization of
a single general variable to the measurement
of internal competition is required in the
generalized models for attracted trips. The
alternative adopted was to try to select
some appropriate combinations of the
measures of internal competition (Ep, Sp,
ACp, Np, Ap, and Rp) in the specific pur-
pose models.
The method of implementing this
alternative involved: (1) examining the role
of each internal competition variable indi-
vidually with the basic variable and ranking
the variables according to their degree of
significance; (2) examining the role of the
internal competition variables, in combinations
of two and three, with the basic variable; and
(3) evaluating the collective results. The
investigation showed that retail sales by it-
self made the greatest contribution to predic-
tion of the resulting behavior of the dependent
variable, and that the addition of other inde-
pendent variables did not improve the estimate.
Additional tests of combinations of variables
other than retail sales failed to show improve-
ment beyond that which retail sales by itself
could explain. Therefore, retail sales alone
was selected at the most appropriate measure
of internal competition for the all trip models.
Turning now to Models 15 through 20 for
all trips attracted to Champaign-Urbana from
the fringe area of the analysis region, it is
noted that internal competition is "not valid. "
Application of internal competition variables
(P, , , , , and Rp),
either singly or in combination, makes no
contribution to the fringe area models. This
result may stem from the general character-
istics of the all trips models or merely from
the inability to measure internal competition
by means of the particular variables chosen.
On the other hand, the increasing influence
of other major cities over communities in
the fringe area of the region does become
evident as shown by a significant external
competition element in the fringe area models.
3. Person Trips Models
The initial intent to develop the inter-
community traffic models in terms of vehicle
trips as the dependent variable is stated at
the beginning of Chapter III. It is also suggested
that reliable conversion models can be readily
formulated as a result of the high correlation
between these two dependent variables to trans-
pose vehicle trips to person trips.
These conversion models are presented
in Table 42. Two models are shown for each
trip purpose categories previously discussed
including the generalized or all trips classifi-
cation. The first model for each purpose allows
conversion from produced vehicle trips to
produced person trips relative to the total
analyses region. The second model accom-
plishes conversion of attracted vehicle trips
to attracted person trips for the same area.
4. Factor Analysis
Factor analysis solutions are obtained
only for the generalized or all trips grouping.(33)
The same trips classifications and regional
areas previously utilized in developing the
regression equations are used; that is, trips
produced to the total analysis region, trips
attracted from the core area, and trips
attracted from the fringe area. Two com-
parable models are developed in each case,
one with population data, the other with auto
registration information. However, the
factor analysis solution does not allow stage
development of the models as was used to
illustrate the separate contributions of the
basic variable, the internal competition
variable, and the external competition
variable in the regression equations of the
previous section.
All calculations in the factor analysis
were executed by the IBM 7090 computer.
The program used allows the necessary suc-
cessive calculations to be made such that all
processing from the raw data to a final factorial
equation can be completed as one problem. (34)
Basic steps in the process are:
(1) Data Input and Transformation.
This routine reads in the observed community
data (independent variables) from IBM cards
and executes the necessary mathematical trans-
formations to provide square roots, squares,
composite variables, etc.
(2) Data Standardization. Here the
transformed input data are expressed as a
matrix of standard scores.
(3) Matrix Operations. Variables not
required in a particular problem are deleted,
leaving a reduced standardized data matrix
ZT
(4) Correlation Data. This operation
provides a matrix R of simple correlation
coefficients from the input data.
(5) Principal-Axis Factoring. Utilizing
the correlation matrix R above, orthogonal
factors with eigenvalues of one or greater
are extracted.
(6) Varimax Rotation of Factors. The
principal-axis factors are rotated to maximize
variance and thus improve their interpretabil-
ity. The resulting matrix is designated V.
(7) Matrix Operations.
(a) First, the correlation matrix
R of Step 4 is inverted (R- ).
(b) This inverted correlation
matrix is then multiplied by the
varimax matrix (R- xV).
(c) The standardized data matrix
Z is multiplied by the result of
Step 7b (R- V). The computations
thus far performed yield a factor-
scores matrix ET of coefficients
which express the common factors
in terms of the independent variables
(ET = ZTR- V).
(8) Data Input. This operation reads
in the dependent variable data (trips).
(9) Data Standardization.
(10) Matrix Operations.
(a) First, the dependent variable
(trips) vector T is transposed TT.
(b) The factor-scores matrix E T .
from Step 7c is augmented with the
dependent variable vector TT.
TAyielding a matrix noted as E
(c) The resulting matrix E T A of
Step 10b is then transposed and
designated EA.
(11) Multiple Correlation. (Trip data
with factors).
The final computation is the correlation
of the trip data with the factor-scores data.
This operation is conducted on the EA
matrix obtained in Step 10c.
5. Produced Trips, Total Analysis Region.
The process utilized in identifying and
interpreting the common factors is similar
for each of the six factorial models developed.
Consequently, detailed discussion pertaining
to the first model presented (produced trips,
total area) is given and only the similarities
or differences are highlighted for the five
subsequent models.
Table 43 shows the simple correlation
matrix of independent variables required as
input for factorization in the first problem,
trips produced by Champaign-Urbana to the
total analysis region. The principal-axis
factors having eigenvalues of 1. 00 or greater
are considered to be significant in contributing
to the explanation of the total variance of the
independent variables. (30) Two common
factors which meet this criterion are extracted.
The factor loadings for these orthogonal factors
are shown in Table 44. Thus, at this stage,
the original seven independent variables are
reduced to two common factors. The contri-
butions of these particular factors to explana-
tion of total variance are indicated in Table 45.
Meaningful interpretation of factors
requires that their axes be rotated. This
concept is based on the theory that the factors,
or rather the conceptual basis for the factors,
will be most evident when the variance is a
maximum. The result of the varimax rotation
process is shown in Table 46. The plus and
minus signs in this table indicate the increasing
or decreasing relationship between the depen-
dent variables and the common factor and are
useful, therefore, in conceptualizing the
common element in a given factor. Based
on the important variables (those with high
factor loadings) within each rotated factor
(Table 46) Factors 1 and 2 are interpreted
as follows:
Factor 1: "Attractiveness of an Outlying
Community. "
This factor shows high factor loadings
on most of the independent variables proposed
as measures of either the general or specific
attractiveness of a community in the analysis
region.
*Refer to computational Step 7b.
Factor 2. "Open-Space Recreational
Attractiveness. "
The high (relative) loadings in this
factor single out only the variable depicting
acres of major open space in community.
This characteristic may be indicative of
the importance of regional recreational
factilities to inhabitants of a central city
such a Champaign-Urbana.
Mathematical expressions for quantifying
these factors F in terms of the original inde-
pendent variables can be obtained directly
from the factor-variable coefficient matrix
shown as Table 47. * The data in Table 47 is
in standard score form; hence, the variable
coefficients shown in each factor are regression
coefficients for a multiple linear expression
showing the relationship (contribution) of the
independent variables to the factors.
Equations utilizing the highly loaded
coefficients of the independent variables are
as follows:
F = 0. 126 -- + 0. 190
cu-a cu-a
+0. 167 -D + 0. 280 D 2
D2 D
cu-a cu-a
V aF = 0.709
2 D2
Dcu-a
cu-a
Prior to this stage in the development
of a factorial equation for trips produced by
Champaign- Urbana to the total analysis
region, the dependent variable (trips) has not
entered the computations. The trip data may
now be incorporated and correlated with the
factors. Steps 8 through 10 of the computer
operations previously listed accomplish the
incorporation of the dependent variable infor-
mation and the various matrix operations
required to augment the independent variable
matrix.
Table 48 illustrates the results of
correlation of the dependent variables with
the common factors (Step 11 of the computer
operations). The final model can now be
formulated to show the relationship between
the conceptual factors, which represent
abbreviated descriptions of the original
independent variables, and the dependent
variable (produced trips) as follows:
Ypt = 57. 687 + 184. 750 (0. 794 F 1 + 0. 507 F 2 ).
A multiple correlation coefficient of
0. 942 and a standard error of estimate of
62. 261 are noted in Table 48.
The previous model is presented in the
form:
Ypt = Y + -(clF + cF 2 )
where:
= mean volume of trips produced by
Champaign-Urbana to outlying
communities in the core area
/- = standard deviation of these produced
trips
c = common factor coefficient
F = a common factor
Table 49 includes the mean and standard
deviation of the dependent variable Y required
pt
in the model.
The second factor analysis problem also
pertains to trips produced by Champaign-Urbana
to the total region; the only difference being
that car registration data
D 2cu-a
replaces the population statistic
D-cu-a
in order to test their substitutability in the
models. Results obtained are, for all practi-
cal purposes, identical with the previous
problem. Even the interpretation of the rotated
factors is the same.
Tables 50 through 56 contain the results
of the computations for this problem. These
tables provide data in direct conformity with
the type of information presented in the previous
factorial solution.
The reporting procedure adopted is
limited to the presentation of the resulting
equations in cases where the sole objective
is to test the substitutability of the population
and car registration statistics. These result-
ing equations are as follows:
Factor 1. "Attractiveness of an Outlying
Community. "
F 1 = 0.116 "a + 0. 190 VD 2 D 2
cu-a Dcu-a
+ 0. 167 a + 0. 268' N a
cu-a Dcu-a
+ 0.311 + 0 . 0 84 V .
D cu-a D cu-a
Factor 2. "Open-Space Recreational
Attractiveness. "
F 2 = 0. 6 9 6V IAa
D cu-a
Final model:
Ypt = 57. 687 + 184. 750 (0. 786 Fl
+ 0. 515 F 2 )
6. Attracted Trips, Core Area
Data relating to factorial development
of the intercommunity traffic model pertaining
to trips attracted to Champaign-Urbana from
the core area of the analysis region are con-
tained in Tables 43-56, 58-63, and 71-77.
In this instance, the principle-axis
factoring process yields three significant
factors (Tables 58 and 59). The interpretative
name given these factors, together with the
important variables and their rotated factor
coefficients (Table 60), are as follows:
Factor 1. "Potential for Specialized Trip
Production. "
This factor shows those variables
which, if lacking in a particular community,
contribute to the likelihood that the community
will produce trips to Champaign-Urbana.
/ = -0. 969
-S = -0. 949
,/rJ = -0. 955
N= -0. 839
A = -0. 816
-R = -0. 843
VT = -0. 926
-3 = -0.917
2S = -0. 945
/ =S -0. 941
Factor 2. "Productiveness of an Outlying
Community. "
The over-all "trip producing ability" of
a community is indicated by these variables.
P_ = + 0.849
D 2
p-cu
/AC = + 0. 793
Factor 3. "Regional Attractiveness of Major
Competitors. "
The variable shown here depicts the
"trip attracting influence" of a competing
major city.
p-cDP + 0. 933
The presence of the variable AC in
Factor 2, above, appears to be inconsistent
with the intercommunity competition theory
hypothesized in Chapter III. How can the
presence of major recreational open space
in a community contribute toward that com-
munity's ability to produce trips to Champaign-
Urbana? It is the writer's theory that the
phenomenon being highlighted here is a
common occurrence resulting from a true-to-
life "have and have not" situation. The people
who live adjacent to regional recreational facil-
ities are far less interested in using them than
are those people who do not enjoy such ready
access. It is evidence of the paradox that those
who live in the city crave open space and the
rural resident seeks the excitement of city life.
In this sense the variableVAC is functioning
as a supplemental variable similar to those in
the produced trips models of Table 41.
Utilizing the factor-variable coefficients
(Table 61) for the principle variables indicated
above when interpreting the factors, the
expressions for the three factors can be
written as follows:
FI = -0. 113 / -
-0. 116-/N -
-0. 12 -
-
-0. 102v 3
= +0. 544AC+
0. 112VS - 0. 1771-T
0. 101 -- - 0. 0864VR
0. 126/3 - 0. 104 v2
0.598- P
D
2
p-cu
F = +0.873 c
D 2
p-c
In turn, correlation of these three
factors with trips attracted to Champaign-
Urbana from the core area (Table 62), supple-
mented with the mean and standard deviation
of the dependent variable (Table 63), yields
the following model:
Yai = 149. 471 + 201. 509 (-0. 219F 1
+ 0. 736 F 2 - 0. 200 F 3 )
Comparable formulas incorporating the
auto registration statistic with attracted trips
from the core area are based on data in
Table 87 . In accordance with the presentation
procedure used when reporting models which
utilize the care registration statistic, these
formulas are reported without further discussion
as follows.
For the factors:
F1 = - 0. 113/E - 0. 112 /S
- 0. 118,V-- 0. 118v/N
- 0. 101 - - 0.084V-
- 0. 131' T - 0. 128T 3
- 0. 104/S - 0. lOl .
F2
F3 = +0.065 C .c
D p-cu
 + 0.065 c
D 2Dp-c
For the dependent variable:
Yai = 149.471 + 201. 509 (-0.211 Fl
+ 0. 747 F 2 - 0. 204 F ) .2  3
7. Attracted Trips, Fringe Area
Attention is here directed to the fringe
area or that portion of the analysis region
beyond Champaign-Urbana's primary influence
zone. Table 71 contains the data correlation
matrix input for resolution to common factors
and Table 72 contains the two principle-axis
factors themselves.
Table 71 shows that a slight deviation
occurs from the originally established proce-
dures for the generation of common factors.
The eigenvalue indicated for Factor 2 is only
0. 995 which does not meet the criterion of
"greater than one" set previously. (30) In
this case only one principle-axis factor was
extracted the first time the problem was
submitted to the computer. The calculations
were then terminated because the varimax
rotation process (as it is incorporated in
the computer program) does not allow rotation
of a single factor. At that time, it was noted
that the eigenvalue for the next factor was,
for all practical purposes, equivalent to one.
Hence, the eigenvalue parameter was replaced
by computer instructions to extract two factors
in order that the varimax rotation process
might proceed.
The rotated factors (Table 74) are inter-
preted as follows:
Factor 1. "Potential for Specialized Trip
Production. "
The variables included here are those
related to specialized trip purposes which can
influence a community's own trip production
capability.
vE
jy
,/E-
,/A-C
,/T
,/J2
2
= -0. 926
= -0. 929
= -0. 923
= -0. 657
= -0. 925
= -0. 866
= -0. 911
= -0. 946
= -0. 925
-0. 940
S3 = -0. 943
R = -0. 748
Factor 2. "Net Productiveness of an Outlying
Community. "
The term "net" is used here because
the factor includes the influence of the major
competitors/Pc , as well as the variable
measuring general trip productive ability.
P = +0. 961
D2p-cu
Pc = -0. 530
The mathematical formulas for these
two factors are written using the appropriate
coefficients from the factor-variable coefficient
matrix (Table 75) as follows:
F 1 = -0. 087/E - - 0. 092'/S-
-0.087 vT- 0. 150 VA
-0. 101 NT- 0.048VA"
-0. 089VR- - 0. 104 2
-0. 909-3 - 0. 102v 2
-0. 107/3 - 0. 141 R .Z
F 2 = +0.828-p - 0.307/-P .
p-cu
Correlation of these factors with the
dependent variable yields the following model
for trips attracted from the fringe area (data
from Tables 76 and 77):
Y = 61. 083 + 222. 720
ao
(-0. 114 F 1 + 0.930 F 2 )
Correlation coefficient (R) = 0. 937
Standard error of estimate (vy-) = 77. 729
Formulas corresponding to the same
trip classification (trips attracted from the
fringe area), but utilizing car registration
in place of the population statistic, are
written from the data in Table 87 as follows.
For the factors:
F - 0.089/E - 0.095V-
- 0. 089 TJ- 0. 154 AC
- 0. 104V/N - 0. 046,A
- 0. 090/R, - 0. 106,Y1 2
- 0. 092-/J3 - 0. 105/S2
- 0. 11K3 - 0. 142v .
F 2 = + 0. 8 14 ' - 0. 343vC.
p-cu
For the dependent variable:
Yao= 61.083+ 222.720
( - 0. 090 F I + 0. 929 F 2 ) .
G. SUMMARY OF RESULTS
The following statements represent a
summation of the principal results obtained
in the previous sections concerning the
empirical development of generalized traffic
estimation models through multiple regression
analysis and factor analysis.
(1) Population P and car registration
C are substitutable variables as demonstrated
in the models developed by each of the
multivariate analysis techniques applied.
These variables explain the same relative
degree of relationship with the dependent
variable, intercommunity traffic.
(2) Use of the same general community
statistics P and C usually provides better
estimates of the dependent variable than
does a specific community statistic regardless
of the trip category under consideration. The
only exception to this finding occurs for the
produced trips models in the school purpose
category.
(3) Division of the analysis region into
core and fringe areas makes it possible to
explain more fully the behavior of the indepen-
dent variables in terms of their effect on trip
generation. This characteristic results from
the fact that the data is more homogeneous
within each area, and that greater flexibility
in selecting variables and transformations is
allowed. In general, the attracted trips models
for both the core and fringe areas (regression
analysis) show higher correlation coefficients
than do the models for the total region. How-
ever, this is not the case in the business,
pleasure, or medical purpose classifications.
In these instances the correlation coefficient
in the core area decreases although the
fringe area still maintains its characteristic
increase.
(4) The following findings pertain to
the role of competition theory in the specialized
trip purpose models. These findings, among
others, are tabulated in Table 85.
(a) In the core area of the analysis
region, internal competition is shown
to be significant; a pattern established
by five of the seven trip purpose cate-
gories. External competition shows its
contribution to the core area models
to be negligible as demonstrated by the
terms "not significant" or "not valid"
(Table 85) for each trip purpose.
(b) In the fringe area internal competi-
tion is significant for five of the seven
specific purpose classifications, where-
as external competition shows significant
contribution to four of the model groups.
(5) Results pertaining to competition
theory relative to the generalized all trips
models are also contained in Table 85.
(a) In the core area of the analysis region,
internal competition is significant and
external competition is not.
(b) With reference to the fringe area,
Table 85 indicates that internal competi-
tion is not valid but that external compe-
tition does provide a significant contri-
bution.
(6) In comparing the contributory pattern
exhibited by internal and external competition
to both the specific purpose models and the
all trips models the following can be seen
from Table 85.
(a) In the core area the same basic
pattern of competition is indicated for
both sets of models. Internal competi-
tion is generally significant and external
competition is either not significant or
not valid.
(b) In the fringe area the all trips
models deviate from significant compe-
tition in the pattern generally shown for
the trip purpose models by indicating
that internal competition is not valid.
On the other hand, external competition
is significant in both sets of models.
The apparent conflict in the role of
internal competition in the fringe area
between the specific trip purpose models
and the all trips models may be due to
inability to measure internal competition
in its general sense with the particular
independent variables tested.
(7) Internal competition is a contributory
factor in both the core and fringe areas of the
analysis region. This finding is evident from
the factor identified as "potentiality to produce
specialized trips. " A decreasing presence of
employment, retail sales, etc. , enhances the
likelihood that a community will produce trips
to Champaign-Urbana, or, in terms more
compatible with the definition of internal com-
petition, the better its internal facilities, the
less likely is trip production by that community.
(8) External competition is evident in
both core and fringe areas. This result is
consistent with that of the regression analysis
with respect to the fringe area but not for the
core. The external competition factor in the
core area is interpreted as "regional attractive-
ness of major competitors" which is in direct
agreement with the hypothesis in Chapter III.
In the case of the fringe area of the analysis
region, factor analysis combined the variable
proposed to measure external competition
(/P ) with the variable measuring the trip
productive ability of an outlying community
D p-cu
The factor is termed "net productiveness"
because, in this sense, the external competition
variable is measuring an effect on an out-
lying community to produce trips to Champaign-
Urbana rather than a direct influence on trips
attracted to Champaign-Urbana.
(9) The influence of intercommunity
competition on regional trip generation as
hypothesized in Chapter III is generally con-
sistent with the results obtained by means of
the empirically developed models.
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V. CONCLUSIONS AND RECOMMENDATIONS
In the previous chapter the results of
this investigation are presented in the form
of mathematical models expressing a relation-
ship between regional trips and community
statistics. The principal findings are sum-
marized at the end of the chapter.
The objectives of this chapter are to
synthesize and abridge these results and
findings in order to reach conclusions con-
cerning the validity of the hypotheses presented
in Chapter III, and to record the writer's
suggestions for further research related to
development of intercommunity traffic models.
A. CONCLUSIONS
(1) The 14-county analysis area which
was originally established on the basis of
previous experience proved itself to be a
satisfactory analytical unit for development
of the intercommunity traffic models.
(2) Stratification of trips by purpose
achieves greater homogeneity in the data
and provides flexibility in the selection of
community indices to measure the effects of
internal competition.
(3) Attracted and produced trips are
functionally different groups; hence, they
should be estimated separately. This functional
difference is illustrated by the fact that some
of the independent variables are positively
related to trips produced and negatively
related to trips attracted. As previously
hypothesized, these variables (E, S, R, etc.)
measure both the attractiveness of an outlying
community with respect to trips produced by
Champaign-Urbana, and the internal competi-
tion of the same community in the trips
attracted models. The use of separate models
allows the consequences of a change in a com-
munity's trip generating capabilities (construc-
tion of a new shopping center, for example) to
be reflected properly in trip estimates.
(4) Division of the total analysis region
into core and fringe areas has several desirable
consequences. It provides homogeneity in the
data and in the effect of intercommunity compe-
tition. It also allows flexibility in selection of
the most appropriate variables, and their trans-
formations by means of which a particular type
of functional behavior may be predicted. All
these consequences contribute toward models
providing improved explanation of the relation-
ship between the independent variables and
intercommunity traffic.
(5) The impact of distance (travel time)
on the generation of intercommunity traffic
varies among trip purposes, between the trips
produced and trips attracted categories, and
between the core and fringe areas of the anal-
ysis region. Although the singular effect of
the distance variable is clouded by the "com-
posite variable" form of the models, the fact
that its effect does vary is apparent from
observing the changing weight assigned to
distance, as manifested by changing mathe-
matical transformations.
(6) Multivariate techniques, regression
analysis, and factor analysis show comparable
results (Chapter III) which support the inter-
community concept hypothesized in Chapter
II.
(7) The intercommunity traffic estima-
tion models presented in this report are
statistically capable of reproducing the re-
gional traffic patterns obtained from the ex-
ternal survey portion of the 1958 Champaign-
Urbana area study. Data required to obtain
estimates of current travel include the several
types of community information which are
generally available on a current basis, as
well as intercommunity travel time measure-
ments. However, as a long-range travel fore-
casting tool, the use of these models will be
limited by the availability of reliable future
projections of these community statistics and
travel time data.
B. RECOMMENDATIONS FOR FURTHER
RESEARCH
1. Validation and Extension of Study Findings
The conclusions drawn from this investi-
gation are valid only for the data collected in
the Champaign-Urbana region in the spring
months of 1958.
This suggests two related areas: that
of validity of the regression equations over
time for the Champaign-Urbana area, and
that of the applicability of the intercommunity
competition hypotheses to other analysis regions.
Therefore, in order to validate these
findings more comprehensively, it is
recommended:
(1) that the question of validity over time
be resolved by re-evaluating the models with
data collected in the Champaign-Urbana area
at some future time; and
(2) that the hypotheses developed herein
be applied in like manner to similar data
collected from a different analysis region.
From the standpoint of information
gathered, it is highly desirable that the study
concerned with validation of the models over
time commence immediately, and be operated
continuously for the next few years. Growth
and change in the Champaign-Urbana area have
been fairly rapid as evidenced by increases in
University of Illinois enrollment and physical
plant facilities, by the development of regional
shopping centers, and by the construction pro-
gram for two interstate highway routes. There
is no indication that this rate of growth will
abate in the near future; hence, it would be
prudent to evaluate the models periodically
in relation to manageable increments of growth
rather than only at the end of an extended
growth period.
Another provision to be incorporated
in studies conducted under either (1) or (2)
above is that of the establishment of confidence
limits applicable to the intercommunity
traffic estimates provided by the models.
Further work is also needed before
intercommunity linkage models such as those
developed in this study can be applied as a
traffic or highway planning tool on a large
scale basis. Some suggestions concerning
refinements in methodology or extensions
in applicability of this particular study include:
(1) testing of these community compe-
tition concepts for other regions appropriately
selected so as to include a range of population
classes for the central cities involved;
(2) examination to determine the
desirability and results of a stratification of
outlying communities in an analysis region by
population or some other suitable size
characteristic; (this type of stratification
was considered at the outset of this investiga-
tion but the approach finally adopted was in
favor of less restrictive treatment. However,
it is believed that a stratification technique
such as this might provide further insight
into the general pattern of community behavior
which influences intercommunity travel
estimates);
(3) refinement of the methodology
established in Chapter III pertaining to
development of the major competitors' zones
of influence as, for example, in the measure-
ment of travel time or in the development of
competition zones based on specific trip
purpose data; and
(4) development of a procedure for
synthesizing intercommunity travel data
from the several overlapping analysis regions,
resulting from expanding the scope of this
study to include adjacent central cities and
their hinterlands. (Assignment and synthesis
of the estimated intercommunity travel data
obtained in this manner might then yield a
total volume estimate, rather than being
limited to that travel oriented about a single
central city. )
2. Suggested Avenues for Further Investigation
The following recommendations are not
necessarily related directly to this particular
study, but instead, reflect avenues of research
that the writer believes would be fruitful in
expanding present knowledge in the field of
traffic linkage:
(1) Intensive investigation emphasizing
a theoretical approach should be focused on the
development and testing of hypotheses concern-
ing the functions and subtle ramifications
of distance as it affects regional traffic
generation.
(2) A similar research need is also
indicated relative to the selection of other
independent variables which may more appro-
priately measure the specific relationships
between regional travel and community
characteristics. The study findings enumerated
earlier are contingent upon these interrelation-
ships as measured by the selected variables,
but other more descriptive measures of the
various levels of community activity may well
exist.
(3) Some of the problems encountered in
the early stages of this study, such as identi-
fication of the true "home community" for each
particular vehicle making a regional trip, and
proper assignment of "rural area" trips to
communities, might be eliminated with slight
modifications in origin-destination data
collection procedures.
(4) Factor analysis has demonstrated
a potential as a valuable research tool and
should be further utilized in traffic planning
and related areas. Its ability to clarify ideas
and theories by the form of its solution, and
to consolidate many variables into workable
indices is especially well suited to research
in traffic oriented disciplines, where rapid
advancement is sought but where the number
of variables is large, and theory is unsettled
or non-existent.
(5) A final recommendation concerns the
basic approach to research in traffic linkage
theory. The motor vehicle and the highway
plant are but two of the necessary components
in any research endeavor of this type. The
third, and perhaps the most important factor,
is the human element. It is important to leartn
which factors the inhabitants of the region
under study believe to be decisive in influenc-
ing regional travel, rather than only those
elements that the investigator thinks are
logical. It is unrealistic to assure that the
full potential of traffic estimation or projection
models can be realized until some means are
devised for integrating the psychological and
sociological factors which describe trip moti-
vation. Consequently, it is suggested that the
knowledge of other disciplines be exploited
fully, and that an interdisciplinary approach
to the development of traffic theory be
encouraged wherever possible.
0* * *0
VI. APPENDIX
A. DATA SOURCES AND EDITING: GENERAL
With quantitifed variables as input to the
conceptual models presented in Chapter III,
mathematical models depicting the relation-
ships between travel and community character-
istics can be established for the 14-county
analysis area being considered. These con-
ceptual models require that regional trip data
be classified in three ways: by trip purpose,
by terminal communities (one end of each
regional trip is always Champaign-Urbana by
definition), and by whether the trips are
attracted or produced with respect to
Champaign-Urbana. For the independent
variables, the community indices, the models
require that this data be collected for each
individual community contributing to the
delineation of regional travel patterns.
Table 86 lists regional vehicular trips
by purpose and community. The trip purpose
column headings are slightly different from
those used previously in Chapter II, in that
a column which combines work and business
trips is added, and trips for three purposes
(eat, overnight, and all other) are combined
as "all other" trips.
It should be noted that trips entered
under the combined work-business heading
are not included in row totals, nor are they
necessarily a direct summation of trips
under the individual work purpose and business
purpose columns. The reason for this non-
additive property is that, for purposes of
combining work and business trips, the two
purposes are considered as one. In turn, this
means that a business purpose intermediate
stop and a work purpose through trip will
have "matching" purposes, and vice versa.
The net result of the combining process is
that a few additional regional trips are
established because it is possible to reclassify
certain through trips (those with matching trip
purpose and intermediate stop purpose) into two
regional trips, one inbound and one outbound.
Part A of this table concerns communi-
ties that lie within Champaign-Urbana's pri-
mary influence area (core area), and Part B
shows those communities that are within the
primary influence area of each of the other
major cities in the region, i. e. , the fringe
area (see Figure 16). This tabular arrange-
ment is in conformity with the discussion con-
cerning competition zones in Chapter III, and
relates both the major city of primary influence
and its principal competitor to each of the
individual communities in the 14-county region.
Table 87 is similar in format to Table
86, but it lists values of the independent vari-
ables* collected for each regional community
instead of vehicular trips. Together, these
two tables contain all the dependent and inde-
pendent variables necessary to the statistical
development of the intercommunity traffic
models presented in Chapter IV.
The following portion of this appendix is
directed to those readers interested in brief
mention of the data collection and editing
procedures, together with the principal sources
from which the information was obtained.
*Note that Table 87 does not include all com-
munity measures proposed in Chapter III.
Subgroups of a specific measure proved to be
inferior to the more comprehensive measure
and, therefore, are not reported.
B. TRAVEL DATA
The travel patterns depicted in Chapter
II were formulated from the travel data made
available by Champaign-Urbana's 1958
comprehensive origin-destination study, but
little was said at that time concerning either
the original data or its processing. The
Illinois Division of Highways provided a deck
of punched IBM cards containing the cordon
line or external interview travel data, together
with the original interview forms from which the
cards were prepared. Figure 18 shows one of
the completed interview forms (BRP 151A)
including coding of the reported information.
It should be noted that trip origins and desti-
nations are coded by zone, state, and county,
although a specific origin and destination is
identified on the form.
The following steps were those followed
in editing and classifying the vehicular travel
information upon which this investigation is
based. When deemed advisable, additional
explanations are injected with respect to the
individual steps listed.
Step 1. Obtain print-out of all data,
grouped by interview station and time,
in the IBM card set provided by the
Illinois Division of Highways.
Step 2. Compare each line of print-out
data with the corresponding information
on the original interview form (BRP 151A)
and record the name of the specific
community of origin and destination on
the print-out sheets.
Soon after initiating this step, it became
obvious that all origins and destinations outside
of Champaign-Urbana could not be readily
assigned to a specific community because some
locations were given as either a certain number
of miles from a community or major highway
route intersection, or as a particular facility.
The procedure then became one of listing the
origins and destinations in one of three classi-
fications: a municipality, a rural zone within
Champaign County, or a special land use area.
This latter classification was included because
of three areas with strong regional trip gener-
ating characteristics; namely, Lake-of-the-
Woods Park, University of Illinois Airport,
and Champaign City Dump.
During Step 2, there was an opportunity
to correct minor discrepancies between the
original data sheets and the punched cards,
and also to compare the purpose of through
trips, with the purpose of any intermediate
stop, to facilitate possible reclassification of
a particular through trip into two regional
trips as mentioned in Chapter II.
Step 3. Prepare community code lists
(by counties within the states of Illinois
and Indiana, and by states only for trips
beyond these two states) and punch
this community identification code into
the original IBM card. Discrepancies
in the cards were corrected during this
step.
Step 4. Sort the regional trip data in
order to provide groupings of trips by
outlying community of origin or destina-
tion, by purpose for which the trip was
made, and by whether the trip was
attracted or produced by Champaign-
Urbana.
Assignment of trips to the attraction or
production classification caused some temporary
difficulties because the true home community
of certain vehicles could not be determined.
These vehicles were the ones garaged at neither
the origin nor the destination of the recorded
trip and outside Champaign-Urbana. It was
believed that trips made by these vehicles
could be assigned to the outlying community
which was the trip terminal even though it was
not the vehicle's "home" community, on the
assumption that such trips might be randomly
distributed among communities and, thus
introduce no bias into the data. Furthermore,
it is desirable to retain these trips from the
standpoint that editing of the trip data ought to
be minimized in order to preserve the potential
usefulness of any subsequently developed
traffic models.
In order to test the soundness of the
above decision, a series of simple correlations
between several community variables and
groupings of attracted and produced trips
were run, with and without these particular
trips. The results were affirmative in that a
slight over-all improvement was shown in the
correlations when these trips were included as
part of the total number of regional trips.
C. COMMUNITY DATA
Hypothesized variables with which to
measure relative community characteristics or
levels of activity related to regional trip gener-
ation are discussed in Chapter III in conjunction
with the conceptual development of the inter-
community travel models. Preparatory to the
collection of these data, there was extensive
investigation into possible sources of the
desired information to allow selection of the
most promising ones.
Step 1. Collect community statistics
to be tested for suitability as measures
of municipal trip generating characteris-
tics for the various trip purpose cate-
gories.
a. Population data for 1958 was obtained
for each community by interpolating
between the population figures reported
in the 1950 and the 1960 Census.
b. Employment figures for the private
sector of the economy were prepared from
IBM cards obtained from the state's
Division of Unemployment Compensation.
Data were monthly employment figures
for each community by industry, by
group number, by major group, and by
division as defined by the U. S. Bureau
of the Budget, Standard Industrial
Classification Manual.
For the public sector of the economy,
employment data were obtained in
groupings of federal, state, county,
and municipal. Most such data are
readily available as county totals and
for selected communities. At the federal
level, county employment totals taken
from the publication, Additional Report
of the Joint Committee on Nonessential
Federal Expenditures, Federal Civilian
Employment, 1950, and the State Auditors
Office, Springfield, Illinois, provided
comparable data at the state level. At
the county and municipal level, data were
obtained from the 1957 Census of Govern-
ment, Illinois.
Distribution of public employment of the
various communities was accomplished by
first allocating the known employment of
selected communities and other known concen-
trations such as employment at military estab-
lishments, state police district offices, public
recreational facilities, public institutions, etc. ,
and then distributing the remaining data among
communities in proportion to their population.
c. Retail sales figures were derived
from receipts from retailer's occupation
and use taxes obtained from the Fifteenth
Annual Report of the Department of
Revenue, State of Illinois, fiscal year
July 8, 1957 - June 30, 1958.
d. Motor vehicle registration figures
were obtained for the municipalities in
each of the 14 counties in the analysis
region from the records of the appro-
priate County Assessors Offices.
Where applicable, supplemental informa-
tion relative to automobiles owned by
university or college students was ob-
tained directly from the institutions
concerned.
e. Travel times between Champaign-
Urbana and individual outlying communi-
ties were calculated by utilizing state-
wide average speed data for several
different highway pavement classifica-
tions, and for travel through two popu-
lation classes of communities (see
Table 20).
f. Medical trip purpose data were ob-
tained from several sources. The
publication, Hospitals, Journal of the
American Hospital Association, 1959,
supplied data relative to the number of
admissions, the number of beds, and the
number of personnel in "short-term stay"
hospitals in communities, and data with
reference to the number of medical and
dental personnel in municipalities was
secured from the American Medical
Directory, the American Dental Directory,
and the Blue Book of Optometrists for
the time period desired.
g. School related data were obtained in
two ways. The Directory of the Illinois
Schools, 1958-1959, provided enrollment
and staff information relative to elemen-
tary, junior high, and senior high schools,
while the corresponding material for
universities and colleges was obtained
by direct correspondence with the indi-
vidual institutions. Supplementary in-
formation concerning enrollment in
adult education programs offered at
the secondary school level was secured
also by direct correspondence.
h. "Acres of major open space" data
were obtained from the State of Illinois,
Department of Conservation, Division
of Parks and Memorials, Springfield,
Illinois.
As collection of these data progressed,
the inadequacies of the rural zones as origins
or destinations for those regional trips which
could not be readily allocated to a municipality
became apparent. In the first place, statisti-
cal data such as employment and retail sales
were practically nonexistent for these arbi-
trarily designated zones, and, as a consequence,
the collection of zonal data which could be
considered comparable to that obtained on a
community scale would have required a major
field effort beyond project means. Further-
more, travel time measurements to the popu-
lation centroids of the large rural zones would
be unrealistic in comparison with the corres-
ponding travel times measured between the
relatively small communities.
Basically, the alternatives to solution
of the problem of incomparability between
rural zones and communities were either to
estimate the needed zonal data or to eliminate
the rural zone trips themselves. The opinion
was that the second alternative would be the
most appropriate one, as it was believed that
the quality of community statistical data was
high, and it would be unwise to jeopardize
its usefulness by voluntarily incorporating
other data known to be of inferior quality.
However, rather than leave the decision open
to conjecture, some preliminary correlations
were run to test the effect of retaining the
rural zone trips. The correlations were
between total trips and population (determined
by counting dwelling units as shown on county
maps, and multiplying by an average number
of persons per dwelling) and were made with
and without the rural zone data. It was found
that the correlation values improved by 3
to 6 per cent when the rural zone trips were
excluded from the regional trip data. This
result, in conjunction with the facts previously
mentioned, i. e., physical size incomparability
between rural zones and communities, and un-
availability of accurate zonal statistics, was
sufficient basis for upholding the tentative
decision to eliminate rural zone data from
subsequent correlations. *
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