ABSTRACT Demand response (DR) is a critical enabler for promoting the integration of significant renewable energy sources (RES) into power systems. However, the contribution of each customer to the amount of integrated RES in the entire system cannot be quantified based on current studies, which hinders the deployment and promotion of DR programs. To address this problem, an index to quantitatively evaluate the marginal impact on the amount of integrated RES in the whole system caused by a customer (MIR) was proposed in this paper. The MIR proved to be reasonable for the evaluation of the renewable energy share of a customer's electricity consumption (RSC). We subsequently proposed an RSC-based DR scheme, in which customers are motivated to individually reshape their load profiles to obtain a higher RSC, which accordingly facilitates integrating RES in the whole system. Optimal load reshaping strategies were derived from a bilevel optimization model, which was converted into a mathematical program with primal and dual constraints (MPPDC). The test system was generated based on the load data from Open Energy Information and RES data from the PJM. We corroborated the RSC evaluation result analytically and numerically. Further tests on the RSC-based DR scheme showed it could help facilitate integrating considerably more RES into the power system. 
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I. INTRODUCTION
Achieving widespread use of renewable energy sources (RES) is one of the most important targets of future power systems [1] , [2] . Due to the intermittent and volatile characteristics of RES, it is too costly or even infeasible to balance the power supply and demand by only relying on the conventional units under significant RES penetration. Curtailments of RES will occur if the flexibility of the conventional units is not sufficient to compensate for the fluctuations in the RES. For instance, in 2016, China curtailed 49.7 TWh of wind power, with a national average curtailment rate of 17.1% [3] .
The demand response (DR) has been widely studied to help integrate RES [4] - [8] . Its applications include, but are not limited to, frequency regulation, ramping or following reserves, additional unit commitment, and load reshaping or shifting [7] , [8] . In this paper, the DR is studied as an approach to reshape the load curve to reduce the burden of power balancing for conventional units (such as ramping, valley demand, and peak demand) and to facilitate integration of a significant amount of RES.
Current DR programs can be categorized into price-based DR (PDR) and incentive-based DR (IDR) [9] . Various PDR programs have been studied, such as [10] - [13] , where customers' load profiles are controlled indirectly by price signals sent by the DR providers. Although the local marginal pricing (LMP) has been widely used in the wholesale market, customers on the retail side are risk-aware to be exposed to wholesale dynamic price. Many recent studies (e.g., [9] , [14] , and [15] ) have examined the potential obstacles of PDRs when deployed on a large scale. In practice, the retail price for residential customers cannot be directly adjusted by the utilities in countries or regions where the electricity market has not been in operation. Thus, in this paper, we focus on IDR, where the retail prices require no changes and customers face a flat retail price, similar to a the scheme in [9] .
To ensure the performance of a DR program, two crucial issues should be resolved: how to evaluate a customer's performance in the DR and how to operate the DR resources [16] . The former issue determines the objectives of customers who reshape their load profiles and obtain the corresponding rewards, while the latter issue focuses on designing an effective DR scheme to induce customers to reshape their loads curves.
Although considerable work has been performed regarding DR and RES integration, there remains no method for the direct evaluation of the renewable energy share of a customer's daily electricity consumption(RSC). It is difficult to quantify different customers' real contributions to the amount of integrated renewable energy, which will result in the unfairness and ineffectiveness of the DR and hinder the deployment and promotion of DR programs.
To address these problems, this paper aims to determine i) how to evaluate the RSC and ii) how to design an efficient scheme to help customers increase the RSC through the DR and accordingly facilitate integrating RES in the whole system.
A. FIRST CONTRIBUTION AND ITS RELATED WORK
In the current IDR, the methods for evaluation of the customers' DR performances are not related to the customers' VOLUME 7, 2019 real contributions to the integrated RES, while the customer baseline load (CBL) is widely used [16] - [20] . The CBL denotes a predicted load curve in the absence of a DR event, and the difference between a customer's actual load after the DR and the CBL is regarded as the contribution of the customer. We argue that the CBL-based method faces two potential problems.
The first problem is determining how to calculate the CBL accurately and efficiently for numerous DR customers. One of the most widely used CBL calculation methods is the HighX of Y method adopted by the PJM, New York ISO, and California ISO [16] . In [18] , three metrics, the mean absolute error, the bias, and the overall performance index, were used to assess the HighX of Y CBL, and the results belied substantial inherent inaccuracies that could not be ignored. However, the improved methods based on regression or clustering are too complicated to be used in practice due to their heavy computational burdens, especially when the DR is deployed on a large scale [19] . Meanwhile, some customers are capable of strategically adjusting their CBL to acquire high rewards, which is called the ''moral hazard'' problem [20] . In addition, the CBLs must be calculated in a centralized form according to orders such as the Federal Energy Regulatory Commission's (FERC) order 745, which was related to incentives and put considerable pressure on the data storage and computation requirements of the DR provider [20] .
The second problem is that CBL-based methods only focus on the load curtailment quantity but ignore the different impacts on the amount of integrated RES of different load profiles, failing to link the customers' responses with their real contributions to the objective of the DR program, i.e., increasing the renewable energy share of the whole system. In practice, a greater power balancing burden is put on the conventional units, and the curtailment of the RES is also more likely to occur when the aggregated load is inconsistent with the maximal available RES than when the aggregated load is always synchronous with the available RES. In particular, if two customers have heterogeneous load profiles, they will have different impacts on the profile of the aggregated load, thereby resulting in different amounts of integrated RES. Therefore, even if the first problem, i.e., the CBL's calculation, is solved by improving the existing algorithms, then the second problem will not be addressed unless a novel evaluation method is adopted.
Except for the CBL-based methods, some researchers have also considered directly providing the desired load profiles as the load reshaping objective to customers without using the CBL [14] , [15] , [21] . The calculation problem of the CBL can be approached to some extent, but it remains unclear how customers impact the RES integration. To analyze a customer's impact on some system-level features, the marginal impact on system-level features of the load profiles was proposed [22] and is adopted in this paper. However, the focus in the previous study [22] was on the optimal retail rate but not RES integration.
To solve the DR performance evaluation problem, we propose a method for calculating the marginal impact of a customer on the amount of integrated RES in the whole system (MIR). We then prove the MIR is reasonable to evaluate the renewable energy share of a customer's daily consumption (RSC). The concept and evaluation method of MIR and RSC are the first contribution of this paper and they are both proposed for the first time in the researches of power systems.
As a metric for DR performance evaluation, the RSC can solve the potential problems of the CBL-based method summarized above, while it bridges the real contribution of a customer in the DR program. Moreover, to numerically validate the proposed evaluation methods, several kinds of the marginal impacts on the power balancing burden for conventional units caused by a customer (MIBs) were tested in the case study.
B. SECOND CONTRIBUTION AND ITS RELATED WORK
Based on the first contribution, the proposed RSC will be tailored in the DR program. Thus, we present an RSC-based DR which is defined as one that provides an incentive to customers to increase the RSC by reshaping their load profiles, which accordingly increases the amount of integrated RES in the whole system. How to induce massive customers to increase their RSC is also the second work of this paper.
Current DR schemes can be categorized into two types, depending on whether the customers are passively scheduled or if they actively make decisions. In the first type, several DR customers are aggregated, modeled as a virtual power plant (VPP), and dispatched in the unit commitment [23] , optimal power flow [24] , and frequency regulation [25] . This approach is easily deployed in practice. However, it does not represent a user-friendly approach because it is difficult to ensure utilities for the customers, especially for residential customers. In the second type, customers can control the tradeoff between the reward and comfort loss to maximize their utilities. Interactions between the DR providers and customers are often included in these schemes due to coupled dependent variables in the model. For instance, in [9] and [17] , customers could continuously adjust the load reduction according to the coupon (incentive) level until convergence. Also, in another literature [26] , the interactions between customers were studied from a game perspective. Compared with the above VPP-based schemes, customers could individually make optimal decisions. However, it is not practical to interact with numerous customers frequently due to potential challenges, such as the process being too complex for residents [27] and communication reliability problems [28] .
Recent surveys on the retail market have found that customers prefer to follow principles such as multi-options that are utilized successfully in the customer-centric IT industry [29] . In the PDR program, customized retail prices have been studied based on the consumption regularity of customers, where multi-price plans have been designed [30] . Meanwhile, the energy-aware demand-side recommendation systems have been studied to help customers choose a suitable plan from the customized plans [27] , [31] . In this way, frequent interactions between customers and the DR providers can be avoided, while customers can also make optimal decisions. However, similar techniques are not applicable to the IDR because there is no direct metric to evaluate the DR performance on the integrated RES. The RSC proposed in this paper can play that role.
As a result, the second contribution of this paper is a novel DR scheme to facilitate the integration of RES in the whole system by increasing the renewable energy share of customers' consumption (RSC). In this scheme, frequent interactions are avoided, while customers can make a customized choice. To obtain multiple reshaped load profiles that can help customers increase their RSC, a bilevel optimization problem is modeled and converted to a mathematical program with primal and dual constraints (MPPDC). A case study shows that the proposed scheme considerably reduces the power balancing burden for conventional units and prevents the curtailment of RES accordingly.
The remainder of the paper is organized as follows. A method for calculating the MIR and RSC is presented in Section II. In Section III, the proposed RSC is tailored in DR programs, and the RSC-based DR scheme is introduced. A case study and analysis are shown in Section IV. Finally, conclusions and future research are provided in Section V.
II. MIR AND RSC
A. PRELIMINARIES
Before evaluating the RSC, we first study three metrics that can be easily derived based on measurements. For an independent power system, we define the renewable energy share of the system-level consumption (RSS) as the ratio between the integrated RES and the total load at timeslot t. The RSS is denoted by ρ t and calculated as follows:
where P R t and L t are the MW magnitudes of integrated RES and load in the entire system at timeslot t, respectively. Let T := {1, 2, . . . , T } denote a set of time index. For the sake of simplicity, ∀t denotes ∀t ∈ T in this paper, and similar notation is used throughout the paper. In addition to the RSS, the daily renewable energy share of the system-level consumption (DRSS) is defined as the fraction of the daily integrated RES and load, denoted by R and L, respectively. Let ρ Agg denote the DRSS, thus it is determined by:
Except for these two system-level indexes, we subsequently define an individual-level metric, i.e., the load profile. Let I := {1, 2, . . . , I } collect a set of customer index, and we calculate a customer's load profile as follows:
where P L i.t and LP i.t denote the kW magnitude of load and the load profile of customer i at timeslot t, respectively. It is not difficult to get a remark that the load profiles for any given customer sum to unity over the course of a day i.e., t∈T LP i.t = 1. The above-mentioned metrics, including load profile, RSS and DRSS are the bases for our further study about the evaluation of RSC. In practice, although the actual integrated RES depends on the system's operation status and is unknown in advance, it can be measured in hindsight, and the RSS and DRSS can be calculated accurately based on measurements, as shown in the upper left side of Fig. 1 . Similarly, each customer's load profile can be obtained by smart meters easily, as shown in the upper right side of Fig. 1 . However, our goal is to get the RSC, i.e., the lower left side of Fig. 1 . Note that the RSC cannot be directly measured due to a lack of power tracing of the RES for customers. Thus, our work in this section is to investigate a reasonable method to map the measured system-and individual-level knowledge to an evaluation metric, i.e., RSC. Before continuing to investigate the RSC, we need to claim that when it comes to a DR program (increasing the RSC) but not only evaluation, the scheduling should be completed beforehand instead of relying on measurements in hindsight. Thus, in Section III, the load service entity (LSE) will be considered. Generally, the LSE has the ability to mimic the ISO's day-ahead unit commitment (UC) and predict the RSS and DRSS, which have been widely used in DR schemes [9] , [17] . Meanwhile, the load profile is treated as a control variable. The DR scheme considers day-ahead predictions will be illustrated in detail in Section III, while the next two subsections continue to focus on the evaluation method of RSC.
B. MIR
As mentioned above, our work is to map the RSS and load profiles to the RSC, namely the lower right red frame in Fig. 1 . Since the power tracing to the end-customers is impractical, we will investigate the RSC evaluation method from the perspective of the customers' impact and contribution to the amount of integrated RES.
To quantify the impact of a load profile on the system's operation status, the concept of marginal impact is leveraged. VOLUME 7, 2019 We can represent the system load L t and customer i's load profile LP i,t respectively as vectors − → L and − → LP i , where the relevant vector space is spanned by the timeslots and has the cardinality of T as its dimension. Because we assess the impact on RES integration from demand sides, we assume the supply-side settings have been given. Then, we can consider a function f · ( − → L ) which denotes a system-level feature of interest (for example, f R ( − → L ) denotes the daily integrated RES, and f PVD ( − → L ) denotes the peak/valley difference [32] ) and depends on the entirety of the daily system load. Although we do not know the explicit structure of f · ( − → L ), the abstract function form is sufficient for further study. Note that f · ( − → L ) can be treated as continuous over a small domain, similar to the study of marginal system-cost impact presented previously [22] .
To determine the marginal impact of a given customer i's usage on that system-level feature function we consider the result of a small perturbation to that customer's load which preserves that customer's load profile. Such a perturbation must take the form
where P is a small amount of energy. The system load is thereby perturbed by the same amount, so that
is defined as the ratio of the corresponding perturbation on the function f · ( − → L ) divided by P in the limit that P vanishes,
Roughly speaking, we proportionally allocate a very small increment ( P) to the original load of customer i based on his load profile and subsequently calculate the marginal change in index f · ( − → L ) at the system level, and the result accordingly represents the marginal impact of this customer on the given system-level feature.
In the evaluation, we have two types of system-level features. The first one is the daily integrated RES for the whole system, which corresponds to a customer's marginal impact on the amount of integrated RES (MIR). The second type is a set of features that reflects the extent of the power balancing burden on the units, such as the demand peak, peak/valley difference, and ramping rate. These correspond to the respective marginal impacts on the power balancing burden for units caused by a customer (MIBs). The MIR directly quantifies the contribution of a customer to the integrated RES, while the MIBs indirectly impact the integrated RES from multiple dimensions. As a result, the MIR is studied in detail and used to evaluate the RSC in this section, while MIBs are used to validate the evaluation results in the case study (Section IV), while they are detailed in the Appendix.
Based on the definition of marginal impact described above and Equation (4), the MIR of customer i is defined as the instantaneous change in the daily integrated RES (R) when the customer increases his load but maintains the same load profile. Thus, 
. For further derivation, we assume the RSS after the perturbation, i.e., ρ t , is the same as that in the previous perturbation, which means the generation structure does not change in the perturbation process. The assumption can hold because P is very small. Because f R ( − → L ) denotes the daily integrated RES, it can be calculated as a sum of each timeslot's product of the RSS and the MW magnitude of the system load, i.e., f R (
Concurrently, the daily integrated RES after the perturbation holds a similar structure, i.
. Therefore, the MIR can be calculated as follows:
Thus, the MIR can be regarded as a weighted average of the RSS, where the weight coefficients are the proportion of each timeslot's demand to the daily total demand, i.e., the load profile. Note that the RSS and the customer's load profile both affect his MIR. The RSS is determined by the system operation status, where the capability of the units and the profile of available RES play the leading roles. Therefore, given a certain system status, i.e., the RSS, a customer's contribution to the integrated RES is determined by his load profile.
C. RENEWABLE ENERGY SHARE OF A CUSTOMER'S CONSUMPTION (RSC)
Based on the quantified contribution to the integrated RES of each customer, i.e., MIR, the RSC can be evaluated.
Assumption: The loss in the transmission or distribution is not considered in the evaluation. If taking the loss into account, we can regard it as a virtual consumer and evaluate it with other real customers jointly. However, as the ratio between the loss and total load is relatively small [33] , the loss is assumed to be negligible.
Because the RSC is the percentage of a customer's daily consumption that can be reasonably attributed to the RES, several conditions should be satisfied: 1) Let α i be the evaluated RSC of customer i, then α i ∈ [0, 1] since it is a percentage.
2) If MIR i = 0 and MIR j = 0, then
. Evaluating the RSC is a profit allocation problem, and allocating in proportion to the marginal impact, i.e., MIR, denotes a fair allocation method. Namely, the evaluation of RSC should be proportional to each customer's MIR, while there exists the same proportional coefficient for all the customers.
3) The sum of the RES consumption of all the customers should be equal to the integrated RES at the system level:
There exists a unique solution that satisfies all the conditions above, and it is given by α i = MIR i . Proof: Because of the second condition, we can write α i = θMIR i , where the coefficient θ is the common ration of α i and MIR i . Replacing α i with θ MIRI i on the left side of Equation (6) yields the following:
The unique solution that satisfies Equation (6), and therefore condition 3), is θ = 1. Furthermore, since 0 ≤ MIR i ≤ 1, condition 1 is automatically satisfied when θ = 1. As a result, α i = MIR i is the unique solution that satisfies all the necessary conditions of the RSC.
In conclusion, the resultant RSC evaluation approach, i.e., α i = MIR i = t∈T ρ t LP i.t , converted the system-and individual-level measurement-based indices, the RSS and load profile, to an evaluation index, RSC, as shown as Fig. 1 .
Intuitively, the percentage of energy that can be treated as coming from RES for a customer depends on the RES performance in the whole system together with the shape of his load curve. The evaluation can be performed in hindsight without any RES and load forecasting, which means that the evaluation result will not be affected by prediction errors. However, if customers want to obtain a higher RSC, the most direct way is to reshape his load profile according to the RSS. Thus, the system operation states should be predicted beforehand. To address this problem, a bilevel optimization model that accounts for upward/downward reserves to compensate for the RES and load stochastic fluctuations (prediction errors) will be presented in the next section.
III. RSC-BASED DR SCHEME
The contribution of each customer to the amount of integrated RES can be quantitatively evaluated based on the above method. In this section, we will present a novel DR scheme to motivate customers to obtain a higher RSC, which accordingly facilitates the integration of the RES.
A. ASSUMPTIONS
In the proposed scheme, the following assumptions are made:
1) The LSE has the ability to mimic the ISO's day-ahead UC and predict the available RSS, similar to DR schemes reported previously [9] [17] . Simultaneously, the upward and downward reserve requirements are incorporated in the optimization model to compensate for stochastic fluctuations (prediction errors) of the RES and load [33] .
2) Considering climate change, the energy shortage, and sustainability in future energy systems, integrating as many RES as possible will be the final solution to these challenges and will be significantly more economical than using conventional energy [1] . Thus, in the cost function of the UC model, i) the capital and generation cost of RES is negligible, and ii) the penalty for curtailment of the RES is included [33] , and iii) the monetary incentive given to customers to facilitate the integration of RES is neglected.
3) The customers who participate in the DR program are rational and will increase the RSC by choosing a reshaped load profile to follow from the multi-plan that is most similar to the original load profile because it brings the smallest comfort loss. Customers behaviors with bounded rationality are left for future study.
B. RSC-BASED DR 1) INCENTIVE
The RSC can directly evaluate the contribution to the integrated RES of a customer, and thus, the RSC-based DR is defined as follows. To integrate more RES in the entire system, the DR provider motivates customers to reshape their load profiles to obtain a higher RSC by giving an incentive, such as an electric bill discount. Customers with a higher RSC will obtain a higher incentive rate. The incentive rate is discussed, but the absolute incentive value is not, because the absolute incentive value is also related to the daily consumption. The discount rate a customer can receive is a monotonically increasing function of his RSC, such as linear, quadratic, or exponential function. For the sake of simplicity, we use the linear form in this paper, defined as Equation (8) . When it comes to other forms, the customer's response model introduced in Section III.C needs to be modified as a consequence, while further discussions about the different incentive functions will be studied in the future.
In the incentive function, κ is a positive coefficient and κα i is the discount rate the customer can receive, which is proportional to his RSC. Let π denote the retail price and L
Day i
denote the daily consumption of customer i, then the actual monetary incentive the customer can get is κα i (π L
). Note that the setpoint of the proportional coefficient κ is adjustable for the DR providers but will not influence the result of our model in this paper.
The advantages of the RSC-based DR are as follows:
(1) The CBL-based method in the DR is replaced by the RSC, which means the inaccuracy, the centralized calcula-VOLUME 7, 2019 tion, and the moral hazard problems are all avoided. According to Equation (5) , all the variables of the RSC can be measured but not forecasted. Although the DR scheme introduced in the next subsection is also based on some predicted information, the final evaluation and reward are based on measurements without predictions.
(2) The DR performance and the corresponding reward allocation are related to the MIR, which represents the greatest equity method.
2) DEPLOYMENT
Under the proposed scheme, DR customers are motivated to obtain a higher RSC to receive more incentive. Considering the structure of the RSC evaluation method, customers can increase their RSC by reshaping their load profiles to better match the RSS while being subject to some physical constraints.
However, the RSS is unknown for customers in advance, and it depends on the system operation status. In general, the LSE will link the customers and the DR providers and provide a professional DR service. As described in the first section, customers, especially residents, prefer to follow multi-options [29] . Following this perspective, we require the LSE to provide multiple RSC-increasing plans to allow the customers to choose the most convenient one. Multi-plans are multiple reshaped load profiles that can increase the RSC.
To obtain these reshaped load profiles, the LSE will formulate an optimization model. Nevertheless, the dimensionality of the optimization model will be a significant challenge if we incorporate all the customers' load profiles into the model. Due to the structure of the MIR and RSC (Eq.(5)), two customers who share the same load profile must have the same RSC because the RSS is unique for the entire system, while the RSC is related to the load profiles but not related to the load level. Thus, in lieu of applying every customers' load profile, clustered typical load profiles are applied in our model. Many researchers have proposed various approaches for clustering [30] , [31] , [35] . Therefore, the LSE is only required to design the optimal RSC-increasing plans for these clustered typical profiles and publish the plans to the demand side. The customer's HEMS will choose the most convenient one to follow by scheduling flexible loads and his own distributed energy resources.
Human behaviors are not the focuses of this paper. Assumption (3) in Section III.A ensures that customers will rationally reshape their load profile following the RSCincreasing plans in the DR. Thus, problems such as a customer's irregular behavior are not considered.
C. MULTI-PLANS FOR INCREASING RSC
In this subsection, we formulate a bilevel optimization problem to address how to obtain multiple RSC-increasing plans. Firstly, at the upper level, the LSE mimics the ISO's dayahead unit commitment to decide the RSS at each timeslot based on an optimization model similar to those reported previously [33] , [34] . Therefore, the upper-level model, denoted as P1. Because all the notations used in the model are tabled and described before the Section I and are general in many similar researches, we do not introduce them in detail here.
The objective of this model is to minimize the total cost, which is composed of the generation and start-up costs of the conventional units, upward and downward reserve costs offered by the units, and the cost of RES curtailment. The optimization variable set is expressed as:
The start-up cost is defined by Equation (9b). The constraints include the maximal and minimal power output, ramping rate, and minimal ON/OFF times, which are given by Equations (9c)-(9f). To compensate for stochastic fluctuations (prediction errors) of the RES and load, the upward and downward reserves, i.e., P Gup k.t and P Gdn k.t , should be provided by the units. Therefore, Equations (9g)-(9n) describe constraints on the reserve offered by each unit. Note that each unit's reserve at timeslot t is treated as an optimization variable for better minimizing total cost. Equation (9o) shows the upper and lower bounds of the actual integrated RES. Furthermore, Equation (9p) defines the power balance equality constraint. Equation (9q) shows the MW value of a load at timeslot t. The available RES output and the aggregated daily consumption of each typical load profile together with the inflexible load are both assumed to be forecasted, while the prediction errors can be compensated by the upward and downward reserves. Note that LP * j.t is the optimization variable in the lower-level model.
The lower-level problem denoted as P2 is modeled for every RSC-increasing plan, namely, to optimize the load profiles to get higher RSC. As a customer, the objective function is to minimize the electricity bill minus the incentive in the DR:
We only reshape the load shape but do not increase or decrease the daily consumption, i.e., L
Day i
is not an optimization variable. Therefore, the objective can be translated to maximize the RSC. Additionally, as mentioned in Section III.B, two customers who share the same load profile must have identical RSC. Therefore, a lower-level model is formulated for each clustered typical load profile in lieu of formulating a model every customer, i.e., for ∀j ∈ J :
The objective function given by (11a) is converted from Equation (10) . Equation (11b) shows that the daily electricity consumption will not change after a DR, which means the RSC increase arises only from the load profile reshaping and not the load consumption curtailment or incentive. The comfort loss tolerance (δ j ) is between 0 and 1. Therefore, Equations (11c) and (11d) define the regulation range constraint at timeslot t. A larger δ j implies that there are more load flexibilities but also results in more comfort loss to the customers. Equation (11e) indicates that the trends of any two successive timeslots should be the same as the original one, and thus, the reshaping will not undermine the original behavior.
D. ALGORITHM
A bilevel optimization problem is formulated by P1 and P2 defined above. We transform it into single-level mixedinteger linear programming (MILP), which can be solved efficiently.
1) MPPDC
The lower-level optimization problem, i.e., P2, is a linear programming problem (LP), so its Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient. There are two approaches to convert a bilevel problem into a single-level problem. The first one is to recast the lower level problem, i.e., P2, as its KKT condition and adding it to the upperlevel problem, i.e., P1, as a set of additional complimentary constraints, which is known as a mathematical program with equilibrium constraints (MPEC) approach [17] , [36] . Another approach is based on the primal-dual approach and formulates the bilevel problem as a mathematical program with primal and dual constraints (MPPDC) [37] , [38] . Generally, the MPPDC approach can avoid complementarity and slackness constraints that must be solved by the big-M approach in the MPEC, and thus, it presents a smaller computational burden [38] . Therefore, we adopt the MPPDC approach in this paper.
The MPPDC approach consists of replacing the lowerlevel problem, i.e., P2, by its primal constraints, which are defined by Equations (11b)-(11e), the dual constraints given by Equations (12)-(14), and the strong duality equality given by Equation (15):
t∈T
Further details about the MPPDC can be found elsewhere [38] . Aside from the constraints of the MPDDC approach, additional constraints should also be included to ensure the RSC of all the typical load profiles will increase:
The LSE will mimic the ISO's day-ahead unit commitment to obtain the RSS, as mentioned in Section III.A, while the RSC before the DR in Equation (16) the primal constraints of the lower-level problem, Equations (12)- (15) define the dual constraints and strong duality equality used to convert a bilevel problem into a single-level problem, and Equation (16) defines the additional constraints.
2) LINEARIZATION
Although the bi-level problem is accurately converted to a single-level problem, P3 can still not be readily processed due to the bilinear product terms ρ t LP * j.t in Equations (15) and (16) . Therefore, we employ the binary expansion method [36] to linearize these terms. We use 2 Z discrete points to approximate possible values of ρ t in its feasible interval [0, 1]:
where u t.z , z = 1, 2, . . . ,Z are the auxiliary binary variables that control the approximate value of ρ t , and the step size ρ t is given as 1 2 Z . ρ t in the bilinear product term can be replaced by the right side of Equation (18):
Letting LP * j.t u t.z = q j,t,z , z= 1, 2, · · · , Z , Equation (19) can be converted to Equation (20a), with extra constraints given by (20b) and (20c):
Two extra constraints are used to ensure that q j.t.z = 0 when u t.z = 0 and q j.t.z = LP j.t when u t.z = 1. Details are provided elsewhere [36] .
Except for the bilinear product terms, the generation cost of units is a quadratic function, and the constrained cost variable (CCV) method is utilized to segmentally linearize it [39] . Note that both binary expansion method and CCV method have been proved to be accurate and efficient [36] , [39] . As a consequence, P3 is transformed into the MILP based on the MPPDC and accurate linearization, which can be solved by various solvers, such as GUROBI and Cplex.
IV. CASE STUDY
In this section, we test and validate the RSC and run the RSCbased DR program on the generated test system.
A. SIMULATION SETUP
First, the test system was generated. For the customers, we used a large number of residential load curves provided by OpenEI [40] and clustered them using the k-means algorithm [35] . Fifteen typical load profiles were generated. The daily consumption was set to 20,000 MWh. Without loss of generality, the daily consumption of all typical loads was set to be the same. Data from 10 units were taken from a previous report [42] . The upward and downward reserve requirements for the whole system represented 10% of the available RES at each timeslot, and the reserve price offered by each generating unit was assumed to be 10% of the marginal generation cost of the last segment. Each typical load's tolerance of the comfort loss (δ j ) was initially set to 0.2 and sampled from 0.1 to 0.3 in the latter test. In the binary expansion method, Z was set to 11, and thus, we used 2 11 = 2048 discrete points to approximate the value of ρ t .
For the RES data, we normalized the solar and wind power curves of the PJM [41] collected on July 2 nd , 2017 and used them to obtain the basic trend of the maximal available RES output in our test system. The maximal available DRSS (M-DRSS) were sampled from 10% to 70%, and the daily maximal available RES output was determined as follows:
Seven available RES curves were generated and are shown in Fig. 2 . Aside from a certain RES profile with various M-DRSS, we also adopted the RES profiles on the 2 nd of each month in 2017 and specified that the M-DRSS at 60% generated 12 different available RES curves, as shown in Fig. 3 . 
B. MARGINAL IMPACTS ON THE POWER BALANCING BURDEN FOR UNITS
Before running our model, some MIBs were defined to validate our test results. As is introduced in Section II, a customer whose RSC is higher should have lower MIBs than a customer with a lower RSC. Therefore, based on four typically used quantitative power-balancing burden indices, the peak-to-average ratio (PAR) [43] , peak/valley load difference (PVD) [32] , maximal ramp-up rate (Rup), and maximal ramp-down rate (Rdn), four MIBs can be derived based on the definition of marginal impact and Equation (4), where f · ( L) is denoted by PAR, PVD, Rup, and Rdn, as shown in Equations (21a)-(21d) . Furthermore, the DRSS was also considered, and the marginal impact on the DRSS was derived as Equation (21e). The derivation processes of each MIB is provided in the Appendix.
Note that smaller values for the first four indices correspond to fewer balancing burdens for the units, while a larger value of MI DRSS corresponds to a more integrated RES.
C. RSC EVALUATION TEST AND ANALYSIS
We evaluated the RSC of 15 typical load profiles in the M-DRSS range of 10-70% with a certain RES profile, i.e., the RES curves in Fig. 2 . Fig. 4 shows the RSC of all the typical load profiles, and several key observations were made. First, the DRSS equaled the M-DRSS when their values were not very large, which means that there was no RES curtailment because the balancing burden for the units was not severe. However, when the M-DRSS increased to 40%, the DRSS was less than the M-DRSS, which means that curtailment of the RES occurred. Second, the RSCs of some load profiles were clearly higher than those of others. For instance, customer type-15 obtained the highest RSC, while customer type-12 obtained the lowest. Meanwhile, the difference in the customers' RSCs increased with the M-DRSS. The RSCs of some customers, such as type-15, were higher than the M-DRSSs. This occurred because some customers had significantly lower RSC, e.g., customer type-12. Thus, the renewable energy share of some customers was occupied by others due to different contributions to the integrated RES. If these customers want to increase their RSC, they must reshape their load profiles. In addition to the observations above, we also found that when the RES profile is specified, the rank of RSC of these 15 typical load profiles did not change significantly with increasing M-DRSS. Overall, regardless of the M-DRSS, customers who shared load profile type-15 were always evaluated as good customers that facilitated integrating the RES, but type-12 had a negative impact on RES integration. Alternatively, we can specify a certain M-DRSS but adopt different RES profiles, i.e., the RES curves in Fig. 3 , as a further test. Fig. 5 shows the RSC evaluation results of two representative types of loads, type-12 and type-15, and the DRSS. Although type-15 obtained a higher RSC than type-12 in most months, in agreement with the cases when the RES profile was specified, there were several irregular results, such as in June and August. Also, both the RSC and DRSS fluctuate over the 12 different RES profiles. The reason is that the evaluation of RSC depends not only on the load profile but also the RSS, which is related to system-level RES output. When a load profile approximated the RES profile, it was more likely to obtain a higher RSC. Thus, when we adopted different RES profiles to test the RSC of each load type, we cannot assert which customer will always get higher RSC. For instance, type-12 obtained an RSC higher than that of type-15 in June and August. Intuitively, the test results in Fig. 4 and Fig. 5 obey the mathematical structure of the proposed evaluation method.
D. VALIDATION OF RSC
The previous subsection showed the evaluation results of the RSC. To validate the RSC evaluation results analytically and numerically, in this section we show detailed operation states and the results of several MIBs defined in Section IV.B.
First, the operation states of the whole system with the maximal available RES output from Fig. 2 at an M-DRSS of 60% were simulated, and they are shown in Fig. 6 , while typical type-15 and type-12 load profiles are shown in Fig. 7 . An extreme ramp-up rate was required between timeslots 9 to 10, while an extreme ramp-down rate was required between timeslots 14 to 16, where the curtailment of the RES occurred due to insufficient ramping capacities of the units. Type-12 was evidently more responsible for these ramping events, while type-15 experienced a positive impact on preserving ramping flexibility. Meanwhile, the RES was adequate between timeslots 1 and 6 and curtailment occurred. The peak for type-15 also occurred during these timeslots. Conversely, the peak load of type-12 occurred between timeslots 10 and 13, but the RES was not adequate. As a result, when more customers were sharing the load profiles, such as type-15 but not type-12, a reduced power balancing burden was placed on the units, and the RES would be better integrated.
To quantitatively validate our RSC evaluation results, MIB PAR , MIB PVD , MIB Rup , MIB Rdn , and MI DRSS were introduced above. Four maximal available RES output curves in Fig. 2 with the M-DRSS samples of 20%, 40%, 60%, and 70% are tested, successively. The five indices for type-15 and type-12, and the average value of 15 load profiles are shown in Fig. 8 . For a more intuitive representation, the axis representing MI DRSS is reversely plotted, so an outside circle (a larger circle) indicates a worse impact on the power balancing and integration of the RES. Based on the presented results, the following observations were made. First, type-15 performed better than type-12 under different M-DRSS conditions, since the blue circle is always larger than the red circle. Type-15 exhibited a negative marginal impact on the first four power balancing burden indices, i.e., PAR, PVD, Rup, and Rdn, which means the generation capacities and ramping of units were reduced for type-15. Type-15 also had a positive impact on the DRSS, which facilitated greater RES integration. Conversely, a larger power balancing burden occurred when customers shared the load profile, such as type-12. The five indices for verification matched the RSC evaluation results.
In this subsection, the evaluation results of the RSC were validated through the analysis of operation states and several MIBs indices. Thus, our proposed evaluation method is corroborated to be reasonable.
E. RSC-BASED DR TEST AND ANALYSIS
In practice, not all the customers will take part in the DR. Therefore, the DR participation percentage was defined before running the DR program as the ratio between DR customers' daily consumption and the total load daily consumption in the whole system.
We adopt the maximal available output curve in Fig. 2 with M-DRSS=60%. The RSC-based DR program is run with DR% setting to be 60%. The 15 typical load profiles and their reshaped load profiles after the DR, i.e., multi plans, are shown in Fig. 9 . Because of the physical constraints in the model, the load profiles after the DR did not change significantly, and the rhythm was also maintained. Additionally, the RSC values for all typical load profiles increased after the DR, as shown in the brackets in Fig. 9 . From the perspective of the system, the RSC-based DR could reduce the power balancing burden for conventional units and facilitate the integration of additional RES. As shown in Table 1 , PAR, PVD (MW), Rup (MW), and Rdn (MW) all decreased after the DR. Meanwhile, the DRSS increased from 54.05% to 57.54%, which means that 418.8 MWh of RES curtailment was avoided because the amount of available RES was 12,000 MWh. Meanwhile, the total operation cost of the units (except the curtailment cost) in the whole system also decreased from $225,148 to $202,416. This result was due not only to more integrated RES but also to fewer regulating requirements for the units. Then, we tested the impact of the DR participation percentage and comfort loss tolerance δ on the RES integration and total cost. The ratio of the DRSS to the M-DRSS was used to evaluate the integration performance, which was expected to approach 1. The M-DRSS varied from 20% to 70%. For the case presented in Fig. 10 , the comfort loss tolerance was set to 0.2 while the DR participation percentage changed from 0 to 100%. Furthermore, the DR participation percentage was fixed at 60% but δ changed from 0 to 0.3. The results are shown in V. Both the DR percentage and δ represented a positive DR level, where the larger value of the former indicated that more customers were responsive to the RSC-based DR, while a more significant value of the latter indicated a more flexible load.
The following observations were made. First, under a certain DR participation percentage or δ, the DRSS/ M-DRSS ratio decreased with the increase in the M-DRSS (See Fig. 10 (a) and V (a) ). This occurred because the ramping or regulation capacities of the units were insufficient to integrate all the available RES when the M-DRSS was high. Thus, a curtailment of some RES was necessary to ensure the reliability of the power systems. Meanwhile, the total cost decreased with the increase in the M-DRSS at the beginning, because more RES was integrated whose generation costs were negligible. However, when the RES penetration was significant (more than 50%), the total cost increased with the increase in the M-DRSS (See Fig. 10 (b) and V (b) ). The reason is that the curtailment of the RES occurred, and
the curtailment cost played a crucial role in the total cost. Furthermore, more reserve was required for the uncertainty of the RES when the M-DRSS was high, and the reserve cost increased. Thus, significant RES penetration is environmentally friendly, but the curtailment of RES is difficult to avoid. However, the RSC-based DR facilitated integrating considerably more RES in the whole system while reducing the total cost. Furthermore, a larger DR participation percentage and δ both facilitated the performance of the DR. For instance, when the M-DRSS was 70%, the DRSS/M-DRSS ratio increased from less than 0.85 to about 0.95 with the DR participation percentage increasing (See Fig. 10 (a) ). Meanwhile, the total cost decreased from $359,982 to $253,508 (See Fig. 10 (b) ). Thus, a fraction of the operation cost saving can be allocated to DR customers for incentive. When the M-DRSS was low (about 20%), the RSC-based DR performance was not evident, because all the RES could be integrated by relying on conventional units. Therefore, for a DR provider, attracting more customers to join to the RSC-based DR program or giving more rewards to some customers to obtain a larger tolerance of comfort loss are two useful approaches for integrating more RES. Meanwhile, in practice, the RSC-based DR is more necessary with significant RES penetration.
V. CONCLUSION
In this paper, we addressed two crucial issues of the DR: performance evaluation and deployment scheme. For the evaluation, the MIR of a customer was proposed and proven to be reasonable for evaluating the RSC. The CBL was replaced by the RSC to directly evaluate customers' contributions to the integrated RES and the performance in the DR. An RSC-based DR scheme was also proposed, where customers were motivated to reshape their load profiles to obtain a higher RSC, which contributed to the reduction of the power balancing burden for conventional units and integration of more RES. We corroborated the evaluation method analytically and numerically, while the DR program performed well on integrating considerably more RES into the power system.
The limitations of the proposed method are as follows. First, the network constraints were not considered. Additionally, customers' decisions with bounded rationality were also ignored. As a result, future work will focus on a more comprehensive MIR evaluation method and the DR scheme will account for customers' behaviors.
APPENDIX
We will show how to obtain the MIBs in Section IV.
First, we leverage several system-level metrics to evaluate the power balancing burden of units and performance of RES integration.
1) Peak-to-average ratio (PAR) [43] :
where G max and G avg denote the peak and average value of the aggregated generation of units, respectively.
2) Peak/valley difference (PVD) [32] ,
where t peak and t valley are the timeslots when the peak and valley value of the aggregated generation of units occur. G t peak and G t valley are the magnitudes of generation at t peak and t valley , respectively.
3) Maximal ramp-up rate (Rup):
where t Rup1 and t Rup2 are two successive timeslots when the ramp-up rate of the aggregated generation of units is maximal. G t Rup1 and G t Rup2 are the magnitudes of generation at t Rup1 and t Rup2 , respectively. 4) Maximal ramp-down rate (Rdn)
where t Rdn1 and t Rdn2 are two successive timeslots when the ramp-down rate of the aggregated generation of units is maximal. G t Rdn1 and G t Rdn2 are the magnitudes of generation at t Rdn1 and t Rdn2 , respectively. 5) Daily RSS (DRSS)
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