is called the covariance function of ju. It is well known that a mean zero Gaussian measure on B is uniquely determined by its covariance function.
However, a mean zero Gaussian measure fi on B is also determined by a unique subspace H^ of B which has a Hubert space structure. The norm on H^ will be denoted by || • || M and it is known that the B norm || • || is weaker than || • || M on H^. In fact, || • || is a measurable norm on H^ in the sense of [3] . Since || • || is weaker than || • H^ it follows that JB* can be linearly embedded into the dual of H^ call it H%, and identifying H^ with //* in the usual way we have B*^H fi^B . Then by the basic result in [3] the measure JU is the extension of the canonical normal distribution on H^ to B. We describe this relationship by saying fx is generated by H^. For details on these matters as well as additional references see 3. Applications of the basic inequality. Using the inequality of Theorem 2.1 we can obtain the central limit theorem and the law of the iterated logarithm for a sequence of B-valued random variables. THEOREM 
Let B and {X k } satisfy the conditions in Theorem 2.1, and assume [i is a Gaussian measure on B with covariance function T.
Then, if jbt n denotes the measure induced on B by (A^H-* • t +X n )ls /n, we have lim w ju n =ju, in the sense of weak convergence.
The proof of Theorem 3.1 is not difficult and the main idea is to use (2.5) to prove that for each e>0 there is a finite dimensional subspace E of B such that
Here E e is the e neighborhood of E in B. Since the finite dimensional distributions of the sequence {/A, n } converge to those of /bt, (3.1) is then sufficient for the conclusion of Theorem 3.1.
We now turn to the law of the iterated logarithm. LLn denotes log log n if n^.3 and 1 for n=l 9 2. It is known that K is a compact subset of B; thus (3.2) implies that with probability one the sequence {(A r 1 +* • •+A r n )/(2# LLn^^ is conditionally compact in B.
The proofs of (3.2) and (3.3) rest heavily on the inequality (2.5) and also on some of the nontrivial properties of Gaussian measures on B. The details will be given in [6] .
Strassen's functional form of the law of the iterated logarithm for B-valued random variables can also be proved in this setting using (2.5) and the techniques developed in [5] where B was assumed to be a real separable Hubert space.
Some spaces with smooth norm.
Here we provide some examples of Banach spaces to which the above results apply. (5, 2, m) denotes a measure space and m is a positive measure on (S, 2). THEOREM Using Theorem 4.1 and assuming (S 9 2, m) is a cr-finite measure space we see that the L v spaces (2^p< oo) satisfy the conditions used above. Thus the central limit theorem and the law of the iterated logarithm are valid in these spaces. A central limit theorem for random variables with values in an L p space (2^p< oo) was previously known and appears in [2] , but the log log law for non-Gaussian random variables is new for p>2. BIBLIOGRAPHY 
