In this paper we consider an aggregation technique introduced by Yıldıran [41] to study the convex hull of regions defined by two quadratic or by a conic quadratic and a quadratic inequality. Yıldıran [41] shows how to characterize the convex hull of sets defined by two quadratics using Linear Matrix Inequalities (LMI). We show how this aggregation technique can be easily extended to yield valid conic quadratic inequalities for the convex hull of sets defined by two quadratic or by a conic quadratic and a quadratic inequality. We also show that in many cases, these valid inequalities characterize the convex hull exactly.
sets with specific structures, including conic quadratic sets. Bienstock and Michalka [8, 9] derive linear inequalities to characterize the convex hull of convex quadratic functions on non-convex domains and they also study the associated separation problem. Morán et al. [36] consider subadditive inequalities for general Mixed Integer Conic Programming and Kılınç-Karzan [28] studies minimal valid linear inequalities to characterize the convex hull of general conic sets with a disjunctive structure. Following the results in [28] , Kılınç-Karzan and Yıldız [30] study the structure of the convex hull of a two-term disjunction applied to the second-order cone. Yıldız and Cornuéjols [42] study disjunctive cuts on cross sections of the second-order cone.
In this paper we study the convex hull of regions defined by two quadratic or by a conic quadratic and a quadratic inequality. The technique we use to characterize the convex hulls is an aggregation technique introduced by Yıldıran [41] . In particular, Yıldıran characterizes the convex hull of sets defined by two quadratic inequalities and obtains a Semidefinite Programming (SDP) representation of the convex hull using Linear Matrix Inequalities (LMI). Yıldıran also proposes a polynomial-time algorithm to calculate the convex hull of two quadratics. In this paper we show that the SDP representation of the convex hull of two quadratics presented in [41] can be described by two conic quadratic inequalities. We also show that the aggregation technique in [41] can be easily extended to derive valid conic quadratic inequalities for the convex hull of sets defined by a conic quadratic and a quadratic inequality. We also show that under an additional assumption, the derived inequalities are sufficient to characterize the convex hull. Therefore, the aggregation technique proposed in [41] provides a unified framework for generating lattice-free cuts for quadratic and conic quadratic sets which is independent of the geometry of the lattice-free set (e.g., a set that does not contain any integer point in its interior), as long as the lattice-free set can be described by a single quadratic inequality.
We note that [13] contains similar results to those presented here, and these results have been indeed developed independently. In Section 4.4 we compare and discuss these various results.
The rest of this paper is organized as follows. In Section 2 we introduce some notation and provide the existing convex hull results from [41] . In Sections 3 and 4 we introduce the conic quadratic characterization of the convex hull of quadratic and conic quadratic sets and compare the results in this paper and those in [13] .
2 Notation, preliminaries, and existing convex hul results We use the following notation. We let e i ∈ R n denote the i-th unit vector, [n] := {1, . . . , n}, and S n denote symmetric matrices with n rows and columns. For a matrix P, we let π (P) denote the number of negative eigenvalues of P. We also let x 2 := n i=1 x 2 i denote the Euclidean norm of a given vector x ∈ R n . For a set S ⊆ R n , we let int (S) be its interior, S be its closure, conv (S) be its convex hull, conv (S) be the closure of its convex hull, and S∞ be its recession cone. In Sections 2 and 3 we follow the convention in [41] and define all sets using strict inequalities. However, in Section 4 all sets are defined by non-strict inequalities. This also allows us to compare our results with those in [13] . To simplify the exposition, we use the same notation for sets described by strict and non-strict inequalities; however, if we need to refer to sets defined by strict inequalities in Section 4, we use the interior to avoid any ambiguity.
Preliminaries
In this section we first define the quadratic sets that we study. We then provide some useful definitions and results from [41] that are relevant to our analysis. To save space, we do not provide the proofs of such results and we refer the reader to [41] .
Our analysis is based on the work in [41] which studies the convex hull of sets defined by two quadratic inequalities. In particular, let
where q i , i = 1, 2 are quadratic functions of the form
Note that [41] does not require the quadratic functions to satisfy any specific property. In particular, there is no requirement on the convexity or concavity of the quadratic functions defined in (2) .
To characterize the convex hull of S, [41] considers the aggregated inequalities derived from the convex combinations of the two quadratics. More specifically, denote the pencil of quadratics induced by the convex combination of the two quadratic inequalities as
where λ ∈ [0, 1]. Similarly, define the associated symmetric matrix pencil
For a given quadratic pencil q λ , define
The aggregation technique in [41] chooses λ ∈ [0, 1] such that the aggregated inequalities give conv (S). The characterization of the sets D and E, which are defined below, are crucial to the aggregation technique.
Note that D is the collection of all λ ∈ [0, 1] such that the associated quadratic set S λ is convex. On the other hand, E is the collection of all λ ∈ [0, 1] for which P λ has exactly one negative eigenvalue. Therefore, S λ may be non-convex for some λ ∈ E. However, as shown in Theorem 2, aggregated inequalities associated with E are enough to characterize conv (S). Through the paper, we use of the following useful lemma from [41] which characterizes the structure of the set E. Lemma 1 If E = ∅, then E is the union of at most two disjoint connected intervals of the form
If E is a single connected interval, we denote E = [λ 1 , λ 2 ], for λ 1 , λ 2 ∈ [0, 1]. Also note that each connected interval of E may contain only a single point. In such a case, we have λ i = λ i+1 . The following proposition from [41] characterizes the relation between D and E.
In what follows, we provide the convex hull results from [41] . In Section 2.2 we present the convex hull characterization of the homogenized version of the quadratic set S defined in (1). Section 2.3 then presents the convex hull characterization of S.
Homogenized quadratic sets
Consider the homogenized version of the quadratic function q defined in (2) as
where y = x x 0 ∈ R n+1 . Also consider the homogenized version of the quadratic set S defined in (1) as
Analogously, define the associated quadratic pencilq λ as
where λ ∈ [0, 1]. Also denote the homogenization of the set S λ as
Through the paper, we use the following definitions.
Definition 1 C ⊆ R n+1 is a cone if for any y ∈ C and α > 0, we have αy ∈ C.
Definition 2
The symmetric reflection of C ⊆ R n+1 with respect to the origin is defined as −C := −y ∈ R n+1 : y ∈ C .
Also define a linear hyperplane H ⊆ R n+1 with the associated normal vector h ∈ R n+1 as
One can see that S and S λ for λ ∈ [0, 1] are open symmetric cones. An important notion that we frequently use through the paper is the separation of an open symmetric cone which is given in the following definition. Definition 4 Consider an open symmetric non-empty cone C ∈ R n+1 . If there exists a linear hyperplane H ⊆ R n+1 such that H ∩ C = ∅, we say C admits a separation (i.e., H is a separator of C or separates C).
Denote the two half spaces induced by the hyperplane H as
Therefore, a separator H induces two disjoint slices of the set S denoted by
One can see that the slices of S satisfy the following properties:
Another important definition that we need is the definition of a semi-convex cone.
Definition 5 A semi-convex cone (SCC) is the union of two convex cones which are symmetric reflections of each other with respect to the origin.
An SCC is symmetric by definition. Moreover, an SCC always admits a unique separation. In other words, regardless of the separator we use to separate an SCC with, the associated disjoint slices will always be the same. This fact is formalized in the following proposition from [41] .
be an open SCC. Assume that there exists a hyperplane H which separates C.
Then, C admits a unique separation, the slices of which are the convex connected components of C.
We also use the following useful proposition from [41] .
Proposition 3
Consider an open symmetric non-empty cone given by
Then the following statements are equivalent:
(i) There exists a linear hyperplane which separates C, (ii) π (P) = 1, and (iii) C is an SCC.
Remark 1 Note that when π (P) = 1, one can do the spectral decomposition of P as
for n ∈ R n+1 and V ∈ R (n+1)×ν , where ν represents the number of positive eigenvalues of P. One can check that Hn := y ∈ R n+1 : n T y = 0 separates C and we call Hn a natural separator of C.
The following Theorem from [41] characterizes the convex hull of any set of the form S defined by two homogenized quadratic inequalities.
Theorem 1 Consider the non-empty set S defined in (4) and let H be a separator of S.
] is one of the connected components of E. Furthermore, there exists Hs which separates both S λi and S λ i+1 such that
Quadratic sets
Using the results from Theorem 1, the following theorem from [41] characterizes the convex hull of any set of the form S defined by two quadratic inequalities.
Theorem 2 Consider the non-empty set S defined in (1) .
Conic quadratic characterization of convex hulls
In this section we first show that the convex hull characterizations presented in Section 2 can be described by two conic quadratic inequalities. Using results from Theorem 1, we then characterize the convex hull of sets defined as the intersection of a conic quadratic and a quadratic inequality. In particular, we derive conic quadratic inequalities which provide a relaxation for the convex hull of such sets. We also show that such valid inequalities characterize the convex hull exactly under an additional assumption.
Conic quadratic representation of convex hulls
In what follows, we show that each side of S λi and S λ i+1 can be described by a single conic quadratic
Proposition 4 Let λ ∈ [0, 1] such that π (P λ ) = 1 and let H be a separator of S λ . Then H + ∩ S λ can be described by a single conic quadratic inequality.
Since π (P λ ) = 1, using Proposition 3, one can see that S λ is an SCC. Thus, using Remark 1, one can do the decomposition of P λ as P λ = V V T − nn T for the appropriately chosen matrix and vector V and n. Therefore, we have
Let Hn be the natural separator of S λ . Using Proposition 2, we have that S λ admits a unique separation, that is,
Therefore, from (5) and (6) we get
A similar argument to the proof of Proposition 4 can be used to show that conv H + ∩ S given in Theorem 1 can be written as
, and where Hn i and Hn i+1 are natural separators of S λi and S λ i+1 , respectively. In particular, K λi and K λ i+1 can be described by a single conic quadratic inequality.
Similarly, conv (S) given in Theorem 2 can be expressed as
for K λi and K λ i+1 defined in (7) . In particular, K λi and K λi+1 can be described by a single conic quadratic inequality. An alternate way of obtaining such conic quadratic inequalities is to apply Schur's Lemma to a homogenized version of the SDP representation of S λi and S λi+1 given in Proposition A1 in [41] .
Conic quadratic sets
In this section we aim to characterize the convex hull of sets defined by a conic quadratic and a quadratic inequality. Using Theorem 1, we first derive valid conic quadratic inequalities for the convex hull of any set defined by a conic quadratic and a quadratic inequality. We then show that such valid inequalities characterize the convex hull exactly given an additional assumption.
We study sets of the form
where L 1 < 0 is a conic quadratic inequality of the form
for A 1 ∈ R n×n , d 1 , a 1 ∈ R n , a 0 ∈ R, and q 2 < 0 is a quadratic inequality of the form
Our goal is to derive strong valid inequalities for conv (C) and characterize the convex hull exactly when possible. Note that to obtain the valid inequalities, there is no requirement on the convexity or concavity of the quadratic inequality q 2 < 0. Since we will use results from Theorem 1, we also need to consider the homogenized version of the set C. Therefore, define
where L 1 < 0 is a homogenized conic quadratic inequality of the form
andq 2 is a homogenized quadratic function as defined in (3). By squaring both sides of the conic quadratic inequality L 1 < 0, also define
. Also define the hyperplane
One can see that H 0 is a separator for S (C) and
In Proposition 5, we use (13) together with Theorem 1 to characterize conv (C). We note that the proof of Proposition 5 is a direct adaptation of the proof of Theorem 1 in [41] .
Proposition 5 Consider the non-empty set C defined in (9) . There exists i ∈ {1, 3} such that
where K λi and K λi+1 are defined in (8) (14) holds as equality.
Proof We first prove the containment in (14) . Consider C, S (C), and H 0 as defined in (10), (11) , and (12), respectively. Recall from (13) 
Also note that
Using (15), conv (C) can be expressed as
where the first equality holds by Carathéodory's Theorem, the first equality in (17) follows from Theorem 1, and where i ∈ {1, 3} is an appropriate index evident from Theorem 1. The reverse containment in (16) trivially holds when C ⊆ E + .
Conic quadratic characterization of closed convex hulls
In this section we study conic and quadratic sets defined by non-strict inequalities instead of strict inequalities. Working with non-strict inequalities requires studying the closed convex hulls instead of convex hulls to ensure that there is no issue with the closure. Moreover, characterizing closed convex hulls requires some additional assumptions that were not needed in the case of strict inequalities. Finally, considering sets defined by non-strict inequalities allows us to compare our results with those in [13] . In Section 4.1 we study the closed convex hull of homogenized sets defined by two homogenized quadratic inequalities. In Section 4.2 we study the closed convex hull of sets defined as the intersection of a conic quadratic and a quadratic inequality. We derive conic quadratic inequalities which provide a relaxation for the closed convex hull. We also show that such valid inequalities characterize the closed convex hull exactly under some additional assumptions. Closed convex hull of sets defined by two quadratic inequalities is then derived in Section 4.3. Finally, in Section 4.4, we do a comparison of the results of Section 4 with those presented in [13] .
Homogenized quadratic sets
We consider homogenized quadratic sets of the form
In this section with a slight abuse of notation, we say that the hyperplane H ⊆ R n+1 separates S when H is in fact a separator of int (S) = y ∈ R n+1 :q i < 0, i = 1, 2 . In what follows, we characterize the non-strict inequality version of Theorem 1. Here, we need to be careful with some topological issues such as one connected component of S having an empty interior. An straightforward way to avoid such issues is by imposing the condition H + ∩ S ⊆ int H + ∩ S , where H is a separator of S. Under such a condition, we get the following direct corollary of Theorem 1.
Corollary 1 Let S := y ∈ R n+1 :q i ≤ 0, i = 1, 2 such that int (S) = ∅. Also let H be a separator of S.
If
then there exists i ∈ {1, 3} such that
where K λi and K λ i+1 are defined in (7) and [λ i , λ i+1 ] is one of the connected components of E.
Conic quadratic sets
The following corollary characterizes the non-strict inequality version of Proposition 5.
where K λi and K λi+1 are defined in (8) 
for E := (x, x 0 ) ∈ R n+1 : x 0 = 0 , then (19) holds as equality.
Note that C ⊆ E + provides a sufficient condition under which (19) trivially holds as equality; however, equality in (19) may still hold even if C ⊆ E + is violated.
Quadratic sets
The following corollary characterizes the non-strict inequality version of Theorem 2. 
for K λi and K λi+1 defined in (8) .
Finally, note that using a polynomial-time algorithm proposed in [41] , all the operations needed to obtain the conic quadratic characterization of conv H + ∩ S , conv (S), and conv (C) can be done in polynomial time. [13] The work in [13] studies the closed convex hull characterization of sets defined as the intersection of a conic quadratic and a quadratic inequality similar to those defined in (9) and (10) . The work in [13] studies a similar aggregation technique and identifies a set of assumptions that need to be verified in order to get the closed convex hull. Theorem 1 in [13] states the main result of the paper. In this section we do a comparison between the results in [13] and our work and highlight the similarities and differences of the two approaches.
Comparison to the closed convex hull characterization in
In the language of this paper the first assumption in [13] is: P 1 has exactly one negative eigenvalue and H is a separator of y ∈ R n+1 :q 1 ≤ 0 .
Assumption (A1) simply formalizes the fact that [13] studies the intersection of a conic quadratic and a general quadratic inequality and hence is not an actual restriction in the context of [13] . Under Assumption (A1), the second assumption of [13] simply requires int (S) = ∅. This assumption is shared by this paper and we denote it (A2). The third assumption in [13] is a minor technical assumption on the singularity of P 1 and P 2 , which we denote (A3). We will show that this assumption seems to be mildly restrictive. Using Assumption (A3), [13] defines an s ∈ [0, 1] that allows then to describe the closed convex hull using conic quadratic inequalities associated to the pencils P λ := (1 − λ)P 1 + λP 2 at λ = 0 and λ = s. In particular, this forces one of the inequalities to be the original conic quadratic inequality, which is a natural choice in the context of [13] . Depending on the details of Assumption (A3), the choice of s is either 0 or the minimum s ∈ (0, 1] such that the pencil Ps is singular. The last two assumptions of [13] are geometric conditions on the inequalities used to describe the closed convex hull. To state these assumptions, let Hn s be the natural separator of Ss := y ∈ R n+1 :qs < 0 and let Ks := H + s ∩ Ss for H + s ∈ H + ns , H − ns be defined analogously to K λi and K λ i+1 in (7) . With this notation, the homogeneous version of the geometric conditions is
while the non-homogeneous version is
With this notation, Theorem 1 in [13] can be written as follows.
Theorem 3 Let S := y ∈ R n+1 :q i ≤ 0, i = 1, 2 . If Assumptions (A1)-(A3) hold, then there exists s ∈ [0, 1] such that
where H is a separator of S := y ∈ R n+1 :q 1 ≤ 0 . In such a case, the right hand side of (21) can be described by two conic quadratic inequalities. If additionally Assumption (A4) is satisfied, then (21) holds at equality. Finally, if Assumptions (A1)-(A5) hold, then there exists s ∈ [0, 1] such that conv (C) = x ∈ R n :
for C = x ∈ R n :
In such a case, the right hand side of (22) can be described by two conic quadratic inequalities.
We now present a few examples to compare Theorem 3 and the results in this paper. We begin by showing examples where Assumptions (A1) and (A3) restrict the applicability of Theorem 3 as compared to the results in this paper. We then show how condition (18) restricts the applicability of Corollary 1 as compared with Theorem 3 and how Assumption (20) restricts the applicability of Corollary 2 as compared with Theorem 3. Finally, we comment on the results of Section 7 in [13] .
The following two example shows how Assumption (A1) can be a tangible restriction when compared with the results in this paper. However, as mentioned earlier, we note that considering cases beyond Assumption (A1) was out of the intended scope of [13] .
Example 1 Consider the set
One can see that E := (x, x 0 ) ∈ R 3 : x 0 = 0 separates S 1 . Let S + 1 := E + ∩ S 1 and let P 1 and P 2 be the matrices associated with the quadratic inequalities. Using Corollary 1, we get
However, Theorem 3 cannot even characterize a relaxation for conv S + 1 , since neither P 1 nor P 2 have exactly one negative eigenvalue and hence Assumption (A1) is violated.
Example 2 Consider the Example 1 in [41] and Example 2 in [34] which is of the form
Using Corollary 3, we get
However, Theorem 3 cannot even characterize a relaxation for conv (S 2 ), since Assumption (A1) is violated.
In particular, there is no separator H of the first homogenized quadratic inequality which can be used to write S 2 as
where S 2 is the homogenized version of S 2 .
The following two examples show how technical Assumption (A3) seems to be mildly restrictive when compared with the results in this paper. Example 3 Here we consider the example from Section 4.4 in [13] which violates assumption (A3). The homogeneous version of this example is given by
The nonhomogeneous version of this example is given by
Because Assumption (A3) is violated, Theorem 3 cannot even characterize a relaxation for conv (C 3 ) or conv (C 3 ). In contrast, Corollary 1 shows that
However, while Corollary 2 shows that conv (C 3 ) ⊆ x ∈ R 2 : |x 1 | ≤ x 2 , equality does not hold in this containment. This aligns with the fact that (20) is violated and hence Corollary 2 is not applicable. Example 4 Here we consider an example from the sets studied in Section 6.4 in [13] which violates assumption (A3). Consider the set
The non-homogeneous version of this example is given by
One can see that the second quadratic inequality is equivalent to the split disjunction 2x 1 + x 2 ≤ 0 ∨ 2x 1 + x 2 ≥ 1. Because Assumption (A3) is violated, Theorem 3 cannot even characterize a relaxation for conv (C 4 ) or conv (C 4 ). In contrast, Corollary 1 shows that
For the non-homogeneous case, Corollary 2 shows that conv (C 4 ) ⊆ x ∈ R 2 : |x 1 | ≤ x 2 . However, while equality does hold in this containment, Corollary 2 fails to prove this since (20) is violated.
The following example shows how condition (20) of Corollary 2 is mildly restrictive as compared with Assumption (A5) of Theorem 3.
Example 5 Here we consider an example from the sets studied in Section 6.2 in [13] , which is an slight variation of Example 4. Consider the set
One can see that the second quadratic inequality is equivalent to the split disjunction 2x 1 +x 2 ≤ −1 ∨ 2x 1 + x 2 ≥ 1. Theorem 3 can show that
However, while Corollary 2 shows that conv (C 5 ) ⊆ x ∈ R 2 : |x 1 | ≤ x 2 − x 2 1 − 4x 2 2 − 4x 1 x 2 + 1 ≤ 0 , we cannot use Corollary 2 to prove the equality, since (20) is violated.
The following example shows how Assumption (18) from Corollary 1 can be a somewhat tangible restriction when compared with Theorem 3. Example 6 Consider the example from Section 4.5 in [13] which is of the form
However, while equality does hold in (23), Theorem 3 cannot prove this since Assumption (A4) does not hold. In contrast, because C 6 int (C 6 ), Corollary 1 cannot even provide a relaxation for conv (C 6 ).
Example 6 provides a convenient way to compare the technical results related to the selection of s in [13] and λ i and λ i+1 in [41] . For this, consider the following generalization of Example 6, which illustrates why Corollary 1 fails to characterize the closed convex hull in Example 6 and provides some insights on how this could be resolved. Example 7 Consider a variant of Example 6 which is of the form
For ε > 0, we have that C 7 (ε) ⊆ int (C 7 (ε)) and in this case, both Theorem 3 and Corollary 1 can show that
Indeed, if we let P 1 = 1 0 0 −1 and P 2 (ε) = −(2 + ε) 1 1 0 be the matrices associated to S 7 (ε), we have that
where f (ε) := 1 2 ε 4+ε . Then for ε > 0, we have that λ i = 0 and λ i+1 = 1 2 − f (ε) in Corollary 1. The inequality associated to λ i = 0 is the conic constraint in the right hand side of (24) and the one associated to λ i+1 = 1 2 − f (ε) is redundant. Similarly, the value s from Theorem 3 is the minimum s ∈ (0, 1] such that the pencil (1 − s)P 1 + sP 2 is singular, which corresponds to s = λ i+1 = 1 2 − f (ε). This property of s holds even if we set ε = 0, in which case we recover the application of Theorem 3 to Example 6, which uses s = 1/2. However, if we set ε = 0, we have that E becomes the complete interval [0, 1] and the correct choice of λ i+1 = 1 2 is lost. The construction of E in [41] explicitly considers the possibility of E = [λ 1 , λ 2 ] ∪ [λ 3 , λ 4 ] with λ 2 = λ 3 and relates the λ i 's to the rank (and in particular singularity) of the pencil P λ = (1 − λ)P 1 + λP 2 . However, special treatment of degenerate cases such as ε = 0 in Example 7 is not considered in [41] , since it is not required for the case of strict inequalities (indeed for the strict inequality version of Example 6 or Example 7 with ε = 0, the choice λ i+1 = 1 is correct). As Example 7 illustrates, recognizing such degenerate cases may allow relaxing the assumption (18) in Corollary 1. However, achieving this will likely require adapting the proofs of some of the technical results from [41] .
Finally, we consider the sets studied in Section 7 of [13] . This section develops simplifications of Assumptions A1-A5 for intersections of a conic section and a general quadratic constraint. All resulting sets correspond to the intersection of a convex quadratic inequality with a general quadratic inequality. The convex hull of the strict inequality version of all these sets can be characterized without any assumptions by Theorem 2. Similarly, characterizing the closed convex hull of the non-strict inequality versions through Corollary 3 only requires the sets to be contained in the closure of their interiors. Because this last condition is not too restrictive, we can find examples where Corollary 3 can construct the closed convex hull of the intersections of a conic section and a general quadratic constraint, while the simplified assumptions from Section 7 of [13] do not hold. For instance, Example 3 in [34] shows how Corollary 3 yields the closed convex hull of a paraboloid intersected with a non-convex quadratic constraint. This example does not satisfy the simplified assumptions in Section 7 of [13] ; however, it satisfies the more general Assumptions A1-A5. Hence there does not seem to be a major difference on the applicability of the two techniques on this class of problems.
