ABSTRACT: BP neural network (Back-Propagation Neural Network, BP-NN) is one of the most widely neural network models and is applied to fault diagnosis of power system currently. BP neural network has good self-learning and adaptive ability and generalization ability, but the operation process is easy to fall into local minima. Genetic algorithm has global optimization features, and crossover is the most important operation of the Genetic Algorithm. In this paper, we can modify the crossover of traditional Genetic Algorithm, using improved genetic algorithm optimized BP neural network training initial weights and thresholds, to avoid the problem of BP neural network fall into local minima. The results of analysis by an example, the method can efficiently diagnose network fault location, and improve fault-tolerance and grid fault diagnosis effect.
INTRODUCTION
The faults of power transmission and distribution system bring a huge loss on power companies and users [1] . It is in the necessary condition that reduces the interruption time of the power and enhances the reliability of power supply when the malfunction of the grid happens. Fault diagnosis of grid has begun since 1940s, and its main purpose is to quickly and accurately locate the fault element [2] . Due to certain restrictions of the previous conditions, traditional diagnostic methods rely on artificial diagnostic method which relies on experience to locate the position of grid failure, and its accuracy is rather poor, and the speed of diagnosis is relatively slow. With the development of diagnostic techniques, expert systems of artificial intelligence and genetic algorithms, artificial neural network, Bayesian networks, fuzzy sets [3] as well as other methods were introduced to the power grid fault diagnosis. However, these methods have their limitations, for example, the fault-tolerance of expert system is poor, and it is difficult to give a correct diagnosis; the operation of genetic algorithm is more complex, the problem should first be encoded, and then genetic algorithm finds the optimal solution and decodes, and the genetic algorithm is easy to fall into the "premature" [4] ; neural networks are easy to fall into local minimum [5] , and so on. This article based on the advantages and disadvantages of genetic algorithm, by modifying the crossover of Genetic Algorithm, and applied to BP neural network, optimizes the initial weights and thresholds of BP neural network. This method can solve the problem easily falling into local minima and improve fault-tolerance and the accuracy of grid fault diagnosis.
PRINCIPLE OF BP NEURAL NETWORK AND ITS APPLICATION IN GRID FAULT DIAGNO-SIS

Principle of BP neural network
BP (Back Propagation) neural network was proposed by scientist team of Rumelhart and McCelland in 1986. It is a multilayer feedforward networks of trained by the error back propagation algorithm, and it's learning rule is to use the steepest descent method. BP network can learn and store a lot of input-output modes without prior revealing mathematical equations that describe the modes. Neural network is an operational model, composed by a large number of interconnected nodes (or "neurons", or "cells"). Each node represents a specific output function, called the activation function. Each connection between two nodes represents a weight value of the connection signal.
The basic principle of BP neural network model process information is the input signal through the middle nodes, and generates an output signal by non-linear transform. Each sample of network training includes input vectors and the expected output. By adjusting the weights and thresholds between the input nodes and hidden nodes, as well as the weights and thresholds between hidden nodes and output nodes, so that it reduces bias between the network output and the desired output value. The training can be stopped until determine the network parameters (weights and thresholds) of the minimum error.
The topology of BP neural network model, including the input layer, contains one or more hidden layers and output layers [6] . Figure 1 shows a typical three-layer neural network topology. 
Application of BP neural network in grid fault diagnosis
It is still an unresolved problem to diagnose the grid malfunction quickly and accurately, and it is more difficult that the protection and circuit breaker refuse actions. In recent years, artificial neural networks have attracted the interest of researchers, because it has a good self-learning and adaptive ability and generalization ability. And the calculation of neurons in parallel will help to achieve real-time applications. In various models of neural networks, the most widely applied model is BP (Back-Propagation) neural network. BP neural network realizes the mapping from input to output, and mathematical theory has been proven that it can implement any complex nonlinear mapping function, no model to understand its internal processes, simply entering to obtain output. Therefore, BP neural network is widely used in the grid fault diagnosis.
Literature [7] [8] describe the specific application of BP neural network in the grid fault diagnosis: first, the action information of protection and circuit breaker is regarded as the input of network, and the fault area may occur as the output, constituting the fault decision table in order to establish a diagnostic model. Network trains fault decision table is divided into two parts, one is the forward propagation of signal, and another is the backward propagation of error. The former is input samples transmit to each input layer, and then transmit to the output layer. If there is an error between the output value and desired output value, then the error signal back propagation. Adjust the weights and thresholds, until the output value meets the requirement [9] . BP neural network is a local optimization algorithm, and it may face a problem of local minima when the network trains fault decision table, resulting in the failure of training.
IMPROVED GENETIC OPTIMIZATION BP-NN ALGORITHM DESIGN
John Holland and other people in the United States at the university of Michigan, in order to simulate biological evolution of Darwin, designed a optimization algorithm in 1975 [10] , called Genetic Algorithm (GA), but it was easy to fall into the "premature". This article describes improved Genetic Algorithm, in order to avoid genetic algorithm to fall into "premature", by modifying the cross of Genetic Algorithm. Then, use improved Genetic Algorithm in BP neural network, to find the optimal initial weights and thresholds. Finally, use training algorithm of BP neural network to find the optimal weights and thresholds in this local solution space.
Improved genetic algorithm design
Crossover is the most important operation of the Genetic Algorithm. We can obtain a new generation of individual by crossover. The new individual reflects the Characteristics of its Paternal. Crossover embodies the idea of information exchange. In this paper, we modified the crossover of traditional Genetic Algorithm. The way was changing the original crossover probability of traditional Genetic Algorithm, calculating a new crossover probability based on the original crossover probability. See the formula 1 below: faverage f f f pc pc max max 1 (1) Where, pc1=new crossover probability; pc=original crossover probability; fmax=maximum fitness value; f=current fitness value; and faverage=average fitness value.
See specific improved Genetic Algorithm design below:
(1)Initialize the BP neural network, determine the network structure and learning rules, as well as the chromosome length of Genetic Algorithm (the chromosome length is the number of weights plus thresholds in hidden layer and output layer).
(2)Initialize the parameters of Genetic Algorithm (Including the number of iterations, population size, crossover probability and mutation probability etc.), as well as population and select the desired fitness function of Genetic Algorithm.
(3)Use the roulette wheel method to select several chromosomes to meet the requirements of the fitness function as a paternal of a new population.
(4)Deal with the male parent to produce a new generation of population by the changed crossover process and variation in the genetic algorithm.
(5)Repeat the steps 3 and 4, so that the chromosomes are constantly updated, until it reaches the target of training, and then find the best chromosome and decode for initial weights and thresholds of BP neural
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network.
For the above-described method, the key is to solve the coding scheme of genetic algorithm and select the fitness function. In this article, we use real-coded scheme in the Genetic Algorithm. The main purpose of improved genetic optimize BP neural network algorithm is to find the best chromosome, in order to make the minimum sum of squared errors of BP neural networks. Therefore, we can choose the sum of squared errors of BP neural networks as the fitness function of Genetic Algorithm. See the fitness function formula 2 below:
Where, tp j=in the output layer of the p-th training sample, and the value of output corresponds to the J-th neuron output node; yp j=actual output value; p=the number of training samples; m=the number of output layer neurons nodes; x i =the i-th chromosome in the population of Genetic Algorithm, i = 1,2,...,n, and n=the number of chromosomes in the population.
BP neural network algorithm design
(1)In this paper, by neural network architecture, we use three-layer structure, which contains a hidden layer, and this article chooses the number of hidden layer neurons which are the same with literature [1] . The hidden layer activation function uses the S-type function, and the output layer activation function uses linear function, and the training function uses the L-M method.
(2)Use the improved genetic algorithm to search the weights and thresholds as the initial values of BP neural network, and then initialize the parameters of BP neural network (including the training times, the training goal, as well as the learning rate etc.).
(3)After completion of the above steps, network began training samples, and after completion of the training, we can call the network to enter the fault samples, and simulate fault samples by MATLAB.
EXAMPLE DIAGNOSIS AND ANALYSIS
Diagnose process
In this paper, we use the simple power distribution system of literature [1] as an example, and contrast the effects of improved Genetic optimize BP neural networks and traditional Genetic optimized BP neural networks by MATLAB simulate.
The simple power distribution system shown in Figure 2 has five fault areas (Secl Sec5) and is equipped with over-current protections(CO1 CO5), as well as the circuit breaker protection switchs (QF1 QF5), Secl and Sec3 with the distance protection (RRl, RR3).
For power distribution model shown in Figure 2 , select the fault decision 
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01050-p.5 Figure 3 is optimal fitness values of improved Genetic optimized BP neural networks and traditional Genetic optimize BP neural networks by MATLAB simulate. Figure 4 is average fitness values of improved Genetic optimize BP neural networks and traditional Genetic optimize BP neural networks by MATLAB simulate. We can see from two figures the best fitness and the average fitness tend to be stable after about 100 generations search.
In this article, the hidden-layer nodes choose 25, and the network topology of two methods chooses a typical three-layer structure, and other parameters of two methods were the same. The training results of the two methods were shown in Table 2 . Table 3 gives 6 fault samples of containing the protection device malfunction information. We know from the fault decision table, samples 1 and 6 are a circuit breaker malfunction, sample 2 is the over-current protection device malfunction, and samples from 3 to 5 refuse circuit breaker tripping. Fault samples diagnosis results are shown in Table 4 .
Analysis of experimental results
In the same network structure and network parameters, contrasting the training effect of two methods, they all can accurately and effectively locate the fault location of training samples, and with little difference in the data, their training effects are obvious.
The diagnostic results of the fault samples containing the fault information analyzed that the effect of improved Genetic optimized BP neural networks is better than traditional Genetic optimized BP neural networks. The former can reach diagnostic results of 100%, and the latter can reach diagnostic results of nearly 70%. However, the fault diagnosis data of the latter are worse than the former.
CONCLUSIONS
We can see by comparing the simulation results of the two methods that the method of improved Genetic optimized BP neural networks can effectively locate the position of grid fault. The method of this article increases the fault-tolerance of grid fault diagnosis, and avoids the simple BP neural network to fall into local minimum easily. It is important for the combination of Genetic Algorithm and BP neural network, so that it can play their respective advantages, and improve the performance of grid fault diagnosis. The next work is to focus on the larger scale grid and more complex structures grid, and to check the effect of diagnosis and fault-tolerance. Note: The data of outside the brackets are actual state, the data of inside the brackets are fault-free state. 
