This research aims to develop an MTB detection model from the FLVQ neural network to HGA-FLVQ model. In this research, the FLVQ method was developed through strengthening its initiation, in which the first cluster centers used as FLVQ input were optimized first by HGA. The results show that sensitivity and specificity of the HGA-FLVQ model reach 96.30 and 95.65%, whereas the sensitivity of an FLVQ method is 70.83%, and the sensitivity of an LVQ method is 87.50%. The specificity of an FLVQ method and the specificity of an LVQ method are 84.62%. Based on these results, we can say that the HGA-FLVQ model is better than FLVQ and LVQ methods. It also means that relative amplitude can be used by the HGA-FLVQ model as a feature to detect the presence of MTB in the sputum of TB-suspected patients. Thus, the HGA-FLVQ model can be used to strengthen TB laboratory examination at Public Health Centers in Indonesia.
The first generation tuberculosis (TB) laboratory examination method (Charibaldi dan and Harjoko, 2013) occasionally used in developing countries is based on Ziehl-Neelsen (ZN) staining as the gold standard, with 50 to 60% sensitivity (Fend et al., 2006) . Nevertheless, in which TB negative samples examined as positive ZN staining could occur infiltration (Gibson et al., 2009 ). This ZN staining method works microscopically. Research (Kolk et al., 2010) concluded that the ZN staining method still has unsatisfying result; moreover, TB has become a global public health threat and a health emergency in developing countries. Hence, the development of TB laboratory examination method, which is more sensitive, quicker, more applicable, more portable, and cheaper (Bruins et al., 2013; Zhou et al., 2011) , is needed.
The TB laboratory examination methods are newer compared to the ZN staining method. The first type of TB laboratory examination method is based on nucleic acid amplification, such as polymerase chain reaction (PCR), strand displacement amplification (SDA), and transcription-mediated amplification (TMA). The second type is based on serology and cytokine released metal rate examination. Both methods are considered to be more advanced. These two methods are commonly available in developed countries, researching continually TB examination methods. In developing countries, examination methods other than ZN staining are considered as complicated and expensive to be applied widely. Hence, a new approach, therefore, is required for the development of the TB laboratory examination methods (Pavlou et al., 2004) . There is a TB laboratory examination method that uses thorax X-ray irradiation (also called the generation; Charibaldi dan and Harjoko, 2013) . This method has joined in the TB laboratory examination procedure in some developing countries, but this laboratory examination method is not suitable to be implemented in countries with low income yet with high prevalence. N. Charibaldi, 1 The next generation of the development of the TB laboratory examination method has used an electronic-nose device by detecting a volatile organic compound (VOC). VOC is an organic compound evaporating quickly. A VOC is hypothesized reasonably as containing an active pulmonary TB biomarker that is derived from infected organisms (a metabolite of TB Mycobacterium) or from infected hosts (a result of oxidative stress) (Phillips et al., 2010) . The main problem in the identification of VOC is the pattern similarity of the electronic-nose response curve resulting from the low sensitivity of the sensing system selectivity (Polikar et al., 2001) .
Previous research studies aimed at the development of the method detecting the presence of Mycobacterium tuberculosis (MTB) in patients' sputum using an electronic-nose sensing device. These research studies were carried out using various ways to produce different specificities and sensitivities, as presented in Table 1 .
The artificial neural network is implemented to support the development of the TB laboratory examination method. An artificial neural network provides a solution with strong robustness, for approximating real values, discrete values, or vector-valued goal function (Wang and Liu, 2014 ). An artificial neural network is so far known as the most effective way, for certain types of problems, such as learning to explain complex real-world sensor data (Wang and Liu, 2014) . Learning vector quantization (LVQ) is a neural network prototype-based learning (Elly et al., 2013) . The prototypes are determined in a training process from training dataset and can be interpreted in a straightforward way as they capture essential features of the data in the same space (Elly et al., 2013) .
Therefore, it is necessary to elaborate artificial neural network potentials in some research works, especially to differentiate three different odors and to recognize mixed scents (Kusumoputro et al., 1999) . The previous analysis (Kusumoputro et al., 1999) was carried out in an attempt to resolve the weaknesses of LVQ artificial neural network by using fuzzy learning vector quantization (FLVQ) artificial neural network. A result of the research showed that the odor recognition probability of FLVQ artificial neural network is quite high to distinguish the scent of oranges, roses, and cananga flowers. The study also revealed that the recognition of mixed odors on the electronic sensing system using the algorithm of FLVQ artificial neural network is better than back propagation (BP) artificial neural network and probabilistic neural network (PNN). The research was carried out to observe the performance of FLVQ artificial neural network for recognizing the mixed odors. Then, the recognition rate of FLVQ artificial neural network was compared to the recognition rate of BP artificial neural network. The combined scents tested in the research consisted of two types of mixtures: first, mixture of two odors and, second, the mixture of three scents. According to this research , the result of the recognition of the two or even three-odor mixtures obtained using FLVQ artificial neural network is better compared to that obtained using BP artificial neural network and PNN. 
Methods
Main points relating to the development of model are described in this section. First, the below equation based on (Dahlan, 2010) calculating the sample size for this research is explained. Second, the developed block model and tasks of each block are elaborated. Third, various processes of the overall development of model are discussed from the beginning to the end. The developed model in this research is presented in Figure 1 . In this research, the sample size was calculated based on (Dahlan, 2010 ) the following equation:
Here, n denotes the research sample size, Sen is the expected sensitivity of the model of which the diagnostic value was tested, d is expected research precision, α is the accepted error rate to determine the deviation standard (Z α ), and P is the prevalence of TB disease (the proportion of positive-TB patients among the TB suspects).
The following is the implementation of Equation (1) data retrieval at this research could be started in TB laboratory, Faculty of Medicine, Universitas Gadjah Mada.
The e-nose device employed in this research consisted of six sensors, namely, TGS822, TGS813, TGS2611, TGS825, TGS826, and TGS2620. However, primary data (training data and testing data) of this research were only obtained from three sensor response curves. The sensors used in this research were TGS822, TGS813, and TGS2611, as the other sensors were not adequately responsive and were selective to significantly distinguish the characteristics of patients (relative amplitudes) of the positive ZN staining and the negative ZN staining, using direct eye observation. Each period of the electronic-nose response curve of the three sensors was sampled every 5 sec.
There were three categories of samples, namely 49 negative ZN staining subjects' sputum samples, 49 positive ZN staining patients' sputum samples, and 50 sputum samples of TB-suspected patients who received medical treatments at Public Health Centers in Yogyakarta and A RESPIRA Pulmonary Hospital of Yogyakarta Province between February 25 and May 8, 2016. An inclusion criterion of negative-TB samples was when a patient was diagnosed as a TB suspect by the doctor, but the patient was declared contrary by laboratory examination using the ZN staining sputum method. Meanwhile, the inclusion criterion of positive-TB samples was when a positively suspected TB patient was declared positive-TB using ZN staining sputum method. Exclusion criteria from positive-TB samples were +HIV subject and positive-TB in extrapulmonary.
Sensing and sampling processes shown at the first block of Figure 1 are elaborated. The sputum samples of this research were obtained three times. First time, on the first day, the suspected patient's sputum was obtained when the TB-suspected patient visited the Public Health Center for the first time, and then the TB-suspected patient brought a sputum pot containing the sample on the second day, early in the morning. The second sample was the sputum saved at home, soon after the TB-suspected patient woke up in the early morning on the second day. On that day, the TB-suspected patient brought the sample and handed it over in the sputum pot to the medical officer in the Public Health Center. Third, the sputum sample was accepted again in Public Health Center on the second day, when the TB-suspected patient gave the morning sputum sample. In a biosafety cabinet, the three sputum samples were combined to meet the minimum volume requirement so that evaporation and sensing processes could be carried out. The sputum evaporation of a sample was performed by warming it up at the temperature between 38 and 58°C for 60 min in the electronic-nose sample room. The sensors of electronic-nose devise during the process used VOC as the biomarker to detect the presence of MTB. Then, the sensors calculated the rate of VOC and converted the chemistry magnitude to electrical magnitude (analog signal). After that, an interface application in the electronic-nose device transformed the analog signal of its sensor to a digital signal. The digital signal was presented in the form of response curve from each sensor with its maximum length of 20 cycles. Subsequently, each cycle of the response curve from the electronic-nose device was read or sampled every 5 sec to obtain digital data.
At the second block of Figure 1 , the processes consist of two types of pre-processing, namely, noise reduction and feature extraction. Considering that the response curve of the electronic-nose came out from the first block still contained noises, a noise reduction method became essential to apply. The noises could be reduced using a filter as can be seen in Equation (4), and its results were saved in a memory.
Generally, a finite impulse response (FIR) filter as in Smith (1999) for the case of N-Points is shown in the following equation:
Equation (2) can be written as in Kusumoputro et al. (1999) as:
and as in Smith (1999) , the case of three-point occurs when M = 2 and b0 = b1 = b2 = 1/3 so that Equation (2) would be the Moving Average Filter Equation used in this research:
The second process of the second block (pre-processing) in Figure 1 is feature extraction (the feature of positive-TB and feature of negative-TB) from each curve of the electronic-nose response. The feature extraction could be done after the noises significantly decrease. If marker events in this research could be recognized in each curve of the electronic-nose response, the feature extraction in this research (as pre-processing) could be performed through searching peaks and troughs as landmarks or features (James, 2007) . These searching cycles were used to obtain relative amplitudes (Ar) from each cycle in the electronic-nose response curve. Ar became the features and primary data in this research. Response curves of the three sensors of electronic nose were not involved in the processes of feature extraction as an observation unit, because each sensor had the unique response when sensing was performed so that the calculation of Ar was performed for each response curve individually. The response signal of each sensor illustrated amplitude in time function forming a pattern . In this research, features of the sensor response signal were extracted using the following equation, as shown in a study Hardoyono et al. (2015) and Figure 2 :
Here, A 0 is the sensor response calculated by the time of 'odorant IN' and A max is the sensor response calculated by the time of 'odorant OUT.' At the third block, there are three processes in the hybrid genetic algorithm-fuzzy learning vector quantization (HGA-FLVQ) model as displayed in Figure 1 . In the first process, HGA read and normalized data from the pre-processing result (all of the training data) of each sensor's output in the pre-processing block.
The second process was the process of assisting initialization of FLVQ artificial neural network so that FLVQ could have an optimal initial cluster center. This process executed HGA operators in the HGA-FLVQ model. Then, the HGA method took the first two Ars of each class (positive-TB and negative-TB) from the training data to become two parents. After that the two parents were processed by simulatedannealing recombination (SAR) function and simulatedannealing mutation (SAM) function in HGA (Adler, 1993) . A crossover operator in SAR function and a mutation operator in SAM function were implemented repeatedly. Every time HGA produced two offsprings, the values of fitness from these offsprings were also calculated to determine whether those two offsprings were accepted in the new generation population. If the offspring fitness value was better than the parent fitness value, then that offspring was used to replace its parent. However, if not, then it was ignored, and the Ar cluster center of the final generation of this HGA was used for initialization of FLVQ artificial neural network.
The third process of HGA-FLVQ model was model training performed by FLVQ artificial neural network. In this research, this model training was carried out repeatedly using the sputum samples of a group of 98 patients consisting of 49 positive ZN staining patients, 40 negative ZN staining patients, and 9 healthy volunteers who had never been diagnosed with TB by a doctor. The training process using the FLVQ method can be elaborated as follows. Initialization of the initial cluster center was performed by taking HGA output of each sensor. Then, some variables were calculated repeatedly until the desired minimum error was obtained. Those variables were the weighting exponent (also referred to as fuzziness parameter), learning-rate factor (alpha), learning-rate, new cluster center, and error. Afterward, the last cluster center of each sensor data of each class was saved in a memory as a result of training.
This section also elaborates the result of HGA-FLVQ model training as displayed in Table 2 . The process of this HGA-FLVQ model training from TGS813, TGS822, and TGS2611 sensors lasted for 5 to 8 iterations since the error decreased below 0.0001. The error reduction process occurred on each iteration as shown in Figures 3,4 ,5.
Training processes using LVQ and FLVQ methods as comparator methods are elaborated in the following parts. Learning vector quantization (LVQ) aiming at classifying training data of n vectors into c clusters is one of the learning methods in the artificial neural network (Kusumadewi dan and Hartati, 2010) . LVQ is a simple way algorithm applied to the multiclass problem and the complexity of LVQ can be controlled during training phase according to specific needs (Elly et al., 2013) .
In the training process of the LVQ method, the weight vector from the input unit to the output unit was referred to as a reference vector (codebook) for the class that the output unit represents. The output unit was positioned by adjusting the weight through supervised training. In this case, the target (a set of Figure 2 : A Cycle of Gas Sensor (TGS) Response in an E-nose Device. patterns with known classification) was provided along with the initial distribution of the reference vector. The training using the LVQ method classified the input vector into the same class as the output unit that has a weight vector closest to the input vector (Widodo, 2005) .
In this research, the result of the training using LVQ method is presented in Table 3 . The stability of weight value appeared after the 10th iteration, either for the negative or positive class used the training data of each sensor. It could be seen that the weight value either of the negative or positive On the other hand, the training process using the FLVQ method is elaborated as follows. At first, an initialization of the initial cluster center was performed by taking the first item of relative amplitude of each sensor. Then, the next process calculated some variables repeatedly until the desired minimum error was obtained. The variables used were weighting exponent (also referred to as a fuzziness parameter), learning-rate factors (alpha), learning-rates, new cluster centers, and an error. Afterward, the last new cluster centers of each sensor data of each class were saved in a memory as the results of training. In this research, the results of training using the FLVQ method can be seen in Table 4 . It is shown that the error decreased below 0.0001 before the 10th iteration. Its reduction in error is relatively faster compared to the LVQ method that needs up to the 10th iterations to obtain the stable weight.
The last process in this research was testing the HGA-FLVQ model. The testing process of HGA-FLVQ model consisted of four steps, namely, reading the test data, calculating Euclidean distances to determine the classes of each relative amplitude item, deciding the classes of each suspect patient, and calculating specificity and sensitivity of the model.
The first process was reading the test data. This process read Ar data of every cycle in the electronic-nose response curve resulting from the sensing of a sputum sample of each TB-suspected patient.
The second process was determining the class classification from every Ar data item. In general, if P is denoted as X 1 , X 2 , … , X n and if Q is denoted as Y 1 , Y 2 , … , Y n , then d(P, Q) could be calculated as in Johnson and Winchern, (2011) for each sensor using Equation (6). In this research, P i is a variable, and P i is training datum Ar, P i s are data training Ar from a TB-suspected patient. Q1s are the cluster centers of the training data resulting from every sensor sensing sputum sample of negative ZN staining patients. Q2s are the cluster centers of the training data produced from every sensor sensing sputum samples of positive ZN staining patients. Then, the total number of Euclidian distances between one variable P i and three variables Q1s was compared with the total number of Euclidian distances between one variable P i and three variables Q2s. Then, the value of variable d1 was calculated as shown in Equation (7), and the value of variable d2 was calculated as shown in Equation (8). Then, d1 was compared with d2 to determine a prediction class at the variable P i . If d1 was lower than d2, then the prediction class at this Ar was represented with '1' (negative), but if the result was contrary or d2 was lower than d1, then the prediction class at this Ar was represented with '2' 
d1 d11 P,Q11 d12 P,Q12 d13 P,Q13
d2 d21 P,Q21 d22 P,Q22 d23 P,Q23
The third process was deciding the classes of each suspect patient by adding up the quantity of the prediction classes ('1' and '2'). Then, a level of confidence of a new negative class was calculated through the number of prediction classes '1' divided by the total number of the data Ar of the electronic-nose response curve resulting from the sputum sample of each TB-suspected patient. Following this process was the calculation of the level of confidence of the new positive class, the number of prediction classes '2' divided by the total number of the data Ar of the electronic-nose response curve resulted from the sputum sample of each TB-suspected patient.
If the level of confidence in the new negative class is higher than 50%, then the prediction class for the sample of the TB-suspected patient is negative. On the contrary, if the level of confidence in the new negative class is below 50%, then the prediction class for the sample of the TB-suspected patient is positive. If the level of confidence in the new positive class is higher than 50%, then the prediction class for the sample of the TB-suspected patient is positive. On the other hand, if the level of confidence in the new positive class is below 50%, then the prediction class for the sample of the TB-suspected patient is negative.
The fourth process was calculating specificity and sensitivity of HGA-FLVQ model using comparator methods. Specificity is the number of negatives 
Results and discussion
This section explains the result of HGA-FLVQ model testing and the results of the comparator methods testing (LVQ method and FLVQ method). These models and method testings used data from sensing and sampling result of the electronic-nose response curve on the vapor of 50 TB-suspected patients' sputum. Table 5 presents the recapitulation of HGA-FLVQ model testing result of a patient. In Table 5 , target class having value '2' denotes positive ZN staining, target class having value '1' denotes negative ZN Staining, prediction class having value '1' denotes negative HGA-FLVQ, and prediction class having value '2' denotes positive HGA-FLVQ.
The performance of the HGA-FLVQ model was measured using a confusion matrix (Smith, 1999) as displayed in Table 6 . Referring to The HGA-FLVQ model yielded 50 predictions from 50 TB-suspected patients who were tested. Among 50 cases analyzed using the ZN staining sputum method, it turned out that 24 patients were diagnosed as positive TB and 26 patients as negative TB. Based on the confusion matrix as presented in Table 6 , some performance rates (Kuhn and Johnson, 2013) of the HGA-FLVQ model could be calculated as displayed in Table 7 .
Based on the testing results displayed in Table  6 , there were five patients with negative ZN staining who were diagnosed as positive TB according to HGA-FLVQ model analysis. These five patients went through a re-examination by ZN staining, and the results showed that four of them were positive, whereas one was negative as displayed in Table 8 . Therefore, the confusion matrix in Table 6 has been revised as shown in Table 9 . Similarly, the performance rates of HGA-FLVQ model have been edited as shown in the third column in Table 14 .
Afterward, a confusion matrix is adapted from Kuhn and Johnson (2013) and Maysam and Mahdi (2016) . In this research, the confusion matrixes were made based on Tables 10 and 12 to observe LVQ and  FLVQ method performance. Referring to Tables 10  and 12, TN denotes Each of LVQ and FLVQ methods has 50 prediction cases, because there were 50 sputum samples of TB-suspected patients tested. The testing results of 50 prediction cases using LVQ method are 22 positive-TB patients and 28 negative-TB patients, as presented in Table 10 . Meanwhile, the testing results of 50 prediction cases using the FLVQ method are 18 positive-TB patients and 32 negative-TB patients, as shown in Table 12 . In comparison, the results of ZN staining method testing are 24 positive ZN staining patients and 26 negative ZN staining patients.
From Table 10 , it can be understood that the LVQ method correctly predicted 25 out of 26 negative-TB ZN staining, only one of them is false. The LVQ method correctly predicted 21 out of 24 positive-TB by ZN staining and three of them are false. After a re-examining for four patients resulting negative-TB by ZN staining but positive-TB by the HGA-FLVQ's model, Table 10 has been revised in Table 11 . Table  11 edits that the LVQ method correctly predicted 22 out of 26 negative-TB by ZN staining. Table 12 shows that the FLVQ method correctly predicted 25 out of 26 negative-TB ZN staining, only one of them is false. The FLVQ method accurately predicts 17 out of 24 positive-TB by ZN staining but 7 of those are false. After a re-examining for four patients resulting negative-TB by ZN staining but positive-TB by HGA-FLVQ's model, Table 12 has been revised in Table 13 . Table 13 edits that the LVQ method correctly predicts 22 out of 26 negative-TB by ZN staining. Table 14 lists some variables presented as the percentage that was calculated based on the confusion matrix as shown in Tables 11 and 13 . It is utilized to observe the performances of the HGA-FLVQ model using both comparator methods (LVQ and FLVQ methods).
Conclusion
The conclusions of this research are as follows:
1. The result of HGA-FLVQ model developed in this research is that the model has 96.30% sensitivity. The sensitivity of HGA-FLVQ model is better than sensitivities of two comparator methods; the sensitivity of FLVQ method is 70.83% and of LVQ method is 87.50%. Thus, this developed model is recommended for strengthening TB laboratory examination in Public Health Centers in Indonesia and for complementing sputum ZN staining method that has been commonly used. 2. The relative amplitudes in the curve of the electronic-nose sensing results can be used by the HGA-FLVQ model to determine the presence of Mycobacterium tuberculosis in each TB-suspected patient's sputum.
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