Introduction
Convolutional neural networks (CNNs) have become a main solution for computer vision tasks. However, high computation requirements complicate their usage in low-power systems. Recently, the machine learning approaches outperformed humans in design of CNNs (Zoph et al., 2018; Real et al., 2018; Macko et al., 2019; Ghiasi et al., 2019) and allowed to optimize complexity (Cai et al., 2019; Guo et al., 2019) or runtime (Tan et al., 2018; Chu et al., 2019;  
Method
Differentiable search method For CNN with L convolutional layers with C filters in layer = 1, . . . , L, let T denote the set of compression operations that can be applied to one filter. Our goal is to find an optimal assignment of the said operations to each filter.
To do that, we aim to learn a probability of each operation to be chosen, similarly to Liu et al. (2019a) . Referring to the operations in T simply by their index, i = 1, . . . , |T |, we assign to each operation i in layer a parameter α i , and denote byα i = f (α i ) the probability to choose this particular operation. We also denote by α = (α 1 , . . . , α |T | ) T the vector of parameters in a given layer , and by the pseudomatrix α = (α 1 , . . . , α L ) the corresponding parameters of the entire network.
To reduce the search space size, instead of assigning operations to each filter independently we do it on layer level. Let a i denote the number of filters in the layer to which the operation i is applied. We refer to the vector a = (a 1 , . . . , a |T | ) T with the elements summing to C defining the choice of the operations in layer as to the configuration of the layer. We denote the configuration of the entire network by the pseudo-matrix a.
Let A be a random vector sampling which yields a specific configuration a for layer . The probability of the network configuration a is given by
Pr(A = a ).
(1)
Note that the latter probability depends on theα 's, which, in turn, depend on the α 's. The neural network is thus fully defined by the configuration a and the weights ω. Let L(a; ω) denote the loss of the particular configuration a with the weights ω. The expected loss over all network configurations with the same weights is given by J(α; ω) = EαL(a; ω) = a p(a|α)L(a; ω),
where the sum is taken over all possible configurations. The goal of the search is to minimize the latter loss over α and ω, which is carried out using gradient steps.
Note that compared to the regular neural network training (optimization over ω with a single configuration), the number of additional optimization variables (α) remains relatively modest. In sharp contrast, the number of configurations required to compute J is exponentially large, as shown in Lemmas 4 and 8 in the Appendix. For this reason, we approximate the gradient g = ∇ α J by sampling a subset S of possible configurations:
The sample size |S| governs the tradeoff between the complexity of the training and the estimator variance. The gradient with respect to the weights ω is computed as usual.
Loss We use bit operations (BOPs) (Baskin et al., 2018b) as a complexity metric in the case of quantization. BOPs refers to the number of bit operations needed to perform inference. Since the bitwidth of operands might be different, we extend the definition of Baskin et al. (2018b) to this case. The exact derivation of the BOPs metric is provided Appendix F. Neither FLOPs nor BOPs predict the runtime of the network (Tan et al., 2018; Cai et al., 2019; Li et al., 2019) , but can still be used as a proxy to the performance. Let us denote the complexity of layer by B (a); the metric is defined in Eq. (31) in the Appendix for the quantized CNN case, and simply equals to the MAC count of the layer in all other cases. We define the computational complexity loss as
where σ is some increasing function. Note that L com (a) only depends on the network configuration and penalizes configurations a with high complexity. In particular, σ can be a function of the ratio between a arithmetic complexity and the complexity of some target homogeneous configuration, which allows to set a target complexity for the search. The combined loss L(a; ω) appearing in (3) is a linear combination of the standard loss used to train the network w.r.t. the weights, L acc (a; ω), and the complexity loss,
embodying the tradeoff between the network accuracy and complexity.
Quantized NAS
Quantization was one of the evaluated compression methods. We used ResNet-20 (He et al., 2016) on CIFAR-10 (Krizhevsky, 2009). The network was quantized with NICE (Baskin et al., 2018a) , with the operations set T consisting of tuples (b w , b a ) of weight and output activation bitwidths, respectively. A ∼ Multinomial C , α 1 ,α 2 , . . . ,α |T | is multinomial random variable, with the probabilitiesα obtained from α using softmax. Sampling a layer configuration a = (a 1 , . . . , a |T | ) induces a specific structure over the filters, shown in Fig. A.1 in the Appendix. For T = {t 1 , t 2 , . . . , t |T | }, we apply quantization with bitwidth tuple t 1 on the first a 1 filters, t 2 on the next a 2 filters and so on.
In our experiments, we selected the set T = {(2, 2), (2, 4), (3, 3), (8, 8)} for all the layers. A few configurations were trained multiple times under the same conditions. We conclude that though the search yields well-performing configurations ( Fig. 2a and Appendix B.1.1), the variance of the accuracy is high, as shown in Fig. 1a . Thus, it is impossible to establish whether the configurations would be good in a different realization.
Slimmable NAS
Another compression method we considered is a reduction of number of filters in convolutional layers. In particular, we used slimmable networks framework (Yu et al., 2019; Yu and Huang, 2019b) , in which networks with the same architecture but different amount of filters are trained simultaneously with the same weights. The operations set T = {1, . . . , C } represents the number of filters in a layer . We set A ∼ Binomial (C − 1,α ) as binomial a random variable, and use a sigmoid normalization of the distribution parameters,
Sampling a configuration from A determines the number of filters in the layer. Similarly to Section 3, we explored the search space by evaluating ResNet-20 configurations with setup described in Appendix A.1. As shown in Fig. 1b , the variance is relatively low, though it is still higher for heterogeneous configurations. Points with statistically significant improvement over homogeneous configuration were also found. Basic search method At each iteration, we sample a set of configurations S k from current distributionα k for gradient estimation. To improve the loss evaluation we duplicate the current network weights and fine-tune each configuration a ∈ S k for 5 epochs. We define the expected configuration Aα such that Aα l = round(E[A ]). The network weights are trained over 5 configurations: 4 homogeneous ones ({0.25, 0.5, 0.75, 1.0}) and one defined by Aα. Since samples fromα k would be close to the expectation of their distribution, ω should be a better starting point to train the sampled configurations.
Resetting the ω We noticed that after few iterations of the network weights updates on A ∪ Aα k , the validation loss of Aα k was high compared to the homogeneous configurations in A. We conjectured that the network overfits to the homogeneous configurations which are kept same while Aα k changes. To avoid the overfitting, we reinitialize ω after each iteration. Additional changes, detailed in Appendix C.3, were done.
Disabling weight-sharing In addition, the overly short fine-tuning leads to inaccurate configuration evaluation. Thus instead of sharing and fine-tuning ω we trained each configuration a, individually, with individual weights set ω 1,2,...,L , from scratch.
Interpolation loss To achieve the goal of improvement over homogeneous configurations, we tried to compare the heterogeneous configuration cross-entropy with the expected one, by defining the loss as a difference from interpolation of known homogeneous configurations (details in Appendix C.5). The results are shown on Fig. 2b 
Conclusion
In this paper, we studied the feasibility of using NAS-like algorithms, and in particular differentiable NAS (Liu et al., 2019a) , for the reduction of CNN complexity by means of filter-wise quantization and layer-wise pruning. In both cases, we applied our method for ResNet-20 on CIFAR-10, on which it took only 36 GPU-hours to converge. For filter-wise quantization, after acquiring nominal improvement over the homogeneous baseline, we found out that the variance of heterogeneous configurations is too high to warrant a significant improvement, which we confirmed using partial grid search. Unfortunately, previous studies on bitwidth allocation or architecture-quantization search (Wu et al., 2018; Yazdanbakhsh et al., 2018; Lou et al., 2019; Guo et al., 2019) did not report the variance of the results, making meaningful comparison impossible. For layer-wise pruning, we obtained more stable results, with the grid search confirming the possibility of improvement over the baseline homogeneous configurations. However, the heterogeneous architectures found by NAS did not significantly outperform the baseline.
We conclude that future work should focus on loss design and better loss estimators, such as Gumbel softmax (Jang et al., 2017) . Successfully transferring the architecture to a more challenging use case (e.g., ImageNet) remains another important challenge. Appendix A. Configurations Figure A .1: Layer structure induced by sampling a configuration from a multinomial random variable. Assume T = {t 1 , t 2 , t 3 }, we apply quantization with bitwidth t 1 on the blue filters, t 2 on the green filters and t 3 on the yellow filters.
A.1 Configuration of search space
Similarly to Ying et al. (2019) , we performed a grid search on a simplified search space. ResNet-20 (He et al., 2016) was chosen as a basic architecture. This architecture has three blocks of convolutional layers, with increasing number of filters and decreasing dimensions of features. To reduce the required resources, the number of filters was reduced to 16, 32, and 64 in each group. For the quantization search space we sampled few layer configurations. Each sampled layer configuration, denote as a, induces a network configuration by setting each of the network layers configuration to a. We train each network configuration 3 times under the same conditions. The stopping criteria is 150 consecutive epochs without new optimal validation accuracy. For the pruning search space we sampled blocks configurations triplets. Each triplet induces a network configuration, where each layer in a specific block has the same layer configuration as any other layer in the specific block. As we did for the quantization search space, we train each network configuration 3 times under the same conditions. The stopping criteria is also the same.
A.2 Transfer learning to ImageNet
We took 3 configurations with significant accuracy difference between them on CIFAR-10 and trained them on ImageNet. We found out that the configurations ranking on CIFAR-10 is different than their ranking on ImageNet, i.e., a configuration might be optimal on CIFAR-10 but average on ImageNet. • T α , a set to update distribution parameters α • T ω , a set to update network weights ω.
2: Set bitwidth set T for each layer 3: Set an initial distributionα 0 4: Set a configurations subset size |S| for J(α; ω) gradient estimator 5: Set t ω , number of epochs to train network weights in each iteration 6: Set a target homogeneous configuration a homogeneous for L com (a) 7: Set λ for L com (a) 8: Set a function σ (·) for L com (a) 9: while not converged do 10:
for 1 to t ω do 11:
for batch b in T ω do 12:
Sample configuration a from current distributionα k
13:
Update ω by a gradient step on L acc (a; ω) Sample configurations subset S k from current distributionα k
21:
Train each configuration a ∈ S k weights for 5 epochs over T
22:
for batch b in T do
23:
Update the distribution parameters α by a gradient step on J(α; ω) 24: end for 25: end while 26: Sample and evaluate found configurations In addition, we decided to make a few more changes:
• To optimize runtime, we decided to perform the training ω, which takes most of the time, once in 10 − 20 of updating the distribution parameters α.
• We used the whole training set both for updating α and ω.
• We decided to save more running time by evaluated the configurations in S k on each batch in T , instead of evaluation on a single batch, which further reduced runtime. Sample configurations subset S k from current distributionα k 10:
for configuration a ∈ S k do 11:
Set random values to ω 1,2,...,L
12:
for 1 to t ω do 13:
14:
Update ω 1,2,...,L by a gradient step on L acc (a; ω 1,2,...,L ) Set an initial distributionα 0 3: Set a configurations subset size, |S|, for J(α; ω) gradient estimator 4: Set t ω , number of epochs to train a configuration weights ω 1,2,...,L 5: Set a function, σ (·), for L(a; ω) 6: while not converged do 7:
Sample configurations subset S k from current distributionα k 8:
for configuration a ∈ S k do 9:
10:
12:
Update ω 1,2,...,L by a gradient step on L acc (a; ω 1,2,...,L ) 
C . 5 . 1 T h e e x p e c t e d l o s s
The expected loss is calculated by the linear interpolation between any two consecutive homogeneous configurations. For a heterogeneous configuration as a with z 1,2,...,L arithmetic complexity, let L h 1 ,h 2 acc (a; ω) be an approximation of cross-entropy of homogeneous configuration of complexity a. Then the loss of some configuration will be: L(a; ω) = σ L acc (a; ω) − L h 1 ,h 2 acc (a; ω)
for some increasing function σ (·), e.g., LeakyReLU, sigmoid or identity. Note there is no explicit arithmetic complexity loss term. For an approximation, we used a linear interpolation between two homogeneous configurations, a h 1 and a h 2 , with the closest arithmetic complexity to a, such that
for a some predefined list of homogeneous configurations for which the average loss over 5 different training sessions is calculated before training.
Appendix D. Multinomial distribution lemmas
Lemma 1 Let
• Layer contains C filters.
• T is a set of possible operations in layer .
• A is a random variable from a multinomial distribution, i.e.,
The probability to sample configuration a = (a 1 , . . . , a |T | ) is:
Lemma 2 The partial derivative of the probability to sample layer configuration a under the multinomial distribution is:
Proof 
Lemma 3 The partial derivative of the probability p 1,2,...,L (α) to sample network configuration a under the multinomial distribution is: ∂ ∂α t p 1,2,...,L (α) = (a t − C ·α t ) · p 1,2,...,L (α) 
where a 1,2,...,L t represents on how many filters in layer in configuration a we apply operation t.
Appendix E. Binomial distribution lemmas
Lemma 5 Let
• A is a random variable from a binomial distribution, i.e.,
The probability to sample configuration a = (a ) is: 
Lemma 7 The partial derivative of the probability p 1,2,...,L (α) to sample network configuration a under the binomial distribution is: 
where a 1,2,...,L represents on how many filters in layer in configuration a we apply the operation.
