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a b s t r a c t
This paper considers structured matrix methods for the calculation of the theoretically ex-
act roots of a polynomial whose coefficients are corrupted by noise, and whose exact form
contains multiple roots. The addition of noise to the exact coefficients causes the multiple
roots of the exact form of the polynomial to break up into simple roots, but the algorithms
presented in this paper preserve the multiplicities of the roots. In particular, even though
the given polynomial is corrupted by noise, and all computations are performed on these
inexact coefficients, the algorithms ‘sew’ together the simple roots that originate from the
same multiple root, thereby preserving the multiplicities of the roots of the theoretically
exact form of the polynomial. The algorithms described in this paper do not require that
the noise level imposed on the coefficients be known, and all parameters are calculated
from the given inexact coefficients. Examples that demonstrate the theory are presented.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
There has been a lot of research on methods and algorithms for the computation of the roots of a polynomial, and
much progress has been made [1]. These methods and algorithms include the methods of Bairstow, Graeffe and Müller [2],
Laguerre [3,4], variants of Newton’s method [5], the QR decomposition of the companion matrix of a polynomial, and the
algorithm of Jenkins and Traub [6]. These and other numerical methods for computing roots of polynomials, including
simultaneous iterations, matrix methods and the computation of multiple roots of polynomials, are discussed in [7]. Also,
Bini and Fiorentino [8] developed the computer program MPSolve for computing the roots of a polynomial. Most of the
computations in the program are performed in standard machine precision, and multiprecision arithmetic is used only
when it is required, for example, for the computation of ill-conditioned roots.
Many of these methods and algorithms yield incorrect results when the polynomial has one or more multiple roots,
and the problems are compounded when its coefficients are inexact, which occurs in practical problems. This difficulty of
computing multiple roots arises because they are ill-posed; a minor perturbation in one or more coefficients, even roundoff
error, is sufficient to cause a multiple root to break up into simple roots.
This paper considers two algorithms for the calculation of multiple roots of a polynomial when the coefficients of the
given polynomial are corrupted by noise. These algorithms implement the method in [9, pages 65–68] and they preserve
the multiplicities of the roots of the exact form of the given inexact polynomial. In particular, it is assumed that the exact
form of the given inexact polynomial has one or more multiple roots, and the algorithms described in this paper retain the
multiplicities of the roots.
These algorithms do not require that the amplitude of the noise imposed on the exact polynomial coefficients, or the
signal-to-noise ratio, be known. This is an important feature because the noise level may not be known, or it may only be
known approximately, in practical problems. All thresholds and parameters are determined directly from the coefficients
of the inexact polynomial, or computations performed on them, and these coefficients are therefore the only data required
by the algorithms.
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The method in [9, pages 65–68] is described in Section 2, and it is shown that its computational implementation in a
floating point environment is not trivial because it contains operations that are ill-posed. The modifications to the method
that are required for its computational implementation are considered in Section 3, and the geometric interpretation of the
method is described in Section 4.
An important part of the method is the calculation of the multiplicities of the roots of the polynomial, and it is shown
in Section 5 that it can be performed using the Sylvester resultant matrix, provided the coefficients of the polynomial are
exact and all computations are performed in infinite precision arithmetic because it reduces to the determination of the
rank of this matrix and the rank of each of its subresultant matrices. It is assumed in this paper, however, that the given
polynomial is inexact, and thusmodificationsmust bemade to the theory in Section 5. In particular, the polynomial must be
preprocessed, and these preprocessing operations, which are discussed in Section 6, allow the modifications to the theory
in Section 5 to be considered. These modifications are discussed in Sections 7 and 8.
The method in [9, pages 65–68] contains several polynomial divisions, and a robust method for their computational im-
plementation is discussed in Section 9. The last stage of the method requires the solution of a set of polynomial equations,
all of whose roots are simple, and this is discussed in Section 10. Section 11 contains examples that demonstrate the algo-
rithms described in this paper, and the results are compared with the results fromMultRoot, which is a suite of programs
in Matlab explicitly designed for the computation of multiple roots of a polynomial [10,11], the QR decomposition of the
companion matrix of a polynomial, Newton’s method and Müller’s method. Section 12 contains a summary of the paper.
2. A method for the computation of the roots of a polynomial
This section describes the method whose computational implementation is considered in this paper. Consider the
polynomial
f (y) =
m
i=0
aiym−i, (1)
and let s1(y) be the product of all linear factors of f (y), s2(y) be the product of all quadratic factors of f (y), and in general,
let si(y) be the product of all factors of degree i of f (y). If f (y) does not contain a factor of degree k, then sk(y) is set equal
to a constant, which can be assumed to be unity. It follows that to within a constant multiplier, the polynomial (1) can be
written as
f (y) = s1(y)s22(y)s33(y) · · · srmaxrmax(y), (2)
and Method 1, which is described below, is the method in [9, pages 65–68] whose computational implementation for the
determination of the roots of f (y) is considered in this paper.
Method 1 (The Computation of Multiple Roots of a Polynomial).
Input The polynomial f (y) that is defined in (1) and can be factored into the form (2).
Output The roots of f (y).
Begin
(1) Define q0(y) = f (y) and perform the greatest common divisor (GCD) computations,
q1(y) = GCD

q0(y), q
(1)
0 (y)

= s2(y)s23(y)s34(y) · · · srmax−1rmax (y)
q2(y) = GCD

q1(y), q
(1)
1 (y)

= s3(y)s24(y)s35(y) · · · srmax−2rmax (y)
q3(y) = GCD

q2(y), q
(1)
2 (y)

= s4(y)s25(y)s36(y) · · · srmax−3rmax (y)
...
(3)
which terminate at qrmax(y), which is a constant.
(2) Compute the polynomials hi(y), i = 1, . . . , rmax, from the divisions,
h1(y) = q0(y)q1(y) = s1(y)s2(y)s3(y) · · ·
h2(y) = q1(y)q2(y) = s2(y)s3(y) · · ·
h3(y) = q2(y)q3(y) = s3(y) · · ·
...
hrmax(y) =
qrmax−1(y)
qrmax(y)
= srmax(y).
(4)
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(3) Compute the polynomials si(y), i = 1, . . . , rmax, from the divisions,
s1(y) = h1(y)h2(y) , s2(y) =
h2(y)
h3(y)
, . . .
up to
srmax−1(y) =
hrmax−1(y)
hrmax(y)
, srmax(y) = hrmax(y). (5)
(4) Solve the equations
s1(y) = 0, s2(y) = 0, . . . , srmax(y) = 0, (6)
in order to determine the roots of f (y). In particular, if y0 is a root of sk(y), then it is a root of multiplicity k of f (y).
Example 2.1. Consider the polynomial
f (y) = q0(y) = (y− 1)2(y+ 2)3(y+ 3)4, (7)
for which
q1(y) = GCD

q0(y), q
(1)
0 (y)

= (y− 1)(y+ 2)2(y+ 3)3
q2(y) = GCD

q1(y), q
(1)
1 (y)

= (y+ 2)(y+ 3)2
q3(y) = GCD

q2(y), q
(1)
2 (y)

= y+ 3
q4(y) = GCD

q3(y), q
(1)
3 (y)

= 1.
(8)
The polynomials hi(y), i = 1, . . . , 4, are given by
h1(y) = (y− 1)(y+ 2)(y+ 3)
h2(y) = (y− 1)(y+ 2)(y+ 3)
h3(y) = (y+ 2)(y+ 3)
h4(y) = y+ 3,
and the polynomials si(y), i = 1, . . . , 4, are given by
s1(y) = 1, s2(y) = y− 1,
s3(y) = y+ 2, s4(y) = y+ 3, (9)
from which it follows that
• f (y) does not have simple roots
• f (y) has a double root at y = 1
• f (y) has a cubic root at y = −2
• f (y) has a quartic root at y = −3. 
It follows from (6) that the equation f (y) = 0 is broken down into rmax polynomial equations, where each polynomial
only has simple roots. If f (y) has one or more multiple roots, then the degree of each of these rmax polynomials is less than
the degree of f (y). If, however, all the roots of f (y) are simple, then rmax = 1 and s1(y) = f (y), and the method does not
offer any advantages with respect to other methods.
Method 1 contains the following operations:
• GCD computations.
• Polynomial divisions.
• The solution of several polynomial equations, all of whose roots are simple.
Each of these operations is well understood, and it may therefore be thought problems do not arise. This is incorrect
because the computation of the GCD of two polynomials, and the division (deconvolution) of two polynomials, are ill-posed
operations. It follows, therefore, that since it is required to implement Method 1 in a floating point environment, and the
coefficients of f (y) are inexact, several difficult issues arise. Also, the method may fail if there are many factors of the same
degree. For example, consider the square of the Wilkinson polynomial,
g(y) =
20
i=1
(y− i)2, (10)
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for which rmax = 2, s1(y) is the constant polynomial one, and s2(y) is the Wilkinson polynomial,
s1(y) = 1 and s2(y) =
20
i=1
(y− i).
It therefore follows that the application of Method 1 to the polynomial (10) requires the computation of the roots of the
Wilkinson polynomial, which is a difficult problem.
It was noted above that the computational implementation of Method 1 must be considered with care because some of
the operations are ill-posed. These issues are considered in the next section.
3. Computational implementation
Method 1 requires that several GCD computations of the form,
qi+1(y) = GCD

qi(y), q
(1)
i (y)

, q0(y) = f (y), i = 0, . . . , rmax − 1,
be performed. These operations are defined only if the polynomials qi(y) and q
(1)
i (y) are exact, and the computations are
performed in infinite precision arithmetic. These conditions are not satisfied for the work described in this paper, and the
inexact nature of the given coefficients implies rmax = 1, and thus q1(y) is the constant polynomial one.
Perturbations can be applied to the coprime polynomials qi(y) and q
(1)
i (y), such that their perturbed forms have a non-
constant GCD, which implies the perturbations must be structured, or constrained. This GCD is called an approximate
greatest common divisor (AGCD) of qi(y) and q
(1)
i (y) because it is approximate with respect to these inexact polynomials. It
follows, therefore, that theGCD computations inMethod1must be replaced byAGCD computations, and these computations
are discussed in Section 8.
There is an important difference between an AGCD of two inexact polynomials and the GCD of the exact forms of these
polynomials. In particular, the GCD is unique up to a non-zero scalar multiplier, but an AGCD of two polynomials is not
unique because it depends on its definition. For example, it may be required to compute the smallest perturbations to be
added to two inexact polynomials, such that the perturbed polynomials have a GCD of specified degree. An AGCD of two
inexact polynomials can also be defined as the common divisor polynomial of maximum degree when the magnitudes of
the perturbations applied to the inexact coefficients are specified. It is clear that both these definitions of an AGCD assume it
is unique. The definition of an AGCD that is used depends on the problem, but both definitions require that the given inexact
polynomials be perturbed in order to induce a non-constant GCD.
A similar issue arises when the polynomial divisions inMethod 1 are considered. In particular, the divisions qi(y)/qi+1(y)
and hi(y)/hi+1(y) in (4) and (5), respectively, reduce to polynomials when the data is exact and all computations are
performed symbolically, but they retain, with high probability, their rational forms when the data is inexact. The procedure
adopted to induce a polynomial in the result of these divisions is identical to that used for the computation of an AGCD of
two inexact polynomials. In particular, each polynomial qi(y), i = 0, . . . , rmax, and hi(y), i = 1, . . . , rmax, is perturbed the
minimum amount in order to satisfy the condition that, for each division, the polynomial in the denominator is an exact
divisor of the polynomial in the numerator.
The discussion in the previous paragraphs shows that the same method can be used to compute an AGCD of two
inexact polynomials, and impose the requirement that the ratio of two polynomials reduces to a polynomial, because both
computations require that the inexact data be perturbed, such that a defined property of the result is satisfied. Structure
preserving matrix methods [12,13] are therefore used for the AGCD computations and the polynomial divisions, but the
form of the imposed structure differs between the computations.
The last stage of Method 1 requires the solution of several polynomial equations, all of whose roots are simple. It is
shown in [11] that considerably improved results are obtained when these roots are refined by the method of non-linear
least squares.
4. Geometric interpretation
Method 1 consists of a sequence of GCD computations, the aim of which is the determination of the multiplicities of
the roots of f (y). Kahan introduced the pejorative manifolds of a polynomial [14], and these manifolds allow a geometric
interpretation of the GCD computations and the determination of the multiplicities of the roots.
Example 4.1. Consider the set of real cubic polynomials that have a root of multiplicity three,
f (y) = y3 + by2 + cy+ d = (y− α)3.
It follows that the root α and the coefficients b, c and d satisfy
3α = −b, 3α2 = c and α3 = −d,
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and thus
b2 = 3c and 9d = bc,
where c > 0 because b ∈ R. It follows that the curve in R3 defined by
b c d
 = b b2
3
b3
27

, (11)
is the pejorative manifold for real polynomials of degree three that have one root of multiplicity three. This curve is
parameterised by b, and different values of b correspond to different values of the root α and therefore different third order
polynomials that have a root of multiplicity three. 
Example 4.1 highlights the essential property of a pejorative manifold. In particular, the equations that define the
manifold are the constraints satisfied by the coefficients of a polynomial for it to have one or more multiple roots. It follows
that the constraint satisfied by the coefficients of a real cubic polynomial that has a double root define a surface S inR3, such
that distinct points on S correspond to distinct real third order polynomials that have a double root (α1, α1) and a simple
root α2. The points on S for which α1 = α2 define the curve (11), which therefore lies on S. Furthermore, it is clear that a
polynomial that only has simple roots does not lie on a pejorative manifold.
It follows from the previous paragraph that the polynomials f (y) and λf (y), where λ is an arbitrary non-zero constant,
have the same pejorative manifolds. It is therefore adequate to consider the monic form of f (y),
h(y) = ym +
m
i=1

ai
a0

ym−i,
and the pejorative manifolds associated with the real polynomial h(y) lie in Rm. The coordinate axes of this space are the
coefficients (ai/a0), i = 1, . . . ,m, and distinct points in this space represent distinct real monic polynomials of degreem.
Example 4.2. The polynomial f (y) in (7) is associatedwith a point on the pejorativemanifoldM0 defined by themultiplicity
vector,
l0 =

2 3 4

, (12)
whereM0 lies in R9, which is the space in which all real monic polynomials of degree nine are uniquely defined. Different
points onM0 correspond to different values of α1, α2 and α3, where
t(y) = (y− α1)2(y− α2)3(y− α3)4,
that is,M0 is the pejorative manifold in R9 on which all real monic polynomials t(y) of degree nine that have a double root,
a cubic root and a quartic root are uniquely defined.
The polynomial q1(y), which is defined in (8), is associatedwith a point on the pejorativemanifoldM1 whosemultiplicity
vector is
l1 =

1 2 3

.
This manifold lies in R6, which is the space in which all real monic polynomials of degree six are uniquely defined. Distinct
points onM1 are associated with distinct real monic polynomials of degree six that have a simple root, a double root and a
cubic root, and real polynomials of degree six that have different multiplicity vectors, for example,
2 2 2

and

1 5

,
are associated with different pejorative manifolds in R6.
The multiplicity vector of the polynomial q2(y) in (8) is
l2 =

1 2

,
and q2(y) is associated with a unique point on the pejorative manifold that lies in R3 and characterises all real monic
polynomials of degree three that have a simple root and a double root. 
Example 4.2 considered a polynomial, the multiplicities of whose roots are known. When, however, it is required to
compute the roots of a polynomial, the multiplicities of the roots, and the pejorative manifold with which this polynomial
is associated, are not known. It is clear from Method 1 that the subscripts i of the polynomials si(y) for which deg si(y) > 0
define the multiplicities of the roots.
Example 4.3. Eq. (9) shows that
deg s1(y) = 0, deg s2(y) = 1, deg s3(y) = 1, deg s4(y) = 1,
and since deg si(y) > 0 for i = 2, 3, 4, it follows that the polynomial (7) is associated with a distinct point on the pejorative
manifold in R9 whose multiplicity vector is l0, which is defined in (12). 
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Pejorative manifolds permit Method 1 to be understood in greater detail. In particular, the GCD computations allow the
multiplicities of the roots of f (y) to be calculated, and thesemultiplicities define the pejorativemanifoldM0 withwhich this
polynomial is associated. The point onM0 that corresponds to f (y) cannot, however, be calculated from these computations
because it is defined by the solutions of the polynomial equations (6).
It follows from this discussion that Method 1 is composed of two stages:
Stage 1: The computation of the multiplicities of the roots, that is, the identification of the pejorative manifold M0 with
which f (y) is associated.
Stage 2: The computation of the values of the roots, that is, the determination of the point onM0 that corresponds to f (y).
This geometric interpretation of Method 1, in terms of the pejorative manifoldM0 with which f (y) is associated, requires
modifications when f (y) is inexact. In particular, it can be assumed that the roots of f (y) are simple, and thus there does
not exist a point on any pejorative manifold that is associated with f (y). The GCD computations must therefore be replaced
by AGCD computations, and the definition of an AGCD used in this paper shows that each AGCD computation corresponds
to the orthogonal projection of the point that represents the given inexact polynomial onto the nearest pejorative manifold
of the correct dimension, which is equal to deg f (y)− degAGCD(f (y), f (1)(y)). These projections are implemented by the
method of structured non-linear total least norm [13] applied either to the Sylvester resultant matrix, which is discussed
in the next section, or to an approximate factorisation of qi(y) and q
(1)
i (y), i = 0, . . . , rmax − 1, which is considered in
Section 8.2.
5. The Sylvester resultant matrix
The Sylvester resultant matrix [15] can be used for the AGCD computations in Method 1, but it is appropriate to consider
initially its application to the calculation of the degree of the GCD of an exact polynomial and its derivative. This approach
allows consideration of the modifications required when the degree of an AGCD of inexact forms of these polynomials is
calculated.
Let fˆ = fˆ (y) be the theoretically exact form of the inexact polynomial f (y). The Sylvester matrix S(fˆ , fˆ (1)) ∈
R(2m−1)×(2m−1) of fˆ (y) and its derivative fˆ (1)(y),
fˆ (y) =
m
i=0
aˆiym−i, fˆ (1)(y) =
m−1
i=0
bˆiym−1−i, bˆi = (m− i)aˆi,
is
S(fˆ , fˆ (1)) =

aˆ0 bˆ0
aˆ1
. . . bˆ1
. . .
...
. . . aˆ0
...
. . . bˆ0
aˆm−1
. . . aˆ1 bˆm−2
. . . bˆ1
aˆm
. . .
... bˆm−1
. . .
...
. . . aˆm−1
. . . bˆm−2
aˆm bˆm−1

, (13)
where the coefficients of fˆ (y) occupy the first (m − 1) columns and the coefficients of fˆ (1)(y) occupy the last m columns.
The kth subresultant matrix Sk(fˆ , fˆ (1)), k = 1, . . . ,m− 1, is derived from S(fˆ , fˆ (1)) by deleting the last (k− 1) columns of
the coefficients of fˆ (y), the last (k − 1) columns of the coefficients of fˆ (1)(y), and the last (k − 1) rows, of S(fˆ , fˆ (1)), and it
therefore follows that
Sk(fˆ , fˆ (1)) ∈ R(2m−k)×(2m−2k+1) and S1(fˆ , fˆ (1)) = S(fˆ , fˆ (1)).
If dˆ = deg GCD (fˆ , fˆ (1)) > 0, then fˆ (y) and fˆ (1)(y) have common divisors of degrees 1, 2, . . . , dˆ, but they do not possess
common divisors of degrees dˆ+ 1, . . . ,m− 1. It is shown in [16] that this property leads to
rank Sk(fˆ , fˆ (1)) < 2m− 2k+ 1, k = 1, . . . , dˆ,
rank Sk(fˆ , fˆ (1)) = 2m− 2k+ 1, k = dˆ+ 1, . . . ,m− 1, (14)
and thus the calculation of dˆ reduces to the determination of the largest integer k for which Sk(fˆ , fˆ (1)) is rank deficient. This
integer is most easily determined from the singular value decomposition (SVD) of Sk(fˆ , fˆ (1)), which can be used for all the
GCD computations in Method 1, assuming they are performed in infinite precision arithmetic.
The situation is significantly more involved when the inexact polynomials f (y) and f (1)(y) are considered because
Sk(f , f (1)) has full rank for all k = 1, . . . ,m − 1, and thus Method 1 terminates at rmax = 1. Modifications must therefore
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be made to (14), such that it is stated in a form that is appropriate for f (y) and f (1)(y), and more generally, the AGCD
computations (3). It is shown in the next section, however, that the polynomials qi(y) and q
(1)
i (y), i = 0, . . . , rmax−1, must
be processed before they can be used with the modified form of (14). Numerous computational experiments have shown
that the omission of these preprocessing operations causes a significant deterioration in the AGCD because its degree is
either incorrect or poorly defined [17,18].
6. Preprocessing operations
This section discusses three operations thatmust be performed on the polynomials qi(y) and q
(1)
i (y), i = 0, . . . , rmax−1,
before computations are performed on them. Two of these operations arise because extensive use is made of the Sylvester
resultant matrix, and the third operation arises because numerical problems may occur when computations are performed
on polynomials whose coefficients vary widely in magnitude, and it is therefore necessary to reduce the magnitude of this
variation.
The partitioned structure of Sk(f , f (1)), k = 1, . . . ,m− 1, implies that numerical problems may occur if the coefficients
of f (y) are much smaller or much larger than the coefficients of f (1)(y). It is therefore advantageous to normalise each
polynomial by the geometric mean of its coefficients, and thus f (y) is redefined as
f (y) =
m
i=0
a˜iym−i, a˜i = ai
m
j=0
aj
1
m+1
, (15)
and f (1)(y) is replaced by g(y),
g(y) =
m−1
i=0
b˜iym−1−i, b˜i = (m− i)ai
m−1
j=0
(m− j)aj
1
m
, (16)
where the change in notation is required because g(y) is proportional to, but not equal to, f (1)(y). It is clear that the rank
condition (14) remains valid when f (1)(y) is replaced by g(y).
Themotivation for normalisation by the geometricmeans of the coefficients of f (y) and f (1)(y), rather than normalisation
by the 2-norms of the coefficients, is considered in [16]. The normalisations in (15) and (16) are calculated with respect to
the non-zero coefficients only, and they define the first preprocessing operation.
It was noted above that the Sylvester matrix (13) and its subresultant matrices have a partitioned structure because
the coefficients of f (y) occupy its first (m − k) columns, and the coefficients of g(y) occupy its last (m − k + 1) columns.
Furthermore, an AGCD of f (y) and g(y) is defined to within an arbitrary constant α ∈ R \ 0,
AGCD (f , g) ∼ AGCD (f , αg),
and
deg AGCD (f , g) = deg AGCD (f , αg).
It follows from this equivalence relationship and equation that an AGCD of f (y) and g(y) is unaltered when the coefficients
of g(y) are multiplied by α, and this multiplication by α defines the second preprocessing operation. In particular, since
rank loss Sk(f , g) = rank loss Sk(f , αg), k = 1, . . . ,m− 1,
it follows thatmultiplication of the coefficients of g(y) byα does not change the rank loss of Sk(f , g), and therefore the degree
of an AGCD of f (y) and g(y). The parameter α can be used to obtain optimal results with respect to a specified criterion, and
this criterion and the method used to calculate the optimal value of α will be addressed when the third preprocessing
operation is considered.
It was stated above that numerical problems may occur when computations are performed on polynomials whose
coefficients vary widely in magnitude, and it is therefore advantageous to minimise this variation in magnitude [19,20].
This minimisation is achieved by the substitution
y = θw, (17)
into (15) and (16), where θ is a parameter whose optimal value is to be determined andw is the new independent variable.
This substitution, which defines the third preprocessing operation, yields the polynomials
f (θ;w) =
m
i=0

a˜iθm−i

wm−i and g(θ;w) =
m−1
i=0

b˜iθm−1−i

wm−1−i,
whose coefficients are

a˜iθm−i

and

b˜iθm−1−i

, respectively.
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It is shown in [16,17,21] that the minimisation of the ratio of the coefficient of maximum magnitude of {f (θ;w),
αg(θ;w)} to the coefficient of minimum magnitude of {f (θ;w), αg(θ;w)} enables the optimal values of α and θ to be
calculated by solving a linear programming problem. If these optimal values are α0 and θ0, then the polynomials (15) and
(16) become, respectively,
f˜ (w) =
m
i=0

a˜iθm−i0

wm−i and g˜(w) =
m−1
i=0

b˜iθm−1−i0

wm−1−i, (18)
and all computations are performed on these preprocessed polynomials, that is, the input polynomial to Method 1 is f˜ (w),
and the first computation in (3) is the calculation of an AGCD of f˜ (w) and α0g˜(w). The determination of the degree of this
AGCD is the first stage in this computation, and this is considered Section 7.
The analysis in this section has considered the preprocessing operations on f (y) and f (1)(y), that is, the first AGCD
computation in (3). It is important to note, however, that these three operations are implemented before each of the AGCD
computations in (3) is performed.
7. The calculation of the degree of an AGCD
The computation of the degree of an AGCD is a difficult problem because it reduces to the determination of the rank
loss of the Sylvester matrix and its subresultant matrices Sk(f˜ , α0g˜), k = 1, . . . ,m − 1, where f˜ = f˜ (w) and g˜ = g˜(w)
are defined in (18). Numerous computational experiments have shown that the SVD of Sk(f˜ , α0g˜) cannot be used, either
because its numerical rank is not defined since a significant gap between two successive singular values does not exist, or
the incorrect rank is computed [22]. This section describes two methods for the calculation of the degree of the GCD of an
exact polynomial and its derivative. Themodifications required for the calculation of the degree of an AGCD of inexact forms
of these polynomials are then considered.
Eq. (14) shows that the determination of the degree of the GCD of fˆ (y) and its derivative fˆ (1)(y) reduces to the calculation
of the largest integer k for which Sk(fˆ , fˆ (1)), k = 1, . . . ,m − 1, is rank deficient. Furthermore, it follows from (14) that for
each value of k = 1, . . . , dˆ, at least one column of Sk(fˆ , fˆ (1)) is linearly dependent upon the other columns. It is shown in [16]
that the first column of Sk(fˆ , fˆ (1)) is necessarily dependent upon the other columns for k = 1, . . . , dˆ, and thus if Sk(fˆ , fˆ (1))
is partitioned as
Sk =

ck Ak

,
where ck = ck(fˆ ) ∈ R2m−k is the first column of Sk(fˆ , fˆ (1)) and Ak = Ak(fˆ , fˆ (1)) ∈ R(2m−k)×(2m−2k) is the matrix formed from
its other columns, then the existence, or otherwise, of a solution xk of the equation Akxk = ck depends on the value of k,
Akxk = ck for k = 1, . . . , dˆ,
Akxk ≠ ck for k = dˆ+ 1, . . . ,m− 1.
(19)
It follows that the residual rk = rk(Ak, ck) of (19) satisfies
rk = ∥ck − Akxk∥ =

ϵk = 0 for k = 1, . . . , dˆ,
ϵk > 0 for k = dˆ+ 1, . . . ,m− 1, (20)
where ∥·∥ = ∥·∥2, and thus the variation of rk with k allows dˆ to be determined. Eq. (20) defines the first method for the
calculation of dˆ.
Eq. (19) suggests another method for the computation of dˆ. In particular, ifLk andHk are the spaces spanned by ck and
the columns of Ak respectively, then the smallest angle φk between ck and an arbitrary vector inHk satisfies [23,24],
φk = min ̸ (Lk,Hk) =

θk = 0 for k = 1, . . . , dˆ,
θk > 0 for k = dˆ+ 1, . . . ,m− 1, (21)
because
Lk ⊂ Hk for k = 1, . . . , dˆ,
Lk ⊈ Hk for k = dˆ+ 1, . . . ,m− 1.
The criteria defined in (20) and (21) apply when computations are performed in a symbolic environment with exact
polynomials. Modifications must be made when computations are performed on inexact polynomials in a floating point
environment because it can be assumed, without loss of generality, that the matrices Sk(f˜ , α0g˜), k = 1, . . . ,m − 1, are
non-singular, where f˜ (w) and g˜(w) are defined in (18). It therefore follows that, for each of these values of k, there does not
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exist a column of Sk(f˜ , α0g˜) that is linearly dependent upon the other columns, and thus (19) is replaced by the approximate
linear algebraic equations,
Ak,ixk,i ≈ ck,i, k = 1, . . . ,m− 1; i = 1, . . . , 2m− 2k+ 1, (22)
which are derived by extending (19) from the first column, i = 1, of Sk(f˜ , α0g˜) to all columns, i = 1, . . . , 2m − 2k + 1, of
Sk(f˜ , α0g˜). The matrix Ak,i ∈ R(2m−k)×(2m−2k) is given by
Ak,i =

ck,1 ck,2 · · · ck,i−1 ck,i+1 · · · ck,2m−2k ck,2m−2k+1 ,
and
ck,i = ck,i(f˜ ) if i ≤ m− k,
ck,i = ck,i(α0g˜) if i ≥ m− k+ 1,
because the coefficients of f˜ (w) occupy the first (m−k) columns, and the coefficients of α0g˜(w) occupy the last (m−k+1)
columns, of Sk(f˜ , α0g˜).
The least squares solution zk,i of each of the approximate Eqs. (22) is computed, and the residual rk,i is calculated,
zk,i = AĎk,ick,i, rk,i = ck,i − Ak,izk,i, AĎk,i =

ATk,iAk,i
−1
ATk,i,
for k = 1, . . . ,m − 1, and i = 1, . . . , 2m − 2k + 1. The minimum value of rk,i for each value of k = 1, . . . ,m − 1, is
calculated, that is, for each subresultant matrix, the column ck,i that is nearest the space spanned by the columns of Ak,i is
determined,
rk = min
i
rk,i
= min

I − Ak,iAĎk,i

ck,i : i = 1, . . . , 2m− 2k+ 1

.
The column index i = qrk for which each of the (m− 1)minima occurs is recorded in the vector qr ∈ Rm−1,
qr = qr1 qr2 · · · qrm−2 qrm−1 , (23)
where the superscript r denotes that these column indices are obtained using a criterion based on the residual. The degree
dr of an AGCD is equal to the index k for which the ratio rk+1/rk between two successive values of k is a maximum,
dr =

k : rk+1
rk
→ max, k = 1, . . . ,m− 2

. (24)
This equation is the extension of (20) from exact data and infinite precision arithmetic, to inexact data and finite precision
arithmetic. It follows from (24) and (23), respectively, that the indices k = dr and i = qrdr define the optimal column ck,i in
(22) for the calculation of an AGCD of f˜ (w) and g˜(w).
The modifications to (21) that are required when computations are performed on inexact polynomials in a floating point
environment are similar to those described above when the residual is used to determine the degree of an AGCD of f˜ (w)
and g˜(w). In particular, the angle φk is replaced by ψk,i,
ψk,i = min ̸

Lk,i,Hk,i

, k = 1, . . . ,m− 1; i = 1, . . . , 2m− 2k+ 1,
where
Lk,i = span

ck,i

,
Hk,i = span

ck,1 · · · ck,i−1 ck,i+1 · · · ck,2m−2k+1 ,
and the minimum value φk of ψk,i for each value of k is calculated,
φk = min

ψk,i : i = 1, . . . , 2m− 2k+ 1

, k = 1, . . . ,m− 1.
The column indices i = qφk for which the (m − 1)minima occur are stored in the vector qφ ∈ Rm−1, which is analogous to
the vector qr defined in (23),
qφ = qφ1 qφ2 · · · qφm−2 qφm−1 , (25)
where the superscript φ denotes that these column indices are obtained using a criterion based on the first principal angle.
The degree dφ of an AGCD is equal to the index k for which the ratio φk+1/φk between two successive values of k is a
maximum,
dφ =

k : φk+1
φk
→ max, k = 1, . . . ,m− 2

, (26)
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which is the extension of (21) from exact data and infinite precision arithmetic, to inexact data and finite precision
arithmetic. The column index i = qφdφ is calculated from (25), and the indices k = dφ and i = qφdφ define the column
ck,i in (22) that is optimal for the calculation of an AGCD of f˜ (w) and g˜(w), using the criterion of the first principal angle.
Eqs. (24) and (26) are of the same form, and either criterion described in this section – the residual of an approximate
linear algebraic equation and the first principal angle between a line and a hyperplane – can be used to calculate the degree
of an AGCD of f˜ (w) and g˜(w). Examples of these criteria for the calculation of the degree of an AGCD of two polynomials are
in [16].
8. AGCD computations
The computation of an AGCD of two polynomials forms the first stage in Method 1, and two methods can be used for
this computation. One method uses the Sylvester resultant matrix of a polynomial and its derivative, and the other method
uses an approximate factorisation of these polynomials. Both methods require that the degree of an AGCD is known, and
it is therefore assumed that the methods described in Section 7 have been implemented. Sections 8.1 and 8.2 consider
the calculation of an AGCD of two polynomials, using the Sylvester matrix and approximate polynomial factorisation,
respectively.
8.1. The Sylvester matrix for the calculation of an AGCD
The Sylvestermatrix is frequently used to calculate an AGCD of two polynomials [25–28], but thework described in these
papers does not include the preprocessing operations described in Section 6, and the SVD or QR factorisation, rather than
the superior methods discussed in [16], are used to calculate the degree of an AGCD. Other methods for the computation
of an AGCD have also been used. For example, Pan [29] computes an AGCD by perturbing the zeros of the given inexact
polynomials, and he uses bipartite graphs to compute lower and upper bounds of the degree of an ϵ−GCD, where ϵ > 0 is a
measure of the size of the regionwithinwhich the given polynomials can be perturbed. Methods based onmatrix pencils for
computing the GCD of polynomials are discussed in [30], and Karcanias et al. [31] consider the GCD of several polynomials.
An algorithm for computing an AGCD of several polynomials is considered in [32].
It is shown in [17] that the method of structured non-linear total least norm [13] applied to the approximate Eq. (22) can
be used to compute q1(y), after f (y) and f (1)(y) have been transformed to f˜ (w) and g˜(w) by the preprocessing operations
discussed in Section 6. This method requires that structured perturbations are added to the matrix Ad,q and vector cd,q in
(22), where q is the optimal value of the column index i,
d = deg AGCD (f˜ , g˜), (27)
and d and q are computed using one of the methods described in Section 7, such that the coefficient matrix and right hand
side vector become
Ad,q + Ed,q and cd,q + hd,q, (28)
respectively. The matrix Ed,q and vector hd,q in (28) have the same structure as Ad,q and cd,q respectively, and thus (22)
becomes
Ad,q + Ed,q

xd,q = cd,q + hd,q, (29)
where the elements of Ed,q and hd,q are to be determined.
The addition of the structured perturbations in Ed,q and hd,q can be interpreted in terms of pejorative manifolds. In
particular, the given polynomial (1) is inexact, and thus all its roots are simple and it does not lie on a pejorative manifold.
The elements of Ed,q and hd,q are the coefficients zi, i = 0, . . . , 2m, of the polynomials that are added to the coefficients of
f˜ (w) and g˜(w), such that the corrected forms of these polynomials are
f¯ (w) =
m
i=0

(a˜i + zi)θm−i0

wm−i, (30)
and
g¯(w) =
m−1
i=0

(b˜i + zm+1+i)θm−1−i0

wm−1−i, (31)
where (30) has a multiple root and is therefore associated with a pejorative manifold.
Eq. (29) is underdetermined and it is therefore required to solve the least squares problem with an equality constraint,
that is, the LSE problem,
min ∥z∥2 subject to Ad,q + Ed,q xd,q = cd,q + hd,q, (32)
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where
∥z∥2 =
2m
i=0
z2i ,
and thus the nearest polynomial that has a multiple root is computed, such that, from (27), d = deg AGCD (f˜ , g˜) =
deg GCD (f¯ , g¯), where f¯ = f¯ (w) and g¯ = g¯(w) are defined in (30) and (31) respectively.
The solution vector xd,q contains the coefficients of the coprime polynomials u¯(w) and v¯(w), where
f¯ (w) = u¯(w)d¯(w) and g¯(w) = v¯(w)d¯(w), (33)
and d¯(w) = GCD (f¯ , g¯). Eq. (3) shows that d¯(w) is required, but this polynomial is not immediately available from the
solution of (32). One method for the calculation of d¯(w) is the reduction of S(f¯ , α0g¯)T to upper triangular form, but this
operation may cause numerical problems, and a better method is the solution of the polynomial factorisation (33), which is
discussed in Section 8.2.
The method described in this section is repeated for each of the AGCD computations in (3), and the preprocessing
operations must be performed for each of these computations, as noted at the end of Section 6. Thus the polynomials qi(y)
and q(1)i (y) are normalised by the geometric means of their coefficients, and the optimal values of α and θ are computed, for
each value of i = 0, . . . , rmax − 1. A consequence of these repeated preprocessing operations is that the AGCD that results
from the ith computation is in a different variable from the AGCD that results from the (i+ 1)th computation. For example,
if θ1 and θ2 are the optimal values of θ from the first and second AGCD computations, and w1 and w2 are the variables that
result from the substitution (17), then
y = θ1w1 and w1 = θ2w2,
and thus the AGCDs from the first and second computations are expressed in the variables w1 and w2 respectively, but the
given polynomial is expressed in the variable y. This is an important point that must be considered when the polynomial
divisions in Method 1 are computed.
8.2. Approximate polynomial factorisation for the calculation of an AGCD
This section considers an approximate factorisation of a polynomial and its derivative for the calculation of an AGCD. It is
shown that it differs from the method discussed in Section 8.1 because the AGCD is calculated explicitly, such that an extra
computation is not required.
It is shown in [21] that the polynomials whose AGCD is to be computed must be preprocessed using the methods
described in Section 6. The first AGCD computation in (3) yields, therefore, the approximate factorisation
f˜ (w) ≈ u˜(w)d˜(w) and g˜(w) ≈ v˜(w)d˜(w), (34)
where f˜ (w) and g˜(w) are defined in (18), d˜(w) is an AGCD of f˜ (w) and g˜(w), and u˜(w) and v˜(w) are coprime polynomials.
The approximate factorisation (34) is written in matrix form as
C(u˜)
D(v˜)

d˜ ≈

f˜
g˜

, (35)
where C(u˜) ∈ R(m+1)×(d+1) and D(v˜) ∈ Rm×(d+1) are Toeplitz matrices whose entries are the coefficients of u˜(w) and
v˜(w) respectively, d is defined in (27), and d˜, f˜ and g˜ are vectors of the coefficients of d˜(w), f˜ (w) and g˜(w) respectively. A
structured matrix is added to the coefficient matrix, and a structured vector is added to the vector on the right hand side, of
(35), which therefore becomes
C(u˜)+ F(z1)
D(v˜)+ G(z2)

d˜ =

f˜+ s˜
g˜+ t˜

, (36)
where F(z1) ∈ R(m+1)×(d+1) and G(z2) ∈ Rm×(d+1) are Toeplitzmatrices, and s˜ ∈ Rm+1 and t˜ ∈ Rm are the coefficient vectors
of the polynomials that are added to the polynomials whose coefficient vectors are f˜ and g˜, respectively. The arguments z1
and z2 are the coefficients of the polynomials that are added to u˜(w) and v˜(w), respectively,
z1 =

z1,0 z1,1 · · · z1,m−d−1 z1,m−d ,
z2 =

z2,0 z2,1 · · · z2,m−d−2 z2,m−d−1 .
The method of structured non-linear total least norm is used to compute the entries of F(z1) and G(z2), and the vectors s˜
and t˜, and thus the solution of (36) is the GCD of the polynomials whose coefficient vectors are f˜+ s˜ and g˜+ t˜ [21]. It follows
from (36) that the method of approximate polynomial factorisation yields explicitly the GCD of the corrected polynomials,
unlike the Sylvester matrix, for which an additional computation is required. Also, the remarks at the end of Section 8.1
are valid when approximate polynomial factorisation is used to calculate a GCD because, as noted above, the preprocessing
operations described in Section 6 must be implemented for each AGCD computation in (3).
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9. Polynomial division
Method 1 contains two sets of polynomial divisions, each ofwhich is implemented by themethod of structured total least
norm [12] in order to impose the requirement that all the divisions in these two sets yield a polynomial and not a rational
function. The polynomial divisions (4) and (5) can be considered simultaneously because they are of the same form since
two successive divisions are related. For example, the polynomial q1(y) appears in the first and second divisions in (4), and
similarly, h2(y) appears in the first and second divisions in (5). This coupling of the jth and (j+ 1)th divisions suggests that,
rather than compute each division independently, better solutions are obtained when they are computed simultaneously,
thereby preserving the coupled form of the divisions.
Consider the divisions
hi(y) = qi−1(y)qi(y) , i = 1, . . . , rmax, (37)
where the polynomial qk(y) appears in the kth and (k+ 1)th divisions, and the degrees of the polynomials are
deg qi(y) = mi, i = 0, . . . , rmax,
deg hi(y) = ni = mi−1 −mi, i = 1, . . . , rmax,
where
rmax−1
i=0
(mi + 1) = M and
rmax
i=1
(ni + 1) = N.
The polynomials qi(y), i = 0, . . . , rmax, are processed before the divisions are performed, and the objective is, as discussed
in Section 6, the reduction of the ratio of the maximum magnitude of the coefficients to the minimum magnitude of the
coefficients. In particular, if the polynomials qi(y), i = 0, . . . , rmax, are given by
qi(y) =
mi
j=0
qi,jymi−j, i = 0, . . . , rmax,
then the substitution of (17) into each polynomial qi(y) yields the polynomials
qi(θ;w) =
mi
j=0

qi,jθmi−j

wmi−j, i = 0, . . . , rmax, (38)
and the optimal value θ0 of θ minimises the function
max

max
j=0,...,m0
q0,jθm0−j , . . . , max
j=0,...,mrmax
qrmax,jθmrmax−j
min

min
j=0,...,m0
q0,jθm0−j , . . . , min
j=0,...,mrmax
qrmax,jθmrmax−j .
The value of θ0 is computed using linear programming, as shown in [16,17,21], and thus the polynomials (38) become
q˜i(w) =
mi
j=0

qi,jθ
mi−j
0

wmi−j, i = 0, . . . , rmax.
If q˜i denotes the vector of the coefficients of q˜i(w),
q˜i =

qi,0θ
mi
0 qi,1θ
mi−1
0 · · · qi,mi
T ∈ Rmi+1, i = 0, . . . , rmax,
then the rmax divisions (4) can be written in matrix form as
C1(q˜1)
C2(q˜2)
. . .
Crmax(q˜rmax)


h1
h2
...
hrmax
 ≈

q˜0
q˜1
...
q˜rmax−1
 , (39)
where an approximation has replaced the equality because it is assumed the polynomials qi(y) are subject to error,
Ci(q˜i) ∈ R(mi−1+1)×(ni+1), i = 1, . . . , rmax,
hi ∈ Rni+1, i = 1, . . . , rmax,
and the coefficient matrix in (39) is of order M × N . It is noted that the polynomials in (37) and (39) are expressed in the
variables y andw respectively.
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Themethod of structured total least norm requires that a structuredmatrix is added to the coefficientmatrix, and a vector
is added to the right hand side, of (39), such that the perturbations added to the polynomial q˜i(w) in the matrix Ci(q˜i) are
also added to the vector of coefficients q˜i. These perturbations are calculated such that the approximation in (39) is replaced
by an equality, that is, the polynomial divisions yield polynomials and not rational functions. The theoretical development of
these structured perturbations follows closely the analysis in [17,18,21], and they are computed by solving an LSE problem.
It was shown in Section 8 that the polynomials that result from the AGCD computations are expressed in different
variables because the substitution (17) is made before each of these computations is performed, and each computation
requires a different value of θ . The polynomials in the numerators and denominators in (4) are therefore expressed in
different variables, and thus transformation to the same variable must be made before these divisions are executed. Finally,
it is noted that the analysis in this section has considered the polynomial divisions (4), and it is clear that the same analysis
in appropriate for the polynomial divisions (5).
10. The calculation of the roots of the polynomial
The last stage of Method 1 involves the solution of the polynomial equations (6). A simple method can be used to solve
these equations because their roots have multiplicity one and the degree of each polynomial is less than the degree of f (y).
These roots can be refined by the method of non-linear least squares, and it is shown in [11] that the Jacobian matrix in the
iterative scheme is non-singular because the roots of each polynomial are simple.
This refinement strategy can be interpreted in terms of pejorative manifolds. Specifically, each AGCD computation
corresponds to an orthogonal projection onto a pejorative manifold of the correct dimension, as discussed at the end of
Section 4, and thus there exists a point P , which lies on the manifoldM0 with which the corrected form of the given inexact
polynomial is associated, and arises from a series of orthogonal projections. This point may be distant from the point Q ,
which also lies onM0 and would arise were one orthogonal projection, from the point that corresponds to the given inexact
polynomial, ontoM0 to occur. The method of non-linear least squares is therefore used to search, onM0, for a point that is
closer to Q , using an iterative procedure whose starting point is P .
11. Examples
This section contains four examples that show the results from the polynomial root solver described in this paper. The
AGCD computations in Examples 11.1 and 11.2 are performed using the Sylvester matrix, and the AGCD computations in
Examples 11.3 and 11.4 are performed using approximate polynomial factorisation, which are described in Sections 8.1 and
8.2 respectively. The software used to obtain the results in the examples is written in Matlab, using floating point double
precision arithmetic.
The results of each example are compared with four other methods to compute the roots of a polynomial:
(1) Matlab: The roots of each polynomial are computed by the function roots. This function uses the QR decomposition
of the companion matrix of a polynomial to compute its roots.
(2) MultRoot: The results of each example are comparedwith the results obtained from this suite ofMatlab programs [10].
These programs are called with the function
multroot(poly, threshold), (40)
where poly is the vector of coefficients of the polynomial and threshold is the residual tolerance. If the second
argument, threshold, is omitted, then it is set to a default value of 10−10. It is shown in [10] that there are two other
input arguments, a threshold for the singular values that are defined to be zero and a residual growth factor that controls
the growth of the residuals in the GCD computations, but they are optional.
(3) The Newton–Raphson method, which is a general method for solving a non-linear equation, computes a root by
considering a straight line that passes through two points.
(4) Müller’s method is similar to the Newton–Raphson method, but the computations are performed on a parabola that
passes through three points, rather than on a straight line that passes through two points.
The Newton–Raphson method and Müller’s method are iterative methods that require initial estimates of the roots. These
methods were applied 200 times to each distinct root yˆj, j = 1, . . . , t , of fˆ (y), where t is the number of distinct roots of the
exact form fˆ (y) of f (y). The initial estimate y˜j of yˆj used in these methods was given by
y˜j = ηjyˆj + (10−8µji), i2 = −1, j = 1, . . . , t,
where ηj andµj are uniformly distributed random numbers in the intervals [0.9, . . . , 1.1] and [−1, . . . , 1] respectively. The
results from the Newton–Raphson method and Müller’s method are therefore shown in the form of scatter diagrams.
It is recalled that the methods described in this paper do not require that the noise level be known. In particular, these
methods are data-driven,which can be seen from (24) and (26) because these equations define the criteria for the calculation
of the degree of an AGCD of two inexact polynomials.
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Table 1
The results of Example 11.1.
Exact
root
Exact
mult.
Computed
root
Computed
mult.
Relative
error
−7.5947e+00 6 −7.59470221e+00 6 2.91588518e−07
6.3371e−01 5 6.33710738e−01 5 1.16441102e−06
1.4923e+00 5 1.49229735e+00 5 1.77821917e−06
5.4862e+00 4 5.48619195e+00 4 1.46791740e−06
−3.3076e+00 3 −3.30759766e+00 3 7.08230948e−07
−3.0670e+00 2 −3.06700222e+00 2 7.24370650e−07
4.2244e−01 2 4.22439276e−01 2 1.71431830e−06
2.5090e+00 2 2.50901393e+00 2 5.55099014e−06
Fig. 1. The computed roots of Example 11.1 using roots.
Example 11.1. The first and second columns in Table 1 show the roots and multiplicities of the exact form of a polynomial,
and the third and fourth columns show their computed values after noise with componentwise signal-to-noise ratio
ε−1c = 108 was added to each coefficient. The fifth column in the table shows that the relative error of each root is between
one and two orders of magnitude larger than εc . It is noted, however, that the roots at y = −3.0670 and y = −3.3076 have
retained their multiplicities of 2 and 3, respectively, despite their small separation.
The roots of the inexact polynomialwere computed byroots and the results are shown in Fig. 1. It is seen that it returned
simple roots with large imaginary parts, and thus the multiplicities of the roots of the exact polynomial were not preserved.
The roots form four distinct clusters, with two of the clusters formed from the roots−3.3076 −3.0670 and 0.42244 0.63371 1.4923 2.5090 ,
and thus simple cluster analysis suggests the exact polynomial has four distinct roots, which is incorrect.
The function multroot returned the correct answers (the multiplicities of the theoretically exact roots were preserved
and the relative errors of the roots were less than εc) when the argument threshold in (40) satisfied
threshold ≥ εc = 10−8. (41)
It is assumed the smaller relative errors obtained byMultRoot are due to the inclusion of the argument threshold, which
provides information that is not required for the root solver described in this paper. It is noted, however, that when the value
threshold = 10−3 was specified, MultRoot failed to return any roots. These results from MultRoot must be compared
with the results obtained when the argument threshold in (40) satisfied
threshold < εc = 10−8. (42)
In this circumstance, MultRoot failed to preserve the multiplicities of the roots, which therefore broke up into simple
complex conjugate pairs.
The results from the Newton–Raphson method and Müller’s method are shown in Figs. 2 and 3 respectively, and it is
seen that the multiple roots break up into simple roots for both methods. The roots computed by the Newton–Raphson
method do not occur in complex conjugate pairs because the initial estimate of each exact root of the polynomial differs
between each application of themethod, and the iterative procedure was stopped after 50 iterations if convergence was not
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Fig. 2. The computed roots of Example 11.1 using the Newton–Raphson method.
Fig. 3. The computed roots of Example 11.1 using Müller’s method.
achieved. The roots computed byMüller’smethod appear to be in complex conjugate pairs, but detailed analysis showed that
this property is not satisfied. This is expected from theoretical considerations because, like the Newton–Raphson method,
each application of Müller’s method computes exactly one root of the polynomial, and a maximum of 50 iterations were
allowed. 
Example 11.2. The procedure described in Example 11.1 was repeated for the polynomial whose roots and associated
multiplicities are specified in the first and second columns in Table 2. Noise with componentwise signal-to-noise ratio
ε−1c = 108 was added to the coefficients of the polynomial, and the results are shown in the third, fourth and fifth columns
in the table. The relative error of each computed root is about 0.1εc , even though the multiplicities of two of the roots are
8 and 11. It is noted that the roots are well separated, and that the average separation of the roots is larger than it is in
Example 11.1.
The results obtained with MultRoot were identical to the results in Example 11.1. In particular, if (41) was satisfied,
MultRoot returned the multiplicities of the roots of the theoretically exact form of the polynomial, and the relative errors
of the roots were smaller than εc . When, however, (42) was satisfied,MultRoot returned simple complex conjugate pairs
of roots, and thus the multiple nature of the theoretically exact roots was not preserved.
Fig. 4 shows the roots, computed by roots, of the inexact polynomial, and it is seen that, as with Example 11.1, they
are simple and have large imaginary parts. Simple cluster analysis suggests, however, that the exact polynomial has four
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Fig. 4. The computed roots of Example 11.2 using roots.
Fig. 5. The computed roots of Example 11.2 using the Newton–Raphson method.
Table 2
The results of Example 11.2.
Exact
root
Exact
mult.
Computed
root
Computed
mult.
Relative
error
−5.9260e−01 11 −5.92599999e−01 11 9.82710931e−10
2.6760e+00 8 2.67600001e+00 8 2.30992471e−09
6.2900e−01 5 6.28999997e−01 5 4.48781129e−09
−9.7181e+00 4 −9.71810000e+00 4 4.11769097e−10
distinct roots, which is correct. The results from the Newton–Raphson method and Müller’s method are shown in Figs. 5
and 6 respectively, and it is seen that, for both methods, the multiple nature of the roots is not preserved, and furthermore,
they display the property that was discussed in Example 11.1. 
Examples 11.1 and 11.2 use the Sylvester resultant matrix for the AGCD computations, and Examples 11.3 and 11.4 use
approximate polynomial factorisation for this computation.
Example 11.3. The first and second columns in Table 3 define the roots and associated multiplicities of a polynomial, and
noisewith componentwise signal-to-noise ratio ε−1c = 108 was added to its coefficients. The third and fourth columns show
the corresponding computed quantities, and the fifth column shows that the relative error of each root is approximately
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Fig. 6. The computed roots of Example 11.2 using Müller’s method.
Fig. 7. The computed roots of Example 11.3 using roots.
equal to εc , even though one root has multiplicity 13, two roots have separation of about 0.4, and the other two roots have
approximately unit separation.
The results obtained withMultRoot were identical to the results obtained in Examples 11.1 and 11.2 because (41) and
(42) define the conditions for which correct and incorrect solutions, respectively, were returned.
Fig. 7 shows the roots of the inexact polynomial computed by roots, and the results are similar to the results in Figs. 1
and 4 because themultiple roots are computed as simple roots. In addition, the roots ofmultiplicities 5 and 7 have combined
to form an isolated cluster, thereby suggesting the exact polynomial has four distinct roots. Figs. 8 and 9 show the computed
roots from theNewton–Raphsonmethod andMüller’smethod, respectively, and it is seen that theNewton–Raphsonmethod
failed to converge. Convergence was, however, obtained with Müller’s method, but the multiple nature of the roots was not
preserved. 
Example 11.4. The procedure described in Example 11.3 was repeated for the polynomial whose roots and corresponding
multiplicities are shown in the first and second columns in Table 4. Noise with componentwise signal-to-noise ratio
ε−1c = 108 was added to the coefficients of the polynomial, and the computed multiplicities and roots are shown in the
third and fourth columns in the table. The fifth column in the table shows that the relative error of the roots y = −6.7478
and y = −7.6200 is about two orders of magnitude larger than εc , and it is assumed this is due to their relatively close
separation, which is less than 1.0.
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Table 3
The results of Example 11.3.
Exact
root
Exact
mult.
Computed
root
Computed
mult.
Relative
error
−9.6084e+00 13 −9.60839984e+00 13 1.70708491e−08
3.6683e+00 7 3.66829973e+00 7 7.33783956e−08
−2.1059e+00 6 −2.10590008e+00 6 3.81297551e−08
4.0809e+00 5 4.08090050e+00 5 1.22574815e−07
−1.1539e+00 4 −1.15389997e+00 4 2.55705449e−08
Fig. 8. The computed roots of Example 11.3 using the Newton–Raphson method.
Fig. 9. The computed roots of Example 11.3 using Müller’s method.
The root solverMultRoot yielded unsatisfactory answers for
threshold = 10−10, 10−9, 10−8, 10−7, 10−6,
because it returned simple complex conjugate pairs of roots. Furthermore, cluster analysis suggested there are six
distinct roots, which is incorrect, and similar results were obtained from the function roots. The roots computed by
the Newton–Raphson method and Müller’s method are shown in Figs. 10 and 11 respectively, and although the methods
converged, it is seen that all the computed roots are simple. The multiple nature of the theoretically exact roots was,
therefore, not preserved, and thus these results are consistent with the results of Examples 11.1–11.3. 
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Fig. 10. The computed roots of Example 11.4 using the Newton–Raphson method.
Fig. 11. The computed roots of Example 11.4 using Müller’s method.
Table 4
The results of Example 11.4.
Exact
root
Exact
mult.
Computed
root
Computed
mult.
Relative
error
1.7054e+00 6 1.70540006e+00 6 3.79214392e−08
−3.1923e+00 5 −3.19229991e+00 5 2.71036595e−08
−6.7478e+00 5 −6.74780937e+00 5 1.38871557e−06
9.1949e+00 4 9.19490320e+00 4 3.47882672e−07
−3.2719e−02 4 −3.27189995e−02 4 1.66990633e−08
3.1020e+00 2 3.10199864e+00 2 4.38342254e−07
−7.6200e+00 2 −7.61997124e+00 2 3.77468389e−06
12. Summary
Two algorithms for computing multiple roots of a polynomial f (y), the coefficients of which are corrupted by noise,
have been described, and examples have been presented. The algorithms use AGCD computations and polynomial divisions
extensively, and structured matrix methods are used for these operations. It was shown that f (y) must be processed
before its roots are computed, and that the algorithms differ in the methods used to perform these AGCD computations. In
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particular, it was shown they can be performed using either the Sylvester matrix or approximate polynomial factorisation,
and that bothmethods yield good results for the computedmultiple roots of f (y) in the presence of noise. More experiments
must, however, be performed in order to compare them for their use in an algorithm for computing multiple roots of a
polynomial.
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