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Starting from the realization of the Fock space as L’-cohomology of Cat’, 
<Pyc~+Q) = @,,zGY~(c~+~), an integral transform is constructed which is a 
direct-image mapping from Zp(Cpiq) into the space of holomorphic sections of 
some vector bundle E, over Mzz U(p, q)/(U(q) x U(p)), m > 0. The transform 
intertwines the natural actions of U(p, q) and is injective if m > 0, so it provides a 
geometric realization of the ladder representations of U(p, q). The sections in the 
image of the transform satisfy certain linear differential equations, which are 
explicitly described. For example, Maxwell’s equations are of this form if p = q = 2 
and m = 2. Thus, this transform is analogous to the Penrose correspondence. 
0 1985 Academic Press, Inc. 
This article concerns an integral transform which is a direct-image 
mapping from the square-integrable Dolbeault cohomology of Cp+4, 
R2p(Cp+4), to the space of sections of some holomorphic vector bundle E, 
over A4 (M is a domain in the Grassmannian G(p, Cpf4) of p-planes in 
Cp+q). The sections in the image of the transform satisfy certain differential 
equations on M, and the transform intertwines the natural actions of U(p, q) 
on L*-cohomology and on holomorphic sections of E,. The representations 
l~~p(~p+q>L,z are called the ladder representations of U(p, q) and are 
closely related to the metaplectic (or oscillator) representation. Their impor- 
tance stems partly from their applications in physics. The group U(2, 2) 
gives a covering of the group of conformal transformations of Lorentzian 
space-time. It has long been known (see Bateman [3]) that the conformal 
group preserves the space of solutions of Maxwell’s equations. More 
generally (see [2, 7]), the conformal group preserves the space of solutions of 
each of the massless field equations, a one-parameter family of linear 
differential equations indexed by the half-integer “spin” m/2, m E Z 
(Maxwell’s equations occur here if m = 2). Jakobsen and Vergne [8] first 
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showed that these representations are unitary for any m and identified them 
as being the above-mentioned ladder representations of U(2,2). One conse- 
quence of the integral transform constructed here is that it provides a 
geometric realization of the ladder representations in which U(p, q) acts 
naturally and unitarily. Recent work of Rawnsley et al. [ 151 uses L*- 
cohomology to unitarize a broad class of similar representations. 
The integral transform constructed here was inspired by the Penrose 
correspondence ([ 131; see also [ 17]), which is a relation between subsets of 
complex projective 3-space CP3 and subsets of the Grassmannian G(2, C”). 
The Penrose correspondence enables one to construct transforms between 
certain Dolbeault cohomology spaces over a subset of @P3 and solutions of 
differential equations over M c G(2, C”). In the case of the massless field 
equations on M, this transform was first constructed in [ 141 and [ 181, and 
was considered in a more general and invariant context in [6]. The transform 
constructed below resembles the Penrose transform in that it is a direct- 
image mapping and its range is the space of solutions of the massless field 
equations over Mc G(p, Cptq). 0 ur t ransform differs from the Penrose 
correspondence in that its domain is the square-integrable Dolbeault 
cohomology Zip(Cpt “) rather than the classical Dolbeault cohomology 
groups. The benefit here is that the L*-cohomology groups are Hilbert spaces 
where the group actions are unitary. Other analogs of the Penrose correspon- 
dence for the metaplectic representation have been obtained by Patton 
[ 10, 1 l] and by Patton and Rossi [ 121. 
In order to explain our results in more detail, we first explicitly describe 
the L2-cohomology groups mentioned above. As in Carmona [5], let 
W= Cp+q denote C” endowed with a fixed hermitian form h of signature 
(p, q). We introduce a positive definite hermitian form g on W which we 
extend to A T:( w>, for any z. The inner product of two (0, r)-forms w, t 
with compact support on W is then the integral over W, with respect to the 
measure exp({h(z, z)) dm(z), of the inner product of o(z) and r(z) at each 
point z E W (see (I. 1)). We let Li,“( W, g) denote the Hilbert space of all 
(0, r)-forms with finite norm under this inner product. We extend 2 to 
operate weakly inside L!j.‘(W,g); 2 becomes a closed operator with dense 
domain {IN E Li*‘( W, g) 1 %J has finite norm}. As in Blattner and Rawnsley 
[4], define 
Z”*r( W) = ker J/cl(im 2). 
We remark that Z?“*‘(W) is independent of g as a topological vector space, 
but its Hilbert space structure depends ong. 
As in the Hodge approach to cohomology, we would now like to find a 
space of “harmonic” differential forms which consists of representatives of 
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the L ‘-cohomology classes in Zoqr( W). Let *a, denote the adjoint of 2 with 
respect o g, and define 
Hoyr( W, g) = ker an ker *a,. 
H’,‘(W, g) is now our space of representatives of the L2-cohomology 
classes; note that it depends on the choice ofg. Carmona [5] shows that 
HOJ(W;g) = (0) unless r =p, and Hosp(W, g) is isomorphic to the Fock 
space, studied by Bargmann in [ 11. Blattner and Rawnsley [4] show that 
U(p, q) acts naturally and unitarily on Z”“(w> by describing X”‘“(W) 
with a U(p, q)-invariant notion of “pseudo-harmonic” differential forms. 
This action induces a corresponding unitary representation of U(p, q) on 
H’,“(W, g). When we decompose these spaces into eigenspaces under the 
action of the center TT i z S’ of U(p, q), we obtain direct sum decom- 
positions into irreducible subspaces 
and 
H”q w; g) = @ HF( w; g). 
rnEP 
Here, we index with respect to m so that o E H2P(W, g) if and only if 
(+?‘“z) = &(m+P)Qo(z). 
Suppose now that V is a p-dimensional subspace of W. We say that V is 
positive if h ( V is positive definite (written h 1 P’* 0). As in the previous 
paragraph, we may consider the spaces Hoqp( V; h 1 V) and H:P(V; h 1 V). 
The Fock space description of H”,p(V; h / V) (see (11.5)) allows us to 
conclude that Hy(V, h ] V) is parametrized by the space of holomorphic 
polynomials on VZ Cp which are homogeneous of degree m. In particular, 
HF(V; h 1 V) is finite-dimensional for any m, and if m < 0, 
HF(V, h ] V) = (0). The Fock space description of Hoqp(V, h I V) also 
allows us to conclude that the orthogonal projection P,: L$“(V, h I V) + 
Hoqp( V, h ] V) maps any element of Livp( V, h ] V) onto the representative of 
its cohomology class in H”*p( V, h / V) (see (11.13)). Define M c G(p, W) to 
be the set of all positive p-planes in W. We will construct a vector bundle E, 
over M, for any m > 0, whose fiber over any point VE M is the space 
HF (V, h ( V). We will show that E, is a holomorphic vector bundle which 
is homogeneous for U(p, q). Thus the space @‘(M, E,) of holomorphic 
sections of E, carries a natural U(p, q)-action. 
We now wish to define the transform 
@: fQP(W; g) -+ 8(M, E,) 
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by defining the value of the section Qp, at VE M to be the representative of
the L ‘-cohomology class of w 1 V in HO,,p( V; h ] v), 
The projection P, is given in coordinates by an integral transform with a 
quadratic exponential kernel related to the reproducing kernel of the Fock 
space. In order to show that @, is well defined we must verify that, for any 
V E 44, (o 1 V determines an L *-cohomology class, i.e., that 
so that the integral P,(o I V) converges. This is not immediately obvious, 
since L *-cohomology is not “functorial,” but it follows from the description 
of the Fock space given by Bargmann in [ 11. Next, we verify that @, is 
independent of the choice of g, so that @ is well defined on Z2p(W). At the 
same time, we obtain the proof that @ intertwines the natural actions of 
U(p, q) on Z?(W) and on sections of E,. If m < 0, @ annihilates 
Z’y( W), and if m > 0, @ is injective on Z?$“( W). Finally, we show that the 
sections in the image of @ satisfy certain linear differential equations which 
we explicitly describe. For example, Maxwell’s equations are of this form if 
p=2,q=2, and m=2. 
This paper is organized as follows. In Section I, after presenting some 
useful lemmas, we give the definitions and relevant results concerning the 
square-integrable Dolbeault cohomology that we will use throughout. In 
Section II we define the space M of positive p-planes, M c G(p, C”‘“), and 
we construct the vector bundles E, -+ M. In Section III we define the 
transform @ on Hy(W, g), which requires the preliminary verification that 
GUI VELyyV;hl V) f or any w E EQp(W, g). We then show that @ is well 
defined on Zy( W) by showing that @ is independent of the choice of g. We 
gather the remaining results into Section IV. Included here are the proofs 
that the sections Qw are holomorphic on M, that @ is injective on XQp( W) 
if m > 0, and that the sections @, satisfy the differential equations 
mentioned above. 
Some comments about the notation are in order. We denote the transpose 
of a matrix A by ‘A, and the complex-conjugate ranspose ‘A by *A. If z is a 
complex number, we use the notations eZ and exp(z) interchangeably. We 
denote the restriction of a function f to a set S by f ( S. We use N to denote 
the set {O, 1, 2,...} of nonnegative integers. We use the abbreviations det for 
determinant, cl for closure, ker for kernel, im for image, Im for imaginary 
part, and Re for real part. Finally, with apologies to semisimple Lie group 
theorists, since we use the lower case g for a hermitian form, we use G for an 
element of U(p, q). 
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I. SQUARE-INTEGRABLE DOLBEAULT COHOMOLOGY 
In this section we define and explicitly describe certain square-integrable 
Dolbeault cohomology spaces of C”. A hermitian form of signature (a, q), 
p + q = n, determines the growth condition. We present, following Carmona 
[5 1, a set of differential forms as a space of representatives of this L2- 
cohomology. We describe the natural action of the group U(p, q) on these 
spaces, using results of Blattner and Rawnsley [4]. These L*-cohomology 
spaces will form the fibers of the vector bundles constructed in the following 
section. The integral transform which we construct in Section III has an L*- 
cohomology space as its domain. 
Ia. Notations and Preliminaries 
Let W denote a vector space of dimension n over C. If z E W, we regard z 
as a column vector, so that *z = ‘i is a row vector. Let Cr3’(IV) denote the 
space of smooth (r, s)-forms on W. We will use multi-index notation to 
describe the elements of Cr*“(w>. Let N denote the set of nonnegative 
integers. If J E N’, 1 <j, < . . . < j, < n, define 
‘j, 
zJ= ; ) 
t i ‘.i, 
dz, = dzj, A . . . A dz,,, dz, = dzj, A .** A dzj,, and 1~~1’ = IZj,l* + a*. + ]Zj,]*. 
Fix a choice of a hermitian form h of signature (p, q) on W, choose a 
positive definite hermitian form g on W. The hermitian forms h and g can be 
simultaneously diagonalized, since g is positive definite. In fact, the choice of 
h and g uniquely determines subspaces W+ and W- of W such that 
dim Wt =p, dim W- = q, h ] W’ is positive definite, h / W- is negative 
definite, and W+ I, W-. Any z E W can then be written as z = z + + z- , 
with z + E W+ and z _ E W-. We define hermitian forms h + , h ~, and / h 1 on 
W by defining h, (z, z) = h(z+ , z+), h-(z,z)=h(z-,z-), and Ihl (z,z)= 
h+(z, z) - h-(z, z). 
Given h and g, we will fix a choice of basis for W so that we may describe 
h and g using a fixed choice of coordinates on W. Let I, denote the r X r 
identity matrix and diag(a, ,..., a,.) the r X r diagonal matrix with entries 
a1 ,..., a, on the main diagonal. Choose a basis {e, ..., e,} of W so that 
le 1 ,..., e,} is a basis of W-, {e4+i ,.,., e,} is a basis of W+, and so that the 
matrix h, of h is given by 
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in the coordinates z for {e i ,..., e,}. In these coordinates, the matrix g, of g 
will be given by g, = diag(a, ,..., a,) for some positive real numbers a, ,..., a,. 
We will refer to {e , ,..., e,} as our preferred choice of basis for W with 
respect o h and g, and z will be our preferred coordinate on W with respect 
to h and g. Using this basis for W, we see that the matrix for /hi is I,. If 
z, w E W, and if we set S = (1, 2 ,..., q) E N4 and T = (q + l,..., n) E Np, then 
and 
h~(z,w)=-(z,w, +**- tz,w,)=-*w,z,. 
We will denote by U(p,q) the group of all complex linear transformations 
of W which preserve h. The decomposition W= W- @ W’ allows us to 
decompose any n x n matrix G E U(p, q) into block form G = (“, i), where 
A: W--+ W- is qxq, B: W’+ W- is qxp, C: W-+ W’ ispxq, and 
D: W+ + W+ is p x p. If A is any square complex matrix, we denote that A 
is positive definite by writing A $ 0. 
Ib. Integration Formulas 
Before defining square-integrable Dolbeault cohomology, we include here 
some useful integration formulas. For u E C’, let ( u I2 = 1 u , (* t * * * t 1 a,. *. 
We normalize the measure &z(u) on C’ so that 
I exp(-4 luj’)dm(u)= 1, C’ 
i.e., dm(u) = (27r-‘dx dy, if 24 =x t iy, x,y E R’. 
LEMMA 1.1. Let j, k be nonnegative integers and let a E C have positive 
real part. Then, 
Zk~je-(ll*Mr12 dm(z) = 0 if j # k, 
c 
and 
c c!42ke 2kk! -(1/*)dz1* dm(=) = a fl, 
LEMMA 1.2. Let z E C’, and let U be an r x r complex matrix such that 
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(U + *U) 9 0. Let 4 be a holomorphic function of z for which 
j”cr 4(z) exp(-j *zUz) dm(z) converges absolutely. Then, 
ProoJ Any complex matrix U with U+ *U 9 0 can be diagonalized, 
hence the result follows from Lemma 1.1. m 
Remark. Lemma 1.2 is true for d antiholomorphic, as well. 
Ic. L *-Cohomology 
As before, W is a complex vector space, h is a hermitian form on W of 
signature (p, q), g is a positive definite hermitian form on W, Cr3’(W) is the 
space of smooth (r, s)-forms on W, and C:*‘(FV) is the space of smooth (r, s)- 
forms on W with compact support. Using the appropriate identifications, we 
consider g as an inner product on T,*( W)c, the complexilied cotangent 
space to W at z, and we extend g to Ak T,*(W), in the usual manner. If 
o, r E Cs* “(W), we may now define their inner product by 
(0, ~1~ =~cHg(4r). +)) exp(ih(z, z)) dm(z). 
If W(Z) = 4(z) dz, A dg and r(z) = IJ+) dz, A dz,, (I. 1) implies that o and 
r are orthogonal unless J= L and K = iV, and in that case 
(w 7& = a(J) a(K)jcm 4(z) v(z) exp(i h(z, 4) Wz). (1.2) 
Here a(J) is defined by a(J) = aj, X .a. x aj,, where g, = diag(a, ,..., a,) is the 
matrix of g. L’,,‘(W, g) will now denote the completion of C~3s(w> with 
respect to this inner product. 
Suppose g and g’ are any two choices of positive definite hermitian forms 
on W. If a differential form w satisfies (w, w)~ < co, then it satisfies 
(w, w)~, < co. Moreover, the identity mapping 
is bounded, hence continuous. The topology of L;*‘(W,g) is thus 
independent of g. When we wish to consider the underlying topological 
vector space, we will write L;*“(W). 
The cohomology we will consider has coboundary operator 8, which is 
well defined on Civ’( IV). We extend 2 to operate weakly in L ;*“( IV’), so that 8 
acts in the sense of distributions on the coefficients of any w E LG,‘( W). The 
domain of 2 is then the set of all w E L;*‘( IV) such that & E Ll;,‘+ ‘(W). 
With this definition, 2 is a closed, densely defined, unbounded linear 
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operator. It follows that ker 8 is a closed subspace of L~3S(W) and that ker 8 
contains the image of 8 acting on Li+ ‘( W). 
As in Blattner and Rawnsley [4], we now consider the complex 
. . . L;,‘-l(w) 2 Ly(pq 8, -Ly+‘(w) . . . 
and form the resulting cohomology spaces 
G?@‘,~( IV) = ker a,/cl(im Jr- ,). 
Blattner and Rawnsley [4] show that, in this case, the image of 2 is closed, 
so we may omit the “cl” in the preceding definition. The group U(p, q) acts 
continuously on L;*‘(W) and commutes with 8, thus U(p, q) acts naturally 
on ~“~‘(W) by a continuous representation. Blattner and Rawnsley [4] also 
show that there is a canonical choice of inner product on Zoqr(W) so that 
the action of U(p, q) is unitary. 
There exists a space of representatives for ~“~‘(W) which is given by 
differential forms. Define the closed operator *a, to be the adjoint of 8 with 
respect o (., l)g. The kernel of *a, is then orthogonal, with respect o g, to 
the image of a. We define the space of g-harmonic (0, r)-forms as 
H”*r( W, g) = ker 2,. r\, ker *a,. 
We now have a direct sum decomposition 
ker 2,. = im a,-, 0 HoVr( W, g). 
Hence, Ho3”( W, g) is naturally isomorphic to X”“(W) as a vector space. 
However, H’,‘(W, g) depends crucially on the choice of g. 
Carmona [5] describes Hoq’(W; g) as follows. 
THEOREM 1.1 (Carmona). HoV’(W, g) = (0) unless r =p, 
H”,p(W; g) = {w E L!j,p(W;g) ) w(z) = g(z) dg where # satisfies: 
(i) +4(z) is h&morphic in zs, 
(ii) 4(z) exp(+ h+(z, z)) is holomorphic in <, 
(iii) jcn ]#(z)]’ exp($ h(z, z)) dm(z) < 00 }. 
Equivalently, 
and 
(1.3) 
HOJ’(W,~)= {CO ~L!jg~(W;g) / u(z)=f(zS, zr)exp(-ih+(z, z))dz, 
where f is holomorphic and 
I Cn I .%>I’ ew(--t I h I (z, z>) dm(z) < ~0 1. (I.41 
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Let P”(W) denote the set of all complex-valued functions f on W which 
satisfy 
In [ I] Bargmann studied the subset X(W, g) of Y’(W) given by 
X(W,g) = {YE Y2(W) If(z) exp(a lz]‘) is analytic in zs and zr}. 
We refer to .F(W, g) as the Bargmann-Segal-Fock space. The space 
~;7( W, g) parametrizes Ho3p( W, g), i.e., 
H”,p( W, g) = (w E Li,p( W, g) 1 W(Z) =f(z) exp(-$ h(z, z)) dz, 
wherefE X( W, g)}. (1.5) 
In particular, the action of U(p, q) on <Y-7( W, g) is the same as the action on 
Ho3p( W; g), which we describe below. 
If o E Lt,p( W, g) is given by w(z) = 4(z) dz,, then the natural action of 
G E U(p, q) on w is given by 
(Z(G) w)(z) = #(G-‘z) d(G-), 
=qb(G-‘z) 1 c.,,&-*I dz,, W4 
KEW 
I$k,<...<k,<n 
where c J,K(G-r) is the determinant of the p xp minor of GP1 with rows 
indexed by J and columns indexed by K. We recall that 1(G) preserves ker 2 
and im 3. However, Z(G) does not preserve Hoqp(W, g), since g is not 
invariant under U(p, q). Let P,: ker 2 -+ Hoqp( W, g) denote the Hilbert space 
orthogonal projection. The action of U(p, q) on Hoqp( W, g) corresponding to 
the natural action on AV”*p(w> is then given by 
a(G) = P, 0 l(G). (1.7) 
PROPOSITION 1.1. Let w E ker a, be given by o(z) = $(z)dz, + 
CJ, T dJ(z) d?J. Then the orthogonal projection P, satisfies P,w = P&$ dG) 
and is given by 
where 
P,Nz) = dz,(en 4(w) KG, w> NW), 
K(z,w)=exp(-f[h+(z-w,z)+h_(z-w,w)]) 
= exp(-f [ *zr.(zT - wT) - *ws(zs - w,)]). 
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COROLLARY 1.1. Let 0 E H”vp(W, g) be given by w(z) = @(z) dz,, and 
let G-’ = (“,i), for G E U(p, q). As in (1.6), 
(KG) w>(z) = #(G- ‘4 ( de&&t x +(G-‘) dc . 
.I#T 
Therefire, by (1.7), 
@J(G) w)(z) = P,(W) w)(z) 
=detDdG 
I c” #(G- ‘~1 K(z, w> dm(w). 
The group U(p, q) does not act irreducibly on Xo3P( IV) or HoqP( W; g). In 
fact, if we decompose these spaces into invariant subspaces under the action 
of {eiel, : 0 E IR }, the center of U(p, q), we obtain subspaces invariant under 
all of U(p, q). 
PROPOSITION 1.2. Under the action of U(p, q), R’03p( W) and Hoqp( W; g) 
decompose into Hilbert space direct sums 
GF”Jyw) = 6 oT$y W) 
I?=-* 
and 
H”.p(W;g)= 6 Hy(W;g) 
m= --to 
of invariant subspaces. The definition of H2P( W, g) given by 
H;p(W;g) = {w E H’,“(W;g) ) w(e’“z) = e-icm+P)e~(z)} (1.8) 
determines the index m. 
Blattner and Rawnsley [4] identify the representation u as follows. U(p, q) 
is a subgroup of the symplectic group Sp(p + q, F?) since it preserves the 
imaginary part of h, which is an alternating form on Cp+q z IR 2@t q). Hence 
the metaplectic group Mp(p + q, IR), the double cover of Sp(p + q, R), 
induces a double cover MU(p, q) of iY(p, q). Let ,O denote the metaplectic 
representation of Mp(p + q, iR), and let p denote its restriction to MU(p, q). 
The representation ,C does not factor through U(p, q). Let Det”’ denote the 
unique character of MU(p, q) whose square is the pullback to MU(p, q) of 
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the determinant Det on U(p, q). Then, ,L? @ Det”’ factors through U(p, q) 
(see Sternberg and Wolf [ 16]), and 
(~70 Det”‘) IU(p,4j = 0. 
The restriction of the representation u is irreducible on each H2P( W, g), and 
these are the so-called “ladder” representations of U(p, q). 
II. THE GEOMETRY OF POSITIVE ~-PLANES IN W 
In this section we define the space M of all positive p-planes in W, and for 
any m > 0 we construct a vector bundle E, over M whose fiber E,,,(V) over 
V E M is the L*-cohomology space HII;“( V, h 1 P’). We describe the actions 
of U(p, q) on M, on E,, and on sections of E,. It will be shown in 
Section IV that the space b(M, E,) of holomorphic sections of E, contains 
the representation space for the action of U(p,q) on the solutions of certain 
differential equations. 
A positive p-plane in W is a p-dimensional subspace V of W such that 
h 1 V is positive definite (written h ( VP 0), where h is the fixed hermitian 
form of signature (p, q) on W. The set M of all such positive p-planes is a 
subset of the Grassmannian G(p, w> of all p-planes in W. Since U(p, q) 
preserves h, the natural action of U(p, q) on G(p, W) preserves M. Recall 
that we fixed a basis {e, ..., e,} of W for which the matrix h, of h is given by 
(II. 1) 
The stabilizer in U(p, q) of any particular point V, E A4 is U(q) X V(p), the 
maximal compact subgroup of U(p, q). Therefore, M z U(p, q)/(U(q) X 
U(P))* 
We now consider the L *-cohomology of a positive p-plane V, as defined in 
the previous section. We use the positive definite hermitian form h, = h 1 V 
to define the inner product on the cotangent spaces of V, so h, determines 
the differential forms which represent L*-cohomology classes on V. We also 
use h, in the exponential weighting factor for integration on V. Let u be a 
coordinate on V. If w, r E C:*‘(V), their inner product is then given as in 
(1.1) by 
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where the measure dm,(u) on V is defined so that 
J exp(-+h,(u, u)) &n,(u) = 1. (11.2) 
V 
Since h, is positive definite, (hr.,)+ = lhVl = h, and (hy)- ~0. Therefore, 
Theorem 1.1 concludes that Ho7’(lr; h,) = {0} unless r =p, and, as in (1.4), 
H”*p(V, hv) = 
I 
w E Li,p(I/, hv) 1 w(u) =f(z.i) exp(-$h,(u, u)) dr7 
wherefis holomorphic and 
(11.3) 
where we write dii = dzi, A . . . A diip. The space of such differential forms 
with f a polynomial is dense in H”*p(V, h,). 
We defined the spaces Hy(V, hy) in (1.8) for any integer m by 
Z-QP(V, hv) = {w E H”,p(V, h,) I w(e’%) = eci(m+P)eco(u)}. 
If w E H2p(V; hr.,) is given by w(u) =f(ti) exp(-ih,(u, u)) dC as in (11.3), 
we conclude that f satisfies 
f(e’“v) = eim”f(v) (11.4) 
for all u E Cp. Define 9(m, Cp) to be the space of holomorphic polynomials 
which are homogeneous of degree m > 0 on Cp. From (11.4) we deduce the 
vector space isomorphisms 
Hy( V; hv) z 9(m, Cp) if m >O, 
z PI if m < 0. 
(11.5) 
In particular, H2p(V; hr.,) is finite-dimensional for any m. 
We now wish to construct a vector bundle E, over M, for any m > 0, 
whose fiber E,(V) over any V E A4 is given by E,(V) = H$p( V, hy). We 
wish E, to have the structure of a holomorphic vector bundle which is 
homogeneous for U(p, q). After describing the action of U(p, q) on E,, we 
then show that there exists a trivialization 
J: A4 x 9(m, Cp) + E, 
of E, which satisfies, for each G E U(p, q), YE M, and fE 9(m, Cp), 
G.J(V,f)=J(V’,f’), 
where V’ and f’ depend holomorphically on V, f, and G. 
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We first discuss a coordinate 1 on M. Any p-plane V c W is spanned by 
the columns of some n xp matrix /i, written in coordinates with respect o 
our fixed basis {e i ,..., e,} of W. The form of h, given in (11.1) requires that 
the bottom p xp minor of/i be nonsingular whenever V E M. We may thus 
fix a preferred choice of basis for V so that /i is given by 
with 1 a q xp complex matrix. 
We identify V = V(l) with CP by identifying the column vector u E GP with 
the point /iu E V(A) c W, and we refer to u as our preferred coordinate on 
V(A). The condition that V(A) E M means that h, = h 1 V(l) 9 0, so 
h,(u, 24) = h(Au, Au) = *u(z, - *n/l) 24 > 0 (11.6) 
for all nonzero u E Cp. Consequently, V(L) E M if and only if 
I, - *Al = I(A) 9 0. If we now define 
BP,q = {q Xp complex matrices A / Z(n) 9 O), 
we see that gP,q parametrizes M. Note that gi,i is just the unit disk in the 
complex plane. 
We wish to determine the measure dm,(u) = &z,(u) in terms of our 
preferred coordinate u on V(1). Using (11.6) and Lemma 1.2 we compute that 
jcp exp(-f h,(u, 24)) dm(u) = J exp(-+ *ul(J) 24) dm(u) 
CP 
= det(l(A))-‘. 
Therefore, definition (11.2) requires that 
dm, (u) = det I@) dm (a). (11.7) 
Write G E U(p, q) in block form G = (“, i). The action of G on W sends 
rlu E V c W to GAu. Therefore G sends the plane V(A) determined by n to 
the plane V(A’) determined by 
We may thus write G.V(A) = V(G.I) = V(A’) where 
A’ = GA = (AL + B)(CA + D)- ‘. (11.8) 
Now let u and u’ denote the preferred coordinates on V = V(A) and 
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V’ = V(A’), respectively. Since GAu = A’(CA + 0) U, the map R(G): I/+ V’ 
is given in coordinates by 
u’=n(G)u=(CA+D)u. (11.9) 
The pullback Ir(G) of z(G-‘) is the natural map from HoSp(V, h,) to 
ZZ”-p(V’; h,,). If w E Ho3p(V, h,,) is given by w(u) = q+(u) dU; 
[f(G) o](u') = w(n(G- ') u') 
= $((CA + D)-’ u’) det(CA + 0))’ da’. (II. 10) 
The map r?(G) clearly preserves the homogeneity degree of o, so that 
z(G) Hy(I/, Zq,) c HF(V’; hr,). Thus, z(G) describes an action of iJ(p, q) 
on E, which is linear on each fiber and which is compatible with the action 
of U(p, q) on the base A4 in the sense that 
G.E,(V) = 7?(G) H2P(V; hv) c H;P(V’; hv,) = E,(G.V). 
The vector bundle E, is therefore homogeneous for U(p, q). 
Before discussing the holomorphic structure of E,, we record here the 
transformation properties of the matrix Z(A) under the action of G E Up, q). 
LEMMA 2.1. Let AECdp,,, G= (c i)E U(p,q), and write A’=G.A= 
(AA + B)(CA + D)-‘. Let I(A) = I, - *AA. Then, 
*(CA + D) Z@‘)(CA + D) = Z(L). 
COROLLARY 2.1. For all u, v E Cp, 
h,t((CA + D) u, (CA + D) u) = h,(u, v). 
COROLLARY 2.2. /det(CA + D)l’ det I@‘) = det Z(A). 
We may now show that E, has the structure of a holomorphic vector 
bundle. 
PROPOSITION 2.1. Define the map J: gp,4 X 9(m, C”) --f E, by 
J(A,f)(u) = det Z(A)f(Z(A) U) exp(-f h,(u, u)) dzi. (II.1 1) 
Then ifG=($ f, ) E U(P, q), J@,f) satisfies 
f(G) J&f) = J@‘,f’), 
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where I’ = (AA + B)(CA + D)-’ andf’ = det(CA t D)f o ‘(CA t D) depend 
holomorphically on G, 1, andf. 
Proof It is clear from (11.3) that J&f) E E,( V(A)) = H2p( V(A); h,). 
Writing IT(G) as in (II. 10) and using the above Lemma 2.1 and its 
corollaries, we compute that 
[f(G) J@,f>l(~‘> = .V,f>((C~ + 01-l ~‘1 
= det I(A)f(l(A)(CA + D)-’ u’) 
x exp(-ih,((CA t D)-’ u’, (CA + D)-’ u’)) det(CA t D)-’ dz7’ 
= det I@‘) det(CA t D)f(‘(CA + D) I@‘) u’) exp(-4 hAf(u’, u’)) da’. 
But, (II. 11) implies that 
~(A’,f’)(u’) = det I(A’)f’(l(A’) u’) exp(-4 hA@‘, u’)) dti’ 
Comparing the above expressions, we conclude that 
det(CA + D)fo ‘(CA + D) =f ‘. 1 
The group U(p, q) acts on the base M and the vector bundle E,, therefore 
it acts on sections of E,. Let 5Fm(M, E,) denote the space of smooth 
sections of E,, and B(M, E,) the space of holomorphic sections of E,. 
Since the group acts by holomorphic transformations, it preserves b(M, E,) 
as a subspace of 5Fa(A4, E,). The natural action of G E U(p, q) on 
s E SFm(M, E,) is given by 
[p(G) s](A) = Z(G)(s(G-' .A)). 
In order to express p(G) explicitly, we decompose G-’ into block form, 
G-’ = (“, i), so that 
[@(G)s)(A)l(u)= b(G-‘4lW-‘)4 
= [s((AA t @(CA t D)-‘)]((CA + D) u). (11.12) 
In closing, we record the result of Proposition 1.1 as it applies to a 
positive p-plane V= V(A). Since a (O,p)-form on V is top-dimensional, 
ker8,=L$“(V;h,). If w~Li*“(V;h,) g is iven by w(u) = 4(u) dzi, then the 
orthogonal projection 
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is given as in Proposition 1.1 by 
(~yw>(u) = dc/cp((u) KA@, u) det I(A) h(u), 
where K,(u, V) = exp(-i h,(u - V, u)). 
(II. 13) 
COROLLARY 2.3. If ,4 E g,,,4, G = (“, :) E U(p, q), and if A’= G.A = 
(AL + B)(Ck + II-‘, then for any 24, v E Cp, 
K,,((C/l + 0) 24, (CL + D) u) = K&(24 u). 
III. THE CONSTRUCTION OF Cp 
This section contains the construction of the transform Qi on 2@~p(W). 
Given a choice of a positive definite hermitian form g on W, and an element 
co E HII;“< W, g), we define @, by 
= the L*-cohomology class of w 1 V in Ho9p( V; h 1 V) 
for any positive p-plane VE M. This requires the preliminary verification 
that w 1 V E Li*p( V; h 1 V), so that the integral P,(o ( V) converges. We 
easily see that @, depends moothly on V and that G,(V) E H:P( V; h 1 v) if 
w E Hz( W, g)---i.e., @ preserves homogeneity degree. Therefore, (11.5) 
implies that @, F 0 if o E @,,. Hy( W; g). If m > 0, rP maps HIl;p( W, g) 
into Y’“(M, E,), the space of smooth sections of E,. We next show that @ 
is independent of the choice of g and is therefore well defined on oF:~(W). 
This amounts to showing, that, for any two choices g and g’ of positive 
definite hermitian forms on W, the following diagram commutes: 
ker 2 
J 
PC 
\ 
PX’ 
H:p(W; g) IqP( w; g’) 
We hereby accomplish the dual purpose of showing that the mapping @ 
intertwines the respective actions of U(p, q) on Z?(W) and SYm(A4, E,). 
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We remark that the image functions @, actually depend holomorphically 
on VE M. We could thus write 
@:GqyyW)-+B(M,E,). 
The proof of this statement will, however, be delayed until the following 
section. 
We now proceed to the first step in the definition of @, the proof that 
WI VEL$~(V,~( V) for any wEHoVp(W,g) and any VEM. Let 
w E H”,P(W, g) be given as in (1.5) by W(Z) =S(z) exp(-bh(z, z)) dg, 
where fE F( W, g). Suppose V is determined by the columns of A = (t) 
with 1 E gp,,. Since we identify u E Cp with AU E Vc IV, the restriction 
w 1 V is given by 
(w 1 V)(u) = o(lu, u) =f(h, 24) exp(-$ h,(u, 24)) dU; 
where we recall from (11.6) that h(Au,Au) = *uZ(A) u = h,(u, u). By (1.3) 
o 1 V E L!jvp( V, hy) if and only if 
We may ignore the constant det Z(1). We introduce the notation (R,f)(u) = 
(fl V(A))(u). It now remains to prove the following. 
PROPOSITION 3.1. For all f E F( W, g) and all 3, E gp,4, R, f =f I V(A) E 
P(Cp), i.e., 
We present the following lemmas before beginning the proof of 
Proposition 3.1. 
LEMMA 3.1. For every ,I Egp,@, there exist matrices A E U(q) and 
BE U(p) such that V=($ l).n=AnB- ’ is real and diagonal. SpeciJically, 
vii = 0 if i fj and vii > 0 for all i. 
Proof: This is a consequence of the Cartan decomposition 
U(p, q) = KA +K, but it also follows from an easy calculation in linear 
algebra. 1 
LEMMA 3.2. Zt suflces to consider on& real, diagonal I E 9p,4. 
Proof: Let f E F( W; g) and A E gp,,. Suppose v = ALB-’ is given as in 
Lemma 3.1. We obtain the restriction R, f of f to V(A) by applying to f the 
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left translation by (“, i ) E U(p, q) followed by the restriction R, to V(v) 
followed by the left translation by B-’ E U(p). Since left translation by a 
nonsingular matrix preserves squarelintegrability, we conclude that 
R, f E LP*(Cp) whenever R, f E 9’(Cp). 1 
The following integral formula will also be useful: 
I iR exp(-cft2+2j?t)dt= (t)“‘exp(:). (III. 1) 
Proof of Proposition 3.1. Let f~ F(W, g) and let 1 E gp,9 be real and 
diagonal. Bargmann’s isomorphism of .F(W, g) with LP2(lR”) (see [ 11) 
shows that there exists 0 E ip2(lR”) such that 
f(z) = exp ( (+) [ ‘(Im zs) zs - ‘(Im zT) g]) 
x J-w L exp(-i[ fzSx + ‘zT y]) 
X exp 
( -f~142+lY121) T%%Y)~X~Y, 
where x E W, y E PP. 
Accordingly, if u = < + iv E Cp, c, q E Rp, then 
= exp 
I ( 
- + ‘?(I, + ‘AA) ?j ) exp (+ ‘rl(‘nn - 1,) 5) 1 
x JRPJRqexp(-if@y + ‘Ax) + ‘V(‘h -Y) 
-~lixl'+lYl~I~~~~~Y~~~dy~ 
X jRa jRq exp(-i 'tj, t ‘442 ‘lx -Y) 
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after replacing y by y - ‘Lx. We wish to evaluate 
Since I is diagonal, the exponentials break up into a product in such a way 
that the integral can be iterated in any order. Accordingly, the general result 
follows from repeated application of the case p = 9 = 1. Henceforth, let 
p=q= 1. If we set 
F,,(y) = exp(-vy - { y’) j exp(xL(2n +y) - $x*(1 + A’)) Q(x,y -2x) dx 
R 
then we see that 
=I ev-v*(l +A*))!’ IF,(y)l*dydrl R ta 
=J exp(-n2(1 +A*)-2yy-y*) 
biz 
2 
x Jnexp(xl(2v+y)-ix’(1 +~‘))~(x~Y-~~)~~ dydn, 
by the Plancherel Theorem. We now use the Cauchy-Schwarz Inequality to 
compute that 
< 1 exp(-q2(1 $A*)-2qy-y2) 
R2 ( 
J exp(2xQtl+Y)--Xx2(1 +A*))dX 
R ) 
x (i, I@, Y - Ax)l* dx) 4’ drt. 
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Integral formula (111.1) allows us to evaluate the first integral in x, therefore 
< I exp(-$(l + A’) - 2rly -y’> fi exp ~2(2r +H2 I?* j/m ( 1 +A2 1 
fi 
= dm w exp (1 & j ( ([rl(l - 1’) -Jm) 
x (j R 
We now replace q by (q + y)/(l - A’) and use formula (111.1) again to 
compute that 
fi 
G (1 -n*>q7q 
-1 
’ - 1+Y9 IR2 I~(x,Y -AxIt dx& 
II 
=- I#(x,y-Ax)l*dxdy I l-A2 n2 
7L 
= - j l--A2 n* l#(x,y)12 dx dy < 00. I 
For any w E ZYZ’*~(W, g) and for any positive p-plane V E 44, 
Proposition 3.1 shows that w 1 I/ E Li*“( V; h I V), so the projection 
zJ,(o 1 V) E HOJy V; h I V) 
is well defined. If w E H”*p(W, g) is given as in (1.3) by o(z) = 4(z) dq, 
and if V= V(k) with il E gp,q, then (o I V)(u) = &k, U) dB. Therefore, by 
(11.13) 
P,(w j V)(u) = dCJo #(Lv, u) K,(u, u) det I(A) dm(u), (111.2) 
where K,(u, V) = exp(-f h,(u - a, u)). 
LEMMA 3.3. Zf w E Hy( W, g), then P,(w I V) E HII;p( V; h I V). 
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Proof. We consider the expression for P,(o 1 V)(e%) using (111.2). After 
replacing u in the integral by eieu and using definition (IS), it follows that 
P,(cc, 1 V)(eieu) = e- i(m+P)~PJu 1 V)(u). I 
We may now define the transform @ on H2p( W, g) by defining 
Q&m = PVC0 I v> 
for any o E H11;“( W, g) and any V E M. 
LEMMA 3.4. If o E fIF( W, g) and V E M, then Q,(V) CZ H2P(V; h 1 V) 
and @ depends smoothly on V E M. Therefore, if m > 0, we may write 
and ifm (0, @,-0. 
ProoJ Lemma 3.3 shows that Q,(v) E HiP(V, h 1 V). If m < 0, we know 
from (11.5) that ZYZ~( V, h 1 V) = {0}, therefore Q,(V) = 0. If m > 0, @, is a 
section of the vector bundle E, over M. If V= V(A) with J E gp,4, we may 
use (111.2) and (11.6) to express @, as 
@,(V)(u) = dz7 lcD #(Au, u) exp(-f *ul(k)(u - v)) det I(n) dm(v), 
where 1(n) = I, - *M. Since the integral converges absolutely, the depen- 
dence on d is clearly smooth. 1 
We now wish to show that @ is independent of g and is therefore well 
defined on RII;“(w>. This is equivalent to showing that the following 
diagram commutes, for two choices g and g’ of a positive definite hermitian 
form on W: 
Here I: H”vp(W, g) + ker 8 denotes the natural injection. The top half of the 
diagram commutes. Therefore, it suffices to show that the bottom half of the 
diagram commutes. 
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PROPOSITION 3.2. The following diagram commutes: 
fflj;P(W; g) pg’ol , Ho/(W;g’) 
cp 
I I 
@ 
Q”OW, &J i Ooo(M, E,) 
Therefore the mapping @ is independent of g. 
Proof. We first remark that the descriptions of the spaces H2P (W, g) 
and HF(W, g’) relied on the choice of coordinates. Suppose z denotes the 
preferred coordinate on W for h and g, and z’ the preferred coordinate for h 
and g’. In order to apply the projection P,, to a differential form o, (0 must 
be expressed in the coordinate z’. Thus the map I will be interpreted as the 
change of coordinates from z to z’. This change of coordinates z’ = Gz is 
given by a matrix G which preserves h; hence, GE U(p, q). Let 
w E H2P(W,g) be given by w(z) = #(z) dz, and let G-’ = (“, i). As in 
(1.6), I is given by 
z(w)(z’) = o(G - lz’) 
= #(G-‘z’) (det Ed5 + & c,,,(G-‘) dq) . (111.3) 
Similarly, the map i must be interpreted as a change of coordinates given by 
the action of G E U(p, q) on s E g7”O(M, E,). As in (11.12), c’ is given by 
[i(s)(l)](u) = [s((AIz + B)(CA + o>-‘)]((a + 0) u). (111.4) 
As in (111.2), @,(V(L))(u) = @,(A, U) is given by 
@,(A, u) = dtijO #(Au, v) K,(u, v) det I(J) dm(u), (111.5) 
where K,(u, v) = exp(-4 h,(u - v, u)). Thus, using (111.4) and writing 
1’ = (AIE + B)(CL + D))‘, we see that 
i (@,)(A, u) = @,(A’, (CA + 0) u) 
= det(CJ + 0) d8jCD @(A/v, u) 
x K, ((CA + D) u, u) det I@‘) dm(u) 
=det(CL+D)dz?j $((AL+B)u,(CA+D)v) 
CY 
x K,(u, u) det I@) dm(v), (111.6) 
by Corollaries 2.2 and 2.3, after replacing u by (CL + 0) v in the integral. 
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For the same w, we now compute (@ o P,, o I) w. Using (111.3) and 
Proposition 1.1, we see that 
(@‘,I 0 r) w>(z’) = det fi dq i,. #(G-‘w) K(z’, w) &n(w), 
where 
K(z’, w) = exp(-f[ *z;(z; - w,) - *w,(z; - wJ]). 
Therefore, using (HIS), 
((@ 0 Pg, 0 z) w)(3,, u) = det D&Zjc”/(G-iw) j,K((k, u), w) 
x K,(u, u) det I(A) &z(u) &n(w). (111.7) 
By Lemma 1.2 we compute that 
1 qw u), w) K,(u, f-J> Mu) CP 
= exp(-+[ *uZ@)(u - wT) - *w&wr - iv,)]). 
Therefore, inserting the above into (111.7), 
((Q 0 P,, 0 z) co)@, u) = det DcitijwjaQ(Aw, + Bw,, Cw, + Dw,) 
X exp(-+ [ *ul(A)(u - w,) - *wS(Awr - wS) 1) 
x det I(A) dm(w,) dm(w,). 
We first replace wS by y + Iw,, so that 
((@ o P,, 0 1) o>(k u) 
=detfidzij j &4y+(AA+B)w,,Cyt(Cl+D)w,) 
w 0 
X ew-f[ *uW)(u - wT) t *(y + Aw,)y]) 
x det I(A) dm(y) dm(w,). 
We now replace wr by x - (CA + 0))‘Cy, consequently 
((@ 0 p,, 0 I) o)(k u) 
=detfi&j 1 #((A---1’C)y+(AA+B)x,(CA+D)x) 
w 0 
X exp(-4[*ulfk)(u -x t (CA + D)-‘(Cy)) + *(;ix)y]) 
x exp(--f [ *y*(I, - A(Ci + D)-’ C) y]) det I(A) &n(y) dm(x). 
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By (1.3), d is holomorphic in zS. Thus the integrand, except for the quadratic 
term in y, is holomorphic in y. Therefore, by Lemma 1.2, 
= det(Z, - A(CA + D)-’ C) 
dP j #((An +B)x, (Cl +0)x> 
(P 
x exp(-f [ *uZ(L)(u - x)]) det Z(A) &z(x). 
We remark that for any q Xp matrix a and any p X q matrix p, 
det(Z, - a/?) = det(Z, - pa). Therefore, 
det 5 
det(Z, - A(CA + D)-’ C) 
= det(C3, + 0). 
The above identity implies that 
((@ o P,, 0 I) o)(A, u) = det(CA + D) dz?,f @((AA + B) x, (CA + D) x) 
0 
x K,(u, x) det Z(A) &r(x). 
Comparing the above to (111.6), we conclude that 
@oP,#ol=4’0@, 
and so the diagram commutes. 1 
COROLLARY. The following diagram commutes: 
H;P(W;g) x, Hll;"(w;g) 
0 
I I 
flJ 
Q=‘W, E ) p(G) t 0” (it& E,) 
and therefore the map @ intertwines the actions of U(p, q). 
Proof: The integral formulas involved are just those of the Proposition, 
suitably reinterpreted. m 
The results of this section may be summarized as follows. 
THEOREM 3.1. There exists a well-defined mapping 
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for all m > 0, which intertwines the natural actions of U(p, q) on Z?(W) 
and F”(M, E,). The mapping @ is defined as follows. Let c3 E RF(W) 
and let w be a dlflerentialform which represents the cohomology class 6. Let 
V E M. The section QG of E, then assigns to V the representative of the 
cohomology class of o 1 V in Hy(V, h 1 V). 
IV. PROPERTIES OF @ 
This section contains the discussion of several properties of the transform 
Cp. We first demonstrate that the image functions @” are holomorphic, for 
each o E Hy( W, g), m > 0. We next show that the transform 4p is injective 
on H$j’( W; g) for any m > 0. Finally, we discuss the differential equations 
which are satisfied by the functions in the image of @. If p > 2 and q > 2, 
then there is a family of second-order differential operators which annihilate 
each component of @,, for any u E OrnaO H2P(W, g). The wave operator is 
of this form, for p = q = 2. If p 2 2, q > 1, and m > 1, then there exist 
systems of differential equations satisfied by @, , for any w E H2”(W, g). 
When p = q = 2, the Dirac-Weyl equations of a neutrino and Maxwell’s 
equations are of this form, for m = 1 and m = 2, respectively. 
The trivialization J: gp,4 X 9(m, Cp) + E, was given in Proposition 2.1 
by 
J&f )(u> = det W>f VP> ~1 v-f h,h u>> d& (IV. 1) 
where A E Qp,p, f E 9(m, C”), and Z(A) = Z, - *AA is the matrix of h, on 
V(A) z. cp., 
LEMMA 4.1. Let o E Hy( W, g) be given as in (1.3) by o(z) = 4(z) dz,, 
and let ;1 E gp,,. Define the function vA on Cp by 
WA(S) = Jo W, v) exp($ ‘us) dm(v). (IV.2) 
Then, the section @a of E, over M is given in the trivialization of E, by the 
map A k+ VA, i.e., 
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ProoJ Recall from (111.5) that 
@,(A, u) = det 1(A) dz7 Jo #(Izv, v) exp(-$ h,(u - v, a)) &r(u) 
= det I(A) exp(-f h,(u, u)) dzi 
X Jo #(Au, u) exp($ %1(A) u) dm(u). 
Comparing this to J(A, vJ(u), using (IV.l) and (IV.2), we see that they are 
equal. I 
THEOREM 4.1. If w E Hp(W; g) with m > 0, then @, depends 
holomorphically on 1 E gp,,. Hence, we may write 
@: HII;” (W; g) + @(M, E,). 
Proof. Let w E H2P(W; g) be given as in (1.3) by w(z) = d(z) dz,. We 
use the trivialization (IV. 1) of E, to write @,(A) = J@, vn), with vn given as 
in (IV.2) by 
We know from (1.3) that )(z) is holomorphic in zs, hence ~(Av, u) is 
holomorphic in A. Since the above integral converges absolutely, we conclude 
that wA depends holomorphically on 1, hence Qp, E @(M, E,). 1 
In order to demonstrate the injectivity of @ or the existence of the 
differential equations, we require some additional notation. Let N denote the 
nonnegative integers, and let a E N’, s E C’. We define ) a) = a, + ..a + ar, 
a! = a,! ..a a,!, sa = syl ..a SF’, we analogously define s”, and we define 
(a/w by 
(;)a = (LJ’ . . . (LJ’ 
alal 
= ql... asFr’ 
LEMMA 4.2. Let 6 E Np and let vA(s) be given by 
~~6) = ju W, u) exp(f ‘us) dm(O 
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Then 
c 1 g a y*(s) = 2-I” I, us@, u) exp($ ‘us) &z(v). 
= 1 ,,-$ @I, 21) exp (i ‘Us) dm(u). 
The statement of the lemma follows by applying this equality repeatedly. 
Since the above integrals converge absolutely, interchanging the order of 
integration and differentiation was justified. 1 
We now turn to the proof of the injectivity of @. 
THEOREM 4.2. (a) The mapping @: Hp( W, g) + c”(M, E,) is injective, 
for any m > 0. 
(b) If r > 0, @ is identically zero on H?f?( W, g). 
Proof: We recall that part (b) was proved in Lemma 3.4 in the preceding 
section. In order to prove part (a), suppose o E H:“( W, g) is given as in 
(1.4) by 
w(z) =f(zs, Zr) ev-t Izr12> 6, 
where f is holomorphic and satisfies 
f(e”z,, s) = ecimef(zs, zT). 
We may thus expand f in a power series of the form 
(IV.3) 
Suppose now that 0 = @,(A) =J(A, wA), so that 
0 = ylA(s) = Jof(h, ~7) exp(-f 1 u I’) exp($ ‘us) dm(v) (IV.4) 
for all A E GZP,, and all s E GP. We wish to conclude that o = 0 by showing 
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that all the coefficients c,,~ for f are zero. After substituting f@v, 0) into 
(IV.3), we see that 
f(h, a> = 1 1 C,,~(IzU)” 04. ask4 DEW 
Ibl=lal+m 
(IV.5) 
We expand and rearrange (IV.5) to write it as a power series in A, which we 
then insert into the integral (IV.4). The resulting expression is the zero power 
series in A, hence all of its coefficients are zero, i.e., 
o= c c,,II 1^ 21%~ exp(-f ‘v(V - s)) dm(v), (IV.6) BERJP I3 14l=lnl+rn 
for all a E Nq, for all E E [NJ’ such that (E) = Ial, and for all s E Cp. (We 
omit the combinatorial argument leading from (IV.5) and (IV.4) to (IV.6).) 
If s = 0, the integration Lemma 1.1 allows us to evaluate such an integral. In 
particular, it will be nonzero if and only if E =/I, which need not occur. 
Choose a particular coefficient c,,? with a E Nq, y E NP, and 
1 y I= 1 a ( + m. We wish to show that c,,?= 0. Since E E NP satisfies 
/eI=lal<l~j, we may choose E so that sj<yjfor allj, l<j<p. We may 
then define 6 E Np by 6 = y - E. The right side of (IV.6) is the zero function 
of s E Cp; this remains true after applying to it the differential operator 
(a/&)“. By Lemma 4.2, differentiating both sides of (IV.6) by (a/&r)” yields 
the equality 
o= x c,,f3 c ue+V exp(-f ‘v(B - s)) dm(u). (IV.7) DEW 0 
18l=laltm 
Setting s = 0 in (IV.7) and using Lemma 1.1 to evaluate the integral, we 
conclude that 
0 = \- 
4Ew 
C,,B I uYVb exp(-4 1 zI I’) dm(u) cp 
IDI=laltm 
= c,,,@Y’y!), 
hence c,,~= 0. 1 
We now consider the differential equations which are satisfied by 
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functions in the image of @. Let a/a3, denote the q xp matrix of differential 
operators 
a 
a= 
’ a - . . . 
%I 
a - . . . 
%I 
LEMMA 4.3. If vl is given as in (IV.2) by 
v*(s) = qi+, v) exp(f ‘vs) &z(v), 
cp 
then 
-$ (s) = I, vj $ (I~v, v) exp(i ‘vs) dm(v). 
Y I 
Proof. 
t *** t &pvp' v,,..., VJ exp(i ‘us) &n(v) 
= I v. -F (h, v) exp(i ‘vs) &n(v). (y Jai 
Since the above integrals converge absolutely, interchanging the order of 
integration and differentiation was justified. 1 
We now define a family of second-order differential operators, as follows. 
If p > 2 and q > 2, consider the 2 X 2 minor of a/Al given by the intersection 
of its ith row, jth column, kth row, and Ith column. We denote by Dijkr its 
determinant, 
which is a nontrivial differential operator whenever i # k and j # 1. 
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THEOREM 4.3. Let p 2 2, q 2 2, m > 0, and let o E H$P( W; g). Suppose 
that @,(A) =.$I, wn), where ly, is given us in (IV.2). Then, 
whenever 1 < i, k < q and 1 <j, 1< p. 
Proof. Lemma 4.3 allows us to compute that 
x exp(i %) dm(v) 
=o. I 
As above, let w = 4 dG E HO,,P(W, g), with v/n defined as in (IV.2), so 
that the section ~0~ is given in the trivialization of E, by the function 
i ++ vl. Recall that vn E 9(m, C”) is a homogeneous polynomial of degree 
m on Cp, so w,, is a vector-valued function of 13. whenever m > 1. The 
systems of differential equations that we next describe involve the 
components of the vector vn, so we must choose a basis of the vector space 
9(m, Cp) in order to describe the components of wJ. 
A convenient basis of 9(m, CP) will be the set of monomials {rq 1 ra(s) = 
(l/p!) s4, for any s E Cp, where p E NJ’ and IpI = m). The /?th component of 
vn, denoted vi, is just the coefficient of so//I! in the expansion of am. 
This coefficient can be found easily using the relation 
We will represent v/n as a vector by listing its components as 
v.a = oY!),o,=w 
Finally, if y E NP, we introduce the notation (a/8&)r for the differential 
operator 
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THEOREM 4.4. Let p > 2, q > 1, and m > 1. Let o E HF(W,g), 
4~) = O(z) dz,, and let yA be given as in (IV.2) so that Qw(d) =J(n, w,J. 
Let yn = (I&~,=,,. Ifa,PE W’ are such that Ial = Ifi1 = m, then 
whenever y, 6 E NP satisfy a + y = /? + 6. 
Proof. First we note that 
I&&-” I v4~(h, v) exp(f ‘us) dm(v), cp 
by applying Lemma 4.2 to (IV.8). Therefore, 
v4@v, v) exp(i ‘vs) dm(v). 
Applying Lemma 4.3 repeatedly allows us to conclude that 
Similarly, 
tyf = 2-m j, u5vs ( (g) Is’ 4) (Au, v) exp($ ‘us) dm(v). 
Since a + y = p + 6 and 1 a 1 = IpI, we conclude that I yl = I 61, and therefore 
Remark. We obtain first-order equations above if ( y I= 161 = 1. Define 
elements a’,..., ep E NP so that t? has a 1 in thejth place, O’s elsewhere. Note 
that 
a 
C-1 
d a 
a,$ =&y* 
If a E R\lP satisfies Ia ( = m - 1, the conclusion of Theorem 4.4 then states 
that 
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