We examine in detail the stable reduction of G-Galois covers of the projective line over a complete discrete valuation field of mixed characteristic (0, p), where G has a cyclic p-Sylow subgroup of order p n . If G is further assumed to be p-solvable (i.e., G has no nonabelian simple composition factors with order divisible by p), we obtain the following consequence: Suppose f : Y → P 1 is a three-point G-Galois cover defined over C. Then the nth higher ramification groups above p for the upper numbering for the extension K/Q vanish, where K is the field of moduli of f . This extends work of Beckmann and Wewers. Additionally, we completely describe the stable model of a general three-point Z/p n -cover, where p > 2.
2) about ramification of primes p where p divides the order of the Galois group and the p-Sylow subgroup of the Galois group is cyclic. Let X be the Riemann sphere P 1 C , and let f : Y → X be a finite branched cover of Riemann surfaces. By GAGA ([GAGA] ), Y is isomorphic to an algebraic variety, and f is the analytification of an algebraic, regular map. By a theorem of Weil, if the branch points of f are Q-rational (for example, if the cover is branched at three points, which we can always take to be 0, 1, and ∞-such a cover is called a three-point cover ), then the equations of the cover f can themselves be defined over Q (in fact, over some number field). Let σ ∈ Gal(Q/Q) = G Q . Since X is defined over Q, we have that σ acts on the set of branched covers of X by acting on the coefficients of the defining equations. We write f σ : Y σ → X σ for the cover thus obtained. If f : Y → X is a G-Galois cover, then so is f σ . Let Γ in ⊂ G Q be the subgroup consisting of those σ that preserve the isomorphism class of f as well as the G-action. That is, Γ in consists of those elements σ of G Q such that there is an isomorphism φ : Y → Y σ , commuting with the action of G, that makes the following diagram commute:
The fixed field Q Γ in is known as the field of moduli of f (as a G-cover). It is the intersection of all the fields of definition of f as a G-cover (i.e., those fields of definition K of f such that the action of G can also be written in terms of polynomials with coefficients in K); see [CH85, Proposition 2.7]. Now, since a branched G-Galois cover f : Y → X of the Riemann sphere is given entirely in terms of combinatorial data (the branch locus C, the Galois group G, and the monodromy action of π 1 (X\C) on Y ), it is reasonable to try to draw inferences about the field of moduli of f based on these data. However, not much is known about this, and this is the goal toward which we work.
The problem of determining the field of moduli of three-point covers has applications toward analyzing the fundamental exact sequence 1 → π 1 (P 1 Q \ {0, 1, ∞}) → π 1 (P 1 Q \ {0, 1, ∞}) → G Q → 1, where π 1 is theétale fundamental group functor. Our knowledge of this object is limited (note that a complete understanding would yield a complete understanding of G Q ). The exact sequence gives rise to an outer action of G Q on Π = π 1 (P 1 Q \ {0, 1, ∞}). This outer action would be particularly interesting to understand. Knowing about fields of moduli sheds light as follows: Say the G-Galois cover f corresponds to the normal subgroup N ⊂ Π, so that Π/N ∼ = G. Then the group Γ in consists exactly of those elements of G Q whose outer action on Π both preserves N and descends to an inner action on Π/N ∼ = G.
1.2. Main result. One of the first major results in this direction is due to Beckmann:
Theorem 1.1 ( [Bec89] ). Let f : Y → X be a branched G-Galois cover of the Riemann sphere, with branch points defined over Q. Then p ∈ Q can be ramified in the field of moduli of f as a G-cover only if p is ramified in the field of definition of a branch point, or p | |G|, or there is a collision of branch points modulo some prime dividing p. In particular, if f is a three-point cover and if p |G|, then p is unramified in the field of moduli of f .
This result was partially generalized by Wewers:
Theorem 1.2 ( [Wew03b] ). Let f : Y → X be a three-point G-Galois cover of the Riemann sphere, and suppose that p exactly divides |G|. Then p is tamely ramified in the field of moduli of f as a G-cover.
In fact, Wewers shows somewhat more, in that he computes the index of tame ramification of p in the field of moduli in terms of some invariants of f .
To state our main theorem, which is a further generalization, we will need some group theory. We call a finite group G p-solvable if its only simple composition factors with order divisible by p are isomorphic to Z/p. Clearly, any solvable group is p-solvable. Our main result is: Theorem 1.3. Let f : Y → X be a three-point G-Galois cover of the Riemann sphere, and suppose that a p-Sylow subgroup P ⊂ G is cyclic of order p n . Let K/Q be the field of moduli of f . Then, if G is p-solvable, the nth higher ramification groups for the upper numbering of (the Galois closure of ) K/Q above p vanish.
Remark 1.4. (i) Note that Beckmann's and Wewers's theorems cover the cases n = 0, 1 in the notation above (and Wewers does not need the assumption of p-solvability). (ii) The paper [Obu10] will show that the result of Theorem 1.3 holds in many cases, even when G is not p-solvable, provided that the normalizer of P acts on P via a group of order 2. (iii) If the normalizer of P in G is equal to the centralizer, then G is always psolvable. This follows from [Zas56, Theorem 4, p. 169]. (iv) We will show (Proposition B.2) that if G has a cyclic p-Sylow subgroup and is not p-solvable, it must have a simple composition factor with order divisible by p n . There seem to be limited examples of simple groups with cyclic p-Sylow subgroups of order greater than p. Furthermore, many of the examples that do exist are in the form of part (ii) of this remark (for instance, P SL 2 (q), where p n exactly divides q 2 − 1).
Our main technique for proving Theorem 1.3 will be an analysis of the stable reduction of the cover f to characteristic p ( §4). This is also the main technique used by Wewers in [Wew03b] to prove Theorem 1.2. The argument in [Wew03b] relies on the fact that the stable reduction of a three-point G-Galois cover to characteristic p is relatively simple when p exactly divides |G|. When higher powers of p divide |G|, the stable reduction can be significantly more complicated. Many of the technical results needed for dealing with this situation are proven in [Obu11a] , and we will recall them as necessary. In particular, our proof depends on an analysis of effective ramification invariants, which are generalizations of the invariants σ b of [Ray99] and [Wew03b] In proving Theorem 1.3, we will essentially be able to reduce to the case where G ∼ = Z/p n Z/m, at the cost of having to determine the minimal field of definition of the stable model of f , rather than just the field of moduli. In particular, if the normalizer and centralizer of P are equal, the proof of Theorem 1.3 boils down to understanding the stable model of an arbitrary three-point Z/p n -cover. A complete description of this stable model has been given when p > 3, and in certain cases when p = 3, in [CM88] . We give a complete enough description for our purposes for arbitrary p (Lemma 7.8). Additionally, our description for p = 2 is used in [Obu11b] to complete the proof of a product formula due to Colmez for periods of CM-abelian varieties ( [Col93] ).
We should remark that, when G ∼ = Z/p n Z/m, the cover f is very much like an auxiliary cover (see [Ray99] , [Wew03b] , and [Obu10] ). Our assumption of p-solvability allows us to avoid the auxiliary cover construction.
For other work on understanding stable models of mixed characteristic G-covers where the residue characteristic divides |G|, see for instance [LM06] , [Mat03] , [Ray90] , [Saï07] , [Saï98a] , and [Saï98b] . These papers focus mostly on the case where G is a p-group, while allowing more than three branch points. For an application to computing the stable reduction of modular curves, see [BW04] .
1.3. Section-by-section summary and walkthrough. In §2.1- §2.4, we recall well-known facts about group theory, fields of moduli, ramification, and models of P 1 . In §3, we give some explicit results on the reduction of Z/p n -torsors. In §4, we recall the relevant results about stable reduction from [Ray99] and [Obu11a] . The most important of these is the vanishing cycles formula, which we then apply in the specific case of a p-solvable three-point cover. In §5, we recall the construction of deformation data given in [Obu11a] , which is a generalization of that given in [Hen00] . We also recall the effective local vanishing cycles formula from [Obu11a] . In §6, we relate the field of moduli of a cover to that of its quotient covers. In §7, we prove our main result, Theorem 1.3. After reducing to a local problem, we first assume that G ∼ = Z/p n Z/m, with p m. We deal separately with the cases m > 1 ( §7.1) and m = 1 ( §7.2). Then, it is an easy application of the results of §6 to obtain the full statement of Theorem 1.3.
Appendix A gives a full description of the stable model of a general three-point Z/p n -cover, when p > 3 and in certain cases when p = 3. It uses different techniques than [CM88] . Furthermore, the techniques there can be adapted to give a full description whenever p = 2 or p = 3. Appendix B examines what kinds of groups with cyclic p-Sylow subgroups are not p-solvable, and thus are not covered by Theorem 1.3. Some technical calculations from §3 and §7.2 are postponed to Appendix C. Appendices A and B are not necessary for the proof of Theorem 1.3, and Appendix C is only necessary when p ≤ 3.
1.4. Notation and conventions. The letter k will always represent an algebraically closed field of characteristic p > 0.
If H is a subgroup of a finite group G, then N G (H) is the normalizer of H in G and Z G (H) is the centralizer of H in G. If G has a cyclic p-Sylow subgroup P , and p is understood, we write m G = |N G (P )/Z G (P )|.
If K is a field, then K is its algebraic closure, and G K is its absolute Galois group. If H ≤ G K , we write K H for the fixed field of H in K. Similarly, if Γ is a group of automorphisms of a ring A, we write A Γ for the fixed ring under Γ. If K is discretely valued, then K ur is the completion of the maximal unramified algebraic extension of K.
If K is any field, and a ∈ K, then K( n √ a) denotes a minimal field extension of K containing an nth root of a (not necessarily the ring K[x]/(x n − a)). For instance, Q( √ 9) ∼ = Q. In cases where K does not contain the nth roots of unity, it will not matter which (conjugate) extension we take.
If R is any local ring, thenR is the completion of R with respect to its maximal ideal. If R is any ring with a non-archimedean absolute value | · |, then R{T } is the ring of power series ∞ i=0 c i T i such that lim i→∞ |c i | = 0. If R is a discrete valuation ring with fraction field K of characteristic 0 and residue field of characteristic p, we normalize the absolute value on K and on any subring of K so that |p| = 1/p. We normalize the valuation on R so that p has valuation 1.
A branched cover f : Y → X is a finite, surjective, genericallyétale morphism of geometrically connected, smooth, proper curves. If f is of degree d and G is a finite group of order d with G ∼ = Aut(Y /X), then f is called a Galois cover with (Galois) group G. If we choose an isomorphism i : G → Aut(Y /X), then the datum (f, i) is called a G-Galois cover (or just a G-cover, for short). We will usually suppress the isomorphism i, and speak of f as a G-cover.
Suppose f : Y → X is a G-cover of smooth curves, and K is a field of definition for X. Then the field of moduli of f relative to K (as a G-cover) is the fixed field
. If X is P 1 , then the field of moduli of f means the field of moduli of f relative to Q. Unless otherwise stated, a field of definition (or moduli) means a field of definition (or moduli) as a G-cover (see §1.1). If we do not want to consider the G-action, we will always explicitly say the field of definition (or moduli) as a mere cover. For two covers to be isomorphic as mere covers, the isomorphism φ of §1.1 does not need to commute with the G-action.
Background material
2.1. Finite, p-solvable groups with cyclic p-Sylow subgroups. The following proposition is a structure theorem on p-solvable groups that is integral to the paper (recall that a group G is p-solvable if its only simple composition factors with order divisible by p are isomorphic to Z/p). Note that for any finite group G, there is a unique maximal prime-to-p normal subgroup (as the subgroup of G generated by two normal prime-to-p subgroups is also normal and prime to p).
Proposition 2.1. Suppose G is a p-solvable finite group with cyclic p-Sylow subgroup of order p n , n ≥ 1. Let N be the maximal prime-to-p normal subgroup of G. Then G/N ∼ = Z/p n Z/m G , where the conjugation action of Z/m G on Z/p n is faithful.
Proof. Clearly, G/N has no nontrivial normal subgroups of prime-to-p order. Since G is p-solvable, so is G/N . Thus, a minimal normal subgroup of G/N , being the product of isomorphic simple groups ([Asc00, 8.2, 8.3]), must be isomorphic to Z/p. It is readily verified that m G = m G/N , so the proposition follows from [Obu11a, Lemma 2.3]. 2 2.2. G-covers versus mere covers. Let f : Y → X be a G-cover of smooth, proper, geometrically connected curves. Let K be a field of definition for X, and let L/K be a field containing the field of moduli of f as a mere cover (which is equivalent to L being a field of definition of f as a mere cover, see [CH85, Proposition 2.5]). This gives rise to a homomorphism h : G L → Out(G) as follows: For σ ∈ G L , consider the diagram (1.1), which we reproduce here:
The isomorphism φ is well-defined up to composition with an element of G acting on Y σ . Thus, the map h σ given by h σ (g) := φ • g • φ −1 is well defined as an element of Out(G) (the input is thought of as an automorphism of Y , and the output is thought of as an automorphism of Y σ ). Then L contains the field of moduli of f (as a G-cover) iff h σ is inner (because then there will be a choice of φ making the diagram G-equivariant).
2.3. Wild ramification. We state here some facts from [Ser79, IV] and derive some consequences. Let K be a complete discrete valuation field with residue field k. If L/K is a finite Galois extension of fields with Galois group G, then L is also a complete discrete valuation field with residue field k. Here G is of the form P Z/m, where P is a p-group and m is prime to p. The group G has a filtration G = G 0 ⊇ G i (i ∈ R ≥0 ) for the lower numbering, and G ⊇ G i for the upper numbering (i ∈ R ≥0 ). If i ≤ j, then G i ⊇ G j and G i ⊇ G j (see [Ser79, IV, §1, §3]). The subgroup G i (resp. G i ) is known as the ith higher ramification group for the lower numbering (resp. the upper numbering). One knows that G 0 = G 0 = G, and that for sufficiently small > 0, G = G = P . For sufficiently large i, G i = G i = {id}. Any i such that G i G i+ for all > 0 is called an upper jump of the extension L/K. Likewise, if G i G i+ , then i is called a lower jump of L/K. The lower jumps are all prime-to-p integers. The greatest upper jump (i.e., the greatest i such that G i = {id}) is called the conductor of higher ramification of L/K. The upper numbering is invariant under quotients ([Ser79, IV, Proposition 14]). That is, if H ≤ G is normal, and M = L H , then the ith higher ramification group for the upper numbering for
Lemma 2.2. Let K ⊆ L ⊆ L be a tower of field extensions such that L /L is tame, L/K is ramified, and L /K, L/K are finite Galois. Then the conductor of L /K is equal to the conductor of L/K.
Proof. This is an easy consequence of [Ser79, IV, Proposition 14]. 2 Lemma 2.3. Let L 1 , . . . , L be finite Galois extensions of K with compositum L in some algebraic closure of K. Denote by h i the conductor of L i /K and by h the conductor of L/K. Then h = max i (h i ).
Proof. Write G = Gal(L/K) and N i = Gal(L/L i ). Suppose g ∈ G j ⊆ Gal(L/K).
Since L is the compositum of the L i , the intersection of the N i is trivial. So g is trivial iff its image in each G/N i is trivial. Because the upper numbering is invariant under quotients, this shows that G j is trivial iff the jth higher ramification group for the upper numbering for L i /K is trivial for all i. This means that h = max i (h i ). 2
If A, B are the valuation rings of K, L, respectively, sometimes we will refer to the conductor and higher ramification groups of the extension B/A. If f : Y → X is a branched cover of curves and f (y) = x, then we refer to the higher ramification groups ofÔ Y,y /Ô X,x as the higher ramification groups at y (or, if f is Galois, and we only care about groups up to isomorphism, as the higher ramification groups above x).
We include two well-known lemmas. The first follows easily from the Hurwitz formula (see also [Sti09, Propositions 3.7 .8, 6.4.1]). For the second, see ([Pri02, Theorem 1.4.1 (i)]).
Lemma 2.4. Let f : Y → P 1 be a Z/p-cover of curves over an algebraically closed field k of characteristic p, ramified at exactly one point of order p. If the conductor of higher ramification at this point is h, then the genus of Y is (h−1)(p−1) 2 . Lemma 2.5. Let f : Y → P 1 be a Z/p-cover of k-curves, branched at one point. Then f can be given birationally by an equation y p − y = g(x), where the terms of g(x) ∈ k[x] have prime-to-p degree (the branch point is x = ∞). If h is the conductor of higher ramification at ∞, then h = deg(g).
2.4. Semistable models of P 1 . Let R be a mixed characteristic (0, p) complete discrete valuation ring with residue field k and fraction field K. If X is a smooth curve over K, then a semistable model for X is a relative flat curve X R → Spec R with X R × R K ∼ = X and semistable special fiber (i.e., the special fiber is reduced with only ordinary double points for singularities). If X R is smooth, it is called a smooth model.
Write v for the valuation on K. Let X R be a smooth model of X over R. Then there is an element T ∈ K(X) such that K(T ) ∼ = K(X) and the local ring at the generic point of the special fiber of X R is the valuation ring of K(T ) corresponding to the Gauss valuation (which restricts to v on K). We say that our model corresponds to the Gauss valuation on K(T ), and we call T a coordinate of X R . Conversely, if T is any rational function on X such that K(T ) ∼ = K(X), there is a smooth model X R of X such that T is a coordinate of X R . In simple terms, T is a coordinate of X R iff, for all a, b ∈ R, the subvarieties of X R cut out by T − a and T − b intersect exactly when v(a − b) > 0. Now, let X R be a semistable model of X over R. The special fiber of X R is a treelike configuration of P 1 k 's. Each irreducible component W of the special fiber X of X R yields a smooth model of X by blowing down all other irreducible components of X. If T is a coordinate on the smooth model of X with W as special fiber, we will say that T corresponds to W .
Disks and annuli.
We give a brief overview here. For more details, see [Hen98] .
Let X R be a semistable model for X = P 1 K . Suppose x is a smooth point of the special fiber X of X R on the irreducible component W . Let T be a coordinate corresponding to W such that T = 0 specializes to x. Then the set of points of X(K) which specialize to x is the open p-adic disk D given by v(T ) > 0. The ring of functions on the formal disk corresponding to D isÔ X,x ∼ = R{T }. Now, let x be an ordinary double point of X, at the intersection of components W and W . Then the set of points of X(K) which specialize to x is an open annulus A. If T is a coordinate corresponding to W such that T = 0 specializes to W \W , then A is given by 0 < v(T ) < e for some e ∈ v(K × ). The ring of functions on the formal annulus corresponding to A isÔ X,
Observe that e is independent of the coordinate.
Suppose we have a preferred coordinate T on X and a semistable model X R of X whose special fiber X contains an irreducible component X 0 corresponding to the coordinate T . If W is any irreducible component of X other than X 0 , then since X is a tree of P 1 's, there is a unique non-repeating sequence of consecutive, intersecting components X 0 , . . . , W . Let W be the component in this sequence that intersects W . Then the set of points in X(K) that specialize to the connected component of W in X\W is a closed p-adic disk D. If the established preferred coordinate (equivalently, the preferred component X 0 ) is clear, we will abuse language and refer to the component W as corresponding to the disk D, and vice versa. If U is a coordinate corresponding to W , and if U = ∞ does not specialize to the connected component of W in X\W , then the ring of functions on the formal disk corresponding to D is R{U }.
3.Étale reduction of torsors
Let R be a mixed characteristic (0, p) complete discrete valuation ring with residue field k and fraction field K. Let π be a uniformizer of R. Recall that we normalize the valuation of p (not π) to be 1. For any scheme or algebra S over R, write S K and S k for its base changes to K and k, respectively.
The following lemma will be used in the proof of Lemma 7.8 to analyze cyclic covers of closed p-adic disks given by explicit equations.
Lemma 3.1. Assume that R contains the p n th roots of unity. Let X = Spec A, where A = R{T }. Let f : Y K → X K be a µ p n -torsor given by the equation y p n = g, where g = 1 + ∞ i=1 c i T i . Suppose one of the following two conditions holds:
Let h be the largest i ( = p) such that v(c i ) = n + 1 p−1 . Then f : Y K → X K splits into a union of p n−1 disjoint µ p -torsors. Let Y be the normalization of X in the total ring of fractions of Y K . Then the map Y k → X k isétale, and is birationally equivalent to the union of p n−1 disjoint Artin-Schreier covers of P 1 k , each with conductor h.
Proof. Suppose (i) holds. We claim that g has a p n−1 st root 1 + au in A such that a ∈ R, v(a) = p p−1 , and the reduction u of u in A k = k[T ] is of degree h with only prime-to-p degree terms. By [Hen00, Ch. 5, Proposition 1.6] (theétale reduction case) and Lemma 2.5, this suffices to prove the lemma.
We prove the claim. Write g = 1 + bw with b ∈ R and v(b) = n + 1 p−1 . Suppose n > 1. Then, using the binomial theorem, a p n−1 st root of g is given by
Since v(b) = n + 1 p−1 , this series converges, and is in A. Since the coefficients of all terms in this series of degree ≥ 2 have valuation greater than p p−1 , the series can be written as p n−1 √ g = 1 + au, where a = b p n−1 ∈ R, v(a) = p p−1 , and u congruent to w (mod π). By assumption, the reduction w of w has degree h and only prime-to-p degree terms. Thus u does as well. Now assume (ii) holds. It clearly suffices to show that there exists a ∈ A such that a p n g satisfies (i).
It is easy to show that p n p ≡ p n−1 (mod p n ) for all n ≥ 1. Furthermore, the valuation of the T i term (1 ≤ i ≤ p n ) in (1 + ηT ) p n is greater than i p + n − v(i). For any i other than 1 and p, this is greater than n + 1 p−1 (here we use that p is odd). So
By the assumption that v(c p − c p 1 p (p−1)n+1 ) > n + 1 p−1 , we now see that (1 + ηT ) p n g satisfies (i). In particular, (1 + ηT ) p n g ≡ 1 (mod p n+ 1 p−1 ), and, for any i = 1, p such that v(c i ) = n + 1 p−1 , the valuation of the coefficient of
An analogous result, which is necessary to prove our main theorem in the case p = 2, is in Appendix C.
Stable reduction of covers
In §4, R is a mixed characteristic (0, p) complete discrete valuation ring with residue field k and fraction field K. We set X ∼ = P 1 K , and we fix a smooth model X R of X. Let f : Y → X be a G-Galois cover defined over K, with G any finite group, such that the branch points of f are defined over K and their specializations do not collide on the special fiber of X R . Assume that f is branched at at least 3 points. By a theorem of Deligne and Mumford ([DM69, Corollary 2.7]), combined with work of Raynaud ([Ray90] , [Ray99] ) and Liu ([Liu06] ), there is a minimal finite extension K st /K with ring of integers R st , and a unique model
• The ramification points of f K st specialize to distinct smooth points of Y .
• Any genus zero irreducible component of Y contains at least three marked points (i.e., ramification points or points of intersection with the rest of Y ). • G acts on Y st , and X st = Y st /G.
The field K st is called the minimal field of definition of the stable model of f . If we are working over a finite extension K /K st with ring of integers R , we will sometimes abuse language and call f st × R st R the stable model of f .
Remark 4.1. Our definition of the stable model is the definition used in [Wew03b] . This differs from the definition in [Ray99] in that [Ray99] allows the ramification points to coalesce on the special fiber.
Remark 4.2. Note that X st can be naturally identified with a blowup of X × R R st centered at closed points. Furthermore, the nodes of Y lie above nodes of the special fiber X of X st ([Ray94, Lemme 6.3.5]), and Y st is the normalization of X st in K st (Y ).
If Y is smooth, the cover f : Y → X is said to have potentially good reduction. If f does not have potentially good reduction, it is said to have bad reduction. In any case, the special fiber f : Y → X of the stable model is called the stable reduction of f . The strict transform of the special fiber of X R st in X is called the original component, and will be denoted X 0 .
Each σ ∈ G K acts on Y (via its action on Y ). This action commutes with that of G and is called the monodromy action. Then it is known (see, for instance, [Obu11a, Proposition 2.9]) that the extension K st /K is the fixed field of the group Γ st ≤ G K consisting of those σ ∈ G K such that σ acts trivially on Y . Thus K st is clearly Galois over K. Since k is algebraically closed, the action of G K fixes X 0 pointwise.
Lemma 4.3. Let X R st be a smooth model for X × K K st , and let Y R st be its normalization in K st (Y ). Suppose that the special fiber of Y R st has irreducible components whose normalizations have genus greater than 0. Then X st is a blow up of X R st (in other words, the stable reduction X contains a component corresponding to the special fiber of X R st ).
Proof. Consider a modification (X st ) → X st , centered on the special fiber, such that X R st is a blow down of (X st ) . Let (Y st ) be the normalization of (X st ) in K st (Y ). By the minimality of the stable model, we know that X st is obtained by blowing down components of (X st ) such that the components of (Y st ) lying above them are curves of genus zero. By our assumption, the component corresponding to the special fiber of X R st is not blown down in the map (X st ) → X st . Thus X R st is a blow down of X st . 2 4.1. The graph of the stable reduction. As in [Wew03b] , we construct the (unordered) dual graph G of the stable reduction of X. An unordered graph G consists of a set of vertices V (G) and a set of edges E(G). Each edge has a source vertex s(e) and a target vertex t(e). Each edge has an opposite edge e, such that s(e) = t(e) and t(e) = s(e). Also, e = e.
Given f , f , Y , and X as above, we construct two unordered graphs G and G . In our construction, G has a vertex v for each irreducible component of X and an edge e for each ordered triple (x, W , W ), where W and W are irreducible components of X whose intersection is x. If e corresponds to (x, W , W ), then s(e) is the vertex corresponding to W and t(e) is the vertex corresponding to W . The opposite edge of e corresponds to (x, W , W ). We denote by G the augmented graph of G constructed as follows: consider the set B wild of branch points of f with branching index divisible by p. For each x ∈ B wild , we know that x specializes to a unique irreducible component W x of X, corresponding to a vertex A x of G. Then V (G ) consists of the elements of V (G) with an additional vertex V x for each x ∈ B wild . Also, E(G ) consists of the elements of E(G) with two additional opposite edges for each x ∈ B wild , one with source V x and target A x , and one with source A x and target V x . We write v 0 for the vertex corresponding to the original component X 0 .
We partially order the vertices of G (and G ) such
or v 0 and v 2 are in different connected components of G \v 1 . The set of irreducible components of X inherits the partial order . If a b, where a and b are vertices of G (or G ) or irreducible components of X, we say that b lies outward from a.
4.2.
Inertia groups of the stable reduction. Maintain the notation from the beginning of §4.
Proposition 4.4 ([Ray99], Proposition 2.4.11). The inertia groups of f : Y → X at points of Y are as follows (note that points in the same G-orbit have conjugate inertia groups):
(i) At the generic points of irreducible components, the inertia groups are pgroups. (ii) At each node, the inertia group is an extension of a cyclic, prime-to-p order group, by a p-group generated by the inertia groups of the generic points of the crossing components. If V is an irreducible component of Y , we will always write I V ≤ G for the inertia group of the generic point of V , and D V for the decomposition group.
For the rest of this subsection, assume G has a cyclic p-Sylow subgroup. When G has a cyclic p-Sylow subgroup, the inertia groups above a generic point of an irreducible component W ⊂ X are conjugate cyclic groups of p-power order. If they are of order p i , we call W a p i -component. If i = 0, we call W anétale component, and if i > 0, we call W an inseparable component. For an inseparable component W , the morphism Y × X W → W induced from f corresponds to an inseparable extension of the function field k(W ).
As in [Ray99] , we call irreducible component W ⊆ X a tail if it is not the original component and intersects exactly one other irreducible component of X. Otherwise, it is called an interior component. A tail of X is called primitive if it contains a branch point other than the point at which it intersects the rest of X. Otherwise it is called new. This follows [Wew03b] . An inseparable tail that is a p i -component will also be called a p i -tail. Thus one can speak of, for instance, "new p i -tails" or "primitiveétale tails."
We call the stable reduction f of f monotonic if for every W W , the inertia group of W is contained in the inertia group of W . In other words, the stable reduction is monotonic if the generic inertia does not increase as we move outward from X 0 along X.
Proof. By Proposition 2.1, we know that there is a prime-to-p group N such that G/N ∼ = Z/p n Z/m. Since taking the quotient of a G-cover by a prime-to-p group does not affect monotonicity, we may assume that G ∼ = Z/p n Z/m G . By [Obu11a, Remark 4.5], it follows that f is monotonic.
2
where p s, then x specializes to a p a -component of X.
Proposition 4.9. Suppose f has monotonic stable reduction. Let K /K be a field extension such that the following hold for each tail X b of X:
Then the stable model of f can be defined over a tame extension of K .
Proof. We claim that G K acts on Y through a group of prime-to-p order. This will yield the proposition.
Suppose γ ∈ G K is such that γ p acts trivially on Y . For each tail X b , we have that γ fixes x b . Since γ fixes the original component pointwise, it fixes the point of intersection of X b with the rest of X. Any action on P 1 k with order dividing p and two fixed points is trivial, so γ fixes each X b pointwise. By inward induction, γ fixes X pointwise. So γ acts "vertically" on Y . Now, γ also fixes each y b . By Propositions 4.4 and 4.6, the inertia of f st at y b is an extension of a prime-to-p group by the generic inertia of f st on Y b . So some prime-to-p power γ i of γ fixes Y b pointwise. Since p i and the action of γ has order p, it follows that γ fixes Y b pointwise. Since γ commutes with G, then γ fixes all components above X b pointwise.
We proceed to show that γ acts trivially on
Let V be a component of Y above W , and let v be a point of V above w. By the inductive hypothesis, γ fixes v. Since f is monotonic, Proposition 4.4 shows that the p-part of the inertia group at v is the same as the generic inertia group of V . Thus γ fixes V pointwise. Because γ commutes with G, it fixes all components above W pointwise. This completes the induction. 4.3. Ramification invariants and the vanishing cycles formula. Maintain the notation from the beginning of §4, and assume additionally that G has a cyclic p-Sylow group P . Recall that m G = |N G (P )/Z G (P )|. Below, we define the effective ramification invariant σ b corresponding to each tail X b of X.
Then the effective ramification invariant σ b is defined as follows: If X b is anétale tail, then σ b is the conductor of higher ramification for the extensionÔ
where α is Galois and β is purely inseparable of degree p i . Then σ b is the conductor of higher ramification for the extension
The vanishing cycles formula ([Ray99, 3.4.2 (5)]) is a key formula that helps us understand the structure of the stable reduction of a branched G-cover of curves in the case where p exactly divides the order of G. The following theorem, which is the most important ingredient in the proof of Theorem 1.3, generalizes the vanishing cycles formula to the case where G has a cyclic p-Sylow group of arbitrary order.
Theorem 4.11 (Vanishing cycles formula, [Obu11a] , Corollary 3.15). Let f : Y → X ∼ = P 1 be a G-Galois cover over K with bad reduction, branched only above {0, 1, ∞}, where G has a cyclic p-Sylow subgroup. Let f : Y → X is the stable reduction of f . Let B new be an indexing set for the newétale tails and let B prim be an indexing set for the primitiveétale tails. Then we have the formula 
By Lemmas 4.12 and 4.13, we know σ b ≥ 2. A calculation using the Hurwitz formula (cf. [Ray99, Lemme 1.1.6]) shows that the genus of Y b is greater than zero. Since the quotient morphism Y → Y /I is radicial on Y b , the normalization of X st in K st (Y /I) has irreducible components of genus greater than zero lying above X b . By Lemma 4.3, X b is a component of the special fiber of (X st ) , thus it is not contracted by α.
Proposition 4.15. Let f : Y → X = P 1 K be a three-point G-cover with bad reduction, where G is p-solvable, G has cyclic p-Sylow subgroup, and m G > 1. Then X has no inseparable tails or new tails.
Proof. Since taking the quotient of a G-cover by a prime-to-p group affects neither ramification invariants (Lemma 2.2) nor inseparability, we may assume by Proposition 2.1 that G ∼ = Z/p n Z/m G . Then all elements of G have either p-power order or prime-to-p order. The resulting cover is branched at three points (otherwise it would be cyclic), and at least two of these points have prime-to-p branching index.
We first show there are no inseparable tails. Say there is an inseparable p i -tail X b with effective ramification invariant σ b . By Lemma 4.12, σ b is an integer. By Lemma 4.13, σ b > 1 if X b does not contain the specialization of any branch point. Assume for the moment that this is the case. Then σ b ≥ 2. Let I be the common inertia group of all components of Y above X b . If f : Y /I → X is the quotient cover, then we know f is branched at three points, with at least two having primeto-p ramification index. Thus the stable reduction f has at least two primitive tails. By Lemma 4.14, it also has a new tail corresponding to the image of X b , which has effective ramification invariant σ b ≥ 2. Then the left-hand side of (4.1) for the cover f is greater than 1, so we have a contradiction.
We now prove that no branch point of f specializes to X b . By Proposition 4.6, such a branch point x would have ramification index p i s, where p s. Since i ≥ 1, the only possible branching index for x is p i (as it must be the order of an element of G). So in f : Y /I → X, x has ramification index 1. Thus Z → X is branched in at most two points, which contradicts the fact that f is not cyclic. 
Deformation data
Deformation data arise naturally from the stable reduction of covers. Much information is lost when we pass from the stable model of a cover to its stable reduction, and deformation data provide a way to retain some of this information. This process is described in detail in [Obu11a, §3.2], and we recall some facts here.
5.1.
Generalities. Let W be any connected smooth proper curve over k. Let H be a finite group and χ a 1-dimensional character
ω is a meromorphic differential form on V that is either logarithmic or exact (i.e., ω = du/u or du for u ∈ k(V )); and η * ω = χ(η)ω for all η ∈ H. If ω is logarithmic (resp. exact), the deformation datum is called multiplicative (resp. additive). When V is understood, we will sometimes speak of the deformation datum ω.
If (V , ω) is a deformation datum, and w ∈ W is a closed point, we define m w to be the order of the prime-to-p part of the ramification index of V → W at w. Define h w to be ord v (ω) + 1, where v ∈ V is any point which maps to w ∈ W . This is well-defined because η * ω is a nonzero scalar multiple of ω for η ∈ H.
Lastly, define σ x = h w /m w . We call w a critical point of the deformation datum (V , ω) if (h w , m w ) = (1, 1). Note that every deformation datum contains only a finite number of critical points. The ordered pair (h w , m w ) is called the signature of (V , ω) (or of ω, if V is understood) at w, and σ w is called the invariant of the deformation datum at w. 5.2. Deformation data arising from stable reduction. Maintain the notation of §4. In particular, X ∼ = P 1 K , we have a G-cover f : Y → X defined over K with bad reduction and at least three branch points, there is a smooth model of X where the reductions of the branch points do not coalesce, and f has stable model f st : Y st → X st and stable reduction f : Y → X. We assume further that G has a cyclic p-Sylow subgroup. For each irreducible component of Y lying above a p r -component of X with r > 0, we obtain r different deformation data. The details of this construction are given in [Obu11a, Construction 3.4], and we only give a sketch here.
Suppose V is an irreducible component of Y with generic point η and nontrivial generic inertia group I ∼ = Z/p r ⊂ G. We write B =Ô Y st ,η , and C = B I . The map Spec B → Spec C is given by a tower of r maps, each of degree p. We can write these maps as Spec C i+1 → Spec C i , for 1 ≤ i ≤ r, such that B = C r+1 and C = C 1 . After a possible finite extension K /K st , each of these maps is given by an equation y p = z on the generic fiber, where z is well-defined up to raising to a prime-to-p power. The morphism on the special fiber is purely inseparable. To such a degree p map, [Hen00, Ch. 5, Définition 1.9] associates a meromorphic differential form ω i , well defined up to multiplication by a scalar in F × p , on the special fiber
where χ is given by the conjugation action of H on I V . The invariant of σ i at a point w ∈ W will be denoted σ i,w . We will sometimes call the deformation datum (V , ω 1 ) the bottom deformation datum for V . For 1 ≤ i ≤ r, denote the valuation of the different of C i → C i+1 by δ ωi . If ω i is multiplicative, then δ ωi = 1. Otherwise, 0 < δ ωi < 1.
For the rest of this section, we will only concern ourselves with deformation data that arise from stable reduction in the manner described above. We will use the notations of §4 throughout.
is a deformation datum arising from the stable reduction of a cover, and let W be the component of X lying under V . Then a critical point x of the deformation datum on W is either a singular point of X or the specialization of a branch point of Y → X with ramification index divisible by p. In the first case, σ x = 0, and in the second case, σ x = 0 and ω is logarithmic.
In particular, all ω i are multiplicative.
Proof. As is mentioned at the beginning of [Obu11a, §3.2.2], we may work over a finite extension K /K st containing the p r th roots of unity. Let B and C be as in our construction of deformation data. Let R be the ring of integers of K . By Kummer theory, we can write B ⊗ R K = (C ⊗ R K )[θ]/(θ p r − θ 1 ). After a further extension of K , we can assume v(θ 1 ) = 0.
By [Hen00, Ch. 5, Définition 1.9], if ω 1 is logarithmic, then the reduction θ 1 of θ 1 to k is not a pth power in C ⊗ R k. Again, by [Hen00, Ch. 5, Définition 1.9], we thus know that ω 1 = dθ 1 /θ 1 . It easy to see that ω i arises from the equation If η has a branch point x with ramification index divisible by p, then η has bad reduction. By Proposition 4.6, x specializes to a p-component. By [Wew03b, Theorem 2, p. 992], this is the original component X 0 , which is the only p-component. The deformation datum above X 0 must be multiplicative here, as X 0 contains the specialization of a branch point with p dividing the branching index (see Lemma 5.1).
So in all cases, the original component is a p-component for η with multiplicative deformation datum. Thus the bottom deformation datum above X 0 for f is multiplicative. Now, we claim that X 0 is a p n -component for f . Let I be the inertia group of a component of Y lying above X 0 . Since η is inseparable above X 0 , we must have that I J. Thus |I| = p n , proving the claim. Finally, Proposition 5.2 shows that all the deformation data above X 0 for f are multiplicative. 
Note that this is a weighted average of the σ i,w 's.
• If s(e) corresponds to a p r -component and t(e) corresponds to a p r -component with r < r , then σ eff e := −σ eff e . • If either s(e) or t(e) is a vertex of G but not G, then σ eff e := 0.
Lemma 5.6 (Effective local vanishing cycles formula, [Obu11a] , Lemma 3.12).
Lemma 5.7. Let e be an edge of G such that s(e) ≺ t(e). Write W for the component corresponding to t(e). Let Π e be the set of branch points of f with branching index divisible by p that specialize to or outward from W . Let B e index the set ofétale tails X b such that X b W . Then the following formula holds:
Proof. For the context of this proof, call a set A of edges of G admissible if • For each a ∈ A, we have s(e) s(a) ≺ t(a).
is the vertex corresponding to c.
For an admissible set A, write F (A) = a∈A (σ eff a − 1). We claim that F (A) = b∈Be (σ b − 1) − |Π e | for all admissible A. Since the set {e} is clearly admissible, this claim proves the lemma. Now, if A is an admissible set of edges, then we can form a new admissible set A by eliminating an edge α such that t(α) is not a leaf of G , and replacing it with the set of all edges β such that t(α) = s(β). Since t(α) always corresponds to a vertex of genus 0, Lemmas 5.5 (i) and 5.6 show that F (A) = F (A ). By repeating this process, we see that
The remainder of this section will be used only in Appendix A, and may be skipped by a reader who does not wish to read that section.
Consider two intersecting components W and W of X as in Definition 5.4. Suppose W is a p r -component and W is a p r -component, r ≥ r. If V and V are intersecting components lying above W and W , respectively, then for each i, 1 ≤ i ≤ r, there is a deformation datum with differential form ω i associated to V . Likewise, for each i , 1 ≤ i ≤ r , there is a deformation datum with differential form ω i associated to V . Let (h i,w , m w ) be the invariants of ω i at w, the intersection point of W and W . Suppose v is an intersection point of V and V . We have the following proposition relating the change in the differents of the deformation data (see just before Lemma 5.1) and theépaisseur of the annulus corresponding to w:
Proposition 5.8. Let w be theépaisseur of the formal annulus corresponding to w.
• It will be useful to work with the effective different, which we define now.
Definition 5.9. Let W be a p r -component of X, and let ω i , 1 ≤ i ≤ r, be the deformation data above W . Define the effective different δ eff W by
Lemma 5.10. Assume the notations of Proposition 5.8. Let e be an edge of G such that s(e) corresponds to W and t(e) corresponds to W . Then
Proof. We sum the equations from Proposition 5.8 for 1 ≤ i ≤ r − 1. Then we add p p−1 times the equation for i = r. This exactly gives δ eff W − δ eff W = σ eff e w . 2
Quotient covers
In this section, we relate the minimal field of definition of the stable model of a G-cover to that of its quotient G/N -covers, when p |N |. This allows a significant simplification of the group theory in §7. Lemma 6.1. Let f : Y → X be any G-Galois cover of smooth, proper, geometrically connected curves over any field (we do not assume that a p-Sylow subgroup of G is cyclic). Suppose G has a normal subgroup N such that p |N |, and Z := Y /N .
Suppose L is a field such that η : Z → X is defined over L, and let Z L be a model for Z over L. Suppose further that q : Y → Z can be defined over L, with respect to the model Z L . Then the field of moduli L of f with respect to L satisfies p [L : L].
Proof. Clearly, f is defined as a mere cover over L. So let Y L be a model for Y over L such that Y L /N = Z L (and set X L = Z L /(G/N )). Then the cover Y L → X L gives rise to a homomorphism h : G L → Out(G) as in §2.2, whose kernel is the subgroup of G L fixing the field of moduli of f . Since q is defined over L, the image of h acts by inner automorphisms on N . Thus, there is a natural homomorphism r : (im h) → Out(G/N ). Since η is defined over L, the image of r • h acts by inner automorphisms on G/N . Take α ∈ im h. It is easy to see that we can find a representative α ∈ Aut(G) of α that fixes N pointwise and whose image in Aut(G/N ) fixes G/N pointwise. If g ∈ G, then α(g) = gs, for some s ∈ N . Since α fixes N , we see that α i (g) = gs i . Since s ∈ N , we know s |N | is trivial, so α |N | is trivial. Thus α has prime-to-p order, implying that G L /(ker h) does as well. We conclude that the field of moduli L of f relative to L is a prime-to-p extension of L. 2
For the next proposition, K is a characteristic zero complete discrete valuation field with residue field k. Proof. By [Liu06, Remark 2.21], the minimal modification (Z st ) of Z st that separates the specializations of the branch points of q is defined over L. Note that q, being an N -cover, is tamely ramified. We claim that q st : Y st → (Z st ) is defined over a tame extension of L (along with the N -action).
The proof of the claim is almost completely contained in the proof of [Saï97, Théorème 3.7], so we only give a sketch. Break up the formal completion Z of (Z st ) at its special fiber into three pieces: The piece Z 1 is the disjoint union of the formal annuli corresponding to the completion of each double point; the piece Z 2 is the disjoint union of the formal disks corresponding to the completion of the specialization of each branch point of q; and the piece Z 3 is Z\(Z 1 ∪ Z 2 ). LetẐ 1 , Z 2 , andẐ 3 be the respective special fibers of Z 1 , Z 2 , and Z 3 . The proof of [Saï97, Théorème 3.7] shows how to lift the covers q st |Ẑ 1 and q st |Ẑ 3 to covers of Z 1 and Z 3 ,étale on the generic fiber, after a possible tame extension of L. Now, each connected component C i of Z 2 is isomorphic to Spf S[[z i ]], where S is the ring of integers of L. The special fiberĈ i of C i is isomorphic to Spec k[[z i ]]. The cover q st |Ĉ i is given by a disjoint union of identical coversD i →Ĉ i , eachD i being given by extracting a m i th root of z i , where m i is the branching index of the branch point of q specializing toĈ i . Since each branch point of q is defined over L, there is a unique lift (over L) of q st |Ĉ i to a cover of C i ,étale on the generic fiber outside the appropriate point. Using the arguments of [Saï97, Théorème 3.7], the covers of Z 1 , Z 2 , and Z 3 patch together uniquely to give a cover of Z, defined over a tame extension of L. By Grothendieck's existence theorem, this cover is algebraic, and it must be the base change of q st . Thus q st is defined over a tame extension of L, and the claim is proved.
Let M/L be a tame extension such that q st is defined over M . By Lemma 6.1 applied to q : Y → Z and η : Z → X, the field of moduli of f is contained in some tame extension M of M . Since M has cohomological dimension 1, it follows ([CH85, Proposition 2.5]) that f can be defined (as a G-cover) over M . Furthermore, G M ≤ G M acts trivially on the special fiber Y of Y st . Thus f st is defined over M . 2 Remark 6.3. Suppose f : Y → X, is a G-cover, N ≤ G is prime-to-p and normal, and the field of moduli of f : Y := Y /N → X is L. One can ask if this implies that the field of moduli of f is a tame extension of L (Proposition 6.2 is the analogous statement for the minimal field of definition of the stable model). If the answer to this question is yes, then some of the proofs in §7 would be much easier.
Unfortunately, I believe the answer is no.
Proof of the main theorem
In this section, we will prove Theorem 1.3. Throughout §7, if G ∼ = Z/p n Z/m and p m, then Q i (0 ≤ i ≤ n) is the unique subgroup of order p i .
Let f : Y → X = P 1 be a three-point Galois cover defined over Q. Our first step is to reduce to a local problem, which is the content of Proposition 7.1. Let Q ur p be the completion of the maximal unramified extension of Q. For an embedding ι : Q → Q ur p , let f ι be the base change of f to Q ur p via ι. The following proposition shows that, for the purposes of Theorem 1.3, we need only consider covers defined over Q ur p .
Proposition 7.1. Let K gl be the field of moduli of f (with respect to Q) and let K loc,ι be the field of moduli of f ι with respect to Q ur p . Fix n ≥ 0, and suppose that for all embeddings ι, the nth higher ramification groups of the Galois closure L loc,ι of K loc,ι /Q ur p for the upper numbering vanish. Then all the nth higher ramification groups of the Galois closure L gl of K gl /Q above p for the upper numbering vanish.
Proof. Pick a prime q of L gl above p. We will show that the nth higher ramification groups at q vanish. Choose a place r of Q above q. Then r gives rise to an embedding ι r : Q → Q ur p preserving the higher ramification filtrations at r for the upper numbering (and the lower numbering). Specifically, if L/Q ur p is a finite extension such that the nth higher ramification group for the upper numbering vanishes, then the nth higher ramification group for the upper numbering vanishes for ι −1 r (L)/Q at the unique prime of ι −1 r (L) below r. By assumption, the nth higher ramification group for the upper numbering vanishes for L loc,ιr /Q ur p . Also, the field L := ι −1 r (L loc,ιr ) is Galois over Q. So if K gl ⊆ L , then L gl ⊆ L . We know the nth higher ramification groups for L /Q vanish. We are thus reduced to showing that K gl ⊆ L .
Pick σ ∈ G L . Then σ extends by continuity to a unique automorphism τ in G L loc,ιr . By the definition of a field of moduli, f τ ιr ∼ = f ιr . But then f σ ∼ = f . By the definition of a field of moduli, K gl ⊆ L . 2 So, in order to prove Theorem 1.3, we can consider three-point covers defined over Q ur p . In fact, we generalize slightly, and consider three-point covers defined over algebraic closures of complete mixed characteristic discrete valuation fields with algebraically closed residue fields. In particular, throughout this section, K 0 is the fraction field of the ring R 0 of Witt vectors over k. On all extensions of K 0 , we normalize the valuation v so that v(p) = 1. Also, write K n := K 0 (ζ p n ), with valuation ring R n (here ζ p n is a primitive nth root of unity). Let G be a finite, p-solvable group with a cyclic p-Sylow subgroup P of order p n . We assume f : Y → X = P 1 is a three-point G-Galois cover of curves, branched at 0, 1, and ∞, a priori defined over some finite extension K/K 0 . Since K has cohomological dimension 1, the field of moduli of f relative to K 0 is the same as the minimal field of definition of f that is an extension of K 0 ([CH85, Proposition 2.5]). We will therefore go back and forth between fields of moduli and fields of definition without further notice. Our default smooth model X R of X is always the unique one such that the specializations of 0, 1, and ∞ do not collide on the special fiber. As in §4, the stable model of f is f st : Y st → X st and the stable reduction is f : Y → X. The original component of X will be denoted X 0 .
We will first prove Theorem 1.3 in the case that G ∼ = Z/p n Z/m G . The cases m G > 1 and m G = 1 have quite different flavors, and we deal with them separately. We in fact determine more than we need for Theorem 1.3; namely, we determine bounds on the higher ramification filtrations of the extension K st /K 0 , where K st is the minimal field of definition of the stable model of f . In §7.3, we will generalize to the p-solvable case.
7.1. The case where G ∼ = Z/p n Z/m G , m G > 1. Let G ∼ = Z/p n Z/m such that the conjugation action of Z/m is faithful (note that this implies m = m G ). We will show that the field of moduli with respect to K 0 of f as a mere cover is, in fact, K 0 . Then, we will show that its field of moduli with respect to K 0 as a G-cover is contained in K n . Lastly, we will show that its stable model can be defined over a tame extension of K n .
Let χ : Z/m → F × p correspond to the conjugation action of Z/m on any order p subquotient of Z/p n . Now, there is an intermediate Z
Because it will be easier for our purposes here, let us assume that the three branch points of f are x 1 , x 2 , x 3 ∈ R 0 , and that they have pairwise distinct reduction to k (in particular, none is ∞). Since the mth roots of unity are contained in K 0 , the cover η can be given birationally by the equation
where a 1 + a 2 + a 3 ≡ 0 (mod m) and not all a i ≡ 0 (mod m). Since g * z z is an mth root of unity, we can and do choose z so that g * z = χ(g)z for any g ∈ Z/m. We know from Lemma 5.3 that the original component X 0 is a p n -component, and all of the deformation data above X 0 are multiplicative.
Consider the Z/p Z/m-cover f : Y → X, where Y = Y /Q n−1 . The stable reduction f : Y → X of this cover has a multiplicative deformation datum (ω, χ), over the original component X 0 . For all x ∈ X 0 , recall that (h x , m x ) is the signature of the deformation datum at x, and σ x = h x /m x (see §5). Also, since there are no new tails (Proposition 4.15), [Wew03b, Theorem 2, p. 992] shows that the stable reduction X consists only of the original component X 0 along with a primitivé etale tail X i for each branch point x i of f (or f ) with prime-to-p ramification index. The tail X i intersects X 0 at the specialization of x i to X 0 . Proposition 7.2. For i = 1, 2, 3, let x i be the specialization of x i to X 0 . For short, write h i , m i , and σ i for h xi , m xi , and σ xi .
(i) For i = 1, 2, 3, h i ≡ a i / gcd(m, a i ) (mod m i ).
(ii) In fact, the h i depend only on the Z/m-cover η : Z → X.
Proof. To (i): (cf. [Wew03a, Proposition 2.5]) Let Z 0 be the unique irreducible component lying above X 0 , and suppose that z i ∈ Z 0 lies above x i . Let t i be the formal parameter at z i given by z α (x − x i ) β , where αa i + βm = gcd(m, a i ). Then
in a formal neighborhood of z i . Recall that, for g ∈ Z/m, g * z = χ(g)z and g * ω = χ(g)ω. Then
So
It is clear that the ramification index m i at x i is m/ gcd(m, a i ). Dividing
by gcd(m, a i ) yields (i).
To (ii): Since we know the congruence class of h i modulo m i , it follows that the fractional part σ i of σ i is determined by η : Z → X. But if x i corresponds to a primitive tail, the vanishing cycles formula (4.1) shows that 0 < σ i < 1. If x i corresponds to a wild branch point, then σ i = 0. Thus σ i is determined by σ i , so it is determined by η : Z → X. Since h i = σ i m i , we are done. 2
Corollary 7.3. The differential form ω corresponding to the cover f : Y → X is determined (up to multiplication by an element of F × p ) by η : Z → X. Proof. Proposition 7.2 determines the divisor corresponding to ω from η : Z → X. Two meromorphic differential forms on a complete curve can have the same divisor only if they differ by a scalar multiple. Also, if ω is logarithmic and c ∈ k, then cω is logarithmic iff c ∈ F p , by basic properties of the Cartier operator (see, for instance, [Wew03a, p. 136]). 2
We will now show that η : Z → X determines not only the differential form ω, but also the entire cover f : Y → X as a mere cover. This is the key lemma of this section. We will prove it in several stages, using an induction.
Lemma 7.4. Assume m > 1.
(i) If f : Y → X is a three-point Z/p n Z/m-cover (with faithful conjugation action of Z/m on Z/p n ) defined over some finite extension K/K 0 , then it is determined as a mere cover by the map η : Z = Y /Q n → X. (ii) If f : Y → X is a three-point Z/p n Z/m-cover (with faithful conjugation action of Z/m on Z/p n ) defined over some finite extension K/K 0 , its field of moduli (as a mere cover) with respect to K 0 is K 0 , and f can be defined over K 0 (as a mere cover). (iii) In the situation of part (ii), the field of moduli of f (as a Z/p n Z/m-cover) with respect to K 0 is contained in K n = K 0 (ζ p n ). Thus f can be defined over K n (as a Z/p n Z/m-cover).
Proof. To (i):
We first assume n = 1, so G ∼ = Z/p Z/m. Write Z st for Y st /Q 1 and Z for the special fiber of Z st . We know from Corollary 7.3 that η determines (up to a scalar multiple in F × p ) the logarithmic differential form ω that is part of the deformation datum (Z 0 , ω) on the irreducible component Z 0 above X 0 . Let ξ be the generic point of Z 0 . Then ω is of the form du/u, where u ∈ k(Z 0 ) is the reduction of some function u ∈Ô (Z ) st ,ξ . Moreover, by [Hen00, Ch. 5, Définition 1.9], we can choose u such that the cover Y → Z is given birationally by extracting a pth root of u (viewing u ∈ K(Z) ∩Ô (Z ) st ,ξ ). That is, K(Y ) = K(Z)[t]/(t p − u). We wish to show that knowledge of du/u up to a scalar multiple c ∈ F × p determines u up to raising to the cth power, and then possibly multiplication by a pth power in K(Z) (as this shows Y → X is uniquely determined as a mere cover). This is equivalent to showing that knowledge of du/u determines u up to a pth power (i.e., that if du/u = dv/v, then u/v is a pth power in K(Z)).
Since κ is a pth power, it lifts to some pth power κ in K.
Multiplying v by κ, we can assume that u = v. Consider the cover Y → Z given birationally by the field extension K(Y ) = K(Z)[t]/(t p − u/v). Since u = v, we have that u/v is congruent to 1 in the residue field of O (Z ) st ,ξ . This means that the cover Y → Z cannot have multiplicative reduction (see [Hen00, Ch. 5, Proposition 1.6]). But the cover Y → Z → X is a Z/p Z/m-cover, branched at three points, so it must have multiplicative reduction if the Z/p part is nontrivial (Lemma 5.3). Thus it is trivial, which means that u/v is a pth power in K(Z), i.e., u = φ p v for some φ ∈ K(Z). This proves the case n = 1.
For n > 1, we proceed by induction. We assume that (i) is known for Z/p n−1 Z/m-covers. Given η : Z → X, we wish to determine u ∈ K(Z) × /(K(Z) × ) p n such that K(Y ) is given by K(Z)[t]/(t p n − u). By the induction hypothesis, we know that u is well-determined up to multiplication by a p n−1 st power. Suppose that extracting p n th roots of u and v both give Z/p n Z/m-covers branched at 0, 1, and ∞. Consider the cover Y → Z → X of smooth curves given birationally by
Since u/v is a p n−1 st power in K(Z), this cover splits into a disjoint union of p n−1 different Z/p Z/m-covers. By our previous argument, each of these covers can be given by extracting a pth root of some power of u itself! So p n−1 u/v = u c w p , where w ∈ K(Z) and c ∈ Z. Thus v = u 1−p n−1 c w −p n , which means that extracting p n th roots of either u or v gives the same mere cover.
To (ii):
We know that the cyclic cover η of part (i) is defined over K 0 , because we have written it down explicitly. Now, for σ ∈ G K0 , f σ is a Z/p n Z/m-cover with quotient cover η, branched at 0, 1, and ∞. By part (i), there is only one such (mere) cover, so f σ ∼ = f as mere covers. So the field of moduli of f as a mere cover with respect to K 0 is K 0 . It is also a field of definition, by [CH85, Proposition 2.5].
To (iii): Since f is defined over K 0 as a mere cover, it is certainly defined over K n as a mere cover. We thus obtain a homomorphism h : G Kn → Out(G), as in §2.2. By Kummer theory, we can write K n (Z) → K n (Y ) as a Kummer extension, with Galois action defined over K n . The means that the image of h acts trivially on Z/p n . Furthermore, η : Z → X is defined over K 0 as a Z/m-cover. Thus, if r : Out(G) → Out(Z/m) is the natural map, the image of r • h acts trivially on Z/m. But the only automorphisms of G satisfying both of these properties are inner, so h is trivial. This shows that the field of moduli of f with respect to K 0 is K n . Since K 0 has cohomological dimension 1, we see that f : Y → X is defined over K n as a Z/p n Z/m-cover. 2
We know from Lemma 7.4 that f is defined over K 0 as a mere cover and over K n as a G-cover. Recall from §4 that the minimal field of definition of the stable model K st is the fixed field of the subgroup Γ st ≤ G K0 that acts trivially on the stable reduction f : Y → X. Recall also that the action of G Kn centralizes the action of G.
Lemma 7.5. If g ∈ G Kn acts on Y with order p, then g acts trivially on Y .
Proof. First, note that since each tail X b of X is primitive (Proposition 4.15), each contains the specialization of a K 0 -rational point (which must be fixed by g). As in the proof of Proposition 4.9, g fixes all of X pointwise.
There are at least two primitive tails, because, for G ∼ = Z/p n Z/m with m > 1 and faithful conjugation action, a three-point G-cover must have at least two branch points with prime-to-p branching index. Since G has trivial center, then [Obu11a, Lemmas 5.4 and 5.8] shows that g acts trivially on X. 2 Proposition 7.6. Assume m > 1. Let f : Y → X be a three-point G-cover, where G ∼ = Z/p n Z/m (with faithful conjugation action of Z/m on Z/p n ). Choose a model for f over K n (Lemma 7.4 (iii)). Then there is a tame extension K stab /K n such that the stable model f st : Y st → X st is defined over K stab . In particular, the nth higher ramification groups for the upper numbering of K stab /K 0 vanish.
Proof. By Lemma 7.5, no element of G Kn acts with order p on Y . So the subgroup of G Kn that acts trivially on Y has prime-to-p index, and its fixed field K stab is a tame extension of K n . By [Ser79, Corollary to IV, Proposition 18], the nth higher ramification groups for the upper numbering of the extension K n /K 0 vanish. By Lemma 2.2, the nth higher ramification groups for the upper numbering of K stab /K 0 vanish. 2 7.2. The case where G ∼ = Z/p n . Maintaining the notation of §7, we now set G ∼ = Z/p n . Finding the field of moduli is easy in this case, but understanding the stable model (which is needed to apply Proposition 6.2) is more difficult.
Proposition 7.7. The field of moduli of f : Y → X relative to K 0 is K n = K 0 (ζ p n ).
Proof. Since the field of moduli of f relative to K 0 is the intersection of all extensions of K 0 which are fields of definition of f , it suffices to show that K n is the minimal such extension. By Kummer theory, f can be defined over K 0 birationally by the equation y p n = x a (x − 1) b , for some integral a and b. The Galois action is generated by y → ζ p n y. This cover is clearly defined over K n as a G-cover.
Since Y is connected, f is totally ramified above at least one of the branch points x 0 (i.e., with index p n ). Let y 0 ∈ Y be the unique point above x 0 . Assume f is defined over some finite extension K/K 0 as a G-cover, where Y and X are considered as K-varieties. Then, by [Ray99, Proposition 4.2.11], the residue field K(y 0 ) of y 0 contains the p n th roots of unity. Since y 0 is totally ramified, K(y 0 ) = K(x 0 ) = K, and thus K ⊇ K n . So K n is the minimal extension of K 0 which is a field of definition of f . Thus K n is the field of moduli of f with respect to K 0 . 2
In the rest of this section, we analyze the stable model of three-point G-covers f : Y → X (a complete description, at least in the case p > 3, is given in Appendix A). By Kummer theory, f can be given (over K 0 ) by an equation of the form y p n = cx a (x − 1) b , for any c ∈ K 0 (note that different values of c might give different models over subfields of K 0 ). The ramification indices above 0, 1, and ∞ are p n−v(a) , p n−v(b) , and p n−v(a+b) , respectively. Since Y is connected, we must have that at least two of a, b, and a + b are prime to p. Note that if, p = 2, then exactly two of a, b, and a + b are prime to p. In all cases, we assume without loss of generality that f is totally ramified above 0 and ∞, and we set s to be such that p s is the ramification index above 1. Then v(b) = n − s.
As in §4, write f st : Y st → X st for the stable model of f , and f : Y → X for the stable reduction.
Lemma 7.8 (cf. [CM88] , §3). The stable reduction X (over K 0 ) contains exactly oneétale tail X b , which is a new tail with effective invariant σ b = 2.
If p > 3, or p = 3 and either s > 1 or s = n = 1, set d = a a+b . If p = 3 and n > s = 1, set
where we choose any cube root. If p = 2, set
where i 2 = −1 and the square root sign represents either square root.
Then X b corresponds to the disk of radius |e| centered at d, where e ∈ K 0 has v(e) = 1 2 (2n − s + 1 p−1 ). Proof. By the Hasse-Arf theorem, the effective ramification invariant σ of anyétale tail is an integer. Clearly there are no primitive tails, as there are no branch points with prime-to-p branching index. By Lemma 4.13, any new tail has σ ≥ 2. By the vanishing cycles formula (4.1), there is exactly one new tail X b and its invariant σ b is equal to 2.
We know that f is given by an equation of the form y p n = g(x) := cx a (x − 1) b , and that any value of c yields f over K 0 . Taking K sufficiently large, we may (and do) assume that c = d −a (d−1) −b . Note that, in all cases, g(d) = 1, v(d) = v(a) = 0, and v(d − 1) = v(b) = n − s.
Let K be a subfield of K 0 containing K 0 (ζ p n , e, d). Let R be the valuation ring of K. Consider the smooth model X R of P 1 K corresponding to the coordinate t, where x = d + et. The formal disk D corresponding to the completion of D k := X k \{t = ∞} in X R is the closed disk of radius 1 centered at t = 0, or equivalently, the disk of radius |e| centered at x = d ( §2.4). Its ring of functions is R{t}.
In order to calculate the normalization of X R in K(Y ), we calculate the normalization E of D in the fraction field of R{t}[y]/(y p n − g(x)) = R{t}[y]/(y p n − g(d + et)).
If s = n and ≥ 3, then clearly v(c ) ≥ v(e ) = 2 (n + 1 p−1 ) > n + 1 p−1 . If s < n and ≥ 3, then the j = term is the term of least valuation in (7.1), and thus it has the same valuation as c . We obtain
(unless, of course, c = 0). Now, assume either that p > 3, or if p = 3, then s > 1 or s = n = 1. Then d = a a+b . It is easy to check, using (7.2), that v(c ) > n + 1 p−1 for ≥ 3. Equation
(7.1) shows that c 0 = 1, c 1 = 0, and c 2 = (a+b) 3 ab e 2 , which has valuation n + 1 p−1 . Thus we are in the situation (i) of Lemma 3.1 (with h = 2), and the special fiber E k of E is a disjoint union of p n−1é tale covers of D k ∼ = A 1 k . Each of these extends to an Artin-Schreier cover of conductor 2 over P 1 k . By Lemma 2.4, these have genus p−1 2 > 0. Therefore, by Lemma 4.3, the component X b corresponding to D is included in the stable model. By Lemma 4.7, it is a tail. Since there is only one tail of X, and it has effective ramification invariant 2, it must correspond to X b .
For the cases where either p = 2, or p = 3 and n > s = 1, see Lemma C.2. a+b . (iv) If p = 2, suppose f is totally ramified above only {0, ∞} and ramified of index 2 s above 1. Then any inseparable tail of X not containing the specialization of x = 1 is a p j -tail, for some j < s. Furthermore, such a tail corresponds to the disk of radius |e j | centered at d j , where v(e j ) = 1 2 (2n − s − j + 1),
Proof. To (i): Let d = a a+b as in Lemma 7.8. Suppose there is an inseparable p j -tail X c ⊂ X (we know j < n, by Lemma 4.8). By Proposition 4.6, X c is a new inseparable tail. By Lemma 4.14, X c is a new (étale) tail of the stable reduction of Y /Q j → X. Its corresponding disk must contain d, by Lemma 7.8 (substituting n − j for n in the statement). But this is absurd, because the disks corresponding to X c and theétale tail X b are disjoint.
To (ii): Assume f is ramified above x = 1 of index p s , s < n. Let X c be a new inseparable p j -tail of X, and σ c its ramification invariant. By Lemma 4.13, σ c > 1. Let Y c be a component of Y lying above X c . If j ≥ s, we see that Y /Q j → X is branched at two points, and thus has genus zero. Since Q j ≤ I Y c , the constancy of arithmetic genus in flat families shows that Y c has genus zero. But any component Y c above X c must have genus greater than 1 (see [Ray99, Lemme 1.1.6]). This is a contradiction. Now suppose j < s. Then Y /Q j → X is a three-point cover. So we obtain the same contradiction as in (i).
To (iii): As in (ii), we see that any new inseparable p j -tail X c of X must satisfy j < s. In particular, s ≥ 2. As in (i), X c must correspond to the same disk as the newétale tail of the stable reduction of f : Y /Q j → X, but the disk must not contain the specialization of d = a a+b . By Lemma 7.8, this can only happen if f has degree greater than 3, but is branched of index 3 above 1. Thus j = s−1. Thus f is a Z/p n−s+1 -cover. We conclude using Lemma 7.8, replacing n by n−s+1 and s by 1.
To (iv): Let j and X c be as in part (ii). As in (ii), we may assume j < s. As in (i), X c is the newétale tail of the stable reduction of f : Y /Q j → X. The cover f is a Z/p n−j -cover, totally ramified above 0 and ∞, and ramified of index 2 s−j above 1. We conclude using Lemma 7.8, replacing n by n − j and s by s − j. 2 Corollary 7.11. In cases (ii), (iii), and (iv) above, x = 1 in fact specializes to an inseparable tail.
Proof. If x = 1 specializes to a component W that is not a tail, then there exists a tail X c lying outward from W . If X c is a p i -tail, then Lemma 4.8 and Proposition 4.6 show that i < s. By Lemma 4.14, X c is anétale tail of the stable model of Y /Q i → X. As i < s, this is still a three-point cover. So we may assume (still, for the sake of contradiction) that there is anétale tail lying outwards from the specialization of x = 1. By Lemma 7.8, we have σ c = 2, and X c is the onlyétale tail of f .
Let e 0 (resp. e 1 ) be the edge of G with source corresponding to W and target corresponding to the branch point x = 1 (resp. the immediately following component of X in the direction of X c ). Then σ eff e1 = 2 by Lemma 5.7, and σ eff e0 = 0. The deformation data above W are multiplicative and identical, and σ eff is given by a weighted average of invariants. So for any deformation datum ω above W , we have σ x0 = 0 and σ x1 = 2, where the points x 0 and x 1 correspond to e 0 and e 1 , respectively. Furthermore, σ x = 1 for all x other than x 0 , x 1 , and the intersection point x 2 of W and the next most inward component. Now, by a similar argument as in the first part of the proof of Corollary 7.10 (ii), any component of Y above W must have genus zero. Thus ω has degree −2. Since ω has simple poles above x 0 and simple zeroes above x 1 , it must have a double pole above x 2 . But a logarithmic differential form cannot have a double pole. This is a contradiction. 2
Remark 7.12. In Corollary 7.10 (iv), there in fact does exist an inseparable p j -tail for each 1 ≤ j < s. Each of these is the same as the unique new tail of the cover Y /Q j → X. We omit the details.
We give the major result of this section:
Proposition 7.13. Assume G = Z/p n , n ≥ 1, and f : Y → X is a three-point G-cover defined over K 0 , totally ramified above {0, ∞} and ramified of index p s above 1. Suppose f is given over K 0 by y p n = x a (x − 1) b .
(i) If s = n (i.e., f is totally ramified above 1), then there is a model for f defined over K n = K 0 (ζ p n ) whose stable model can be defined over a tame extension K stab /K n .
(ii) If p > 3 and s < n, then there is a model for f over K n whose stable model can be defined over a tame extension K stab /K n p n−s a a+b .
(iii) If p = 3 and 1 = s < n, then there is a model for f over K n 3 3 2n+1 b 3 whose stable model can be defined over a tame extension K stab of
(iv) Assume p = 3 and 1 < s < n. Let
Then there is a model for f over K n whose stable model can be defined over a tame extension K stab of
(v) Assume p = 2. For 0 ≤ j < s, let
where i 2 = −1, and the square root sign represents either square root. Then there is a model for f over K n whose stable model can defined over a tame extension K stab of
Proof. In each case of the proposition, let d be as in Lemma 7.8.
The model of f we will use will always be the one given by the equation y p n = cx a (x − 1) b . In all cases, there is a uniqueétale tail W of X containing the specialization of x = d, which is a smooth point of X. Furthermore, the points in the fiber of f above x = d are all K n -rational.
To (i): Since s = n, we have d = a a+b and a, b, a + b are prime to p. Our model for f is defined over K n . By Corollary 7.10, the tail W is the unique tail of X. Since the point x = d and all points in the fiber of f above x = d are K n -rational, their specializations are fixed by G Kn . By Proposition 4.9, the stable model of f is defined over a tame extension of K n .
To (ii) and (iii): By Corollary 7.10 (ii) and (iii), there is a unique inseparable tail W containing the specialization of x = 1 (to a smooth point of X). Now, consider Y /Q s . (note that Q s is the inertia group above x = 1). This is a cover of X given birationally by the equation y p n−s = cx a (x − 1) b . Since p n−s exactly divides b, we set y = y/(x − 1) b/p (n−s) . The new equation (y ) p n−s = cx a shows that the points above x = 1 in Y /Q s are defined over the field K n−s (c, p n−s √ c) = K n−s (d, p n−s √ d), and their specializations are thus fixed by its absolute Galois group. Since the map Y st → Y st /Q s is radicial above W , all points of Y above the specialization of . By Proposition 4.9, the stable model of f is defined over a tame extension of K n (d, p n−s √ d). If p > 3 and s < n, then K n (d, p n−s √ d) = K n ( p n−s a a+b ), finishing the proof of (ii). If p = 3 and s = 1, then d = a a+b 1 +
3 , the binomial theorem shows that 1+
finishing the proof of (iii).
To (iv): Here d = a a+b , and our model of f is defined over K n . By Corollary 7.10 (iii), there is an inseparable tail W containing the specialization of x = 1 and a unique new inseparable tail containing the specialization of x = d . As in parts (ii) and (iii), the fiber of f above the specialization of x = 1 is pointwise fixed by the absolute Galois group of K n ( 3 n−s a a+b ). Likewise, the fiber of f above the specialization of x = d is fixed by the absolute Galois group of K n ( 3 n−s+1 c(d ) a (d − 1) b ). By Proposition 4.9, the stable model of f is defined over a tame extension of the compositum of these two fields, which is exactly the field given in part (iv) of the proposition.
To (v): In this case, d = d 0 . Note that n ≥ 2, as there are no three-point Z/2covers. One sees that c = d −a 0 (d 0 − 1) −b ∈ K n (in fact, c ∈ K 3 always, and c ∈ K 2 for n = 2). So our model of f is defined over K n . By Corollary 7.10 (iv) (and Remark 7.12), there is a unique inseparable p jtail W j of X for each 1 ≤ j < s. Also, there is an inseparable tail containing the specialization of x = 1 (even if these inseparable tails did not exist, our proof would still carry through-only our K would overestimate the minimal field of definition of the stable model). Each tail W j contains the specialization of x = d j to a smooth point of X.
As in (iv), the fiber of f above the specialization of x = d j , for 1 ≤ j < s,
As in (ii) and (iii), the fiber above the specialization of x = 1 is pointwise fixed by G L , where L = K n 2 n−s d −a 0 (d 0 − 1) −b . Keeping in mind that v(b) = n − s, we see that K (as defined in the proposition) contains the compositum of L and all the extensions L j . We conclude using Proposition 4.9. 2
Corollary 7.14. In each case covered in Proposition 7.13, the nth higher ramification group of K stab /K 0 for the upper numbering vanishes.
Proof. We first note that any tame extension of a Galois extension of K 0 is itself Galois over K 0 . In case (i) of Proposition 7.13, K stab is contained in a tame extension of K n . The nth higher ramification groups for the upper numbering for K n /K 0 vanish by [Ser79, Corollary to IV, Proposition 18]. By Lemma 2.2, the nth higher ramification groups vanish for K stab /K 0 as well. For case (ii) of Proposition 7.13, we note that v( a a+b ) = 0. So K n ( p n−s a a+b )/K 0 has trivial nth higher ramification groups for the upper numbering by [Viv04, Theorem 5.8]. We again conclude using Lemma 2.2.
For cases (iii) and (iv) of Proposition 7.13, Lemma C.3 shows that K stab is a tame extension of an extension of K 0 for which the nth higher ramification groups for the upper numbering vanish. For case (v), this fact is shown by Proposition C.5. We again conclude using Lemma 2.2. 2 7.3. The general p-solvable case. We maintain the notation of §7.
Proposition 7.15. Let G be a p-solvable finite group with a cyclic p-Sylow subgroup P of order p n . If f : Y → X is a three-point G-cover of P 1 defined over K 0 , then there exists a field extension K /K 0 such that (i) The cover f has a model whose stable model is defined over K .
(ii) The nth higher ramification group of K /K 0 for the upper numbering vanishes. In particular, if K is the field of moduli of f relative to K 0 , then K ⊆ K , so the nth higher ramification group of K/K 0 for the upper numbering vanishes.
Proof. By Proposition 2.1, we know that there is a prime-to-p subgroup N such that G/N is of the form Z/p n Z/m G . Let f † : Y † → X be the quotient G/N -cover.
Suppose first that f † is a three-point cover. Then we know from Propositions 7.6 and 7.13, along with Corollary 7.14, that there exists a model of f † whose stable model can be defined over a field K stab such that the nth higher ramification groups for the upper numbering for K stab /K 0 vanish. Let f † : Y † → X † be the stable reduction of f † . The branch points of Y → Y † are all ramification points of f † , because f † is branched at three points. Thus, by definition, their specializations do not coalesce on Y † . Since G K stab acts trivially on Y † , it permutes the ramification points of f † trivially, and thus these points are defined over K stab . By Proposition 6.2, the stable model f st of f can be defined over a tame extension K /K stab . By Lemma 2.2, K satisfies the properties of the proposition. Now, suppose that f † is branched at fewer than three points. Since char(K 0 ) = 0, the cover f † must be a Z/p n -cover branched at two points, say (without loss of generality) 0 and ∞. Then the branch points of Y → Y † include the points of Y † lying over x = 1, as well as the ramification points of f † . We may assume that f † : Y † → X is given by the equation y p n = x, which is defined over K n as a Z/p n -cover. Then, the points lying above x = 1 are also defined over K n . By Proposition 6.2, we can take K to be a tame extension of K n . The nth higher ramification group of K n /K 0 for the upper numbering vanishes ([Ser79, Corollary to IV, Proposition 18]). By Lemma 2.2, the nth higher ramification group of K /K 0 for the upper numbering vanishes. Remark 7.16. The proofs of Propositions 7.6 and 7.13, and Corollary 7.14, which are the main ingredients in the proof of Theorem 1.3, depend on writing down explicit extensions and calculating their higher ramification groups. It would be interesting to find a method to place bounds on the conductor without writing down explicit extensions. Such a method might be more easily generalizable to the non-p-solvable case.
Appendix A. Explicit determination of the stable model of a three-point Z/p n -cover, p > 2 Throughout this appendix, we assume the notations of §7.2 (in particular, that f : Y → X is given by y p n = cx a (x − 1) b for some c, and d is as in Lemma 7.8). So G ∼ = Z/p n and Q i (0 ≤ i ≤ n) is the unique subgroup of order p i . For a three-point G-cover f defined over K 0 , the methods of §7.2 are sufficient to bound the conductor of the field of moduli of f above p. But we can also completely determine the structure of the stable model of f (Propositions A.3, A.4, and A.5). Although this is essentially already done in [CM88, §3], we include this appendix for three reasons. First, we compute the stable reduction of the cover f , as opposed to the curve Y . Second, we have fewer restrictions than Coleman in the case p = 3 (we allow not only covers with full ramification above all three branch points, but also covers with ramification index 3 above one of the branch points). Most importantly, our proof requires significantly less computation and guesswork, and takes advantage of the vanishing cycles formula, as well as the effective different (Definition 5.9). Indeed, the majority of the computation required is already encapsulated in Lemma 7.8.
While it would be a somewhat tedious calculation, our proof can be adapted to the case of all cyclic three-point covers without using new techniques. However, for simplicity, we assume throughout this appendix that either p > 3, or that p = 3 and either f is totally ramified above three points, or f is totally ramified above two points and ramified of index 3 above the third. Proof. Let X c be such a p i -component. Then, a calculation with the Hurwitz formula shows that the genus of any component Y c above X c is greater than 0. By Lemma 4.3, X c is a component of the stable reduction of the cover f : Y /Q i → X. It isétale, and thus a tail by Lemma 4.7. Let σ c be its effective ramification invariant. By [Obu11a, Lemma 4.2], σ c ≥ p > 2. But this contradicts the vanishing cycles formula (4.1). We now give the structure of the stable reduction when f has three totally ramified points.
Proposition A.3. Suppose that f is totally ramified above all three branch points. Then X is a chain, with one p n−i -component X i for each i, 0 ≤ i ≤ n (X 0 is the original component). For each i > 0, the component X n−i corresponds to the closed disk of radius p − 1 2 (i+ 1 p−1 ) centered at d = a a+b . Proof. We know from Lemma 7.8 and Corollary 7.10 that X has only one tail, so it must be a chain. The original component contains the specializations of the branch points, so it must be a p n -component. By, Lemma A.1, there must be a p n−i -component for each i, 0 ≤ i ≤ n. Also, by Lemma A.2, there cannot be two intersecting components W ≺ W of X with the same size inertia groups. Since f is monotonic (Proposition 4.5), there must be exactly one p i -component of X for each 0 ≤ i ≤ n.
It remains to show that the disks are as claimed. For i = n, this follows from Lemma 7.8. For i < n, consider the cover Y /Q n−i → X. The stable model of this cover is a contraction of Y st /Q n−i → X st . By Lemma 7.8 (using i in place of n), the stable reduction of Y /Q n−i → X has a newétale tail corresponding to a closed disk centered at d with radius p − 1 2 (i+ 1 p−1 ) . Thus X also contains such a component. This is true for every i, proving the proposition.
Things are more complicated when f has only two totally ramified points:
Proposition A.4. Suppose that f is totally ramified above 0 and ∞, and ramified of index p s above 1, for some 0 < s < n. If p = 3, assume further that s = 1. Then the augmented dual graph G of the stable reduction of X is as in Figure 1 . Figure 1 . The augmented dual graph G of the stable reduction of a three-point Z/p n -cover with two totally ramified points, p = 2
In particular, as labeled in Figure 1 centered at 1. The vertices corresponding to 0, 1, and ∞ are marked as 0, 1, and ∞.
Proof. Recall that v(1 − d) = v(b) = n − s, so long as p ≥ 3. By Corollary 7.11 and Lemma 7.8, X contains exactly two tails: an inseparable tail X † containing the specialization of x = 1; and anétale tail X n containing the specialization of d. There must be a component of X "separating" 1 and d, i.e., corresponding to the disk centered at d (equivalently, 1) of radius |1 − d| = p −(n−s) . Call this component X * . Then X looks like a chain from the original component X 0 to X * , followed by two chains, one going out to X † and one going out to X n .
Let us first discuss the component X * . Consider the cover f : Y st /Q s → X st . For any edge e of G corresponding to a singular point on X, we will take (σ eff e ) to mean the effective invariant for the cover f . Now, the generic fiber of f is a cover branched at two points, so Y st /Q s has genus 0 fibers. By Lemma 2.4, any tail X b for the blow-down of the special fiber f of f to a stable curve must have σ b = 1. Lemma 5.7 shows that, if s(e) ≺ t(e), then (σ eff e ) = 1. Since the deformation data above X 0 are multiplicative, the effective different (δ eff ) for f above X 0 is n − s + 1 p−1 . So above X * , it is n − s + 1 p−1 − (n − s) = 1 p−1 > 0, by Lemma 5.10 applied to each of the singular points between X 0 and X * in succession. This means that X * is an inseparable component for f , which means that it is at least a p s+1 -component for f .
Next, we examine the part of X between X 0 and X * . By Lemma A.1, there must be a p i -component of X for each i such that s + 1 ≤ i ≤ n. Then if we take f i : Y st /Q i → X st , the effective different for f i above X 0 is n − i + 1 p−1 . As in the previous paragraph, Lemma 5.10 shows that above a component corresponding to the closed disk of radius p −(n−i+ 1 p−1 ) centered at d, the effective different for f i will be 0. This means that this component is the innermost p i -component. In Figure 1 , we label this component X n−i . In particular, the p s+1 -component X n−s−1 corresponds to the closed disk of radius p −(n−s−1+ 1 p−1 ) around d. Note that X * corresponds to the closed disk of radius p −(n−s) around d, and thus lies outward from X n−s−1 . By monotonicity, X * is a p s+1 -component. By Lemma A.2, X * intersects X n−s−1 , and for s + 1 < i ≤ n, there is exactly one p i -component, namely X n−i . So the part of X between X 0 and X * is as in Figure 1 , and radii of the corresponding disks are as in the proposition. Now, let us examine the part of X between X * and X † . We have seen that X * is a p s+1 -component, and X † is a p s -component by Proposition 4.6. So, by Lemma A.2, this part of X consists only of these two components. Recall that if we quotient out Y st by Q s , the effective different above X * is 1 p−1 . Also, recall that the effective invariant (σ eff e ) for s(e), t(e) corresponding to X * , X † is 1. So by Lemma 5.10, theépaisseur of this annulus is 1 p−1 , and X † corresponds to the disk of radius p −(n−s+ 1 p−1 ) centered at 1. Lastly, let us examine the part of X between X * and the new tail X n . We know there must be a p i -component for each i, 0 ≤ i ≤ s + 1. This component must be unique, by Lemma A.2. These components are labeled X n−i in Figure 1 (with the exception of X * , which corresponds to i = s + 1). We calculate the radius of the closed disk corresponding to each X n−i . For i = s, the radius is p −(n−s+ 1 p−1 ) for the same reasons as for X † . For i = 0, we already know from Lemma 7.8 that the radius is p − 1 2 (2n−s+ 1 p−1 ) . For 1 ≤ i ≤ s − 1, we consider the cover Y /Q i → X. The stable model of this cover is a contraction of Y st /Q i → X st . Since Y /Q i → X is still a three-point cover, we can use Lemma 7.8 (with n−i and s−i in place of n and s) to obtain that the stable reduction of Y /Q i → X has a new tail corresponding to a closed disk centered at d with radius p − 1 2 (2n−s−i+ 1 p−1 ) . This is the component X n−i . The rest of the structure of Y is determined by the fact that Y is tree-like (i.e., the dual graph of its irreducible components is a tree).
Proof. That Y is tree-like follows from [Ray90, Théorème 1]. This means that any two irreducible components of Y can intersect at at most one point. Everything else except the statement about the conductors follows from Proposition 4.4, Lemma A.1, and the fact that if H is a cyclic p-group, then an H-Galois cover of P 1 branched at one point with inertia groups Z/p must, in fact, be a Z/p-cover. We omit the details.
For the remainder of the proof, let W be a p i -component intersecting a p i+1component W .
Suppose we are in the situation of Proposition A.4 and i ≥ s. Then Y /Q i → X is branched at two points, so Y has genus zero. So any component of the special fiber of Y st /Q i must also have genus zero. Since Q i acts trivially above W , every component above W must have genus zero. If such a component is a radicial extension of an Artin-Schreier cover, then Lemma 2.4 shows that the Artin-Schreier cover must have conductor 1.
Now, suppose that f has three totally ramified points or that we are in the situation of Proposition A.4 and i < s. Then W is the unique p i -component of X (Propositions A.3 and A.4), and is thus the uniqueétale tail of the stable reduction of the three-point cover f : Y /Q i → X. By Lemma 7.8, the irreducible components above W in the stable reduction of f : Y /Q i → X are Artin-Schreier covers with conductor 2. Since W is a p i -component, the irreducible components of Y above W are radicial extensions of Artin-Schreier covers with conductor 2. 2 Appendix B. Composition series of groups with cyclic p-Sylow subgroup
In this appendix, we prove Proposition B.2, which shows that a finite, non-psolvable group with cyclic p-Sylow subgroup has a unique composition factor with order divisible by p. Before we prove Proposition B.2, we prove a lemma. Our proof depends on the classification of finite simple groups.
Lemma B.1. Let S be a nonabelian finite simple group with a (nontrivial) cyclic p-Sylow subgroup. Then any element x ∈ Out(S) with order p lifts to an automorphism x ∈ Aut(S) with order p.
Proof. All facts about finite simple groups used in this proof that are not clear from the definitions or otherwise cited can be found in [ATLAS] .
First, note that no non-abelian simple group has a cyclic 2-Sylow subgroup, so we assume p = 2. Note also that no primes other than 2 divide the order of the outer automorphism group of any alternating or sporadic group. So we may assume that S is of Lie type.
We first show that p does not divide the order g of the graph automorphism group or d of the diagonal automorphism group of S. The only simple groups S of Lie type for which an odd prime divides g are those of the form O + 8 (q). In this case 3|g. But O + 8 (q) contains (O + 4 (q)) 2 in block form, and the order of O + 4 (q) is 1 (4,q 2 −1) (q 2 (q 2 − 1) 2 ). This is divisible by 3, so O + 8 (q) contains the group Z/3 × Z/3, and does not have a cyclic 3-Sylow subgroup.
The simple groups S of Lie type for which an odd prime p divides d are the following:
(1) P SL n (q), for p|(n, q − 1).
(2) P SU n (q 2 ), for p|(n, q + 1).
(3) E 6 (q), for p = 3 and 3|(q − 1). (4) 2 E 6 (q 2 ), p = 3 and 3|(q + 1). Now, P SL n (q) contains a split maximal torus ((Z/q) × ) n−1 . Since p|(q − 1), this group contains (Z/p) n−1 which is not cyclic, as p|n and p = 2. So a p-Sylow subgroup of P SL n (q) is not cyclic. The diagonal matrices in P SU n (q 2 ) form the group (Z/(q + 1)) n−1 , which also contains a non-cyclic p-group (as p > 2 and p|(n, q + 1)). The group E 6 (q) has a split maximal torus ((Z/q) × ) 6 ([Hum75, §35]), and thus contains a non-cyclic 3-group. Lastly, 2 E 6 (q 2 ) is constructed as a subgroup of E 6 (q 2 ). When q ≡ −1 (mod 3), the ratio |E 6 (q 2 )|/| 2 E 6 (q 2 )| is not divisible by 3, so a 3-Sylow subgroup of 2 E 6 (q 2 ) is isomorphic to one of E 6 (q 2 ), which we already know is not cyclic.
So if there exists an element x ∈ Out(S) of order p, then p divides f , the order of the group of field automorphisms. Also, since the group of field automorphisms is cyclic and p does not divide d or g, a p-Sylow subgroup of Out(S) is cyclic. This means that all elements of order p in Out(S) are conjugate in Out(S), up to a prime-to-pth power. Now, there exists an automorphism α in Aut(S) which has order p and is not inner. Namely, we view S as the F q -points of some Z-scheme, where q = ℘ f for some prime ℘, and we act on these points by the (f /p)th power of the Frobenius at ℘. Let α be the image of α in Out(S). Since there exists c prime to p such that α c is conjugate to x in Out(S), there exists some x conjugate to α c in Aut(S) such that x is the image of x in Out(S). Since α c has order p, so does x. It is the automorphism we seek.
The main theorem we wish to prove in this section states that a finite group with a cyclic p-Sylow subgroup is either p-solvable or "as far from p-solvable as possible." Proposition B.2. Let G be a finite group with a cyclic p-Sylow subgroup P of order p n . Then at least one of the following two statements is true:
• G is p-solvable.
• G has a simple composition factor S with p n | |S|.
Proof. We may replace G by G/N , where N is the maximal prime-to-p normal subgroup of G. So assume that any nontrivial normal subgroup of G has order divisible by p. Let S be a minimal normal subgroup of G. Then S is a direct product of isomorphic simple groups [Asc00, 8.2, 8.3]. Since G has cyclic p-Sylow subgroup, and no nontrivial normal subgroups of prime-to-p order, we see that S is a simple group with p | |S|. If S ∼ = Z/p, then [Obu11a, Corollary 2.4 (i)] shows that G is p-solvable. So assume, for a contradiction, that p n |S| and S Z/p. Then G/S contains a subgroup of order p. Let H be the inverse image of this subgroup in G. It follows that H is an extension of the form
We claim that H cannot have a cyclic p-Sylow subgroup, thus obtaining the desired contradiction.
To prove our claim, we show that H is in fact a semidirect product S H/S, i.e., we can lift H/S to a subgroup of H. Let x be a generator of H/S. We need to find a lift x of x which has order p. It suffices to find x lifting x such that conjugation by x p on S is the trivial isomorphism, as S is center-free. Since the possible choices of x correspond to the possible automorphisms of S which lift the outer automorphism φ x given by x, we need only find an automorphism of S of order p which lifts φ x . Since φ x has order p, our desired automorphism is provided by Lemma B.1, finishing the proof. 2 Remark B.3. As was mentioned in the introduction, there are limited examples of simple groups with cyclic p-Sylow subgroups of order greater than p. For instance, there are no sporadic groups or alternating groups. There are some of the form P SL r ( ), including all groups of the form P SL 2 ( ) with v p ( 2 − 1) > 1 and p, odd. There is also the Suzuki group Sz(32). All other examples are too large to be included in [ATLAS] .
Appendix C. Computations for p = 2, 3
We collect some technical computations involving small primes that would have disrupted the continuity of the main text.
For the following proposition, R is a mixed characteristic (0, 2) complete discrete valuation ring with residue field k and fraction field K. for any scheme S over R, we write S k (resp. S K ) for S × R k (resp. S × R K).
Proposition C.1. Assume that R contains the 2 n th roots of unity, where n ≥ 2. Let X = Spec A, where A = R{T }. Let f : Y K → X K be a µ 2 n -torsor given by the equation y 2 n = s, where s ≡ 1 + c 1 T + c 2 T 2 (mod 2 n+1 ), such that v(c 2 ) = n, c 2 is a square in R, and c 2 1 c2 ≡ 2 n+1 i (mod 2 n+2 ), where i is (either) square root of −1. Then f : Y K → X K splits into a union of 2 n−2 disjoint µ 4 -torsors. Let Y be the normalization of X in the total ring of fractions of Y K . Then the map Y k → X k iś etale, and is birationally equivalent to the union of 2 n−2 disjoint Z/4-covers of P 1 k , each branched at one point, with first upper jump equal to 1.
Proof. Using the binomial theorem, we see that 2 n−2 √ s exists in A and is congruent to 1 + b 1 T + b 2 T 2 (mod 8), with b 1 = c1 2 n−2 and b 2 = c2 2 n−2 . Then v(b 2 ) = 2, b 2 is a square in R, and b 2 1 b2 ≡ 8i (mod 16). Thus, we reduce to the case n = 2. Let Z K ∼ = Y K /µ 2 . The natural maps r : Z K → X K and q : Y K → Z K are given by the equations z 2 = g, y 2 = z, respectively. Let us write g = g(1 + T √ −b 2 ) 2 and z = z(1 + T √ −b 2 ). Then r is also given by the equation (z ) 2 = g . Now, g = 1 + 2T √ −b 2 + , where is a power series whose coefficients all have valuation greater than 2 (note that, by assumption, v(b 1 ) = 5 2 ). By [Hen00, Ch. 5, Proposition 1.6] and Lemma 2.5, the torsor r has (nontrivial)étale reduction Z k → X k , which is birationally equivalent to an Artin-Schreier cover with conductor 1. By Lemma 2.4, Z k has genus zero. Let U be such that 1 − 2U = z . Then the cover Z k → X k is given by the equation
where an overline represents reduction modulo π. Then U is a parameter for Z k , and the normalization of A in Z K is R{U }.
It remains to show that q hasétale reduction. The cover q is given by the equation
By [Hen00, Ch. 5, Proposition 1.6], it will suffice to show that, up to multiplication by a square in R{U }, the right-hand side of (C.1) is congruent to 1 (mod 4) in R{U }. Equivalently, we must show that the right-hand side is congruent modulo 4 to a square in R{U }. Modulo 4, we can rewrite the right-hand side as
We also have that
Rearranging, this yields that −4U + 4U 2 (b 1 / √ −b 2 ) + 2 ≡ T −b 2 (mod 4).
Since b 2 1 b2 ≡ 8i (mod 16), it is clear that b 2 1 −b2 ≡ 8i (mod 16). One can then show that b1 √ −b2 ≡ 2 + 2i (mod 4). We obtain T √ −b 2 ≡ 2iU − 2iU 2 (mod 4). So (C.2) is congruent to 1 − (2 + 2i)U + 2iU 2 modulo 4. This is (1 − (1 + i)U ) 2 , so we are done.
2 Lemma C.2. Lemma 7.8 holds when p = 2, and also when p = 3 and n > s = 1.
Proof. Use the notation of Lemma 7.8, and let R/W (k) be a large enough finite extension. As in the proof of Lemma 7.8, we must show that, if D is the formal disk with ring of functions R{t}, then the normalization E of D in the fraction field of R{t} and v(c 2 ) = n+ 1 2 . By (7.2), we have v(c ) ≥ n+ 1 2 except when = 3. Furthermore, each term in (C.3) for = 3, other than j = 3, has valuation greater than n + 1 2 . So c 3 ≡ e 3 b 3 (d − 1) −3 (mod 3 n+ 1 2 + ), for some > 0. Thus v(c 1 ) = n + 5 12 > n and v(c 3 ) = n + 1 4 > n. Note also that v(c ) > n+ 1 2 for ≥ 4. Now,
Since v(d−1) = n−s > 1 4 , and v(e 3 b 3 (d − 1) −3 ) = n + 1 4 , we obtain that c 3 1 3 2n+1 ≡ e 3 b 3 (d − 1) −3 ≡ c 3 (mod 3 n+ 1 2 + ), for some > 0. We are now in the situation (ii) of Lemma 3.1 (with h = 2), and we conclude using Lemma 2.4. Next, assume p = 2. First, note that n > s, as there are no three-point Z/2 ncovers of P 1 that are totally ramified above all three branch points. Consider (C.3). Clearly c 0 = 1. We claim that v(c 2 ) = n, that c 2 1 c2 ≡ 2 n+1 i (mod 2 n+2 ), and that v(c ) ≥ n + 1 for ≥ 3. We may assume that K contains √ c 2 . Given the claim, we can apply Proposition C.1 to see that the special fiber E k of E is a disjoint union of 2 n−2é tale Z/4-covers of the special fiber D k of D, each of which extends to a cover φ : E k → P 1 k branched at one point with first upper jump equal to 1. By [Pri06, Lemma 19], such a cover has conductor at least 2. A Hurwitz formula calculation shows that the each component of E k has positive genus, proving the lemma. Now we prove the claim. The term in (C.3) for c 2 with lowest valuation corresponds to j = 2, and this term has valuation 2v(e) + v(b) − 1 − 2v(d − 1), which is equal to n. For c , ≥ 3, we have v(c ) = n + 1 + −2 2 (s + 1) − v( ) by (7.2). Since s ≥ 1, we obtain v(c ) ≥ n + 1 for ≥ 3.
Lastly, we must show that Then the congruence c 2 1 c2 ≡ 2 n+1 i (mod 2 n+2 ) is equivalent to 2((a + b)d − a) 2 −bd 2 ≡ 2 n+1 i (mod 2 n+2 ) (as the other terms in the denominator become negligible). Plugging in d to 2((a+b)d−a) 2 −bd 2 , we obtain 2 n+1 bi −b(a 2 + 2a a+b √ 2 n bi + 2 n bi (a+b) 2 ) ≡ 2 n+1 i (mod 2 n+2 ). This is equivalent to −1 a 2 ≡ 1 (mod 2), as the terms in the denominator, other than −ba 2 , are negligible. This is certainly true, as a is odd. This completes the proof of the claim, and thus the lemma. 2 Lemma C.3. Let p = 3, let n > s be positive integers, and let a and b be integers with v 3 (a) = 0 and v 3 (b) = n − s. Write K 0 = Frac(W (k)) and, for all i > 0, write K i = K 0 (ζ 3 i ), where ζ 3 i is a primitive 3 i th root of unity. If s = 1, then the nth higher ramification groups for the upper numbering of
Then the nth higher ramification groups for the upper numbering of
Proof. Assume s = 1. Then 3 2n+1 b 3 has valuation 3n − 1. Since n ≥ 2, the nth higher ramification groups for the upper numbering of L = K 1 3 3 2n+1 b 3 /K 0 vanish by [Viv04, Theorem 6.5]. Also, the nth higher ramification groups for the upper numbering of L = K n 3 n−1 a a+b /K 0 vanish by [Viv04, Theorem 5.8]. By Lemma 2.3, K n 3 3 2n+1 b 3 , 3 n−1 a a+b /K 0 has trivial nth higher ramification groups for the upper numbering. Now, assume s > 1. We use case (ii) of Corollary 7.14 and Lemma 2.3 to reduce to showing that the conductor of K/K 0 is less than n, where K := K n d , 3 n−s+1 (d ) a (d − 1) b a a b b (a + b) −(a+b) /K 0 .
Since v(b) = n − s and v(a) = 0, one calculates that d := d /( a a+b ) can be written as 1 + r, where v(r) = n − s + 2 3 . The same is true for (d ) a . By the binomial expansion, (d ) a is a 3 n−s th power in K n (d ). Thus so is (d ) a (d −1) b b b (a+b) −b . So we can write K = K n (d , 3 √ d ), for some d ∈ K n (d ). Using Lemma 2.3 again, we need only show that the conductor h of K 1 (d , 3 √ d )/K 0 is less than n. Note that n ≥ 3.
Let L = K 1 (d ) and M = K 1 (d , 3 √ d ). By [Obu11c, Lemma 3.2], the conductor of L/K 1 is 3. Since the lower numbering is invariant under subgroups, the greatest lower jump for the higher ramification filtration of L/K 0 is 3. Thus the conductor of L/K 0 is 3 2 . By [Obu11c, Lemma 3.2], the conductor of M/L is ≤ 9. Applying [Obu11c, Lemma 2.1] to K 0 ⊆ L ⊆ M yields that h is either 3 2 or satisfies h ≤ 3 2 + 1 6 (9 − 3) < 3 ≤ n. 2
For the rest of the appendix, K 0 is the fraction field of W (k), where k is algebraically closed of characteristic 2. We set K r := K 0 (ζ 2 r ).
We state an easy lemma from elementary number theory without proof:
Lemma C.4. Choose d ∈ Q, and a square root i of −1 in K 2 . Let v be the standard 2-adic valuation. If v(d) is even, then di is a square in K 3 , but not in K 2 . Also, d the last inequality holding because n > s > j. This means that
