Determination of the reactor kinetic characteristics is very important for the design and development of a new reactor system. In this sense, the computation of lambda modes associated to a nuclear power reactor has interest since these modes can be used to analyze the reactor criticality and to develop modal methods to analyze transient situations in the reactor. In this paper, the lambda problem has been discretized using a high order finite element method to obtain a generalized algebraic eigenvalue problem. A multilevel method is proposed to solve this generalized eigenvalue problem combining a hierarchy of meshes with a Modified Block Newton method. The Krylov-Schur method is used to compare the efficiency of the multilevel method solving several benchmark problems.
Introduction
Most of the simulations performed in nuclear reactors are done using the neutron diffusion equation. This equation is an approximation of the neutron transport equation relying on the assumption that the neutron current is proportional to the gradient of the neutron flux by means of a diffusion coefficient. This approximation is analogous to Fick's law in species diffusion and to Fourier's law in heat transfer [1] .
For given a configuration of a nuclear reactor core, it is possible to force its criticality dividing the neutron production rate by a positive number, λ , obtaining a neutron balance equation. This equation is known as the λ -modes problem,
where L is the neutron loss operator, M is the neutron production operator and φ the neutron flux. If the two energy groups approximation is used and assuming that fission neutrons are born in the fast group and there is no up-scattering, these operators have the following form,
where φ 1 is the fast neutron flux and φ 2 , the thermal flux. D 1 and D 2 are the diffusion coefficients, Σ a1 and Σ a2 , the absorption cross sections and νΣ f 1 and νΣ f 2 , the average number of neutrons produced in each fission multiplied by the fission cross sections. Finally, Σ 12 is the scattering cross section from group 1 to group 2. These are coefficients dependent on the position. The fundamental eigenvalue (the one with the largest magnitude) shows the criticality of the reactor core and its corresponding eigenfunction describes the steady state neutron distribution in the core. Next sub-critical eigenvalues and their corresponding eigenfunctions are useful to develop modal methods to integrate the time dependent neutron diffusion equation [2] .
Problem (1) is discretized using a high order Galerkin Finite Element Method (FEM), transforming this differential problem into an algebraic eigenvalue problem. The matrices of the problem obtained from the discretization with a FEM are large and iterative eigenvalue solvers have to be used. Different methods have been used to solve the generalized eigenvalue problem such as Krylov methods [3, 4] . However, if it is necessary to compute an accurate solution, the degree of the polynomial expansions have to be increased. As consequence, the matrix sizes in the eigenvalue problem increase considerably and efficient methods should be used. Multilevel strategies are based on the discretization of the problem using different meshes and have been successfully used for the integration of the time dependent neutron diffusion equation [5] . In this work, a multilevel method is proposed to solve the λ -modes problem combining two levels of meshes with a Modified Block Newton method [8] . The Krylov-Schur method is used to initiate the multilevel method.
The structure of the rest of the paper is as follows. In section 2 the spatial discretization of the lambda modes problem using a high order finite element method is briefly presented. In section 3, the proposed multilevel method and the eigenvalue solvers are described. Numerical results for the analysis of two different benchmark problems are presented in section 4. Finally, the main conclusions of the paper are summarized in section 5.
Spatial discretization
To solve the problem (1), a spatial discretization of the equations has to be selected. In this work, a high order continuous Galerkin finite element method is used, [6] , leading to an algebraic eigenvalue problem associated with the discretization of (1) with the following structure,
whereφ = φ 1 ,φ 2 T is the algebraic vector of weights associated with the fast and thermal neutron fluxes. The matrices elements are given by
where N i is the prescribed shape function for the ith node. For simplicity, the shape functions used are part of Lagrange finite elements. Ω e , with e = 1, . . . , N t , are the reactor subdomains (cells) in which the reactor domain is divided. In the same way, Γ e are the corresponding subdomain surfaces which are part of the reactor frontier. The boundary conditions considered, for the reactors analyzed in this work, are zero-flux conditions, and then, the shape functions of the corresponding nodes are fixed to zero. More details on the spatial discretization used and more general boundary conditions can be found in [4] . The finite element method has been implemented using the open source finite elements library Deal.II [7] .
Multilevel method
Let us consider the eigenvalue problem (2) rewritten as
where L and M are n × n matrices arising from the discretization on a given domain Ω. For simplicity, we have dropped the tilde in the notation of the algebraic vectors and we assume that Ω is discretized on a uniform grid Ω f . To solve (3) one typically calculates the successive approximations to the exact solution, φ , using an iterative technique, of the form
where G is some expression involving the old assignment of φ . One natural way to improve this process is to obtain better initial guesses (closer to the solution) at a computational cost as low as possible. To accomplish this aim, a coarse grid Ω c is used to generate improved initial guess to the solution in the finest grid Ω f . In the coarse level, an eigenvalue problem of the form
is solved, where M c and L c are the matrices associated with the spatial discretization Ω c . To use a vector φ c as an initial guess for the problem associated with the finer grid Ω f , we define the linear operator called interpolation operator I 
where 
Krylov-Schur method
Krylov-Schur method was introduced in 2002 by Stewart [9] and can be seen as an improvement on traditional Krylov subspace methods such as Arnoldi and Lanczos for computing a subset of eigenvalues and their corresponding eigenvectors of a large and sparse matrix.
Given an ordinary eigenvalue problem Ax = λ x, the Krylov-Schur method is defined by generalizing the Arnoldi decomposition of order m,
where v m+1 is the result of orthonormalizing Av m with respect to previous columns and H m is an upper Hessenberg matrix, to obtain a so-called Krylov decomposition of order m,
in which matrix B m is not restricted to be upper Hessenberg and b m+1 is an arbitrary vector. Krylov decompositions are invariant under (orthogonal) similarity transformations, so that
with Q T Q = I, is also a Krylov decomposition. In particular, one can choose Q in such a way that S m = Q T B m Q is in a (real) Schur form, that is, upper (quasi-)triangular with the eigenvalues in the 1 × 1 or 2 × 2 diagonal blocks. This particular class of relation, called Krylov-Schur decomposition, can be written in block form as
and has the nice feature that it can be truncated, resulting in a smaller Krylov-Schur decomposition,
that can be extended again to order m.
When addressing a generalized eigenvalue problem, Mx = λ Lx, a reformulation of the problem is used to obtain an ordinary eigenvalue problem. In particular, L −1 Mx = λ x, is solved, if L is non-singular. The iterative methods to solve the eigenvalue problem rely on the matrix-vector multiplication. The computation of L −1 Mx is done solving linear systems. These linear systems are solved with BiCGStab method, together a Cuthill-McKee reordering to optimize the fill-in and the incomplete LU factorization for preconditioning the matrices.
To solve the ordinary and generalized eigenvalue problems by Krylov-Schur method, the library SLEPc [10] has been used.
Modified Block Newton method for generalized eigenvalue problems
Given a partial generalized eigenvalue problem of the form
where V ∈ R n×q is a matrix of eigenvectors and Λ ∈ R q×q is a diagonal matrix whose diagonal elements are the dominant eigenvalues, n denotes the degree of freedoms in finite element method and q the number of desired eigenvalues. It is assumed that the eigenvectors can be factorized as
where Z T Z = I q . Problem (8) can be rewritten as
This problem is undetermined since the eigenvectors are defined up to a constant. To determine the problem, the biorthogonality condition W T Z = I q is introduced, where W is a fixed matrix of rank q. Newton's method is used to solve the following problem
Thus, a new iterated solution arises as,
where ∆Z (k) and ∆K (k) are solutions of the system
that is obtained substituting (12) into (11) and removing second order terms. The system (13) is coupled, since the matrix K (k) is not necessarily a diagonal matrix. To decouple the system, the Modified Block Newton method applies two previous steps. The first step consists of an orthogonalization to the matrix Z (k) using the modified Gram-Schmidt Orthogonalization. Once Z (k) is a matrix whose columns are orthogonal, i.e., Z (k) T Z (k) = I q , as a second step, a Rayleigh-Ritz procedure for generalized eigenvalue problems is applied [11, 12] , which consists of obtaining the eigenvectors S (k) and their corresponding eigenvalues
DefiningZ (k) := Z (k) S (k) , we have, from (14), that Λ (k) is a diagonal matrix whose elements, λ i are the Ritz values andZ (k) are the approximated Ritz eigenvectors, satisfying the equation
At each iteration, the matrix W in equation (13) is chosen as the previous approximation for the invariant subspace, that is, W =Z (k) . Using the definition of K (k) on (10), system (13) is decoupled into the q linear systems
with i = 1, . . . , q, and ∆z
(k)
i the i-th column of ∆Z (k) . Vectors Z (k+1) are updated according to equation (12) and the eigenvalues λ (k) i are obtained from the small problem (14). The Modified Block Newton method can be summarized as in Algorithm 1. In this Algorithm, a deflation technique is implemented which consists of working only with the non-converged eigenvectors, thus "locking" those eigenvectors that have already converged. Furthermore, to solve the system (16) a dynamic procedure is used to set the tolerance. Also, an expansion of the dimension of this method can be considered. In this case, the initial approximation has a size equal to the dimension, that is denoted in the Algorithm by d. When the dimension is not indicated this value is set to d = q (number of desired eigenvalues). 
Algorithm 1 MBNM
Orthonormalize(U) MODIFIED GRAM-SCHMIDT 8: Compute the Ritz approximations U, W RAYLEIGH-RITZ GEN.
9:
for i =conv → q do In this section, two different benchmark problems are presented to illustrate the efficiency of the multilevel scheme proposed in this paper.
The options for multilevel method have been: Krylov-Schur method to solve the coarse mesh with tolerance equal to 10 −3 . The number of eigenvalues required in each method has been 4. The dimension of the Krylov subspace set has been equal to 11, which is a reasonable value for the number of eigenvalues required. In the modified Block Newton algorithm, the tolerance has been set to 10 −6 . The linear systems of the Newton correction (Eq. (16)) have been solved with GMRES method and incomplete LU factorization for preconditioning. The tolerances in the dynamic procedure have been, in the first iteration 10 −2 , 10 −3 in the second one, 10 −5 in the third one and in the following iterations, 10 −8 .
For each problem, the computational time of the multilevel method is compared with Krylov-Schur method for the finest mesh. The Krylov-Schur tolerance to solve directly the fine mesh has been 10 −6 . The dimension has been set equal to the one used for the coarse mesh, 11. The time to solve the coarse mesh (CM) has been added to observe the amount of time in multilevel method spent in this part. The improvement in time of the multilevel method (improv.) has been computed dividing the difference between the CPU time with Krylov-Schur and multilevel method by the time with Krylov-Schur.
Cuboid reactor
This theoretical reactor consists of 3D cuboid with different materials placed heterogeneously in the different cells. Even though this problem is completely theoretical, it is relevant to analyze the computational time of multilevel scheme in a mesh with a large difference between the coarse and the fine meshes (8 cells in fine mesh are joint to form 1 cell in the coarse one). It has been designed with 8000 different assemblies (20 cells in each axis). The dimensions are 20 cm × 20 cm × 20 cm. The fine and coarse meshes considered in this problem are represented in Figure 1 . Also, the number of cells in each mesh (n. cells) are indicated. The computational times observed in this problem and the improvement of multilevel method with respect to Krylov-Schur method are shown in Table 1 . The results are computed for finite element degrees (FED) equal to 2 and 3. In DoFs, big differences are observed between fine and coarse meshes. The matrices in the fine mesh are approximately seven times bigger than the matrices in the coarse one. So, the time to solve the problem in the coarse mesh for the multilevel method is relatively small. The number of iterations in MBNM to obtain the tolerances desired have been 4 and 5, for FE= 2 and FE= 3, respectively. This indicates that the solution obtained in the coarse mesh is close to the solution in the fine mesh.
If we compare the computational times between Krylov-Schur and multilevel method, we observe a difference of 19s with FED= 2 and a difference of 239s with FED= 3, that are improvements of 17% and 30% with respect to Krylov-Schur method. So, the improvement, in this case, increases when the degree of polynomials used in the finite element method is increased. Note that if the dimension in Krylov subspace is increased these differences are reduced. However, there are not improvements in time with expansions of dimension in the MBNM. 
Ringhals C9 Case
For a practical application of the multilevel method, we have chosen a configuration of Ringhals rector. Particularly, we have chosen the C9 point of the Ringhals I stability benchmark, which corresponds to a point of operation that degenerated in an out-of-phase oscillation [13] . Its geometry (fine mesh) and the coarse mesh considered are represented in Figure 2 . The computational times computed with multilevel method and Krylov-Schur method are shown in Table 2 .
As in the previous case, the finite element degrees (FED) considered have been 2 and 3. In DoFs, we observe that the relation in the number of cells between the coarse and the fine mesh is a little higher than 1/3. The number of iterations in MBNM to obtain the tolerances desired have been relatively low for both cases. So, the solution obtained with the coarse mesh is also close to the solution in the fine mesh. This fact can be also observed in Figure 3 , where the fast flux corresponding to the first eigenvalue has been represented in the coarse and the fine mesh with FED= 2. In this figure, we observe that both eigenfunctions have a similar shape. Similar results are obtained to FED= 3. If the computational times between Krylov-Schur and multilevel method are compared, similar conclusions to the ones obtained in the cuboid case are obtained. For FED= 3, a difference of 268 seconds and an improvement of 14% are obtained and for FED= 2, a difference of 57 seconds is observed that is an improvement of 24%.
To make a better analysis of the multilevel method, the computational times with the residual errors, computed as
are represented in Figure 4 and Figure 5 for FED= 2 and FED= 3, respectively. The iterations are indicated with a dot. Furthermore, the computational times to solve the coarse problem and to build the matrices of fine problem are plotted. In these figures, it is observed that the initial approximations are near to 1 and the tolerance is reached with a small number of iterations since the block Newton method has a high rate of convergence. The time used in each iteration is large, being smaller in the first iterations, due to the dynamic tolerance implemented. The computational time to solve the coarse mesh represents an important part of the time in multilevel method, so a greater coarsening of initial mesh means less time in this part. The time to interpolate the solution and to build the matrices to the fine problem is very small, in both cases. 
Conclusions
The λ -modes problem has been discretized using a high order finite element method. A multilevel procedure based on a block Newton method has been proposed to solve the algebraic eigenvalue problem obtained from the discretization. This method has been based on using two grids and a modified block Newton method.
To investigate the performance of the methodology two benchmark problems have been analyzed: a theoretical cuboid and the realistic Ringhals reactor. In both problems we have used different finite element degrees, and the computational times necessary to solve the problem with the multilevel method have been smaller than the ones used by Krylov-Schur method. For the reactor with prismatic geometry, it is possible to make a further coarsening of the mesh and to obtain smaller number of cells, so the relative time necessary to solve the problem in the coarse mesh is smaller than in the realistic reactor. In this last type of problems, it is necessary to study different strategies to coarse the mesh according to the geometry reactor. Regarding to the modified block Newton method, it has a high rate of convergence when the initial approximation is close enough to the solution in the fine mesh.
In summary, the multilevel method is a good strategy to compute a set of λ -modes of a nuclear power reactor, specially when the geometry of the reactor allows to define a coarse mesh with a large reduction of the degrees of freedom of the problem. T h i s p a g e i s i n t e n t i o n a l l y l e f t b l a n k ©UP4 Sciences. All rights reserved.
