

















In this study, a n巴wapproach of the acquisition of cooperative strategies in multiagent en 
v1ronment. That is realized by a machine learning system. Based on cooperative strategies, a 
task planning problem in a multiagent environment is solved autonomously. As the one of 
robot task planning problems, the block stacking problem is treated. It is wel known that how 
to get the solution of this problem is said to be the one of the most difficult problem. Given an 
initial state and a goal state of blocks, a solution of the problem is to be given as an optimal 
sequence of operations by which the given goal state is achieved with minimum cost. To real 
ize an autonomous planning mechanism, a classifier system is applied to this problem. The 
classifier system is a general purpose machine learning system. In this approach, a classifier 
corr巴spondsto a production rule that instructs the next operation when its conditional part 1s 



































































B = lbi' i E II, 
c = lei; iξIf, 





ロックをペイン トする色の集合で， p (bJにより各ブロックの位置が表現される。
この問題空間上で与えられるタスクは，ブロックを移動することが出来るロボットによ り達
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Figure. 1 The problem settmg 
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成される。このロボットが実行できるオベレーションは2種類とする。すなわち，
PickUp (i）：スロットz上の最上部に配置されているブロックを持ち上げる。ただし， if! 
Sなる zが指定された場合はいずれのブロックも持ち上げない。




R = Iη；k E Kl, (4) 
したがって，タスクを効率的に達成するための， 時刻 tにおけるロボット hのオベレーション
ゅ（t,k）の列により解が示される事となる。またロボッ トは l度には 1つのブロックしか持ち







































ファイアーの集合が存在する。 1つのクラシファイア－ cf；は，条件部分 C；と行為部分向から
構成されるストリングルールで次のように表現される。
c五＝(c;, a;) (5) 
また，条件部と行為部はそれぞれ次のように固定長の整数列で表現される。
c; = linrl le, (6) 
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a traditional 
representation method 
of a state of blocks. 
1 2 3 4 
a proposed representation 
method of the same state 
of blocks. 








































Robots carry out a 
operation in a previously 
determined order. 









S (cん t十 1)= S (cんの－B (cんの＋R (cん t+ 1). (9) 
ここで S(cん のと B(cβ，Oはそれぞれ，cλの時刻 tにおける強度と指値の値である。そして
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Figure. 7 Given experimental task. 
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