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Reciprocal pairs of quantum channels are defined as completely positive transformations which
admit a rigid, distance-preserving, yet not completely-positive transformation that allows to repro-
duce the outcome of one from the corresponding outcome of the other. From a classical perspective
these transmission lines should exhibit the same communication efficiency. This is no longer the
case in the quantum setting: explicit asymmetric behaviours are reported studying the classical
communication capacities of reciprocal pairs of depolarizing and Weyl-covariant channels.
I. INTRODUCTION
Quantum mechanics is well-known for giving rise to
counterintuitive effects with respect to the classical world
we experience. Quantum information theory often relies
on harnessing such effects to produce technological ap-
plications. One such effect that has attracted much at-
tention in the past arises when trying to communicate a
chosen direction to a distant party [1–5]. Indeed it turns
out that, if we encode the directional information on the
state of two quantum spin systems, such direction can be
more efficiently estimated when using antiparallel spins
rather than parallel ones [3–5]. This asymmetry is quite
counterintuitive from a classical point of view and it is
caused by two peculiarities of quantum mechanics: i) the
impossibility of perfectly inverting the direction of an un-
known spin; ii) the possibility of performing entangling
measurements that introduce stronger-than-classical cor-
relations between the two spins.
In this article we report the presence of similar asym-
metries in the broader context of classical communication
on noisy quantum channels. We start by considering the
qubit depolarizing channel (DC) [6, 7], whose well-known
action in phase-space is that of shrinking the Bloch vector
of a qubit state by a given factor λ ≤ 1 that can take neg-
ative values. Hence, we can consider pairs of qubit DCs
with parameters ± |λ|, whose output states are attenu-
ated versions of the inputs but with opposite directions
in the Bloch sphere, see left panel of Fig. 1. Classical
intuition suggests that these two channels should exhibit
identical information-transmission efficiency. However,
as for the direction-transmission problem cited above,
this is not the case: when exploiting entanglement as
a side resource to boost the communication process [8, 9]
one can send information at a higher rate using the qubit
DC that shrinks and inverts the input rather than the one
that just shrinks it by the same amount. This asymme-
try is perhaps even more striking than the one discussed
in Refs. [1–5], since in the latter case improvements arise
only when the sender of the message alternates inverted
and non-inverted signals, while in the present case the
noise-induced inversion acts on each exchanged signal.
A generalization of this result to higher-dimensional
DCs can be obtained by exploiting the fact that all these
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Figure 1. Pictorial representation of the action of two qubit
depolarizing channels with opposite values of the depolarizing
parameters: channel 1 simply shrinks the spin while channel
2 also reverse its orientation. The action of these maps can al-
ternatively being view as adding/subtracting the input signal
from a completely noisy background (right panel).
maps (including the qubit case) can be described as
noisy processes that take the input state of the trans-
mitted signal and, depending on the sign of the parame-
ter λ, add it to, or subtract it from a completely mixed
background, see right panel Fig. 1. Once more, from
a purely classical point of view the two procedures are
expected to possess the same information-transmission
capabilities. Yet it turns out that the same asymmetry
observed for the qubit case also applies for systems of
higher dimensionality. Furthermore, at variance with the
two-dimensional case, this effect is observed also when
quantum side resources are absent, i.e., when consider-
ing the unassisted classical capacity [10–14] of the chan-
nels. Eventually, we further generalize our findings by
introducing pairs of reciprocal maps {D(Φ)±|λ|} obtained by
adding to/subtracting from the completely mixed state
a proper fraction of the outputs of an arbitrary channel
Φ. Similarly to the DC case, these maps generate out-
put images of the set of input density matrices which can
be mapped one into the other via a rigid (distance pre-
serving) transformation. Once more, while from a classi-
cal point of view these channels should exhibit identical
communication performances, in the quantum case an
asymmetric behaviour can be observed. In particular we
show this effect by considering the case where Φ belongs
to the class of finite-dimensional Weyl-covariant channels
(WCCs) [15–17] for which we compute the explicit value
of the entanglement-assisted capacity.
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2The article is structured as follows: in Sec. II we dis-
cuss the basic asymmetric property of DCs; in Sec. III we
introduce the notion of generalized reciprocal pairs. The
special case of WCCs is addressed in Sec. IV where the as-
sociated entanglement-assisted capacity is computed for
the first time; in Sec. V we compare the results with the
spin case and discuss future lines of research. The paper
ends with a series of technical appendices.
II. CAPACITY ASYMMETRIES FOR
RECIPROCAL DC PAIRS
In quantum information theory, the most general phys-
ical transformations that a quantum system S can un-
dergo when travelling through a noisy medium are de-
scribed in terms of quantum channels, i.e., linear, com-
pletely positive and trace-preserving maps Φ operat-
ing on the space S(H) of the density matrices ρˆ of
S [18, 19]. A benchmark of the communication effi-
ciency attainable when employing S as a carrier of clas-
sical information between two distant parties is the clas-
sical (unassisted) capacity CUA(Φ) of the channel, e.g.,
the highest transmission rate achievable when using Φ
asymptotically many times with possibly entangled in-
puts and measurements [10–14]. When shared entan-
glement between the sender and the receiver of the mes-
sages is available, the proper figure of merit is instead the
entanglement-assisted classical capacity CEA(Φ) [8, 9]
which accounts for the possibility of exploiting the super-
coding effect [20] in boosting the communication effi-
ciency of the channel.
In the particular case of a two-dimensional quantum
system, a qubit, the density matrices ρˆ of S admit a one-
to-one parametrization in terms of 3-dimensional Bloch
vectors ~r in the unit sphere of R3,
ρˆ =
1ˆ+ ~r · ~ˆσ
2
, (1)
with σˆj , j = 1, 2, 3, being the ordinary spin-1/2 Pauli
matrices while 1ˆ being the identity operator on H2 [6].
In this context a qubit depolarizing channel D(2)λ can be
defined as a mapping that induces an isotropic contrac-
tion of the Bloch sphere by rescaling all its elements by
an amount λ (the depolarizing parameter)
D(2)λ : ~r 7→ λ~r. (2)
While simple geometrical considerations suggest that not
all real values of λ are admissible, non-positive values of
this parameter are allowed. As a matter of fact, a study of
the complete-positivity of the transformation (2) reveals
that it defines a suitable quantum channel if and only if λ
lays in the interval [−1/3, 1] [7, 21, 22]. Accordingly, for
each |λ| ≤ 1/3 we can construct reciprocal pairs of qubit
DCs with opposite values of the depolarizing parameter,
i.e., {D(2)±|λ|}. When applied to the same input state, the
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Figure 2. Graphical representation of the action on the
density matrix space S(H) of the reciprocal pairs D(Φ)±|λ| of
Eq. (19) associated with the quantum channel Φ: the blue
and red sets represent the output images associated with D
(Φ)
|λ|
and D
(Φ)
−|λ| respectively, which are symmetric under inversion
by its central point 1ˆ/d (black dot in the figure). The re-
ciprocal DCs {D(d)±|λ|} are obtained by setting Φ equal to the
identity channel Id.
two elements of each of such pairs yield output Bloch
vectors that have equal norm, uniformly shrunk by |λ|
with respect to the initial value |~r|, but opposite verses,
with D(2)−|λ| inducing an effective, orientation-independent
inversion on the qubit state.
Going beyond the qubit setting, the same construction
can also be realized when S is a generic d-dimensional
quantum system. Here DCs can be introduced as the
following linear combination between the identity chan-
nel, Id : ρˆ → ρˆ, and the completely depolarizing chan-
nel, D(d)0 , that sends all inputs into the completely mixed
state 1ˆ/d [7]:
D(d)λ = λId + (1− λ)D(d)0 , (3)
which is equivalent to Eq. (2) in the special case d = 2.
DCs possess several interesting properties:
1. They are unital, i.e., the completely mixed state
is a fixed point under the action of these maps,
D(d)λ (1/d) = 1/d;
2. They are the only CP maps that commute with the
action of the unitary group in any dimension [23,
24];
3. They form a convex semigroup under composition,
i.e., for all p ∈ [0, 1]
D(d)λ1 ◦ D
(d)
λ2
= D(d)λ1λ2 , (4)
pD(d)λ1 + (1− p)D
(d)
λ2
= D(d)pλ1+(1−p)λ2 ; (5)
34. They are optimal quantum movers [25], meaning
that the density matrices D(d)λ (|ψ〉〈ψ|) they pro-
duce when applied to pure states have a fixed input-
output fidelity [6] value, i.e.,
〈ψ|D(d)λ (|ψ〉〈ψ|) |ψ〉 = f(λ) :=
1 + (d− 1)λ
d
, (6)
∀|ψ〉 ∈ H, whose minimum is optimal among all
channels, see Appendix A for details.
As in the qubit case, only restricted values of the depo-
larizing parameter λ permit to identify (3) as a proper
quantum channel. In generic dimension d these are given
by the real interval [λm(d), 1], with
λm(d) = −1/(d2 − 1) (7)
being a negative quantity [7]. Therefore, in full similar-
ity with the qubit case, for each |λ| ≤ |λm(d)| we can
again define reciprocal pairs of DCs {D(d)±|λ|} with oppo-
site depolarization coefficients. It is easily verified that
both D(d)|λ| and D(d)−|λ| induce uniform contractions on the
set S(H) of density matrices toward its center, identified
with the completely mixed state 1ˆ/d. Indeed the latter
is a fixed point of the maps, while the distance between
any two output states is given by∣∣∣∣∣∣D(d)±|λ| (ρˆ1)−D(d)±|λ| (ρˆ2)∣∣∣∣∣∣ = |λ| ||ρˆ1 − ρˆ2|| , (8)
where ‖ · · · ‖ is an arbitrary operator norm and ρˆ1, ρˆ2 ∈
S(H) are generic input states, following from Eq. (3).
Note that Eq. (8) also applies when {D(d)±|λ|} operate lo-
cally on joint states of S with an arbitrary ancillary sys-
tem A. Yet, while D(d)|λ| operates by adding a fraction of
the input state ρˆ to 1ˆ/d, D(d)−|λ| does the same by subtract-
ing the former from the latter. This realizes an effective
inversion of the initial state ρˆ ∈ S(H), such that the out-
put states of each reciprocal pair are found at the same
distance from the completely mixed state but on opposite
sides of it, see Fig. 2, i.e.,∣∣∣∣∣∣D(d)|λ| (ρˆ)−D(d)−|λ| (ρˆ)∣∣∣∣∣∣ = 2 ∣∣∣∣∣∣∣∣D(d)±|λ| (ρˆ)− 1d
∣∣∣∣∣∣∣∣ . (9)
At variance with the scheme analyzed in Refs. [1–5],
the extra flipping introduced by D(d)−|λ| is not part of a
communication strategy established by the two signal-
ing parties. Instead it is automatically induced by the
environmental noise affecting the transmission process.
It makes sense to ask whether this mechanism could
bring some advantages in terms of communication effi-
ciency, since it assigns lower values of the input-ouput fi-
delity (6) to the negative component of a reciprocal pair,
i.e., f(−|λ|) ≤ f(|λ|). As a preliminary observation we
consider the tensor-product channel obtained by two uses
of the DC, possibly with different values of the depolariz-
ing parameter: D(d)λ ⊗D(d)λ′ . For a fixed value of |λ| = |λ′|,
Figure 3. Plot of the UA (purple dashed) and the EA (or-
ange solid) capacities of the DC for d = 3, Eqs. (10,11), as
a function of the depolarizing parameter, λ ∈ [λm(3), 1]. In
the region where reciprocal pairs of DCs, {D(3)±|λ|}, can be de-
fined (see the inset), the attained values of both capacities
are higher for the negative-parameter channel of the pair, ex-
hibiting a counterintuitive asymmetry. The effect is stronger
in the EA case.
we would then expect to obtain a higher information-
transmission rate in the case of opposite channel param-
eters, i.e., λ = −λ′, than that of equal ones, i.e., λ = λ′,
in a similar fashion to the case addressed in Refs. [1–5].
We notice however that both the unassisted classical ca-
pacity CUA and the entanglement-assisted capacity CEA
of DCs are additive under tensor product with any other
channel [7, 9], i.e., C`(D(d)λ ⊗D(d)λ′ ) = C`(D(d)λ )+C`(D(d)λ′ )
the label ` referring to the unassisted case (UA) or the
entanglement-assisted one (EA). Therefore any asymme-
try effect arising in this setting is not imputable to the
joint use of channels with opposite depolarizing parame-
ters and cannot be directly linked to the case studied in
Refs. [1–5]: if present it can only be ascribed to individ-
ual properties of the positive and negative components
of a reciprocal pair. In order to check this, it is sufficient
to recall Refs. [7, 8], where closed expressions for the
UA and EA classical capacity of an arbitrary DC, D(d)λ ,
were provided in terms of the minimal value attained by
the von Neumann entropy [6] at the output of the map,
Smin
(
D(d)λ
)
. Specifically we have
CUA
(
D(d)λ
)
= log d− Smin
(
D(d)λ
)
, (10)
CEA
(
D(d)λ
)
= CUA
(
D(d2)λ
)
, (11)
and
Smin
(
D(d)λ
)
= H
({
1 + (d− 1)λ
d
,
(
1− λ
d
)×(d−1)})
,
(12)
the rhs of the last equation being the Shannon entropy
of a probability distribution with d − 1 equal terms and
4one equal to 1+(d−1)λd (all the logarithms are computed
in base 2). It turns out that for all d ≥ 3, in the interval
where flipping of the sign of the depolarizing parameter
is allowed, i.e., |λ| ≤ |λm(d)|, both (10) and (11) are not
symmetric: the capacities associated with the negative
components of the reciprocal pairs are always larger than
those of their positive counterparts, i.e.,
C`
(
D(d)−|λ|
)
≥ C`
(
D(d)|λ|
)
, (13)
see Fig. 3. For d = 2 instead, the asymmetry is present
only for the EA capacity and not for the UA one, sug-
gesting that quantum correlations are strictly necessary
to activate this property in the qubit case. It is worth
noticing that the above results cannot be associated with
the convex semigroup properties (4,5), which imply the
following inequalities for the capacities:
C`
(
D(d)λ1λ2
)
≤ min
{
C`
(
D(d)λ1
)
, C`
(
D(d)λ2
)}
, (14)
C`
(
D(d)
λ¯
)
≤ pC`
(
D(d)λ1
)
+ (1− p)C`
(
D(d)λ2
)
,
for all λ1, λ2 ∈ [λm(d), 1] and p ∈ [0, 1], where the first
relation is derived via the data-processing inequality [18].
Fig. 4 reports a detailed analysis of the observed capacity
gaps between the elements of a reciprocal pair by plotting
the asymmetry parameters
a`(|λ|) =
C`
(
D(d)−|λ|
)
− C`
(
D(d)|λ|
)
C`
(
D(d)|λ|
) (15)
as a function of the depolarizing parameter |λ|, for sev-
eral system dimensions. Note that the EA asymmetry
is about one order of magnitude stronger than the UA
one and it is present also for d = 2. Moreover, for a
fixed value of |λ|, higher asymmetry ratios are attained
at higher dimensions. For fixed dimension instead, the
maximum asymmetry ratio is attained at the edge of the
allowed values of depolarization, i.e., |λ| = |λm(d)|, cor-
responding to the least noisy channel that still has a re-
ciprocal one. This maximum, a`(|λm(d)|), is dimension-
dependent and its behaviour is different depending on
which capacity we are computing: aEA(|λm(d)|) in-
creases with the dimension, saturating to a value ∼ 0.59,
while aUA(|λm(d)|) peaks at a value ∼ 0.094 for d = 4
and then decreases to zero.
III. RECIPROCAL PAIRS
The results presented in the previous section can be
framed in a broader context by considering pairs of quan-
tum channels D± producing output images that are ge-
ometrically equivalent, in the sense that one can pass
from the output of a channel to its reciprocal via a rigid
transformation Λ and vice versa, i.e.,
Λ ◦D+ = D− , Λ−1 ◦D− = D+ , (16)
(a)
(b)
Figure 4. Plot (log-log) of (a) the EA and (b) the UA asym-
metry ratios, Eq. (15), as a function of the absolute value
of the depolarizing parameter, |λ|, for several system dimen-
sions, d = 2, 3, · · · , 10 (from darker to lighter colours). Note
that the UA asymmetry starts from d = 3 since it is zero for
d = 2. The general feature is an increase of the asymmetry
ratio with both |λ| and d. See the text for further comments.
with
‖Λ (ρˆ1)− Λ (ρˆ2) ‖ = ‖ρˆ1 − ρˆ2‖ , (17)
for all ρˆ1, ρˆ2 ∈ S(H). In a classical setting this prop-
erty would be sufficient to make D± equivalent in terms
of communication efficiency. The same happens also in
the quantum case when Λ can be identified with a uni-
tary transformation since then one can invoke the data-
processing inequality to show that D± possess identical
communication capacities. However, if Λ is not com-
pletely positive, then the above argument is no longer
applicable and asymmetric behavior may arise. A first
example of this fact is provided by the reciprocal DC
pairs {D(d)±|λ|} of Sec. II whose connecting map is realized
by the inversion with respect to the completely mixed
point, i.e., the (not completely-positive) super-operator
Λ = Λ−1 := −Id + 2D(d)0 . (18)
5Other instances of the same effect can be obtained by
considering the pairs {D(Φ)±|λ|}, where D(Φ)λ is obtained
by linearly combining the output of an assigned quantum
channel Φ with the fully depolarizing map D(d)0 ,
D
(Φ)
λ = λΦ + (1− λ)D(d)0 , (19)
and λ is properly chosen to ensure the complete posi-
tivity. Similarly to the DC case, recovered from (19)
by setting Φ = Id, the channels D
(Φ)
|λ| and D
(Φ)
−|λ| act on
S(H) as uniform contractions, mapping the same input
ρˆ into two distinct output configurations that are equally
distant from the completely mixed state but on opposite
sides of it, i.e.,
‖D(Φ)±|λ| (ρˆ1)−D(Φ)±|λ| (ρˆ2) ‖ = |λ| ‖Φ(ρˆ1)− Φ(ρˆ2)‖ ,(20)
‖D(Φ)|λ| (ρˆ)−D(Φ)−|λ| (ρˆ) ‖ = ‖D(Φ)±|λ| (ρˆ)−
1ˆ
d
‖ , (21)
for all ρˆ, ρˆ1, ρˆ2 ∈ S(H). As before, Eq. (20) holds also
when the channels act locally on extended states of the
system S with an ancillary system A. Accordingly, the
pair {D(Φ)±|λ|} produces output images of S(H) which are
connected as in (16) via the super-operator (18). Our
previous observations then suggest that, also in this gen-
eral case, the two reciprocal channels should have an
asymmetric performance in terms of communication ef-
ficiency. Unfortunately, for an arbitrary choice of Φ this
conjecture is not easy to confirm due to the difficulty in
computing the exact value of the capacities required to
evaluate the ratios
a` (|λ|) =
C`
(
D
(Φ)
−|λ|
)
− C`
(
D
(Φ)
|λ|
)
C`
(
D
(Φ)
|λ|
) . (22)
There are cases however where this can be done, e.g.,
when Φ is a Weyl-covariant map [15–17] of arbitrary
dimension. Before presenting these results, let us first
comment on some general properties of the reciprocal
channel pairs we have just introduced:
1. The map D
(Φ)
λ defined in Eq. (19) cannot be seen
as a simple concatenation of the DC D(d)λ with Φ.
Indeed, due to the fact that the output states of
Φ form in general a proper subset of all possible
density matrices of the system S, in Eq. (19) the
parameter λ can take values on an interval I(Φ)
which is broader than the one required by the com-
plete positivity of D(d)λ , i.e., [λm(d), 1] ⊆ I(Φ) – see
below for an explicit example;
2. For any assigned Φ the quantum channels (19) form
a convex set, i.e., given λ1, λ2 ∈ I(Φ) we have
pD
(Φ)
λ1
+ (1− p)D(Φ)λ2 = D
(Φ)
λ
, (23)
with λ = pλ1 + (1− p)λ2 ∈ I(Φ) for all ∀p ∈ [0, 1].
A generalization of (4) can also be provided in the
following form
D(d)λ ◦D(Φ)λ1 = D
(Φ)
λλ1
, (24)
which holds for all λ ∈ [λm(d), 1] and λ1 ∈ I(Φ);
3. Equations (23) and (24) induce a natural order-
ing on the capacities of the maps D
(Φ)
λ , as did
the convex semigroup properties in the DC case,
see Eq. (14). Indeed, while Eq. (23) implies that
C`
(
D
(Φ)
λ
)
is a convex function of the parameter λ,
Eq. (24) implies that C`
(
D
(Φ)
λ2
)
≤ C`
(
D
(Φ)
λ1
)
for
all λ1, λ2 ∈ I(Φ) admitting a λ ∈ [λm(d), 1] such
that λ2 = λλ1. It is worth stressing however that
none of these properties can be used to establish a
hierarchy between the elements of a given recipro-
cal pair {D(Φ)±|λ|};
4. If Φ is the DC D(d)λ1 , then the associated D
(Φ)
λ is
also a DC with depolarizing parameter λλ1, i.e.,
D
(Φ)
λ = D(d)λλ1 . Accordingly, complete positivity of
the reciprocal pairs {D(Φ)±|λ|} is ensured if and only if
|λ| ≤ |λm(d)|/|λ1| and the presence of asymmetries
then trivially follows from that of a simple DC by
fixing λ1. Interestingly, the sign of the correspond-
ing asymmetry ratio can be flipped, i.e.,
a`(|λ|) =
C`
(
D(d)−|λ|λ1
)
− C`
(
D(d)|λ|λ1
)
C`
(
D(d)|λ|λ1
) , (25)
becomes negative for λ1 < 0. Similarly, if a channel
D
(Φ)
λ is found to exhibit asymmetric capacity with
positive asymmetry ratio, one can always build an-
other channel
D
(D
(Φ)
λ1
)
λ = D
(Φ)
λλ1
, (26)
which again exhibits asymmetry but with opposite
sign of the ratio.
IV. WEYL-COVARIANT RECIPROCAL PAIRS
Weyl-covariant channels [15–17] can be defined in any
finite dimension by introducing the generalization of
Pauli matrices, i.e., finite-dimensional Weyl operators:
Wˆz = Wˆ(x,y) = Uˆ
xVˆ y ∀x, y ∈ Zd, (27)
where Zd is the additive cyclic group in dimension d,
whose elements are labelled by {0, · · · , d − 1}, and z ∈
Z = Zd ⊕ Zd. The operators in Eq. (27) are unitary: Uˆ
operates on a given basis {|ej〉}dj=1 of the Hilbert space
6of the system by increasing the state index, while Vˆ by
adding a phase factor, i.e.,
Uˆ |ej〉 = |e(j+1)modd〉, Vˆ |ej〉 = e 2ipid j |ej〉. (28)
The transformations (27) constitute an irreducible uni-
tary representation W (Z) of Z on the space of operators
of the system. They also are the finite-dimensional coun-
terpart to displacement operators of continuous-variables
systems; in particular, they obey similar canonical com-
mutation relations [17, 26], the orthogonality condition
Tr
[
WˆzWˆ
†
z′
]
= dδz,z′ (29)
and the completeness relation
1
d2
∑
z
WˆzXˆWˆ
†
z = Tr
[
Xˆ
] 1ˆ
d
, (30)
for any operator Xˆ on the Hilbert space of the system.
A quantum channel Φ is said to be a Weyl-covariant chan-
nel (WCC) if it satisfies
Φ
(
WˆzXˆWˆ
†
z
)
= WˆzΦ
(
Xˆ
)
Wˆ †z ∀z ∈ Z, (31)
i.e., if its action commutes with that of any Weyl op-
erator. By construction WCCs form a convex set and
admit a canonical representation as convex combinations
of Weyl unitary transformations [17]. Accordingly, the
most generic WCC can always be written as
Φ{pz} (ρˆ) =
∑
z
pzWˆz ρˆWˆ
†
z , (32)
with {pz} a probability distribution on Z. Eq. (32) makes
it explicit that WCCs form a proper subset of random
unitary channels and of unital channels. In particular,
in dimension two, the Weyl operators are just the ordi-
nary Pauli matrices (up to an irrelevant phase on σ2)
and qubit WCCs coincide with the whole class of uni-
tal qubit channels up to unitary operations [27]. It is
also worth observing that the DC defined in Eq. (3) is a
special instance of WCC, as can be shown by applying
Eq. (30) to the second term in the sum and observing
that Wˆ(0,0) = 1ˆ. Accordingly we can express D(d)λ in
the form Eq. (32), by taking pz(λ) equal to
1+(d2−1)λ
d2
for z = (0, 0) and 1−λd2 otherwise. In Appendix B we
also show that WCCs can reach the same input-output
fidelity threshold attained by DCs when averaged over
the set of pure input states.
A close inspection of Eq. (19) reveals that the maps
D
(Φ)
λ associated to a WCC Φ{qz} are also Weyl-covariant
and can be hence expressed in the canonical form (32)
with a proper choice of the probability distribution pz.
Specifically this is
pz =
1 + (d2qz − 1)λ
d2
∀z ∈ Z(d), (33)
where {qz} is the probability distribution associated with
the canonical form of the input WCC Φ{qz}. Equa-
tion (33) can be used to determine the range of values of
the parameter λ that ensures complete positivity of the
transformations D
(Φ)
λ – an explicit proof of this is pro-
vided in Appendix C. Specifically, by imposing pz to take
values in the interval [0, 1] we get the following constraint
λ ∈ [λm({qz}), λM ({qz})], (34)
with λm({qz}) and λM ({qz}) being negative, resp. posi-
tive, quantities defined by the identities
λm ({qz}) = max
qz>d−2
1
1− d2qz ,
λM ({qz}) = min
qz<d−2
1
1− d2qz .
(35)
Therefore, given a generic WCC of canonical form Φ{qz}
we can now construct reciprocal pairs D
(Φ{qz})
±|λ| for all |λ|
satisfying the constraint
|λ| ≤ min{|λm({qz})| , |λM ({qz}|)} . (36)
We are now ready to study the presence of asymmetry
in the reciprocal pairs D
(Φ{qz})
±|λ| . Let us start by noting
that neither the UA nor the EA classical capacities of
WCCs are known, apart from the case d = 2 where they
coincide with unital qubit channels [21]. Indeed it has
been shown in Ref. [16, 28, 29] that the UA capacity of
these channels can be computed by minimizing the out-
put entropy, but still there is no proof that the additivity
holds in d > 2, see [7, 21], so that the problem may be
hard to solve. Luckily, the EA capacity is always addi-
tive and in the following we explicitly compute its value.
We remind that the EA capacity [9] of a channel Φ is
provided by the following expression
CEA(Φ) = max
ρˆ
I (ρˆ,Φ) (37)
where I (ρˆ,Φ) is the quantum mutual information [6] of
the channel Φ with input state ρˆ. For the class of WCCs
we have:
I
(
ρˆ,Φ{pz}
)
=
〈
I
(
ρˆ,W ◦ Φ{pz}
)〉
W∈W (Z)
=
〈
I
(W (ρˆ) ,Φ{pz})〉W∈W (Z) (38)
≤ I
(
〈W (ρˆ)〉W∈W (Z) ,Φ{pz}
)
= I
(
1ˆ
d
,Φ{pz}
)
,
where the first equality follows from the unitary-
invariance of the quantum mutual information, W(·) =
Wˆ · Wˆ † is the unitary map associated to a Weyl opera-
tor Wˆ and we have introduced the average 〈·〉 over the
Weyl group W (Z). The second equality instead follows
from the Weyl-covariance of WCCs, while the inequality
is due to the concavity of quantum mutual information
as a function of the input state. Finally, the last equality
7-0.372
-0.186
0
0.186
0.372
0.558
0.744
0.930
Figure 5. 3D slice-plot of the maximum asymmetry ratio (22)
of the EA capacity of WCC-based reciprocal pairs, D
(Φ{qz})
±|λ| ,
in the space determined by the three probability values qz for
z 6= (0, 0) in d = 2. The brighter regions are those where the
asymmetry ratio is larger, corresponding to the DC (all three
probabilities equal) and to its equivalent channels obtained by
the application of a Weyl unitary. Darker regions see instead
a negative asymmetry ratio, hence a gain of the non-inverting
channel of the pair, as discussed in Sec. III.
follows from the completeness relation of Eq. (30). Hence
the maximum in Eq. (37) is attained by the maximally
mixed state for any WCC Φ{pz}. The computation of its
value is reported in Appendix C and results in:
CEA
(
Φ{pz}
)
= 2 log d−H({pz}). (39)
Strikingly, this formula says that the EA capacity of a
noisy WCC channel is that of the ideal channel, 2 log d,
minus the Shannon entropy of the probability distribu-
tion that determines the weights of each Weyl map in the
composition of the channel. Expressing now the recipro-
cal pairs D
(Φ{qz})
±|λ| of a given WCC Φ{qz} in the canonical
form (32) with probabilities (33) we get
CEA
(
D
(Φ{qz})
±|λ|
)
= 2 log d−H
({
1± (d2qz − 1)|λ|
d2
})
,
(40)
for all |λ| as in Eq. (36). A numerical study of the asso-
ciated asymmetry ratio (22) reveals that for all assigned
choices of {qz} it reaches its maximum for the highest
allowed value of |λ| (please notice that this feature can-
not be directly associated with the general properties of
C`
(
D
(Φ)
λ
)
discussed in Sec. III). Moreover, a maximiza-
tion over the probability distribution {qz} of the input
WCC reveals that the DC exhibits the largest asymme-
try ratio among all such channels and it is unique up to
Weyl-unitary transformations. However, there is a whole
range of channel parameters {qz} where a high asymme-
try ratio can be attained, e.g., see Fig. 5 for the case of
d = 2. The UA capacity in this latter case is known [21]
and symmetric in λ, as for the DC.
V. DISCUSSION
Inspired by the results of Refs. [1–5] we discuss the
communication efficiency of pairs of channels which pro-
duce output images of the input signals that are geo-
metrically equivalent, i.e., they are connected via a rigid
transformation which allows one to reconstruct locally
the outcome of one map from that of the other one. At
variance with what would happen in a classical scenario,
an asymmetric behaviour can arise, yielding different ca-
pacity values to the two elements of the pair. In our anal-
ysis we focused on the special case of classical information
transfer, evaluating, when possible, the unassisted, CUA,
and entanglement-assisted, CEA, capacities of the chan-
nels. Analogous behaviours are expected however also for
the transferring of quantum messages, if the quantum
capacity is non-zero (in the case of the entanglement-
assisted quantum capacity QEA = CEA/2 this is just a
trivial consequence of our finding).
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Appendix A: DCs as optimal quantum movers
Quantum movers (QMs) were defined in Ref. [25] as
quantum channels that move any pure state of the sys-
tem by a constant amount in phase-space. Specifically,
taking the input-output fidelity [6] as a measure of the
phase-space overlap between the pure input state and the
associated output state, a QM Φ satisfies the following
constraint:
〈ψ|Φ (|ψ〉〈ψ|) |ψ〉 = f(Φ) ∀|ψ〉 pure, (A1)
where f(Φ) is a quantity that depends only on the chan-
nel parameters but is constant otherwise. A trivial QM
is the identity channel Id, which does not move input
states at all, i.e., f(Id) = 1. QMs with lower values of
f(Φ) move the input states progressively further away in
phase-space and a QM attaining null f(Φ) would virtu-
ally turn any pure input state into its orthogonal. How-
ever, it is well-known that the existence of a universal
inverter is not allowed by quantum mechanics [23, 30, 31]
and one can at best realize an approximate inverter. The
8class of QMs thus comprises approximate inverters that
allow to tune the input-output overlap to any physically-
allowed value. The DC maps D(d)λ defined in (3) are QMs
with a moving parameter that linearly depends upon λ
as indicated in Eq. (6). They are optimal in the sense
that, by playing with λ, we can span the full spectrum
of the allowed values of the moving parameter f(Φ): a
proof of this fact is presented here closing the problem
left open in [25]. To see this explicitly note that Eq. (A1)
can be equivalently expressed as
〈0|Uˆ†Φ
(
Uˆ |0〉〈0|Uˆ†
)
Uˆ |0〉 = f (Φ) ∀Uˆ ∈ U(d). (A2)
where we wrote |ψ〉 as Uˆ |0〉 with Uˆ being a generic ele-
ment of the unitary group U(d) and |0〉 being an (arbi-
trary) reference state. We are interested in minimizing
the function f(Φ) over all channels that satisfy the QM
condition, Eq. (A1). Taking the average with respect
to Uˆ through the Haar measure dµ(Uˆ) of U(d) we can
then identify a new QM, Φ =
∫
dµ(Uˆ)Uˆ†Φ
(
Uˆ · · · Uˆ†
)
Uˆ ,
which is characterized by the same moving strength of
the original one, i.e., f(Φ) = f(Φ), and which commutes
with the unitary group. This last is a very stringent re-
quirement that is satisfied only by the DCs, as detailed
in Ref. [23] using the methods of [24]. Accordingly we
can conclude that
min
Φ
f (Φ) = min
Φ¯
f
(
Φ¯
)
= min
λ
f(λ) = f(λm(d)) =
1
d+ 1
.
(A3)
Appendix B: Weak quantum movers and WCCs
The WCCs introduced in Sec. IV do not satisfy the
quantum mover condition (A1). Yet, as we shall see in
the following, when averaging over all possible pure in-
put states, they are capable of reaching the same input-
output fidelity threshold (A3) achieved by optimal quan-
tum movers. To see this, given Φ a generic quantum
channel let us consider the quantity
f¯ (Φ) =
∫
dµ(ψ) 〈ψ|Φ (|ψ〉〈ψ|) |ψ〉 , (B1)
where the integral is performed with the Haar measure
dµ(ψ) over pure states. Note that this quantity can be
defined for all channels, not only those satisfying the
stronger QM condition, Eq. (A1). In particular, in the
latter case it holds trivially f¯(ΦQM ) = f(ΦQM ). More-
over, its minimum value over all quantum channels coin-
cides with the one attained by QMs, since f¯(Φ) = f(Φ¯)
and we can apply Eq. (A3).For a generic channel in-
stead we can compute this quantity using the twirling
method [24, 32] as follows:
f¯ (Φ) =
∫
dU
∑
k
〈0|Uˆ†MˆkUˆ |0〉〈0|Uˆ†Mˆ†kUˆ |0〉
=
∫
dU
∑
k
〈00|
(
Uˆ† ⊗ Uˆ†
)(
Mˆk ⊗ Mˆ†k
)(
Uˆ ⊗ Uˆ
)
|00〉
=
∑
k
〈00|T
(
Mˆk ⊗ Mˆ†k
)
|00〉, (B2)
where the first equality follows from writing the in-
tegral as an average over the unitary group and em-
ploying a Kraus representation [6] for the channel, i.e.,
Φ(·) = ∑k Mˆk · Mˆ†k , the second one from introducing a
trivial copy of the system and the third one by defin-
ing the twirling map T as the average over the Uˆ† ⊗ Uˆ†
representation of the unitary group [24]. Its action is to
project on the commutant of the corresponding group,
which is spanned by the identity, 1ˆ⊗2, and the swap op-
erator, Sˆ =
∑d
i,j=1 |ij〉〈ji|, see [24, 32]. The average (B1)
then becomes
f¯ (Φ) =
1
d(d+ 1)
∑
k
Tr
[(
Mˆk ⊗ Mˆ†k
)(
1ˆ⊗2 + Sˆ
)]
=
∑r
i=1 νi + d
d(d+ 1)
, (B3)
where we have employed the definition of the swap oper-
ator and {νi}ri=1, r ≤ d2, are the eigenvalues of the map
Φ. In particular, for the class of WCCs just presented,
Eq. (B3) can be simplified by using the canonical form
of Eq. (32) to identify Mˆz with the operators
√
pzWˆz.
Hence from Eqs. (27 – 29), it follows that
f¯
(
Φ{pz}
)
=
dp(0,0) + 1
d+ 1
≥ 1
d+ 1
, (B4)
the inequality being saturated by the WCCs (32) that
have zero identity component, i.e., p(0,0) = 0.
Appendix C: Complete positivity and EA capacity
of WCCs
In this Appendix we analyze the Choi-Jamiolkowski
state of WCCs, useful both for defining the allowed range
of values of λ, Eq. (34), and computing the EA capac-
ity, Eq. (39). The complete-positivity condition on a
quantum channel Φ can be imposed by requiring that its
Choi-Jamiolkowsi (CJ) state is positive semidefinite [33].
The latter is obtained by applying an extended version
of the channel, Id⊗Φ, to the maximally entangled state
|Ω〉. Moreover, the quantum mutual information [19] em-
ployed in Eq. (37) is defined, mimicking its classical coun-
terpart, as the sum of the input and output entropies of
the channel, minus the entropy of its extended version,
i.e.,
I(ρˆ,Φ) = S(ρˆ) + S(Φ(ρˆ))− S((Id⊗ Φ)(|ρ〉〈ρ|)), (C1)
9where |ρ〉〈ρ| is a purification of the input state of the sys-
tem. For the particular case of WCCs the optimal state
to insert in Eq. (C1) is ρˆ = 1ˆ/d, as shown in Sec. IV.
Hence the first and second terms in Eq. (C1) are max-
imum and equal to log d, since WCCs are unital, while
the third term amounts to the entropy of the CJ state
of the channel, since the purification of the maximally
mixed state is |Ω〉 itself.
Both the complete-positivity condition and the EA ca-
pacity of WCCs thus depend on the spectrum of the CJ
state (Id ⊗ Φ{pz})|Ω〉〈Ω|. The latter can be more easily
computed by considering the complementary channel:
Φ˜{pz}(ρˆ) = TrS
[
UˆSE (ρˆS ⊗ |ψ〉〈ψ|E) Uˆ†SE
]
, (C2)
where we have introduced the Stinespring representa-
tion [34] of Φ{pz} by coupling the system, ρˆS , to an en-
vironment,
|ψ〉E =
∑
z
√
pz|z〉E , (C3)
through a unitary interaction,
UˆSE =
∑
z
(Wˆz)S ⊗ |z〉〈z|E . (C4)
Here {|z〉}z∈Z is a d2-dimensional orthonormal basis of
system E. It can be checked that tracing out the environ-
ment instead of the system in Eq. (C2) returns the WCC
of Eq. (32). Since the total output state comprising the
system, its purifying counterpart and the environment is
pure, the local spectra (and hence the entropies) of any
of its bipartition are equal and we can write:
S
((
Id⊗ Φ{pz}
)
(|Ω〉〈Ω|)) = S(Φ˜{pz}
(
1ˆ
d
))
. (C5)
The latter term now is easy to compute thanks to the
properties of Weyl-unitary operators. Indeed we have:
Φ˜{pz}
(
1ˆ
d
)
=
∑
z,z′
1
d
Tr
[
WˆzWˆ
†
z′
]√
pzpz′ |z〉〈z′|
=
∑
z
pz|z〉〈z|,
(C6)
where we have substituted the expressions of
Eqs. (C4),(C3) in Eq. (C2) for Φ{pz} and employed the
orthogonality condition Eq. (29). Therefore we conclude
that the spectrum of the CJ state of a WCC is simply the
probability distribution of its Weyl-unitary components.
From this it directly follows the expression Eq. (39) of
the EA capacity, while the complete-positivity condition
just amounts to require that {pz} is a probability
distribution.
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