We prove that ∀k ≥ 2 given a smooth compact k-dimensional manifold N and a multiplicative k − 1-gerbe on a Lie group G together with an integrable connection, there is a line bundle on the BeilinsonDrinfeld Grassmannian Gr G (N ) having the factorization property.
Introduction
There is a geometric description of vertex operator algebras ( [13] §19-20): start with a complex curve X, consider the moduli space Ran X of unordered finite sets of points in X, and try to build an interesting sheaf of modules on Ran X , that has the factorization property. This property reflects the fact that Ran X has the structure of a monoid, given by union of punctures. This is of course the theory of chiral algebras or factorization algebras developed in [4] , and the important class of examples of them comes from a particular factorization space (e.g. [13] §20), i.e. a geometric object Y → Ran X satisfying the factorization condition. This geometric object is yet another moduli space: the Beilinson-Drinfeld Grassmannian Gr G (X), where G is some group of our choice. It is defined as the moduli space of principal G-bundles on X with chosen trivializations outside finite sets of points.
It is easy to describe Gr G (X) in terms of stacks (e.g. [14] §0.5.3), and it is rather clear that there is a canonical Gr G (X) → Ran X , realizing Gr G (X) as a factorization space (e.g. [13] §20.3). Then one usually considers a line bundle on Gr G (X) and, pushing it forward to a sheaf on Ran X , obtains a chiral algebra.
In this paper we apply these techniques in differential geometry. Specifically we show how to build principal A-bundles on Gr G (X) (considered as a stack on the usual site of C ∞ -manifolds) starting with any differentiable cohomology class of a Lie group G with values in an abelian Lie group A. The dimension of X has to be 1 less than the dimension of the cohomology class. Other than that there is no restriction on dimensions. This is of course very different from algebraic geometry, where X has to be a curve. The reason we can do this is that there is no Hartogs' extension theorem in differential geometry, and the moduli space Gr G (X) can be defined for X of any dimension in exactly the same way as above. The price that we pay for working with C ∞ -functions is that the polar behavior, which in the theory of vertex algebras is described by Laurent series, is considerably more complicated in differential geometry.
Asymptotic manifolds
To deal with poles of C ∞ -functions we are forced to develop a geometric description of asymptotic behavior. By geometric description we mean using algebraic geometry of C ∞ -rings (e.g. [24] ). When looking at C ∞ (R) from the point of view of an algebraic geometer, one immediately notices that the corresponding geometric object is much more than just R.
For example the ideal of compactly supported functions has to be contained in some maximal ideals, which cannot correspond to points of R. These "asymptotic points" correspond to maximal filters of closed subsets of R (e.g. [23] ). The set of all such filters parameterizes the ways to approach the two infinities in R. The arithmetics of this non-Archimedean geometry of C ∞ (R) is rather complicated (e.g. [1] and references therein).
Instead of doing algebraic geometry with all these complicated points, we choose to group them together into what we call asymptotic manifolds. Instead of maximal filters of closed subsets we take intersections of directed systems of open subsets. In terms of R-points such intersections might be empty, but algebraically they correspond to non-trivial C ∞ -rings obtained as colimits of C ∞ -rings of functions on the open subsets.
The directed systems can be finite, in which case the corresponding asymptotic manifold is just an open subset of the usual manifold. Thus we obtain an enlargement of the category of manifolds to a bigger full subcategory of C ∞ R op , where C ∞ R is the category of finitely generated C ∞ -rings.
We organize asymptotic manifolds into a site, using the Zariski topology, since we need C ∞ -rings representing germs of punctures. Our definition allows us to develop the usual machinery of open, closed submanifolds, intersections, unions, complements, dimension theory, density structure etc.
In fact we manage to develop enough of the usual geometric techniques to be able to define and integrate connections around germs of punctures, and as a result to produce line bundles on Beilinson-Drinfeld Grassmannians by transgression, starting from differentiable cohomology classes on the group (e.g. [7] , [15] ). Germs of punctures play the same role as spheres do in the usual transgression construction (e.g. [8] ).
Of course asymptotic manifolds can be very different from the usual manifolds, and not only because they might have no R-points at all. One of the important differences is in the notion of compactness. If one tries to capture the asymptotic behavior around a point, or any compact puncture, it is enough to consider sequences of open neighbourhoods of the puncture.
If the puncture is not compact, e.g. a line in a plane, the germ cannot be computed by a sequence of open neighbourhoods, but one needs an uncountable directed system. This is a consequence of the very well known fact (e.g. [18] ) that any countable set or orders of growth can be dominated by one order. Because of this asymptotic manifolds are not necessarily firstcountable, a property we find very useful in proving Brown-Gersten descent theorems for thin homotopy groupoids.
Thin homotopy and connections
The strategy of building a line bundle on the affine Grassmannian, starting with a gerbe on the group, is of course by using transgression. This means that we start not just with a gerbe, but also with a connection on it. As we would like to integrate connections around germs of punctures, it is not enough, in general, to work with the usual infinitesimal theory based on nilpotent elements. We use the much more powerful infinitesimal theory in the geometry of C ∞ -rings developed in [5] . It is based on ∞-nilpotents.
The difference between nilpotents and ∞-nilpotents, is that we obtain 0 by evaluating a monomial of sufficient high degree on the former, while for the latter, in order to obtain 0, we might need a C ∞ -function that decays faster than any monomial. In particular ∞-infinitesimals are much more than first order infinitesimals, and this complicates the theory of connections.
If one wants to define a flat infinitesimal connection on something (e.g. a morphism from X into some classifying space), one can postulate that this morphism is insensitive to dividing out infinitesimals. In other words, the morphism factors through the de Rham space of X (e.g. [16] ).
If one wants to allow connections that are not necessarily flat, one should not use the de Rham space but, for example, the free free groupoid generated by X over the de Rham space. However, then even connections along curves within X will not be flat. Something similar happens when one wants to define higher order connections: one needs to postulate one dimensional flatness separately (e.g. [12] ).
In the case of k − 1-gerbes there is no reason to stop with flatness along curves, but we would like to go all the way to dimension k. This means that we need to postulate that the morphism into the classifying space of the gerbe factors not through the de Rham space of X, but de Rham space of the k-thin homotopy groupoid of X.
The k-thin homotopy groupoid of X consists of maps ∆ n → X that locally (on ∆ n ) factor through something of dimension ≤ k. The notion of thin homotopy is well known (e.g. [3] , [10] , [9] , [25] ). In our setting we would like to compute the thin homotopy groupoids explicitly, i.e. to find their fibrant representatives in the category of pre-sheaves of simplicial sets on the Zariski site of asymptotic manifolds. This is the reason we need to develop the theory of Brown-Gersten descent, which in turn requires the theory of dimension for asymptotic manifolds.
Here is the contents of the paper. Asymptotic manifolds are defined in Section 1.1.1 and in Section 1.1.2 it is proved that they have well defined dimensions. Just as for the usual manifolds, there is the notion of regular values for functions on asymptotic manifolds, and Sard's theorem tells us that almost all values are regular. This allows us, in Section 1.1.3, to define asymptotic submanifolds as solutions to equations and weak inequalities.
In Section 1.1.4 we single out compact and locally compact asymptotic manifolds. The full subcategory of C ∞ R op consisting of locally compact asymptotic manifolds, together with the Zariski topology, is the site we will be using. In order to prove descent over this site we need to measure dimensions of complements of open asymptotic submanifolds. Such complements are not asymptotic manifolds themselves, but they have enough structure to be given well defined dimensions. We call such complements asymptotic spaces and describe them in Section 1.1.5.
In Sections 1.2.1 and 1.2.2 we prove that dimensions of asymptotic spaces, together with asymptotic submanifolds, give our site a bounded cd structure, allowing us to use the Brown-Gersten descent. This implies that to prove that a sheaf of Kan complexes is a homotopy sheaf, it is enough to show that it is soft, i.e. inclusions of closed submanifolds translate into fibrations.
In Sections 2.1.1 and 2.1.2 we develop the machinery of smooth simplices and k-thin maps. The goal here is to obtain, for each k ∈ Z ≥0 and an asymptotic manifold X, a homotopy sheaf of smooth families of k-thin simplices in X. All these constructions are rather standard, but are quite tedious.
Then in Sections 2.2.1-2.2.3 we use Brown-Gersten descent again to obtain infinitesimal k-thin groupoids, and moreover to give an explicit description of them. Connections and integrable connections are defined then as factorizations of morphisms. We also show that, if X is nice enough, e.g. compact and of dimension ≤ k, integrable infinitesimal k-connections factor through germs of diagonals. Which allows us later to integrate connections around germs of punctures in a combinatorial way.
Section 3 contains the main result of this paper. In the first part we give the precise formulation of the problem of constructing line bundles on Beilinson-Drinfeld Grassmannians, and we solve this problem in the second half using asymptotic manifolds.
The Appendix contains necessary technical facts concerning C ∞ -schemes.
Some notation As we deal with pre-sheaves a lot, we need different notation for different Hom-functors: Hom stands for the usual set of morphisms, Hom denotes the simplicial set of morphisms in simplicial categories, Hom is the internal Hom-functor in a category of pre-sheaves of sets, while Hom is the internal Hom-functor in a category of pre-sheaves of simplicial sets. 
Contents

Asymptotic manifolds and Brown-Gersten descent
We denote by C ∞ Sch the opposite category of the category C ∞ R of finitely generated C ∞ -rings (e.g. [24] §I). Objects of C ∞ Sch will be called C ∞ -schemes. For A ∈ C ∞ R, X ∈ C ∞ Sch we write Spec(A), C ∞ (X ) to mean the corresponding objects in C ∞ Sch, C ∞ R. The empty scheme will be denoted by ∅ := Spec(0).
We equip C ∞ Sch with the Zariski topology (e.g. [24] §VI), and write Z C ∞ Sch , Z C ∞ Sch to mean the categories of pre-sheaves of sets and respectively simplicial sets on this site. We will work with several sites equipped with Zariski topology, thus we keep the site as part of the notation.
We do not restrict our attention only to sheaves or to homotopy sheaves, but we always consider categories of pre-sheaves together with the notion of local equivalence. In particular Z C ∞ Sch comes with two model structures: local projective and local injective (e.g. [11] ). Homotopy descent can be complicated, but everything is simplified, if one can use some descent theorems, e.g. Brown-Gersten descent. This result requires existence of an appropriate theory of dimension producing a bounded density structure (e.g. [26] ).
The notion of dimension for C ∞ -schemes is more complicated than the one in algebraic geometry. Instead of dealing with fractal dimensions we choose to work with full sub-categories of C ∞ Sch, consisting of C ∞ -schemes that satisfy some regularity conditions, ensuring integrality of the dimension.
We would like to stress that it is not enough for us to work only with manifolds or manifolds equipped with infinitesimal structure, since we would like to use germs of subschemes and germs of punctures, the latter not even having any R-points. This leads us to C ∞ -schemes that we call asymptotic manifolds. We describe them in the first two parts of this section, and then prove Brown-Gersten descent for them.
Asymptotic manifolds and spaces
For us a (classical) n-dimensional manifold (n ∈ Z ≥0 ) is a non-empty, Hausdorff, second countable topological space with a chosen equivalence class of C ∞ -atlases consisting of R n -charts. The category of manifolds M is a full subcategory of C ∞ Sch (e.g. [24] Thm. I.2.8). We will arrive at asymptotic manifolds with corners by enlarging M to a bigger full subcategory of C ∞ Sch. First we add corners and infinitesimal structure.
Definition of asymptotic manifolds with corners
Since we would like to do algebraic geometry with C ∞ -schemes, as with any algebraic geometry over R, we are naturally led to consider solutions to inequalities, both strict and weak. This means that, as a first step, we need to enlarge the category of manifolds to include manifolds with corners. Different from several definitions based on local models (e.g. [21] ), we use inequalities themselves as the basis for our definition. However, we need to impose some regularity conditions in order to have a well defined dimension. Definition 1. Let M be a manifold, and let {f 1 , . . . , f m } ⊆ C ∞ (M). We will say that 0 is a regular value for {f j } m j=1 , if ∀j 0 is regular value for f j and also for f j | i∈S M f i =0 for each S ⊆ {1, . . . , j, . . . , m}. A non-empty C ∞ -scheme X is an n-dimensional manifold with corners, if there are an n-dimensional manifold M and a set {f 1 , . . . , f m } ⊆ C ∞ (M) having 0 as a regular value, s.t. writing ∩ for × in C ∞ Sch/M we have 1
(
The empty C ∞ -scheme ∅ is the −1-dimensional manifold with corners. The data {M, f 1 , . . . , f 2 } will be called a realization of X . The full subcategory of C ∞ Sch consisting of manifolds with corners will be denoted by M c .
Notice that a choice of realization is not part of the structure of a manifold with corners. However, the ability to choose one will be used often. The requirement in (1) that X is the closure of the set of solutions to strict inequalities implies that for n ≥ 0 every n-dimensional manifold with corners contains a dense subscheme, that is an n-dimensional manifold. As ∅ is the only −1-dimensional manifold with corners, it is clear then that manifolds with corners have well defined dimensions. Definition 2. Let X ∈ M c , and let f ∈ C ∞ (X ). An r ∈ R is a regular value for f , if there is a realization {M, f 1 , . . . , f m } of X and an extension f ∈ C ∞ (M) of f , s.t. 0 is a regular value for {f − r, f 1 , . . . , f m }. Remark 1. Given a regular value r for f on a manifold with corners X , it is clear that, if X f ≤r = X f <r , then X f ≤r ∈ M c . Any non-empty open subscheme of X ∈ M c is also a manifold with corners of the same dimension. Product (computed in C ∞ Sch) of an n 1 -and an n 2 -dimensional manifolds with corners is an n 1 + n 2 -dimensional manifold with corners.
As we have discussed in the Introduction, instead of trying to describe asymptotic points separately, we would like to work with many of them at once, so that we can have some smooth structure available. Asymptotic points can be described as maximal filters of closed subsets. Consequently our asymptotic manifolds will be intersections of directed systems of open subsets.
Recall (e.g. [2] §I.1.A) that a partially ordered set is directed, if any two elements have a common upper bound. One can view partially ordered sets as categories, where morphisms go from smaller to larger elements. We will call such categories directed. These are special examples of filtered categories. We will say that a directed category D is finite or infinite, if it has finitely many or respectively infinitely many objects. If the directed category D is finite, it has a maximal element. Then i∈D U i is just a non-empty open subscheme of X . Also in the infinite case it is true that i∈D U i ≇ ∅, as the following simple lemma shows. Lemma 1. Let X ∈ C ∞ Sch, let {U i } i∈D be an infinite regular system of open subschemes of X . Then
Proof. Consider another directed category D ′ , that is obtained from D by splitting each i ∈ D into i ′ → i. We define a functor from D ′ op to the category of all non-empty subschemes of X and inclusions as follows: i → U i and i ′ → U i . This shows that
it is a proper ideal and
We would like to have infinitesimal tools available, hence we need to work with non-reduced C ∞ -schemes. We would like to use the much richer infinitesimal structure from [5] . Given X ∈ C ∞ Sch the corresponding reduced
Definition 4. An X ∈ C ∞ Sch is a reduced n-dimensional asymptotic manifold with corners (n ≥ 0), if there is an n-dimensional M ∈ M c and a regular system {U i } i∈D of open subschemes of M (Def. 3), s.t. X ∼ = i∈D U i . An X ∈ C ∞ Sch is an n-dimensional asymptotic manifold with corners (n ≥ 0), if (X ) red is a reduced n-dimensional asymptotic manifold with corners. 2 The −1-dimensional asymptotic manifold is the empty C ∞ -scheme ∅. The data {M, {U i } i∈D } will be called a presentation of X . If M can be chosen to be a (usual) manifold, we will say that X is an asymptotic manifold. We denote by AM ⊂ C ∞ Sch the full subcategory consisting of asymptotic manifolds with corners.
Remark 2.
Notice that according to Lemma 1 an infinite regular system of open subschemes produces a surjective localization map. Since open subschemes of manifolds with corners are themselves manifolds with corners, it follows that every X ∈ AM has a presentation {M, {U i } i∈D }, s.t.
Before considering examples we need the following lemma.
Lemma 2. Let X ∈ C ∞ Sch be an n-dimensional asymptotic manifold with corners (n ≥ 0), and let U ⊆ X be an open subscheme, U ≇ ∅. Then U is an n-dimensional asymptotic manifold with corners. 
asymptotic manifold with corners -the germ of M at V .
be the image of f . The germ of M at the puncture M \ V is
This is an asymptotic manifold with corners.
(e) Not all asymptotic manifolds with corners are germs.
is an asymptotic manifold, but it is not the germ of R 2 at the y-axis (e.g. [24] , p. 49).
(e) exhibit a general fact: asymptotic manifolds with corners built as germs around compact sets can be constructed using regular sequences, while non-compact sets require regular systems (in particular uncountable). We take a closer look at this in Section 1.1.4.
Dimension of asymptotic manifolds with corners
Even though dimension was part of the definition of asymptotic manifolds with corners, we have not shown yet that the same C ∞ -scheme cannot be an asymptotic manifold with corners of dimensions m, n simultaneously, with m = n. We do this in this section. In fact we show something more: a locally closed subscheme 3 of an n-dimensional asymptotic manifold with corners cannot be an asymptotic manifold with corners of higher dimension. Proposition 1. Let X ′ ∈ C ∞ Sch, and let Φ : X ֒→ X ′ be a locally closed subscheme, s.t. X is an m-dimensional and X ′ is an n-dimensional asymptotic manifold with corners. Then m ≤ n.
Proof. As asymptotic manifolds with corners are defined by putting conditions on their reduced parts, we can assume that both X and X ′ are reduced.
According to Lemma 1 if n ≥ 0, an n-dimensional asymptotic manifold with corners cannot be ∅, thus we can assume m, n ≥ 0. There is an open subscheme U ⊆ X ′ , s.t. Φ : X → U is a closed embedding. As U is an asymptotic manifold with corners of dimension n ( Lemma 2) we can assume that Φ is a closed embedding. Let 
If there is at least one R-point p in X , the claim trivially follows from comparing cotangent spaces. Therefore we can assume that X does not have R-points. Also in this case we proceed by comparing points, but this time "asymptotic points" rather than R-points.
Let n ∈ Z ≥0 be the smallest with the property that ∃m > n and a closed embedding Φ : X → X ′ as above. I.e. X = i∈D
, and M, M ′ are m-and n-dimensional manifolds with corners. We choose a well ordering of the set of objects in D, and construct {f k } ⊆ C ∞ (M) inductively as follows: let i ∈ D be the first s.t. U i is disjoint from the union of supports of f k 's already constructed. Choose a function whose support is diffeomorphic to R m and lies within U i , and add it to the end of the sequence {f k }. Using transfinite induction we obtain in the end
≇ ∅, and they are m-and n-dimensional asymptotic manifolds respectively (Lemma 2). Explicitly
By construction M f =0 is a disjoint union of a countable set of copies of R m . Informally X f is a bunch of "asymptotic points" in R m .
By assumption m > n ≥ 0, so let x ∈ C ∞ (M f =0 ) be the function that restricts to x 1 on each copy of R m . Let x ∈ C ∞ (X f =0 ) be the image of x,
is an n-dimensional manifold with corners, by Sard's theorem we can choose r ∈ R, s.
As (2) is an m − 1-dimensional asymptotic manifold, sitting as a closed subscheme in (3), which is an n − 1-dimensional asymptotic manifold with corners, this contradicts minimality of n.
Remark 3.
Since identity is a closed embedding, Prop. 1 shows that any asymptotic manifold with corners X has a well defined dimension dim X .
Asymptotic submanifolds
As with usual manifolds we would like to be able to define asymptotic submanifolds as solutions to equations, subject to some regularity conditions. Since we are working over R, we would like to also have solutions to weak inequalities. We start with regularity conditions.
The set of regular values for f will be denoted by Reg(f ).
The classical theorem of Sard immediately implies the following.
Proposition 2. For any X ∈ AM and ∀f ∈ C ∞ (X ) the set R \ Reg(f ) has Lebesgue measure 0.
The following statement is only slightly more complicated.
Proposition 3. Let X ∈ AM and let r ∈ Reg(f ) for f ∈ C ∞ (X ). Then X f <r is an asymptotic manifold with corners. 5 Proof. We can assume that X is reduced. Let {M, {U i } i∈D } be a presentation of X , and let f ∈ C ∞ (M) be a pre-image of f . We can assume that r is a regular value for f . We denote A := Ker(C ∞ (X ) → C ∞ (X f <r )) and
This means that
and it is enough to prove that M f <r is a manifold with corners. It might happen that M f ≤r = M f <r , but since M f ≤r \ M f <r is a closed subset of M, it is clear that M f <r is a manifold with corners.
Remark 4. Given X ∈ AM and f ∈ C ∞ (X ), not for every r ∈ Reg(f ) the subscheme X f =r is an asymptotic manifold with corners. The problem might be as follows: using the notation from the proof of Prop. 3 we might have that f has value r on a corner of M, but nowhere else in the neighbourhood of this corner in M. Since there are at most countable many corners in M, it is clear that X f =r is an asymptotic manifold for almost all r ∈ R.
Definition 6. Subschemes X ′ ⊆ X as in Prop. 3 and Rem. 4 will be called asymptotic submanifolds.
Asymptotic manifolds with corners were defined using intersections of regular systems of open subschemes in manifolds with corners. One can ask what happens if we take such intersections within asymptotic manifolds with corners themselves. We will answer this question for regular sequences only, because these are the cases we will be using.
Lemma 3. Let X ∈ AM and let {M, {U i } i∈D } be a presentation of X . Let {U ′ k } k∈N be a regular sequence of open subschemes of X , and let
In particular X ′ is an asymptotic manifold with corners of dimension dim X .
Proof. Since localization commutes with reduction, we can assume that X is reduced. Let 
We define
X , and therefore
Compactness and local compactness
Now we come to the distinction between objects in AM defined as intersections of regular systems and as intersections of regular sequences (Ex. 1). In the world of asymptotic objects this distinction reflects the notion of compactness for the usual manifolds. First we recall some terminology (e.g. [24] §I.4): a C ∞ -ring A is point determined, if A ∼ = C ∞ (R n )/A, and ∀f ∈ C ∞ (R n ) that vanishes at the common zeroes of A belongs to A.
Definition 7. Let X ∈ AM. We will say that X is compact, if there is a presentation {M, {U i } i∈D } of X and a dense embedding M ֒→ X ′ , s.t. X ′ is point determined, and there is a compact K ⊆ X ′ with (X ) red ∼ = M K . 7 The data {M, X ′ , K} will be called a compact presentation of X .
Example 2. (a) Every manifold with corners, that is compact in the usual sense, is also compact according to our definition.
(b) Germs at compact subsets are clearly compact, as well as germs at such punctures.
(c) The germ of the open upper half-plane at the x-axis is not compact.
It is natural to expect the following Lemma.
Lemma 4. Let X ∈ AM be compact, and let X ′ ⊆ X be an asymptotic submanifold (Def. 6). Then X ′ is compact.
there is an open V ⊆ X ′′ containing p with V ∩ M ⊆ U . Clearly K \ K 1 is closed, and hence compact. It is easy to see that (X ′ ) red is the germ of M \ U at K \ K 1 .
As examples 1.(e) and 2.(c) show there are plenty of asymptotic manifolds with corners, that are not compact, but can be broken into compact pieces. We would like to formalize this. Definition 8. An X ∈ AM is locally compact, if we can find m ∈ N and
The most important example of an asymptotic manifold for us is (M \ S) S , which is the germ of a manifold M at a puncture, obtained by removing a finite union of submanifolds S ⊆ M. This is clearly a locally compact asymptotic manifold. (b) ∀X ∈ AM l.c. any asymptotic submanifold of X is also in AM l.c. ,
. Then for any regular values a < b < 0 we see that X a<f <b intersected with the compact pieces of X is compact (Lemma 4).
(b) Follows from Lemma 4.
(c) We can assume that
This clearly defines an object in AM. Suppose we are given another reduced X ∈ AM with a presentation {M, {U k } k∈D }, and let Φ 1 : X → X 1 , Φ 2 : X → X 2 be any morphisms. As manifolds are finitely presented, both Φ 1 and
shows that product of objects in AM, computed in C ∞ Sch, belongs to AM. Starting with objects of AM l.c. , means that we can decompose M ′ , M ′′ into pieces, that are germs at compacts. Since direct products of compact point determined C ∞ -schemes are again compact, this finishes the proof.
Plenty of objects in AM are not locally compact.
Example 3. Let X be the germ of R 2 \ 0 at 0. The y-axis defines an asymptotic submanifold X ′ ⊂ X . Let X ′′ ⊂ X be the germ of X at X ′ . It is easy to see that X ′′ is not locally compact.
The previous example shows an important fact: even locally compact asymptotic manifolds with corners are not first countable, meaning that germs at closed subschemes do not have to have a fundamental system of open neighbourhoods. The following lemma shows something more: quite often intersection of any regular sequence of open neighbourhoods contains another open neighbourhood.
Lemma 5. For a compact X ∈ AM l.c. without R-points let X ′ ⊆ X be an asymptotic submanifold. Then for any regular sequence
Proof. We can assume that X is reduced. Let {M, {U i } i∈N } be a presentation of X . Let f ∈ C ∞ (X ) be s.t. X ′ = X f <r for a regular r ∈ R. Let f ∈ M be any pre-image of f , and let V = M f <r . Using Lemma 3 we can assume that there is a regular sequence
is the open subscheme of X that we have wanted.
Asymptotic spaces
The category AM l.c. , together with the Zariski topology, will be our site, where we will be defining connections and performing transgression. We would like to use Brown-Gersten descent, which requires a density structure based on the notion of dimension.
This means that we need to be able to measure the dimension of a complement of an open subscheme within an asymptotic manifold with corners. Such complements do not have to belong to AM l.c. , for example the union of intersecting lines is not a manifold with corners. In this section we enlarge AM to include asymptotic spaces, which will be such complements.
Not all complements will be allowed though. The defining property is existence of stratification by objects of AM. Our intuition comes from cell complexes in topology. We will use asymptotic spaces only to define the density structure, i.e. we need them only to count dimensions. In particular, all of the asymptotic spaces will be reduced.
Definition 9.
A reduced X ∈ C ∞ Sch is an asymptotic space, if there are closed embeddings
is open and belongs to AM. The data {{X i }, {U i }} will be called a C ∞ -cell decomposition of X .
The choice of a C ∞ -cell decomposition is not part of the structure, only existence thereof. We do not require dimensions of U i 's to satisfy any inequalities. For example a disjoint union of a finite set of manifolds is an asymptotic space, and we can choose a C ∞ -cell decomposition for any ordering of their dimensions. However, our first goal is to define dimensions of asymptotic spaces as the maximum of the dimensions of asymptotic manifolds involved. For this we have the following lemma.
Lemma 6. Let X be an asymptotic space, let
Proof. For any j consider U ′ j ∩ U 1 , where ∩ is the fiber product over X . This is an open subscheme of
After a finite number of steps we stop and conclude that dim
Definition 10. Let X be an asymptotic space, and let
We would like to glue asymptotic spaces and obtain asymptotic spaces again. The following two lemmas are essential for this.
Lemma 7. Let X be an asymptotic space, and let {X i , U i } be a C ∞ -cell decomposition. Let U ⊆ X be an open subscheme, then {U ∩ X i , U ∩ U i } is a C ∞ -cell decomposition of U , in particular U is an asymptotic space and dim U ≤ dim X .
Proof. Clearly U 1 ∩ U is an asymptotic manifold with corners (of dimension ≤ dim U 1 ). Since U − U ∩ U 1 = U ∩ X 1 (Prop. 15) we can continue within X 1 . After a finite number of steps we stop. 
is an asymptotic manifold with corners. 9
9 Recall that ∩ means fiber product over X .
Proof. Given (4) ∀i we define X i := X − U t−i , and choose
, and we have closed embeddings ∅ = X t ֒→ . . . ֒→ X 1 ֒→ X 0 = X . Let f t−i ∈ C ∞ (X i−1 ) be the image of f t−i , then X i = X i−1 − (X i−1 ) f t−i , and
to open subschemes of X (Prop. 15). We have
with the opposite order we get (4).
As with asymptotic manifolds with corners, also on asymptotic spaces we would like to consider regular values of functions.
Definition 11. Let X be an asymptotic space and let f ∈ C ∞ (X ). We say that r ∈ R is a regular value for f , if there is a C ∞ -cell decomposition {{X i }, {U i }} of X , s.t. r is a regular value for restriction of f to each U i . The set of regular values will be denoted by Reg(f ).
As finite unions of sets of Lebesgue measure 0 also have Lebesgue measure 0, it is clear that almost all r ∈ R are regular for a given f . However, solving equations and inequalities, given by regular values of functions, does not always give us asymptotic submanifolds (Prop. 3, Rem. 4). Similarly for asymptotic spaces. Hence we need the following proposition.
Proposition 5. Let X be an asymptotic space and f ∈ C ∞ (X ). Let S ⊆ R consist of r s.t. X f ≤r = ∅ or is an asymptotic space of dimension dim X and X f =r = ∅ or is an asymptotic space of dimension dim X − 1. Then R \ S has Lebesgue measure 0.
Reg(f i ) and consider
e. this would be a C ∞ -cell decomposition, if each X f =r ∩ U i was an asymptotic manifold with corners. It can be that X f =r ∩ U i is not an asymptotic manifold with corners: let {M, {U j } j∈D } be a presentation of U i , and let f ∈ C ∞ (M) be a pre-image of f , s.t. r is a regular value for f on the interior of M and on each piece of the boundary. Then the submanifold M f =r can have intersections with the boundary of M that are isolated.
Since there are at most countably many such corners, excluding such values from i Reg(f i ) we get an S s.t. R \ S has Lebesgue measure 0. We claim that ∀r ∈ S also X f ≤r is an asymptotic space. We define a new sequence of closed subschemes of X :
is a C ∞ -cell decomposition of X .
Density structure and Brown-Gersten descent
As a subcategory of C ∞ Sch, AM Recall (e.g. [11] ) that the global projective model structure on Z AM l.c. is given by objectwise weak equivalences and fibrations. The local projective model structure is given by global cofibrations and local weak equivalences, i.e. morphisms that induce isomorphisms on sheaves of homotopy groups.
We would like to be able to characterize fibrant objects in the local projective model structure, which we call homotopy sheaves. Also we would like to explicitly compute homotopy pullbacks in Z AM l.c. . For this we use Brown-Gersten descent. To prove Brown-Gersten descent in Z AM l.c. we need to introduce cd and density structures.
Density and cd structure
Definition 12. A pullback square Proof. The open cd structure generates Zariski topology by definition of this topology. Since closed squares can be refined by open squares, it is clear that the topology generated by closed squares is not stronger than the Zariski one. To prove the opposite inequality consider a Zariski covering:
According to Prop. 14 ∃f ∈ C ∞ (X ) and r 2 < r 1 ∈ R, s.t. U 1 = X f <r 1 , U 2 = X f >r 2 . According to Prop. 2 we can choose r 1 < r < r 1 that is a regular value for f . This and Prop. 3 imply that the topology generated by closed squares is not weaker than Zariski topology.
According to Lemma 2.4 in [26] to prove that a cd structure is complete it is enough to show that every pullback of a distinguished square can be refined by another distinguished square. Since open squares are stable under pullbacks and we have seen that they can be refined by closed squares, we conclude that both of the cd structures are complete.
Localizations and surjective morphisms in C ∞ R are epimorphisms, hence distinguished squares in either of the two cd structures satisfy the conditions of Lemma 2.11 in [26] , i.e. these cd structures are regular. For Brown-Gersten descent the most important property of a density structure is whether it is reducing for a given cd structure. Even before that we need to show that Def. 13 does give us a density structure that is locally of finite dimension. This is the purpose of parts 1-3 the following lemma.
Lemma 9. Let X ∈ AM l.c. be of dimension n ≥ −1. Then 1. ∅ ֒→ X is 0-dense; if U ֒→ X is m + 1-dense, it is also m-dense; 2. U ֒→ X is n + 1-dense, iff it is an isomorphism; The asymptotic manifolds with corners in the C ∞ -cell decomposition we have constructed are the same as in decompositions of X − U and U − U ′ . Therefore, since dim(X ) ≥ dim(U ) (Lemma 7) we finish the proof of 3.
To prove 4. we note that 15) , and open subschemes of asymptotic spaces are asymptotic spaces of smaller or equal dimension (Lemma 7). Part 5. follows from 3. and 4.
Brown-Gersten descent
In this section we show that the density structure from Def. 13 is reducing ([26] Def. 2.22) for both of our cd structures. As in the beginning of the proof of Prop. 2.10 in [27] we start with the following lemma. 
Proof. According to Prop. 14 we can find f ∈ C ∞ (X ) and r 2 < r 1 ∈ R s.t.
are asymptotic spaces as well. We define
Being an intersection of two m-dense open subschemes of X , also U ֒→ X is m-dense. We define
The previous lemma, together with the following one, shows that the density structure is reducing for the open cd structure.
Lemma 11. Consider a cartesian diagram of open subschemes in AM l.c. :
According to Prop. 14 we can find f ∈ C ∞ (X ) and r 2 < r 1 ∈ R, s.t.
there is r ∈ (r 2 , r 1 ), s.t. X ′′ := X ′ ∩X f =r is an asymptotic space of dimension < dim(X ′ ). Since X ′ ⊆ U 1 ∩ U 2 is a principal closed subscheme and X f =r ⊆ U 1 ∩U 2 , X ′′ ⊆ X is also principal, and clearly
, and hence so is X ′ ∩ X f ≤r ). Proof. We need to show that every distinguished square Theorem 1 allows us to use Brown-Gersten descent (e.g. [26] ): one declares a pre-sheaf of simplicial sets to be flasque, if it turns every distinguished square into a homotopy limit square. Since the usual pullback of simplicial sets is a homotopy pullback, if every corner is fibrant and at least one of the original arrows is a fibration, it is natural in our situation to switch from flasque to soft pre-sheaves. Definition 14. An F ∈ Z AM l.c. is a soft sheaf, if it is a sheaf of Kan complexes and ∀X ∈ AM l.c. and for any asymptotic submanifold (Def. 6) X ′ ֒→ X the map F(X ) → F(X ′ ) is a fibration. Theorem 2. Any soft F ∈ Z AM l.c. is a homotopy sheaf.
Consider a diagram of soft sheaves in Z AM l.c.
is a fibration. Then the usual limit of (5) is also a homotopy limit in Z AM l.c. .
Proof. According to [6] Lemma 4.1, to prove that a pre-sheaf is a homotopy sheaf it is enough to show that it takes values in Kan complexes and turns distinguished squares into homotopy pullbacks. According to Def. 14 soft sheaves do take values in Kan complexes, and moreover softness allows us to identify usual pullbacks with homotopy pullbacks. Finally, being sheaves they turn every distinguished square into a pullback square.
To compute a homotopy pullback of (5) it is enough to substitute F 2 → F with a fibrant replacement and take the usual limit. According to [26] Lemma 3.5 a local weak equivalence between soft sheaves is necessarily a global weak equivalence, hence, since limits of pre-sheaves are computed object-wise, the usual limit of (5) is also a homotopy limit.
Groupoids and connections
As we have discussed in the Introduction, when working with higher order differential operators there is no automatic flatness of connections even along curves. On the other hand, sometimes we would like to have say 2-dimensional flatness, but not necessarily the 3-dimensional one.
This means we need to distinguish parts of manifolds according to their dimension. In terms of fundamental groupoids this amounts to looking at thin maps. We use C ∞ -realizations of the standard topological simplices to measure thinness of a morphism. To organize these simplices into an ∞-groupoid we need to smoothen them at the edges and corners. This occupies the first part of this section. Then we define fundamental groupoid up to a given level of thinness and finally construct the infinitesimal versions of everything by taking infinitesimal neighbourhoods of the diagonals.
Groupoids
Smooth simplices
Recall (Def. 31) that given X ∈ C ∞ Sch and a subscheme X ′ ⊆ X the ideal m g X ,X ′ ≤ C ∞ (X ) consists of functions that have 0-germs at X . Definition 15. For n ∈ Z ≥0 let ∆ n ∈ AM l.c. be defined as follows:
A is generated by functions that vanish on the hyper-plane
together with functions that have 0-germs at {p ∈ R n+1 | {x i ≥ 0} n i=0 }. Notice that ∆ 0 ∼ = Spec(R), while for n > 0 ∆ n is the germ of R n at ∆ n R n .
Remark 5. Definition 15 gives us a functor n → ∆ n from the category of finite non-empty ordinals and weakly order preserving maps to AM l.c. . Composing with the Yoneda embedding AM l.c. → Z AM l.c. we obtain the C ∞ -realization functor ρ : SSet → Z AM l.c. as a left Kan extension of n → ∆ n along the canonical embedding n → ∆ n ∈ SSet.
Notice that ρ does not preserve direct products, e.g.
is only piece-wise smooth. To compensate for this we need to smoothen our simplices at the edges. The standard way to do it is by using collarings. First some notation: ∀X ∈ AM l.c. and ∀µ : k ֒→ n we write X × ∆ µ to mean the corresponding image of X × ∆ k in X × ∆ n . Definition 16. Let F ∈ Z AM l.c. , n ∈ Z ≥0 and X ∈ AM l.c. . A collaring on γ : X × ∆ n → F is given by the following data: for any k ′ < k ≤ n, µ : k ֒→ n and µ ′ :
where
is the germ of R k−k ′ at the origin. The data {κ µ,µ ′ } should satisfy the following conditions 1. invariance of γ: we have commutative diagrams
where π µ,µ ′ is given by the obvious projection on the r.h.s. of (6); 2. associativity: for any k ′′ < k ′ < k ≤ n and µ ′′ : k ′′ ֒→ k ′ , we have
Remark 6. Here is the reasoning behind Def. 16: ∀µ : k → n we can choose an open neighbourhood U µ ⊆ X × ∆ n of X × ∆ µ , and a projection
implies that, making U smaller if necessary, we can find an ι : X × S n−1 ֒→ U and π :
and is the identity away from this neighbourhood. Moreover, if F is represented by X ′ ∈ C ∞ Sch, invariance of γ with respect to contracting germs extends to invariance with respect to contracting open neighbourhoods, and γ| U = γ| ι(X ×S n−1 ) • π.
Definition 17. Let F ∈ Z AM l.c. , n ∈ Z ≥0 . For any X ∈ AM l.c. a smooth X -family of n-simplices in F is any γ : X × ∆ n → F that admits a collaring (Def. 16). The pre-sheaf of smooth n-simplices in F will be denoted by Hom(∆ n , F).
Notice that a choice of collaring is not part of the definition, only existence thereof. Thus Hom(∆ n , F) is a sub-pre-sheaf of Hom Z (∆ n , F). If F is a sheaf, also Hom Z (∆ n , F) is a sheaf, and then Hom(∆ n , F) is automatically a mono-pre-sheaf. To show that Hom(∆ n , F) is in fact a sheaf, we need to prove that collarings can be glued.
Given an open covering X = U 1 ∪ U 2 , s.t. γ| U 1 , γ| U 2 have collarings, there is a collaring on γ, whose restrictions to X − U 1 , X − U 2 equal restrictions of the collarings on γ| U 2 and γ| U 1 respectively.
Proof. We argue inductively on the simplicial dimension, starting with dimension 0. The beginning of the induction and each step are based on the following: for k < n let Φ : R n → R n be an automorphism s.t. Φ| R k ×0 = Id, where we choose R n = R k × R n−k ; then there is Θ : [0, 1] × R n −→ R n , s.t. ∀t ∈ [0, 1] Θ t is an isomorphism fixing R k × 0, Θ 1 = Φ and Θ 0 is an automorphism over R k . This Θ is constructed as follows: denoting a point in R n by (p, q) ∈ R k × R n−k , and correspondingly Φ = (Φ k , Φ n−k ) we define
Since Φ n−k vanishes on R k × 0, (9) is defined also for t = 0, where it equals (p, (∂ q Φ n−k )(p, 0)). It is easy to see that (9) is smooth and satisfies all the conditions we wanted. Moreover, if dΦ| R k ×0 is orientation preserving, it is clear that Θ| 0 is C ∞ -homotopic to Id R n . Coming back to γ :
Starting with k = 0 we use (9) and f to construct a collaring around X × Sk k (∆ n ), s.t. restrictions of this collaring to
equal the collarings from U 1 and U 2 respectively. Going from X × Sk n (∆ n ) to X × Sk k+1 (∆ n ) is also by using (9), since Sk k+1 (∆ n ) away from Sk k (∆ n ) is a disjoint union of germs of R n at R k+1 .
The resulting collaring on γ satisfies the invariance condition, since (9) is constructed by moving along the fibers of one collaring, then the other collaring, and finally the first one again. Each of these three steps produces an automorphism of γ, and hence so does their composition.
Proposition 7 immediately implies that ∀n ∈ Z ≥0 Hom(∆ n , F) is a sheaf, if F itself is a sheaf. We would like to argue that smooth simplices abound. The following simple proposition shows that any map ∆ n → F can be reparameterized into a smooth simplex.
Proposition 8. For any n ∈ N there is a smooth Φ : ∆ n → ∆ n , s.t. it is the identity morphism outside an open neighbourhood of the boundary, and it defines a surjective map between the underlying topological spaces.
Proof. We have defined ∆ n as the germ of R n at a linear embedding ∆ n ⊆ R n . For any k < n and µ : k ֒→ n we can choose coordinates in an open neighbourhood of µ(∆ k ) s.t. all n − 1-faces of ∆ n that intersect in µ(∆ k ) lie in coordinate hyperplanes. Moreover, we can make these choices in a compatible way, i.e. ∀k ′ < k and ∀µ ′ : k ′ ֒→ k the chosen coordinates for µ(∆ k ) restrict to the chosen coordinates for
Now we use induction on dimension of the faces, and starting from k = 0 we construct maps ∆ n → ∆ n that contract neighbourhoods of faces of dimensions ≤ k onto these faces, and are identities aways from these neighbourhoods. We define these contractions using projections on coordinates planes, hence we obtain associativity (Def. 16).
Fundamental and thin groupoids
Definition 18. The fundamental ∞-groupoid of a sheaf F ∈ Z AM l.c. is
Since we smoothen by pre-composing with contractions, the fundamental ∞-groupoid is functorial in F. To justify calling Π(F) an ∞-groupoid, we need to show that smooth horns extend to smooth simplices. Notation 1. For any 0 ≤ k < n, applying the C ∞ -realization functor, we obtain the k-th C ∞ -horn in Z AM l.c. , that we denote by Λ n,k ⊂ ∆ n .
Realizing ∆ n in R n s.t. the center of the k-face is the origin, the k-th face itself lies within R n−1 = {x k = 0}, and the k-th vertex is the point x k = 1, x =k = 0 we have the flattening Ξ n,k : ∆ n → ∆ n−1 given by the projection R n → R n−1 . In particular we have Ξ n,k : Λ n,k → ∆ n−1 .
Our definition of collarings uses germs of boundary, but to extend smooth horns we will need to approximate them by simplices. This requires extending collarings from germs to open neighbourhoods. In some cases this extension is always possible.
Lemma 12. Let F ∈ Z AM l.c. s.t. for any finite set S and any {X s → F} s∈S there is X ′ ∈ C ∞ Sch, a morphism of pre-sheaves X ′ → F and ∀s ∈ S a factorization X s → X ′ → F. Then for any n > k ∈ Z ≥0 , X ∈ AM l.c. , if the restriction of γ to each X × ∆ n−1 in X × Λ n,k is smooth, there is a factorization
The assumption that each γ| X ×∆ n−1 has a collaring immediately implies then that γ factors through Id × Ξ n,k (gluing over germs).
Proposition 9. Let F ∈ Z AM l.c. be as in Lemma 12. Then Π(F) is a sheaf of Kan complexes.
Proof. From Lemma 12 we immediately conclude that every X × Λ n,k → F, whose restriction on each X × ∆ n−1 is smooth, can be extended to a smooth X × ∆ n → F (just compose X × ∆ n−1 → F with the flattening morphism).
We would like to prove that for some F ∈ Z AM l.c. of interest to us, the pre-sheaf of simplicial sets Π(F) is a soft sheaf (Def. 14). Of course the main tool in proving such results is by using a partition of unity. The following lemma formalizes this procedure.
There is a smooth γ ′′ :
Proof. Making U ′ smaller, if necessary, we can assume that we can choose collarings on γ and γ ′ that are equal where they are both defined. Using Lemma 12 we see that γ factors through the flattening morphism
As in Rem. 6 we can find an open neighbourhood
, and the collaring on γ ′ | U ′ ×Λn,m defines a projection
Since Ξ n,m | U ′ and π| U ′ ×Λn,m are defined using the same collaring on γ ′ , we have a factorization
Therefore, applying Ξ n,m to all of U ′ × ∆ n we have an embedding
Using convexity of ∆ n we can find a homotopy h :
. Now we define a composite morphism
where the first arrow is f × Id × Id and the second arrow is h. It is clear that ν|
In order to use Lemma 13, we need to show that for certain F ∈ Z AM l.c. a smooth X ′ -family of n-simplices can be extended to a smooth U -family where X ′ ⊆ X is an asymptotic submanifold and U ⊇ X is an open neighbourhood.
If F is represented by a manifold M, we can choose a good covering M = s∈S U s , which is a locally finite open covering, s.t. each non-empty intersection is isomorphic to R k , k = dim M. Then we can try to extend families locally, starting with the smallest intersections. Since we have plenty of objects in AM l.c. , that are not germ-determined (mostly due to the infinitesimal structure), we need to demand the good coverings to be finite.
Lemma 14. Let X ∈ AM l.c. , and let X ′ ⊆ X be an asymptotic submanifold. Any Φ ′ : X ′ → M, where M is a manifold admitting a finite good covering, can be extended to Φ : U → M, where U ⊇ X ′ is an open subscheme of X .
Proof. Let {U s } s∈S be a finite good covering on M, and denote
= ∅, therefore we can extend Φ ′ to X X ′ → M. Now using the fact that M is finitely presentable, we see that Φ ′ extends to an open neighbourhood of X ′ in X .
Theorem 3. For X ′′ ∈ AM l.c. Π(X ′′ ) is a soft sheaf of Kan complexes in either one of the following cases:
(a) X ′′ is a manifold M admitting a finite good covering, (b) X ′′ is the germ of M at a puncture, where M is a manifold admitting a finite good covering
Proof. (a) Let n ∈ N, 0 ≤ m ≤ n, and suppose we are given a smooth family
Lemma 14 tells us that µ can be extended to an open neighbourhood U ⊆ X ×∆ n of (X ×Λ n,m )∪(X ′ ×∆ n ), and then, according to Lemma 13, we can find an extension to all of X × ∆ n .
(b) Suppose we are given
Using the previous part we can extend µ to
Let {U i } i∈D be a regular system of open submanifolds of M, s.t. X ′′ ∼ = i∈D U i . We would like show that there is an open neighbourhood
By assumption X ′′ is locally compact, hence working with pre-images of compact pieces, we can assume that all of X ′′ is compact, i.e. D is a sequence. Then {µ ′ −1 (U i )} i∈D is a regular sequence of open neighbourhoods of (X × Λ n,m )∪ (X ′ × ∆ n ). Also X × ∆ n is locally compact, and working on each compact piece separately, we can assume that all of X × ∆ n is compact. Finally absence of Rpoints in X means that also X × ∆ n cannot have R-points, and we can use Lemma 5. Having found U we apply Lemma 13.
Now we would like to describe the filtration of fundamental groupoids by the level of thinness that the simplices are allowed to have.
We start with some notation. For F ∈ Z AM l.c. we have the constant simplicial pre-sheaf F , i.e. F equals F in each simplicial dimension. If F is a sheaf, F is a homotopy sheaf. We will call F the trivial ∞-groupoid on F. The unique projections {∆ n → pt} n∈Z ≥0 define the obvious F ֒→ Π(F), whose image consists of degenerate simplices.
We have defined ∆ n as the C ∞ -germ of R n at the topological simplex ∆ n ⊆ R n . Therefore for any R-point p ∈ ∆ n , the germ (∆ n ) p of ∆ n at p is isomorphic to the germ of R n at a point. In particular for any k ≤ n there are many possible C ∞ -morphisms κ :
It is immediately clear that for any morphism X ′ → X a k-thin X -family of simplices induces a k-thin X ′ -family of simplices, and moreover k-thin simplices are stable with respect to simplicial operators.
, consisting of k-thin families of simplices.
Since we allow arbitrary finite coverings in Def. 19, and our topology is Zariski, it is clear that Θ k F is a sheaf of simplicial sets, whenever Π(F) is a sheaf. In the proof of Lemma 12 we extended smooth families of horns to smooth families of simplices by pre-composing with the flattening morphism. Therefore we immediately have the following result.
Proposition 10. Let F ∈ Z be as in Lemma 12, ∀k ∈ Z ≥0 , ∀X ∈ AM l.c.
Also in the proof of Thm. 3 we have used pre-composition. Partially with the flattening map, and partially with projection on an n − 1-simplex contained in an n-simplex. Hence we have the following corollary.
Clearly X × ∆ n → F is 0-thin, iff it factors through the projection X × ∆ n → X . Therefore Θ 0 F ∼ = F. When we let k grow, we allow more and more maps X × ∆ n → F, and thus we have a sequence of inclusions
Θ k F with the colimit computed in Z AM l.c. . 
Infinitesimal connections
According to our definition X ∈ AM l.c. , if and only if R ∞ (X ) is a locally compact reduced asymptotic manifolds with corners. This immediately implies that X ∈ AM l.c. ⇒ R ∞ (X ) ∈ AM l.c. and R nil (X ) ∈ AM l.c. . Therefore we can define F dR , F dR∞ also for Z AM l.c. .
Both de Rham space constructions are functorial in F. On the other hand there are canonical natural transformations
Definition 21. For any F ∈ Z AM l.c. , k ∈ Z ≥0 , we define the formal k-thin and the infinitesimal k-thin groupoids of F to be the respective homotopy pullbacks (computed in Z AM l.c. ):
where use use the canonical inclusion F ֒→ Θ k F as degenerate simplices. Using Π(F) instead of Θ k F we obtain the formal and infinitesimal fundamental groupoids X ∞ F , Y ∞ F respectively.
We would like to describe sections of X k F and Y k F explicitly. This means computing the homotopy pullbacks. We have already seen that in some cases Θ k F is a soft sheaf and in particular fibrant, while F is always fibrant, if F is a sheaf. We need to see when Θ k F dR and Θ k F dR∞ are fibrant. 
Proof. We need to show that, given γ :
, we can use the finite good covering on M to extend γ ∪ γ ′ to X ′ × ∆ n → X . This shows the first case.
If X is the germ of M at a puncture, we first extend the composite of γ ∪ γ ′ with X ֒→ M to X ′ × ∆ n → M, and then notice that the image has to be contained in i∈D U i , where {U i } i∈D is a regular system computing the germ of the puncture, because this is true in the reduced case.
Using Thm. 5, Lemma 15 and Thm. 4 we can compute
X explicitly for each k ∈ Z ≥0 , simply by computing the usual pullbacks in (11) . For example given X ′ ∈ AM l.c. the simplicial set Y k X (X ′ ) consists of k-thin maps X ′ ×∆ n → X , s.t. the composite (X ′ ) red ×∆ n ֒→ X ′ ×∆ n → X factors through the projection on (X ′ ) red .
Relation to pair groupoids
Now we would like to compare different groupoids and infinitesimal groupoids associated to the same X ∈ AM l.c. . The first statement is obvious.
In addition to the fundamental groupoids of various thinness we have the pair groupoid PF ∈ Z AM l.c. associated to each F ∈ Z AM l.c. . In simplicial dimension n PF is just F × n . The corresponding infinitesimal groupoids, are obtained as homotopy pullbacks
In the case F is represented by an X with a finite good covering, the same argument as in the case of thin groupoids shows that the usual pullbacks are also homotopy pullbacks. Then ∆ F and ∆ F are the same groupoids as in [5] Prop. 6. I.e. ∆ F consists of formal neighbourhoods of the diagonal and
is the diagonal ∆ ⊆ X × n . Moreover, as it was shown in [5] , the reflection of ∆ X in AM l.c. /X is the groupoid {X × n ∆ } n∈Z ≥0 , i.e. it consists of the germs around diagonals.
Evaluating at the vertices of simplices we have morphisms of groupoids (natural in F):
The following lemma is obvious.
For an arbitrary manifold M the groupoid Π(M) can be complicated, but the infinitesimal versions X ∞ M , Y ∞ M depend only on local data, hence we can use Lemma 17 and obtain the following.
Proposition 11. Let X ∈ AM l.c. be a manifold admitting a finite good covering, then
are weak equivalences.
Proof. The requirements that we have put on X allow us to compute all four groupoids involved as simple pullbacks. In particular the morphisms in (12) are over F dR and F dR∞ respectively. Therefore it is enough to look at the morphisms between the fibers over F dR and F dR∞ . Taking pre-images of the contractible charts on X we obtain a finite open covering of X ′ , on each piece of which the two maps are weak equivalences, hence the global morphism of simplicial sheaves is a weak equivalence.
If we admit punctures in R k , the statement in Lemma 17 ceases to be true, of course. However, by restricting to the germs around the diagonals in PR k we can find a section of ν R k .
Proposition 12. Let X ∈ AM l.c. be any asymptotic manifold. We can choose η :
Proof. Suppose first that X is a manifold. We choose a metric on X and obtain isomorphisms between germs of 0's in tangent spaces and germs of the manifold itself. Then any morphism X ′ → (∆ X ) n can be seen as n + 1 morphisms into then germ of 0 in the corresponding tangent space. Using the linear structure on the tangent space we extend it to X ′ × ∆ n .
If X is the germ of a manifold M at a puncture, we have ∆ X ֒→ ∆ M as well as Π(X ) ֒→ Π(M). Since our extensions to simplices never leave germs of points, it is clear that any η as above for M maps ∆ X → Π(X ).
Looking at what happens if we go from X ′ to (X ′ ) red in the proof of Prop. 12, we see that the infinitesimal part of PX lifts to the infinitesimal part of Π(X ). Of course, if we want to conclude something about X ∞ X of Y ∞ X , we should be careful that our constructions do compute the required homotopy pullback. Hence the assumptions in the following. Theorem 6. Let X be as in Thm. 3. Then we can choose sections of
In each case any two possible choices are homotopically equivalent.
Proof. The only part we have not explained yet is why any two choices of sections in each case should be homotopically equivalent. This would immediately follow from ν X being a weak equivalence in each case. Since infinitesimal simplices (of both kinds) have to be contained in R k -charts of X , and we have only finitely many of these charts, it is clear that each ν X consists of trivial fibrations.
Connections and integrability
Definition 22. Let Φ : F → F ′ be a morphism in Z AM l.c. and let k ∈ Z ≥0 or k = ∞. A k-flat connection on Φ is a factorization of Φ as follows
An infinitesimal k-flat connection on Φ is a factorization of Φ as follows
Instead of Y k F we could have used X k F , which contains strictly less information, in general. In that case we would use the adjective formal instead of infinitesimal. Since we are mostly interested in the infinitesimal connections, we will suppress the formal ones from now on.
For some F ′ it is natural to expect a k-connection for any morphism into F ′ , for example if F ′ = B k A for an abelian group in Z AM l.c. . We will not address this question here, but simply assume that we can start with a given connection.
However, we would like to single out integrable infinitesimal connections. Recall that Y k F is defined as the pullback of Θ k F over F dR∞ → Θ k F dR∞ . In particular there is the canonical embedding
In the Section 2.2.2 we have seen that, if F is representable by an asymptotic manifold admitting a finite good covering, an integrable infinitesimal k-connection on F → F ′ will factor through the groupoid ∆ F consisting of germs around the diagonals in {F × n } n∈Z ≥0 . Moreover, from [5] we know that such factorization is unique, if it exists.
In the next section we assume that the infinitesimal connections we work with are always integrable, allowing us to use germs of diagonals. This is a somewhat lazy approach. Why use infinitesimal structure at all, if we have integrable connections from the start? However, we would like to argue that infinitesimal k-flat connections are interesting in their own right, with or without the integrability assumption. In this paper we make this assumption, for the lack of space, if not anything else.
In general there are two questions that come to mind immediately: what is the cohomology theory governing obstructions to integrability? The corresponding deformation theory should be quite unusual, as it should describe obstructions for all orders of vanishing, not just the polynomial ones.
The second question is whether we can integrate non integrable infinitesimal connections in a wider class of functions than just the C ∞ -functions. Even more interesting would be to find solutions in classes that still have the C ∞ -ring structure.
Beilinson-Drinfeld Grassmannians
Statement of the problem
Recall that M ⊂ AM l.c. ⊂ AM denote the sites of the usual manifolds, the locally compact asymptotic manifolds with corners, and all asymptotic manifolds with corners, equipped with Zariski topologies. We denote by Z M , Z AM l.c. , Z AM , Z M , Z AM l.c. , Z AM the corresponding categories of pre-sheaves with values is Set and SSet respectively.
Let A be an abelian group-object in Z AM . We assume that A, together with all its classifying spaces B k A, k ∈ N are obtained by a left Kan extension from an abelian group object over M, equipped with the usual (not Zariski) topology. In particular ∀X ∈ AM any X → B k A factors through an object in M. This assumption is automatically satisfied, if A is representable by an abelian finite dimensional Lie group.
We fix a k ≥ 2 and a k-dimensional N ∈ M admitting finite good covering. Given a group object G ∈ Z AM l.c. and a multiplicative k-gerbe with integrable infinitesimal k-flat connection
we would like to construct an A-torsor on the Beilinson-Drinfeld Grassmannian corresponding to N and G, that has the factorization property.
First we need to explain what we mean by Beilinson-Drinfeld Grassmannians in our setting. We follow [14] §0.5.3. Let FSet be the category of finite non-empty sets and surjections. For every S ∈ FSet we write N S for the S-fold direct product. Every π : S 1 → S 2 in FSet defines N S 2 → N S 1 by mapping the copy of N corresponding to s ∈ S 2 diagonally into N π −1 (s) . In this way we obtain an FSet op -diagram N ∆ in M, and using Yoneda embedding we consider it as a diagram in Z M .
Definition 24. The Ran-space Ran N ∈ Z M corresponding to N is the colimit of N ∆ computed in Z M .
Given S ∈ M, a morphism Φ : S → Ran N is an equivalence class of sets of maps {Φ i : S → N } n i=1 with arbitrary n ∈ N, where the equivalence is given by renumbering. We write Γ Φ i for the graph of Φ i in S × N , and Γ Φ := Just as with BG we lift α ∇ to α ∇ S : X k BG × S → B k+1 A × S, and composing with the evaluation morphism we have
Since α ∇ is integrable, the composite morphism in (14) 
Now we are ready to perform transgression.
Proposition 13. There is a morphism
that is uniquely defined up to a unique homotopy equivalence. 12 Recall that Hom denotes the simplicial pre-sheaf of mapping spaces.
Proof. To perform transgression we need to integrate a connection around a cycle. To do this we would like to substitute
• Γ Φ with an asymptotic manifold, whose homotopy type over S is that of a disjoint union of k − 1-spheres. By this we mean an asymptotic manifold, that can be broken into contractible pieces over S (i.e. germs of manifolds contractible to S), s.t. the diagram of the pieces is that of a disjoint union of k − 1-spheres.
We choose a metric on N , and obtain a geodesic coordinate neighbourhood around each point. For any p ∈ S we can choose a small enough open U ∋ p, s.t. over U each connected component of Γ Φ is contained in the geodesic neighbourhood around the image of p. Therefore, restricting to U we can assume that S is connected and there is a chosen coordinate system around each component of Γ Φ .
We choose a numbering of the copies of S in each connected component of Γ Φ . Then, within each connected component, we connect by curves consecutive punctures in the fibers of N × S → S. 13 We denote the resulting subset of N × S by Γ Φ . Clearly fibers of Γ Φ → S are disjoint unions of contractible topological spaces. Let S be the germ of N × S at (N × S) \ Γ Φ . As N is k-dimensional, it is clear that S/S has the homotopy type of a disjoint union of k − 1-spheres. Now we use the assumption on A, that it is a left Kan extension of a sheaf on M. This implies that we can regard S as k-dimensional manifold, and instead of ∆ S we have a simplicial manifold U • = {U n } n∈Z ≥0 consisting of open neighbourhoods of the diagonals in {S × n } n∈Z ≥0 . For any X ∈ AM l.c. an n-simplex in Hom S (U • , B k+1 A × S) over X is a morphism
i.e. it is a morphism X × S → (B k+1 A) ∆n × S together with a chosen trivialization on X × W → X for each contractible W ⊆ S. Breaking S into contractible pieces over S and choosing one point in each piece, we obtain
where m is the number of k − 1-spheres in the disjoint union. Now, using the group structure on B 2 A, we obtain altogether
We need to show that this morphism is independent of the choices that we have made, up to a homotopy equivalence. We chose four things: the numbering of copies of S in Γ Φ , curves that connected punctures, decomposition of S into contractible pieces over S, points in each of the contractible piece.
Changing the latter two choices clearly results in a unique connecting homotopy equivalence, since the trivializations are uniquely defined on each contractible piece of S.
Having two different choices of the curves, connecting the punctures, and the corresponding two different S, S ′ , we can choose surfaces connecting the curves, and then take the complement S ′′ of the resulting union of contractible pieces. Clearly S ′′ ⊆ S∩S ′ , and the corresponding three asymptotic manifolds have the same homotopy type over S. In this way S ′′ provides the required homotopy equivalence.
This homotopy equivalence is dependent on the choice of the connecting surfaces, but choosing a filling of dimension 3, we obtain a 2-homotopy, etc. 14 The process stops when we reach the dimension of N .
Finally we need to show that our construction is independent of p ∈ S and the neighbourhood U around it that we have chosen. In other words we need to show that the morphism into B 2 A over a set of distinct punctures (restricting to a subset of U ) is the sum of morphisms over individual punctures (computing the morphism over the subset itself).
The difference between the two is in using of connecting curves. I.e. integrating the connection separately around each puncture and then adding up, or connecting them all and integrating around the resulting contractible space. But adding up the results of integration around two punctures is the same as choosing a trivialization over the disjoint union of two contractible pieces, each at a different puncture. Since A is abelian, any such choice of trivialization produces the same result (the conjugation is trivial). Working with connected components over the entire U just provides one possible choice.
If we restrict (16) to the image of Hom S (∆Γ Φ , B k+1 A × S), given by the inclusion • Γ Φ ֒→Γ Φ , we clearly obtain trivial gerbes, because the entire 14 The ability to always choose a filling exists because every connected component of ΓΦ lies within an R k × S-chart on N × S.
In some cases, e.g. that of a locally closed subscheme, we write X ′ to mean the germ of X at the image of the inclusion X ′ ֒→ X , and we write m g X ,X ′ for the corresponding ideal of 0-germs. Proposition 16. Let X ′ ֒→ X be a principal locally closed subscheme, and let U (X ′ ) be the set of open subschemes of X containing X ′ . Then
Proof. Let X ′′ → {U } be a cone on the diagram of open subschemes of X , containing X ′ . Since this diagram is filtered, there is a well defined morphism Φ : X ′′ → X . Since this morphism factors through each U , for every f ∈ C ∞ (X ), that becomes invertible in C ∞ (X ′ ), φ(f ) is invertible. This immediately implies that φ maps m
