Introduction
In the past two decades many researchers have investigated the dynamic plant layout problem (DPLP). The DPLP involves the design of facility layouts based on a multi-period planning horizon. During this horizon, the material handling flows between pairs of departments in the layout may change. This necessitates a more sophisticated approach than the much-researched static plant layout problem (SPLP) approach. The DPLP extends the SPLP by assuming that the material handling flows can change over time.
This in turn might necessitate layout rearrangement during the planning horizon.
One assumption that DPLP algorithms have made is that of a fixed planning horizon. However this assumption is not applicable where companies plan on the basis of rolling planning horizons. In the rolling horizon, in every period, the data for the just completed period is replaced with new data from the period at the end of the new planning horizon. So if the planning horizon is five periods, after the first period, the data for Period 1 is dropped, data for Period 6 is added and the multi-period plan is recalculated. At the end of Period 2, the data for Period 2 is dropped and the data for Period 7 is added. The process continues every period. But in the standard DPLP researchers have assumed that if the planning horizon is five periods, the multi-period plan is created at the beginning of Period 1 and will not change till the end of Period 5 when a new plan for Periods 6 through 10 is created. This paper investigates the DPLP under rolling horizons and uncertainty. Specifically one objective is to examine whether algorithms that work well under the fixed horizon situation will perform just as well under rolling horizons. In order to do this we use algorithms proposed by and Urban (1993) . We first solve the fixed period problems using these algorithms to determine whether any algorithms stand out from the rest. Then we also solve rolling horizon problems using these algorithms.
This will allow us to test whether there are algorithms that work consistently well under fixed and rolling horizons. We also consider five and ten period planning horizons and the effect of different environmental conditions.
When solving dynamic layout problems, the material flows in each period are based on forecasts. Since forecasts generally have uncertainty (error), a second objective is to test the effect of this uncertainty on the better fixed period algorithms. This will allows us to examine the cost penalty incurred due to the existence of forecast error. Considerable research is also available in planning using rolling horizons. A recent classification of these can be found in Chand et al. (2002) . Baker (1977) observes that the performance of optimal methods in a rolling horizon depends on the horizon used, the cost structure and demand patterns. Lundin and Morton (1975) , Schwarz (1977) , Chand et al. (1990) and Chand et al. (1992) do studies on finding appropriate parameters for rolling horizon planning. Morton (1981) , Kleindorfer and Kunreuther (1978) and Sethi and Sorger (1991) investigate the trade off between data accuracy, costs of data collection and the computational cost of the algorithm. Kimms (1998) investigates stability measures for rolling schedules. Hopp and Spearman (2001) report that companies do not use optimal methods such as the Wagner Whitin (WW) for multi-period lot sizing even though it is not difficult to implement on a computer. Thus they speculate that the reason for the lack of use of sophisticated methods may be that "people would rather live with a problem they cannot solve rather than accept a solution they do not understand" (p124). Thus the use of heuristics in rolling horizon problems may be important. Wemmerlov and Whybark (1984) use rolling horizons and uncertainty to compare different lot sizing rules. They find that optimal methods for the fixed period problem under certainty, such as the WW method, did not statistically work any better than heuristic rules when rolling horizons and forecast error are considered. Sanders and Ritzman (1990) and Sanders and Manrodt (2003) study forecast errors. Hassan (2000) provides guidelines for the effective development of layout models and algorithms.
Many different methods in mathematical programming, optimal control and heuristics have been used in rolling horizon planning. It has also been applied to issues as varied as inventory management, machine replacement, cash management, wheat trading and plant location. However the concept of rolling horizons and forecast uncertainty has not been applied to the layout problem. At the same time it is estimated that over $250 billion is spent annually in the United States alone on facilities planning and re-planning (Tompkins et al., 2003, p10) . Further, between twenty and fifty percent of the total costs within manufacturing are related to material handling and effective planning can reduce these costs by ten to thirty percent (Tompkins et al., p10 ). Thus it is important that this problem be studied.
Heuristic Methods Employed in This Paper
The heuristics used in this paper are based on Urban (1993) . These are used as they all incorporate the notion of varying time windows. So these algorithms solve DPLPs of different horizons and choose the best solutions from among these. Thus it is felt that these might be attractive in the rolling horizon situation since a rolling horizon implies changing data as in using different time windows.
Urban's heuristic is a steepest descent pair-wise exchange heuristic for the dynamic layout problem. This procedure combines the static and dynamic layout problem into one unlike DP where the DPLP is separated into static and dynamic phases. Tests by Urban (1993) and indicated that it performs quite well. The computational requirements are also quite low for this method whereas for dynamic programming it could be substantial.
The pair-wise exchange procedure is similar to CRAFT. The difference is that shifting costs are included.
This heuristic makes use of forecast windows, m, to find different sets of good layout plans for the planning horizon. The forecast window is the number of periods being considered when the pair-wise exchange is performed. It ranges from one to the number of periods t. Using an initial layout and pair-wise exchanges, one set of multi-period layouts is obtained for the given planning horizon in each forecast window.
For example, when the forecast window is 1, i.e., m=1, in each application of the pair-wise exchange, only material flows from one period are considered at a time. An assumed or existing initial layout is used to find the most appropriate layout for Period 1 by pair-wise exchanges considering the material flows in Period 1 only. Then this newly generated appropriate layout for Period 1 is used as the initial layout for Period 2. Pair-wise exchange is now used to determine a good layout for Period 2 by considering the material flows in Period 2 only. This process is repeated until the end of the planning horizon. Thus a multi-period layout plan for the entire planning horizon is obtained.
When the forecast window is equal to 2, the material flows in Period 1 and Period 2 are added to determine the layout in Period 1 using pair-wise exchange. Similarly, flow costs in periods 2 and 3 are combined in determining the layout in Period 2. Thus a look-ahead principle is employed. For every m, a multi-period layout plan can be obtained. For each period (from 1 to t in sequence), the exchange of locations of any pair of departments may change the total flow cost in that period. In addition, the rearrangement cost of shifting from the previous period's layout may change. The pair-wise exchange continues until no further improvement can be found. The total cost of the layout plan is the sum of the costs of rearrangement and material flow in all the periods. Since each forecast window gives a layout plan, the plan with the lowest cost is selected as the final solution. Urban's method provides good solutions and is computational efficient. Thus it is a very practical approach for the DPLP.
Two improvements were proposed for Urban's heuristic by . The first one involves working backward from the final solution provided by Urban's heuristic. The second involves combining Urban's method with DP.
Urban's heuristic is forward pass in nature. Once a layout for a period is determined, it is never changed in subsequent periods. Thus the quality of the solution in a later period layout depends on the quality of the preceding layouts. This is one disadvantage of the procedure. The backward pass approach reduces this disadvantage. In the backward method, initially Urban's heuristic is used to solve the DPLP for each forecast window m. Then a backward pass pair-wise exchange is performed on each of these solutions, resulting in m backward pass solutions. The best of these is selected as the final solution. The exchange starts in period (t-1) and goes backward until the first period of the planning horizon. Pair-wise exchange procedures are performed and if an improvement is found, the appropriate switch is made in that period.
The backward pass procedure ends when Period 1 is evaluated. In the forward pass only the rearrangement costs between period (t-1) and t are considered, as the layout for period (t+1) is not yet known. In backward pass the rearrangement costs between periods (t-1) and t, and the rearrangement costs between periods t and (t+1) are considered since a completed layout plan is available from the forward pass. The forecast window is always equal to one in the backward pass method and so the additional computational requirements are minimal. Since the backward pass is performed on each layout plan generated from the forward pass, the backward approach will never generate a layout that is worse then the forward pass. If costs cannot be reduced, no exchange will take place in the backward pass. good. In addition, the number of layouts (states) in the DP resulting from this method will be reasonable as t is rarely greater than ten. Thus this DP can easily be solved in order to improve the pair-wise exchange result. Moreover as in the backward pass, since the forward pass solution is embedded in the DP, it will
give a layout plan as least as good as the layout plan generated by the pair-wise exchange.
As a benchmark for smaller problems, dynamic programming (DP) was also included as a method. In the six period problems, all 6! or 720 static layouts were included. Thus it obtained the optimal solution in the fixed period horizon problems. In the fifteen and thirty department problems, computation time limitations prevented us from including all 15! or 30! static layouts. Thus only a fraction of the possible number of static layouts was included. These static layouts were generated using CRAFT or generated randomly.
Test Setup
The test problems consisted of six, fifteen and thirty departments adopted from .
Three different experiments were conducted. The first experiment involved only five and ten period fixed horizon problems from . This was done to compare the performance of the different algorithms under fixed horizons.
Rolling Horizon Experiments
The Both five and ten period cost evaluations were considered using five and ten period planning horizons as shown in Figure 1 .To create the five period evaluation five period planning horizon solutions (northwest box in Figure 1 ), the ten period problems from Balakrishnan et al. (2000) were used. Each five period planning horizon situation solved problems using data from Periods 1 through 5, 2 through 6, 3 through 7, 4 through 8, and 5 through 9, respectively. Each of these individual problems would generate a layout for one period, thus generating a five period layout plan overall. For each algorithm, after solving the Period 1 through 5 problem, the layout generated for the first period was considered implemented. Then considering this layout as the initial layout, the problem was solved using data from Periods 2 through 6. Then the layout for Period 2 was considered implemented. In turn the problem was solved using data from periods 3 through 7 using the layout from Period 2 as the initial layout. By doing this iteratively a five period layout plan was generated after solving for periods 5 through 9. For the ten period evaluation five period planning horizon problems (southwest box in Figure 1 ), the ten period problems from Balakrishnan et al. (2000) were extended to fifteen periods employing the same parameter values used by them to generate the original data set. Then each ten period planning horizon situation solved problems using data from Periods 1 through 5, 2 through 6, and so on until Periods 10 through 14, similar to that in the five period Not applicable evaluation problems. Thus comparing the results from the five and ten period cost evaluations (northwest and southwest boxes in Figure 1 ) would allow us to test whether different algorithms would perform differently given a longer cost evaluation period.
Ten period planning horizons were also considered (northeast box in Figure 1 ). Since there were only fifteen periods of data, only the five period evaluation could be done in this category. The process uses Periods 1-10 to determine the initial multi-period plan. Then the layout for period one is considered implemented and used as an initial layout for solving Periods 2 through 11. The process is continued for Periods 3-12, 4-13 and 5-14 to give a five period evaluation plan. The five and ten period evaluation plans (northwest and northeast boxes in Figure 1) can be compared to test whether different algorithms would perform differently given different planning horizon lengths.
Forecast Uncertainty Experiments
The final experiment consisted of examining the effect of forecast uncertainty on the effectiveness of dynamic layout algorithms. In order to do this the original data set (since we wanted to isolate the effects of forecast uncertainty, we used the fixed horizon data set rather than the rolling horizon data set, to avoid the rolling horizon effects) from Balakrishnan et al. (2000) was modified to create forecast uncertainty. We assumed that the material flow between each pair of departments was subject to a negative, zero or positive forecast error with equal probability (one third). This assumption of positive and negative errors is consistent with unbiased forecasting techniques which would consistently provide both types of errors.
Also this equal probability of increase or decrease by the same value ensured that the overall material flow would remain approximately the same as without the forecast uncertainty. This allowed us to establish the cost of this uncertainty in an unbiased manner. It was assumed that the data for Period 1 was quite accurate since it was in the immediate future. Further we assumed (based on Chand et al., 2002 ) that the forecast error would increase the further out in the future the material flow was forecast. We assumed an increasing forecast error per period of -3%, 0% or +3%. So the error possibility for Period 2 was -3%, 0% or +3%, -6%, 0% or +6% for Period 3 all the way to -27%, 0% or +27% for Period 10 (in the case of the 10 period data set). For example in Period 8, to determine the actual material flow that occurred between any pair of departments (the updated flow matrix), the corresponding material flow in the original matrix (forecast flow matrix) would have an equal probability of increasing by 21%, staying the same or decreasing by 21%. The layouts generated under the fixed horizon case (fixed experiment) was re-costed with the updated flow matrices to examine the effects of forecast uncertainty.
Initial Layout Generation
The initial (static) layouts for the fixed and rolling horizon problems were generated similarly. In the six department problems, all 6! or 720 possibilities in each period were evaluated using the different algorithms. In the fifteen and thirty department problems, 15! and 30! proved too large for all the possibilities to be generated. Thus Rosenblatt's suggestion, of using good static layouts generated by CRAFT as states in the DP procedure, was implemented. In the DP method, seventy two different good layouts were generated by CRAFT in each period using random initial layouts, resulting in 72×5 i.e., 360 and 72×10, i.e., 720 states for the five and ten period planning horizon problems, respectively. In the rolling horizon problems, as the horizon rolled, the 72 initial layouts from the dropped period would be replaced by 72 new initial layouts from the added period. For the problems using only random layouts, the same number of (as in the CRAFT based problems) randomly generated layouts were also used as states.
Since Urban's pair-wise exchange heuristic is sensitive to the initial layouts used, different initial layouts had to be generated. Two methods were used to generate the initial layouts. The first method generated these randomly. The second method used CRAFT to come up with good initial layouts. In the six and fifteen department problems, 72 CRAFT solutions were generated in each period using random initial layouts. These were used as initial layouts for pair-wise exchange. This resulted in 360 CRAFT based layouts for each five period planning horizon problem For the thirty department problems (as well as for the ten period fifteen department problems), solving 360 or 720 multi-period pair-wise exchange problems for each of the eight data sets would have been very time consuming. Thus only ten initial layouts in each period were used for the five period and ten period planning horizon problems (2 per period × 5 periods)
were used to generate pair-wise exchange solutions. As before, when the horizon rolled, the 72 (or 10 as appropriate) layouts from the dropped period would be replaced by 72 (or 10) new layouts from the added period.
Computational Results
Each of the eight problems sets (Data 1 to Data 8) were solved under different environmental conditions using the following methods (which resulted in a total of close to 1800 problem runs):
In the six department problems, in the DP all the 720 possible layouts were included. Similarly for pairwise exchange, 720 possible initial layouts were used. Thus the number of different procedures reduced to four; dynamic programming (DP), Urban's pair-wise exchange (U), pair-wise exchange combined with DP (UD), and pair-wise exchange combined with backward pass (UB). Table 1 In the six department five period problems, Urban's method combined with the backward pass (UB-C) and Urban's method combined with dynamic programming (UD-C) gave the optimal solution six times (6) and four times out of eight respectively. In the ten period problems, they were not as effective. Only the UD-C was able to find the optimal solution three times. However it was within 0.13% of optimality. The corresponding numbers without the improvements is three and none. As a result the average deviation from optimality is greater for Urban's original heuristic (even with the additional initial layouts compared to Urban's original research). The modifications to Urban's method (i.e., UD-C and UD-B) gave improved results in each and every one of the fifteen or thirty department problems except one, i.e. thirty one of thirty two (Table 1 and Appendix 1). In that one case there was no improvement. In addition, the results in Appendix 1 show a tendency toward better improvements in the larger problems, i.e., when the number of departments is thirty and/or when number of periods is ten. In the fifteen department ten period problems, the UD-C method appears to work better than UB-C method. However in the other fifteen and thirty department problems, the same cannot be said. The best solutions seem to be more evenly distributed between UD-C and UB-C.
Fixed Horizon Results
There also appears to be no advantage in using CRAFT based initial solutions for Urban's pair-wise exchange heuristic. Only in ten of the thirty two problems did it improve the solution. This appears to be a consistent result in both the fifteen and thirty department problems. Consistent with the result in Urban's paper, DP-C and DP-R perfomed the worst. In addition consistent with the results found in Balakrishnan et al. (2000), DP-C performs better than DP-R. Thus in the fixed horizon cases it appears that the UD-C and UB-C methods dominate the other methods in the larger problems (more departments and/or longer planning horizons) and could be the recommended algorithms to use in the group tested. Table 2 shows the results in the rolling horizon cases for the five period planning horizon. The detailed results are shown in Appendix 2. Compared to the fixed horizon problems, a few major differences are seen. First, the concept of optimality is difficult to define. Note that in the Base Case, DP, the optimal algorithm in fixed period problems gave the best result only three times in the six department five period problems and five times in the six department ten period problems. In addition on average cost it ranked last in the six department five period problems. In fact U(B) ranked first in six of the eight problems in the five period data set. Similarly even under other shift cost and flow variability settings, in the six department set, one or more of the heuristic algorithms performed better.
Rolling Horizon Results

Five Period Planning Horizon
Because new data is added and the layout plan recalculated, there is no guarantee that the optimal layout for the first period is optimal given the recalculated plan. Consider the following example. Assume that in the DP optimal solution based on material flow data from Periods 1 through 5, the static layout shown in Figure 2 is optimal for Period 1. The numbers in the figure show the locations of departments. Also assume that one of the other algorithms, for example Urban's method generated a layout as shown in Figure 3 . Figure 4 shows the hypothetical optimal layout for Period 2 when the problem is re-solved with material flow data from Periods 2 through 6. Since the layouts in Figures 3 and 4 are identical, there will be no shifting cost at the end of Period 1 if the layout implemented in Period 1 was based on Urban's algorithm.
If the layout for Period 1 based on DP (Figure 2) is implemented there will be a rearrangement cost that might offset any of the savings in material flow cost that the DP solution ( Figure 2 ) might have had over the solution from Urban's method (Figure 3) . Thus with the recalculated costs under rolling horizon planning, it may be possible for the optimal fixed period methods to provide poorer results. 
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Using ten period data set; 2 Using fifteen period data set; 3 The number outside the parenthesis shows the number of times out of the eight problems, the algorithm gave the lowest cost. As seen in Appendix 2 in some cases more than one algorithm gave the lowest cost. The number in parenthesis shows the rank of the algorithm based on average cost for the eight problems. Further, while in the fixed period problems the modifications to Urban's method, UD-C and UB-C clearly appeared to do better, the same cannot be said in the rolling horizon case. An examination of the six period problems in Table 2 shows only on three occasions out of the thirty two settings did any algorithm fail to attain the 1 st rank in at least one out of the eight problems. In many cases the different algorithms ranked 1 st on many occasions within each data set. It also appears that algorithms that perform well under one setting may not perform well under other settings. For example consider the HSHV and HSBV settings in the six department five period problem. In the HSHV, the original Urban algorithm ranked 1 st only once (and last on average)
whereas it ranked 1 st (and first on average) five times in HSBV. Similarly DP which ranked 1 st five times under HSHV, ranked 1 st only twice under HSBV.
While in the six period problems, the differences in algorithm performance is very small (in six out of the eight settings the worst algorithm's cost was within 0.55% of the best algorithm's cost), the differences are more pronounced in the fifteen and thirty department problems where the this range is sometimes more than 5%.
However, as in the six department case, different algorithms performed better under different situations. In the larger fixed period problems in Table 1 (fixed horizon), it was seen that UD-C or UB-C always came up with the best solution. In the large rolling horizon problems this is not necessarily true.
While the UD-C does appear to perform the best out of the different algorithms in general, in some cases (BSHV, fifteen department, ten period) it failed to rank 1 st in any of the eight problems, and ranked third on average. Similarly UB-C, generally a good algorithm ranked fourth on average in the HSHV, fifteen department, ten period setting. The original Urban algorithms (UC and UR), which did not do as well as UB-C and UD-C in the fixed horizon, ranked 1 st in three settings.
Further no particular patterns were detected in the relative performance of the algorithms under different settings. In other words, it did not appear that any of the algorithms were performing consistently better under specific shift-cost-flow-variability settings for larger or smaller problems. Thus it appears that under rolling horizons algorithms that dominated in the fixed horizon settings are unable to maintain their dominance. Thus it is important to develop multiple efficient and effective algorithms. Then one can try different algorithms and implement the one that provides the best solution given rolling horizon data rather than relying on one algorithm that may not always give the best result. The difference in costs between the four Urban's method based heuristics was not large; usually they were within 1% of each other. Thus all of them appeared capable in the rolling horizon problems.
Further it appears that if an algorithm performs significantly poorly in general in the fixed period problem, it is not likely to do well in the rolling horizon case either. This can be illustrated by looking at the two DP based algorithms in Tables 1 and 2 . In Table 1 in the small fixed period problems they gave the optimal solution because they included all the possible layouts. In the large problems in Table 1 , it is seen that they performed quite poorly on the larger problems because only a very small fraction (720) of the possible 15! or 30! layouts are included due to computation time restrictions. This sample is possibly too small to provide good results often. This effect is seen in the rolling horizon problems (Tables 2 and 3 ) where in the smaller problems, since they included all the possible layouts, they performed well. In the larger problems they performed poorly. In fact they appear to have done relatively worse in the rolling period experiments being as much as 9% more in cost compared to the best ranked solution. Their poorer performance relative to the fixed period data may be due to the fact that DP has no self adjusting capability. It depends on the initial layouts designed apriori based on the forecast flow in each period. On the other hand the four Urban's method based algorithms are able to create new interim layouts (through the pair wise exchange procedure) that might respond better to the newer data that is added. Thus these methods appear to have better self adjusting capability. This self adjusting capability also allows them to respond better to changing shifting costs and changing flow variability. Table 3 compares the results of the ten period planning horizon rolling problem (with a five period evaluation).
Ten Period Planning Horizon
The detailed results are in Appendix 3. The results are similar to the five period planning horizon problems. In the six department problems it is difficult to distinguish between the algorithms. In the fifteen and thirty department problems UD-C performs better generally than the rest. But neither it nor the UB-C dominates. The results are situation specific, but no specific patterns could be detected. Thus as in the five period planning horizon problems it may be better to use multiple algorithms to determine the best one to implement.
Consistent with the previous algorithms the DP based algorithms performed poorly. Table 4 shows the comparison between the five and ten period planning horizons in the rolling experiment. It appears that there is little difference between using a ten period planning horizon and a five period horizon. In the six department problems the ten period window seems to work better but the differences are minor. In most cases the cost difference is less than 0.25%. In the fifteen and thirty department problems, in general the five period horizons work better. Again though, the cost differences are minor, usually less than 0.5%. The only exceptions are the DP based methods which performed as much a 5.17% worse in the ten period planning horizon problems. This may be due to the fact that in the larger problems, the relative sample size of layouts included decreases in the ten period problems thus providing less good static layouts to provide good multiperiod solutions.
Five Versus Ten Period Planning Horizon
1 Fifteen period data set 
Compared to a five period planning horizon, a ten period planning horizon implies gathering an additional five periods of data. This may have additional costs and effort associated with it particularly since data for periods further out in the future may be more difficult to obtain due to forecast uncertainty. Further the ten period planning horizon means higher computational effort. Our research shows that in light of all these additional cost and effort, it may be better to use five period planning horizons since there appears to be no evidence that a ten period planning horizon works better.
1 A negative number indicates that the ten period window provided lower cost than the five period window Table 4 : Difference in cost between five period and ten period planning horizon horizons. Table 5 shows the results for the forecast uncertainty experiment for the different problem sizes (for example 6D5P implies a six department five period problem). We tested only the algorithms that consistently performed best in the fixed layout experiments, i.e., Urban's method combined with DP and Urban's method with a backward pass (both using CRAFT based initial layouts in the larger problems).
Setting
Uncertainty Experiment Results
We calculated the cost of forecast uncertainty using the following steps:
1. Generate forecast flow data: This was basically flow data from the fixed horizon experiments since these were forecasted flows made at the beginning of the planning horizon.
2. Generate actual flow data: The flow data from the fixed period experiment was updated to produce actual flow data using the forecast error introduction techniques discussed earlier. In practice of course this flow data would be known only at the end of the planning horizon when the products had already been manufactured and actual flows are calculated.
3. Determine optimal layout plan and cost using the forecasted flow data. Thus it is assumed that no updated forecasts were available for the multi-period layout plan to be updated during the planning horizon.
4. Determine the cost of the layout plan determined in Step 3 using actual flow data. This represents the actual cost incurred due to the use of the layout plan designed in Step 3.
The difference in the costs between
Step 4 and Step 3 represents the additional cost due to the use of a suboptimal layout plan. This suboptimality occurs due to the forecast error and thus this additional cost is the worst case cost of forecast error, since (as mentioned in Step 3) no plan updating was done.
In Table 5 , a value of 100.34% indicates that the actual cost was 0.34% more than the forecast cost. So this would be cost of forecast uncertainty for that problem. Table 5 also shows that the cost of the forecast uncertainty is very low for both UD-C and UB-C. In fact in some cases the cost with the actual data is less than the cost with forecast data (i.e., values less than 100%). While it may seem strange that with forecast error, one can have a lower cost layout, this phenomenon can be explained based on the nature of flow costs. 1 Shows the percentage of the cost of the layout plan under actual flow compared to that under forecast flow Table 5 [3] [4] . This is less than $2500 illustrating that forecast uncertainty need not always be disadvantageous.
In nine of the twelve department-size and period combinations, the average cost increased due to forecast error while in the other three the cost actually decreased. Even the increase in costs was quite minor, in all cases less than 1%. Further it appears that the cost of uncertainty does not appear to increase for the longer planning horizons. Though this result is problem specific, our tests illustrate that at least in layout, forecast error should not deter one from using algorithms designed assuming certainty in flow data. Like other models such as the EOQ model where forecast errors often do not result in significant cost penalties, the layout problem also seems robust to forecast error. While one factor that mitigates the effect of forecast error is the existence of negative and positive errors which could offset each other, the other factor is shifting cost. Even if actual data flow is different from forecast data resulting in increased flow cost, it is not necessary that the optimal layout should have been different. If the increase in flow cost is less than the cost to shift the relevant departments, then the layout designed using the forecast data would still be optimal. Thus our decision would still be optimal and the flow cost increase would not make the decision any more costly.
Conclusion
Most research in DPLP has assumed fixed planning horizons and no forecast error. In practice many organizations may use rolling planning horizons. In this paper, we investigated whether using a rolling planning horizon would make a difference in the relative effectiveness of algorithms. Further we also investigated the effect of forecast error on the effectiveness of different algorithms. The experimental setting also involves different flow variability and shift cost settings.
Our experiments show that rolling horizons do have an effect on the effectiveness of algorithms. The definitions of optimality become less relevant. Further in the fixed horizon problems we were able to identify two algorithms (both modifications to Urban's method) that dominated the others. In the rolling horizon problems, while these still did well, they could not maintain their dominance. Many of the other algorithms provided better results on some of the problems. The difference between the four Urban's method based algorithms was not large. At the same time the algorithms that did poorly in the large fixed period problems appear to do even worse on the rolling horizon problems. These were the DP based algorithms that did not have the ability to self adjust to the changing data. This underlines the importance of using algorithms that have some self adjusting capability when rolling horizons are considered. Also our experiments demonstrate the importance of developing quick and effective heuristics for the dynamic layout problem under rolling horizons since it appears that no one algorithm is able to do well in all situations. Thus we cannot rely on one algorithm to consistently give good results.
No patterns of differences in performance could be detected for the different shift-cost-flow-variability combinations. Similarly no significant differences could be identified between five and ten period planning horizons. This implies that given the cost of additional data acquisition it may be better to use five period planning horizons.
Further it appears that uncertainty in forecasts should not be a deterrent to using dynamic layout algorithms designed assuming certainty in demand forecasts. Our experiment shows that with positive and negative forecast errors (a characteristic of unbiased forecasts), the negative effects could be minimal. Sometimes it may even be beneficial given the structure of the layout problem. No. 
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