The Combinatorial Algorithm
The proposed combinatorial algorithm can scribed by the following steps:
The Algorithm:
is that simulabe de-1.
2.
3.
Model the target simulation model with a stochastic process.
If the process produced by step 1 has a continuous state space, identify an appropriate substate.
Execute algorithm PS, or apply equations (1) Usually N > K, and hence a sufficiently large amount of parallelism can be obtained.
We have also applied the PS algorithm to both models (i.e., M/D/l/10 and a I'/D/l/lO) for P = 10, 100, and 1000, respectively. In the pre-simulation, we use Q = O as the initial state for all processors.
The results show that the PS algorithm chooses exactly the same MFOS'S as those shown in Table  1 in all cases.
Central Server System
We use the central server system described in section 4.2 as the simulation model for our second experiment. We first let the system contain only 3 jobs.
The job lengths are generated by an exponentially dis- 
where M is the number of queues in the system. Also, the pre-simulation does not require an event list because the newly created event is always the next event to be executed. These assumptions will reduce the real execution time required for the pre-simulation. (Table 3 ).
The experiment executes the model 10 times using the combinatorial simulation and a sequential simulation, respectively. Table 3 compares the expected queue lengths.
The differences for the CPU, Diskl, and Disk2 queues are 1.2'%0,3.8Y0, and 4.2Y0, respectively.
Because the load of each processor is nearly perfectly balanced, and the cost of computing the stationary distribution (using equation (1) or (2)) is constant, a linear speedup can be achieved.
To illustrate that the combinatorial simulation can achieve massive parallelism and still maintain high accuracy, we vary the value of P, ranging from 10 to 105, and compare the results with a sequential simulation as well as a multiple-replica simulation in which each processor simulates the entire simulation model independently and the results of these independent runs are averaged together (Heidelberger 1986) . For the multiple-replica simulation, each simulation run sim- We also increase the number of jobs and the number of events simulated from 3 and 105 to 300 and 107, respectively. Initially, each queue contains 100 jobs.
The service times of the jobs are generated by an exponentially distributed random variable with a mean of 0.01. All other parameters and assumptions of the system are not changed from the first experiment.
The number of possible states of the imbedded queue length process of this model is about 4.5 x 104.
Because of the large state space, we use the presimulation method of algorithm PS (Section 3) to estimate the MFOS; the MFOS is the state in which all 300 jobs are in the CPU queue. Figure 3 and Table 4 compare the expected queue lengths obtained from the three simulations.
For the time-parallel simulation, each processor simulates no more than N/P+ 7 events on the average for any value of P.
The time-parallel simulation outperforms the multiple replica simulation in simulation accuracy for any number of processors.
The difference is significant when the number of processors exceeds 1000. We also use an uniformly distributed random variable to generate the queue lengths.
Results similar to those shown in Tables 3 and Figure 3 are observed for both cases (i.e., 3 or 300 jobs in the system). a switch or gateways of the network, has a finite size input queue. Packet that arrive at nodes without free buffers are lost. We assume that when a packet is lost or arrives at the destination node, an acknowledgment will be sent back to the source node immediately and the delay of t ransmitting the acknowledgments is negligible. A virtual circuit with these assumptions can be modeled by a closed queueing network as shown in Figure 4 . In our example, there are 4 nodes in the VC and the window size is 12. The extra node in the bottom (i.e. Q5)
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