Computational prediction of cell type-specific, in-vivo transcription factor 10 binding sites is still one of the central challenges in regulatory genomics, and 11 a variety of approaches has been proposed for this purpose.
sets and find that chromatin accessiblity and binding motifs are sufficient to 23 yield state-of-the-art performance for in-vivo binding site predictions. We 24 also show that the iterative training procedure and the ensemble prediction 25 are pivotal for the final prediction performance.
26
To make predictions of this approach readily accessible, we predict 682 27 peak lists for a total of 31 transcription factors in 22 primary cell types and 28 tissues, which are available for download at https://www.synapse.org/#! 29 Synapse:syn11526239, and we demonstrate that these predictions may help 30 to yield biological conclusions. 
169
• cell type-specific DNase-seq "fold-enrichment coverage" tracks, which represent 170 DNase-seq signal relative to a pseudo control smoothed in a 150 bp window,
171
• cell type-specific DNase-seq peak files in "conservative" (IDR threshold of 10% in 172 pseudo replicates) and "relaxed" (no IDR threshold) flavors,
173
• cell type-specific TPM values from RNA-seq experiments in two bio-replicates for 174 all gencove v19 genes as estimated by RSEM (Li and Dewey, 2011),
175
• cell type-specific and TF-specific ChIP-seq peak files in "conservative" old of 10% in pseudo replicates) and "relaxed" (no IDR threshold) flavors,
177
• cell type-specific and TF-specific label files classifying genome-wide 200 bp regions 178 shifted by 50 bp into B="bound", A="ambiguous", and U="unbound" according 179 to the respective conservative and relaxed ChIP-seq peak files; an overview of the 180 combinations of TF and cell type in the training data, the leaderboard data, and 181 the test data used for evaluation in the final challenge round is given in mentary Figure S1 .
183
In addition, we download sequence motifs represented as PWMs from the following 184 collections:
185
• TF-specific motifs from the databases HOCOMOCO (Kulakovskiy et al., 2016) 186 and DBcorrDB (Grau et al., 2015a) ,
187
• motifs related to epigenetic markers from the epigram pipeline (Whitaker et al., 188 2015) .
189
Details about the motifs considered are given in section Features and Supplementary 190 Text S1. 
Features

238
The set of features considered may be roughly classified by the source of information 239 (raw sequence, motif profiles, DNase-seq data, RNA-seq data). Here, we give a brief 240 overview of these features, while we provide a complete list of definitions of all features 241 in Supplementary Text S1.
242
The set of sequence-based features comprises the raw sequence (i.e., in 1 bp resolution) 243 around the center bin and several measures computed from this sequence, for instance 244 G/C-content, the frequency of CG di-nucleotides, or the length of homo-polymer tracts.
245
Based on the gencode v19 genome annotation, we additionally define features based on 246 overlapping annotation elements like CDS, UTRs, or TSS annotations and based on 247 the distance to the closest TSS annotation in either strand orientation. All of these 248 features are neither cell type-specific nor TF-specific. However, they may represent gen-249 eral features of genomic regions bound by TFs (like CpG islands, GC-rich promoters, 250 or preference for non-coding regions), which might be helpful to rule out false posi-251 tive predictions based on TF-specific features like motif scores. In addition, the model 252 parameters referring to those features may be adapted in a TF-specific and cell type-253 specific manner, which may yield auxiliary information for cell type-specific prediction 254 of TF binding as well.
255
The most informative features with regard to the challenge task, however, are likely 256 motif-based and chromatin accessibility-based features. For obtaining a broad set of 257 binding motifs for each TF at hand, we combine motifs from databases with motifs ob-258 tained by de-novo motif discovery from the challenge data. We retrieve PWM models (Keilwagen and Grau, 2015) on the "conservative" and "relaxed" ChIP-seq peak 263 files, and also based on the peak files obtained from DNase-seq experiments. In addition, 264 we obtain motifs from the epigram pipeline (Whitaker et al., 2015) , which are related to 265 DNA methylation and histone marks of active promoters and enhancers. For a specific 266 combination of cell type and TF, we also consider motifs of a set of "peer" motifs, which 267 are determined from the literature (Factorbook, Wang et al. (2012) ) and by comparing 268 the overlaps between the respective peak lists.
269
All of these motifs are then used in a sliding window approach to obtain base-pair 270 resolution score profiles, which are then summarized by aggregate statistics representing 271 the binding affinity to the strongest binding site (i.e., the maximum log-probability in a 272 bin according to the motif model) as well as general affinity to broader regions (i.e, the 273 logarithm of the average probability in a bin). The set of motifs may comprise models 274 of general binding affinity of the TF at hand but may also capture cell type-specific 275 differences in the binding regions, which could be caused by interaction with other TFs 276 including competition for similar binding sites.
277
DNase-seq-based features are computed from the "fold-enrichment coverage" tracks 278 and DNase-seq peak files provided with the challenge data. These features quantify 279 short and long range chromatin accessibility, stability of the DNase signal in the region 280 of interest and across different cell types, and overlaps with DNase-seq peak regions. Gaussian densities, discrete, annotation-based features by independent binomial distri-296 butions for each type and strand of annotation, and raw sequence by a homogeneous
297
Markov model of order 3. All distributions are in the exponential family and parameter-298 ized using their natural parameterization (Bishop, 2006; Keilwagen et al., 2010) , which 299 allows for unconstrained numerical optimization.
300
As learning principle, we use a weighted variant (Grau, 2010) 
Prediction schema
305
In the challenge, final predictions are requested for 200 bp windows shifted by 50 bp 306 along the genome, while the proposed classifier predicts a-posteriori probabilities that 307 the current center bin contains a peak summit. To yield the predictions requested, we 308 use these original prediction values to compute the probability that the 200 bp window 309 overlaps at least one predicted peak by at least 100 bp (Figure 1 ). Assume that we 310 already computed the a-posterior probabilities P i that bin i contains the summit of a 311 ChIP-seq peak according to the trained model. Further assume that for the current TF, 312 a peak typically spans two bins before and two bins after the center bin, yielding 5 bins 313 in total. Putative peaks overlapping the current 200 bp window starting at bin i are 314 those centered at bin i − 1 to i + 4. Hence, the probability S i that this window overlaps a 315 peak may be computed as the complementary probability of the event that this window 316 overlaps no predicted peaks, which in turn is just the product of the complementary 317 a-posteriori probabilities P of these bins.
318
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Figure 1: Schema for computing probabilities for 200 bp regions overlapping with predicted peaks spanning five bins in this example. The center bin is indicated by a thick line. Putative peaks are annotated with the probability P i of being a true peak. All peaks marked in red overlap the region of interest (dotted blue lines) by at least 100 bp and are considered for the prediction. The prediction S i for the 200 bp region is then computed as the probability that this region overlaps with at least one of the peaks. The iterative training procedure is illustrated in Figure 2 . Initially, we train a classifier on we may distinguish prediction values of positive regions (label B="bound") and negative 367 regions (label U="unbound"), while regions labeled as A="ambiguous" are ignored.
Initial training data
368
To select additional negative regions that are likely false positive predictions, we first 369 collect the prediction scores of all positive regions (labeled as B) and determine the 370 corresponding 1% percentile. We then select from the negative regions (labeled as U)
371
all those with a predictions score larger than this 1% percentile, which are subsequently 372 added to the set of negative regions with a weight of 1 per region selected.
373
In the next iteration, we train a second classifier, again using all positive regions but 374 the initial negative regions complemented with the additional negative regions identified 375 in the previous step. Prediction is then performed using both classifiers, where the pre- Starting from an initial set of negative regions and the complete set of positive regions, a first classifier is trained, applied to the training data, and putative false positive (i.e, "unbound" regions with large prediction scores) are identified. In each of the subsequent iterations, such regions are added to the set of negative regions, which are in turn used for training refined classifiers. The result of this iterative training procedure is a set of K = 5 classifiers trained in 5 cycles of the iterative training procedure. binding probability above a pre-defined threshold t into a common peak region. For 393 each region, we record the maximum probability p, and discard bordering regions with a 394 probability below 0.8 · p. The resulting regions are then annotated according to the nar-395 rowPeak format with a "peak summit" at the center of the region yielding p, a "score"
Final prediction
396
of −100 · log 10 (1 − p), and a "signal value" equal to p. We generate "relaxed" peak 397 predictions using t = 0.6 and "conservative" peak prediction using t = 0.8.
398
2.10 Availability
399
The approach presented here has been implemented using the Java library Jstacs (Grau , 2014; Saito and Rehmsmeier, 2015) , and recall at the different FDR levels is 448 rather unstable since it corresponds to single points on the precision-recall curve. AUC-
449
PR values are computed using the R-package PRROC (Grau et al., 2015b) , which has 450 also been used in the ENCODE-DREAM challenge.
451
We find that prediction performance as measured by AUC-PR varies greatly among For each of the 13 combinations of TF and cell type within the test data, we compute the prediction performance (AUC-PR) on the held-out chromosomes of classifiers i) using all features considered, ii) using only motif-based features, iii) using only DNase-seq-based features, and iv) using only motif-based and DNase-seq-based features. Median performance of classifiers using all features is indicated by a dashed line. We test the importance of related sets of features by excluding one set of features from the training data, measuring the performance (AUC-PR) of the resulting classifier, and subtracting this AUC-PR value from the corresponding value achieved by the classifier using all features. Hence, if ∆ AUC-PR is above zero, the left-out set of features improved the final prediction performance, whereas ∆ AUC-PR values below zero indicate a negative effect on prediction performance. We collect the ∆ AUC-PR values for all 13 test data sets and visualize these as violin plots.
we systematically exclude sets of related features from the input data in training and by including the feature set. We collect these differences for all 13 test data sets and 468 visualize them as violin plots in Figure 4 .
469
We observe the greatest impact for the set of features derived from DNase-seq data.
470
The improvement in AUC-PR gained by including DNase-seq data varies between 0.087 471 for E2F1 and 0.440 for HNF4A with a median of 0.252.
472
Features based on motif scores (including de-novo discovered motifs and those from 473 databases) also contribute substantially to the final prediction performance. Figure S2) .
516
Since DNase-seq-based and motif-based features appear to be the primary feature sets 517 affecting prediction performance, we finally study prediction performance of a classifier 518 using only these two feature sets. We observe that prediction performance using only 519 DNase-seq-based and motif-based features is largely identical to that of the classifier using all features (Figure 3 ), where we observe the largest loss in AUC-PR for TAF1 However, the only cell type-specific experimental data available for making that choice 556 are DNaseq-seq and RNA-seq data, whereas similarity of cell types might depend on the 557 TF considered. Indeed, similarity measures derived from DNaseq-seq data (e.g., Jaccard we additionally obtain the "relaxed" and (where available) "conservative" peak files 600 from ENCODE and derive the associated labels ("bound", "unbound", "ambiguous") 601 according to the procedure proposed for the ENCODE-DREAM challenge. format by joining contiguous stretches with high binding probability and applying a 619 threshold of 0.6 (relaxed) and 0.8 (conservative) on the maximum probability observed 620 in a predicted "peak". We provide these peak files for download at https://www.
621
synapse.org/#!Synapse:syn11526239 (doi:10.7303/syn11526239).
622
To get an impression of the quality of the predicted peaks, we further compute
623
Jaccard coefficients based on peak overlaps (computed using the GenomicRanges R- Tables S6 and S7) , and find 626 those to be widely concordant to the previous assessment based on the derived labels.
627
For CTCF, we may also employ Jaccard coefficients to study cell type specificity (Sup-628 plementary Supplementary Figure S2 : Within cell type performance. For each of the 13 combinations of TF and cell type within the test data, we compute the prediction performance (AUC-PR) on the held-out chromosomes of classifiers i) using all features considered, ii) using only motif-based features, iii) using only DNase-seq-based features, and iv) using only motif-based and DNase-seq-based features. The training data comprises the training chromosomes of the same (test) cell type, while predictions are made for the held-out test chromosomes of that cell type. EP300  NANOG  TCF12  TEAD4  HNF4A  STAT3  ARID3A  GATA3  FOXA1  JUND  FOXA2  ATF3  ATF7  SPI1  CEBPB  SRF  TCF7L2  MAX  CREB1  MYC  YY1  EGR1  RFX5  MAFK  E2F6  E2F1  TAF1  ZNF143  GABPA Supplementary Table S2 : Performance (AUC-PR) on the test cell types using different sets of features. Columns "all features", "motif-based", "DNase-seq-based", and "motif & DNase-seq-based" correspond to classifiers using only those feature sets, while columns with prefix "w/o" indicate that the given feature set has been excluded when training the classifiers (for details see main text, Figures 3 and 4) . Table S5 : Prediction performance on primary cell types and tissues using labels derived from ChIP-seq data.
Here, we include all performance measures considered in the ENCODE-DREAM challenge.
*: labels determined from only relaxed peaks. Supplementary Table S6 : Jaccard coefficients between predicted (columns) and experimentally determined (rows) peak files for CTCF. Entries of matching tissues/cell types are marked in bold. In each row, we mark the largest value in green for matching cell types and in red for differing cell types. We mark matching donor with "(y)". Jaccard coefficients are computed using the intersect and union of the GenomicRanges R package. For each peak list, entries are sorted by score and limited to the minimum number of peaks across all peak lists. Supplementary Table S7 : Jaccard coefficient between experimentally determined and predicted peak files. Jaccard coefficients are computed using the intersect and union of the GenomicRanges R package. For each TF, entries of the experimentally determined and predicted peak lists are sorted by score and limited to the minimum number of peaks in either of the two peak lists. TAF1   E2F1  E2F6  MYC  CREB1  MAX  YY1  EGR1  GABPA  TCF7L2  ZNF143  CTCF  MAFK  REST  SRF  RFX5  SPI1  HNF4A  CEBPB  ATF7  ATF3  FOXA1  FOXA2  ARID3A  STAT3  JUND  TCF12  NANOG  TEAD4  EP300  GATA3   TAF1   E2F1 
Supplementary Methods
Supplementary Text S1 -Features
887
The features described in the following are all determined on the level of genome bins.
888
We refer to the bin for which the a-posteriori probability of being peak center should 889 be computed (i.e., the bin containing the peak summit in case of positive examples) as 890 center bin. Further, adjacent bins considered are defined relative to that center bin (see 891 also section Prediction schema).
892
S1.1 Sequence-based features
893
As a first sequence-based feature, we consider the raw DNA sequence according to the 894 hg19 human genome sequence in the center bin and the directly preceding and the 895 directly following bin. In total, this corresponds to 150 bp of sequence, centered at the 896 center bin.
897
We further consider the mean G/C-content, and the relative frequency of CG di-898 nucleotides in the raw sequence spanning those three bins centered at the center bin.
899
G/C-content might be an informative property of promoters bound by a certain TF,
900
and an enrichment of CG di-nucleotides might be informative about the presence of
901
CpG islands.
902
We also compute the Kullback-Leibler divergence between the relative frequencies of • PWM models from the "conservative" peak files for each training cell type,
938
• PWM models from the "relaxed" peak files complemented by negative regions se- to the ChIP-seq and DNase-seq peak files provided with the challenge data,
941
• LSlim(3) models from the "conservative" peak files for each training cell type,
942
• LSlim(3) models from the "relaxed" peak files for each training cell type,
943
• LSlim(3) models from the "relaxed" peak files complemented by negative regions 944 selected to be DNase positive (i.e., open chromatin) but ChIP-seq negative accord-
945
ing to the ChIP-seq and DNase-seq peak files provided with the challenge data.
946
LSlim(3) may capture intra-motif dependencies between binding site position with a 947 distance of at most three nucleotides.
948
Motifs discovered using models of different complexity on these different sets of training 949 data ("conservative" and "relaxed" peaks, and "relaxed" peaks complemented by DNase affinities. In addition, we learn motifs from the DNase-seq peak files as well, considering
954
• LSlim(3) models from the "conservative" and "relaxed" DNase-seq peak files,
955
• LSlim(3) models from the regions in the intersection of all "relaxed" DNase-seq 956 peak files.
957
Learning motifs from the DNase-seq data alone might have the potential to capture 958 additional binding motifs of TFs that are important for cell type-specific predictions but 959 are not represented in the ChIP-seq data provided with the challenge data.
960
Regardless of the TF considered, we further include PWM and Slim/LSlim motifs discovered previously (Keilwagen and Grau, 2015; Grau et al., 2015a) for CTCF, SP1,
• the number of steps (increasing or decreasing) in the track profile in a 450 bp .
The multinomial coefficient is neglected in this case, since it only depends on the in- θ f g and θ bg , respectively. In addition, we define the a-priori class probabilities as 1095 P (f g|γ 1 , γ 2 ) := exp(γ 1 ) exp(γ 1 )+exp(γ 2 ) and P (bg|γ 1 , γ 2 ) = exp(γ 2 ) exp(γ 1 )+exp(γ 2 ) .
1096
Based on these definitions, we may compute the a-posteriori class probability of the 1097 positive class as 1098 P (f g|z, θ f g , θ bg , γ) = P (f g|γ 1 , γ 2 ) · P (z|θ f g ) P (f g|γ 1 , γ 2 ) · P (z|θ f g ) + P (bg|γ 1 , γ 2 ) · P (z|θ bg )
, and the a-posteriori class probability of the negative class in complete analogy. w i · log P (bg|z i , θ f g , θ bg , γ) .
Supplementary Text S3 -Sampling of DNase-matched negative regions
1107
We sample negative regions with chromatin accessibility values matched to the positive 1108 regions (following an idea related to importance sampling) as explained in the following.
1109
We consider the center bins of all positive regions, collect the corresponding DNase- 
