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Abstract
The continuous windowed Fourier and wavelet transforms are created from the actions of the
Heisenberg and affine groups, respectively. Both wavelet and windowed Fourier bases are known to
be complete; that is, the only signal which is orthogonal to every element of each basis is the zero
signal. The Jacobi group is a group which contains both the Heisenberg and affine groups, and it can
also be used to produce bases for signal processing. This paper investigates completeness for bases
of one and two real variables which are produced by the Jacobi group.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
The lowest rank Jacobi group GJ can be used to manufacture bases which might
eventually be used in signal processing applications. There are several reasons for studying
a basis produced by the Jacobi group; functions which are invariant under the Jacobi group
arise from the Weil–Brezin–Zak transform, which in turn is used to study the windowed
Fourier transform. The original study by Wallace [9] proposed using the Jacobi group to
avoid conditioning problems associated with the windowed Fourier transform. Further,
the Jacobi group contains groups whose actions produce both wavelet and windowed
Fourier bases, and bases manufactured by the Jacobi group ought to be able to combine the
advantages of both bases. A good signal processing basis must be satisfactory from both
the theoretical and practical points of view. This paper lays the theoretical groundwork for
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various choices of transforms based on the Jacobi group; it is part of the author’s Ph.D.
thesis.
In order to study how well bases produced by the Jacobi group will work, we first study
continuously parameterized bases and determine whether they are complete.
Definition 1.1. Let H be a Hilbert space with inner product 〈· , ·〉. Let F be a set such that
〈f,h〉 is defined for each f ∈ F and each h ∈H . We say that the set F is complete for H
provided that 〈h,f 〉 = 0 for all f ∈ F implies that h= 0.
A variety of complete bases arising from the action of GJ is studied here. We begin
by considering completeness results which can be proved using the representation theory
of GJ . Because there are some shortcomings associated with the representation-theoretic
approach, we then turn to completeness for functions of one and two real variables. We
examine two bases which stem from the action of GJ on a constant function of one
variable. These theorems take advantage of the complexity of the automorphy factor
associated with the action of GJ on the upper half plane and complex plane. Next, we
use the Jacobi group to produce two wavelet-like bases. One basis uses a characteristic
function of one variable and the other basis uses a bounded function of two variables.
For these bases, the automorphy factor is not an issue; instead, we take advantage of the
translations and dilations which are produced by GJ to prove completeness.
2. The Jacobi group GJ
The lowest rank Jacobi group GJ is the semi-direct product of the special linear group
SL(2,R) and the Heisenberg group H. The group SL(2,R) is the group of two-by-two
real matrices with determinant one, and the Heisenberg group H is R3 equipped with the
multiplication
(λ,µ, t) · (λ′,µ′, t ′)= (λ+ λ′,µ+µ′, t + t ′ + λµ′ − λ′µ).
If M ∈ SL(2,R) and X ∈ H, then the element M  X represents an element of GJ .
The Jacobi group has an action on functions of (τ, z) ∈ H × C, where H = {u + iv:
v > 0; u,v ∈R} is the upper half plane and C is the usual complex plane. The H variable
will be denoted τ = u+ iv and the C variable will be z= x + iy .
Let k and m be integers. For each g ∈GJ and each pair (k,m), there is a slash operator
denoted |k,mg [3]. If f :H×C→C, then f |k,mg (τ, z) is
f
∣∣k,m
g
(τ, z)= e2πimt (cτ + d)−ke2πim(−c(z+λτ+µ)
2
cτ+d +λ2τ+2λz+λµ)
· f
(
aτ + b
cτ + d ,
z+ λτ +µ
cτ + d
)
. (1)
The weight k, index m slash operators are unitary with respect to the Petersson measure
e−4πmy2/vvk−3 dx dy dudv; that is, for g ∈GJ and f,h :H×C→C,
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〈
f
∣∣k,m
g
,h
∣∣k,m
g
〉= ∫
H×C
e−4πmy2/vvk−3f
∣∣k,m
g
(τ, z)h
∣∣k,m
g
(τ, z) dx dy dudv
=
∫
H×C
e−4πmy2/vvk−3f (τ, z)h(τ, z) dx dy dudv = 〈f,h〉. (2)
3. Square-integrable representations of GJ
Since the slash operators are unitary, they are associated with unitary representations of
GJ on some Hilbert space. In the context of mathematical physics, the set {f |k,mg : g ∈GJ }
is called a generalized coherent state system for a suitable choice of the function f . In
this section we use some representation-theoretic results in order to explore the following
question: when are the unitary slash operator representations of GJ square-integrable and
irreducible (so that the sets {f |k,mg : g ∈GJ } form generalized coherent state systems)?
A representation U of the group G on H is called square-integrable provided that
there exists a nonzero f ∈ H such that ∫G |〈U(g)f,f 〉|2 dg <∞. A standard result in
representation theory is that if U is a unitary, square-integrable, irreducible representation
of a locally compact unimodular group G, then the set {U(g)f : g ∈G} is complete in H .
See, for example, [5, Theorem 3.1, p. 2475].
We would like to apply the results in [5] to the Jacobi group GJ . Because of the
presence of the character e2πimt in Eq. (1), the representation |k,m is not square-integrable
with respect to the weight k, index m Petersson measure because t runs through R. The
following definition provides us with another notion of square-integrability which is more
suited to GJ .
Definition 3.1. Suppose K is a closed subgroup of the center of G and let dg˙ be Haar
measure on G/K . The representation U is called square-integrable modulo K provided
that there exists a nonzero f ∈H such that∫
G/K
∣∣〈U(g˙)f,f 〉∣∣2 dg˙ <∞. (3)
If f satisfies Eq. (3), then f is called an admissible vector for the representation U .
When f is an admissible vector for a unitary irreducible representation U , the set
{U(g˙)f : g˙ ∈ G/K} is a generalized coherent state system. In the context of the Jacobi
group, K is isomorphic to R. Theorem 3.1 in [5] can be extended to representations which
are square-integrable modulo K .
Theorem 3.1. Suppose G is unimodular and U is a unitary, irreducible representation of
G with representation space H . Suppose also that U is square-integrable modulo K and
suppose f1, f2, h1, h2 ∈H . Then there exists c > 0 such that∫
G/K
〈
U(g˙)f1, f2
〉 〈
U(g˙)h1, h2
〉
dg˙ = c〈f1, f2〉〈h1, h2〉. (4)
206 K.L. Shuman / J. Math. Anal. Appl. 278 (2003) 203–213
We note that the existence of c depends on the unimodularity of G. Equation (4) is a
statement of the orthogonality relations for the representation U .
We can now apply the previous results to GJ . Let L2k,m(H × C) denote the class of
functions which are square-integrable with respect to the weight k, index m Petersson
measure. Takase proved the following theorem in a much more general context; we have
tailored the statement of the theorem to our application here.
Theorem 3.2 [8]. Suppose k > 3/2 and m = 0. Let Hk,m denote the set of holomorphic
functions in the Hilbert space L2k,m(H × C). Then |k,mg is an irreducible unitary
representation of GJ on Hk,m which is square-integrable modulo the center of GJ .
Theorem 3.3 [1, p. 6]. GJ is unimodular.
Putting Theorems 3.1–3.3 together, we see that for every f ∈ Hk,m, the continuously
parameterized basis {f |k,mg (τ, z): g ∈ GJ } is complete in Hk,m. Since every f ∈ Hk,m
is an admissible vector for the representation |k,m, the set {f |k,mg (τ, z): g ∈GJ } forms a
generalized coherent state system associated with GJ for every f ∈Hk,m.
More information about generalized coherent state systems can be found in [6]. In
particular, for f,h ∈ Hk,m, we can consider the Jacobi transform of f with respect to
h defined by J k,mf (g˙)= 〈f,h|k,mg˙ 〉. Because the representation |k,m of GJ is irreducible
for k > 3/2 and m = 0, the transform is invertible, since if the operator R, defined by
R =
∫
G/K
〈· , h∣∣k,m
g˙
〉
h
∣∣k,m
g˙
dg˙,
is bounded on Hk,m. When R is bounded,R is a multiple of the identity by Schur’s lemma.
The operator R is called a resolution of identity.
Completeness for continuously parameterized windowed Fourier and wavelet bases
follows from the fact that the group actions which produce the bases are irreducible
representations with representation space L2(R) [2]. However, Hk,m is a much more
limited space in which to work than L2(R) because of the smoothness conditions
associated with holomorphicity, so a representation-theoretic approach does not provide
a full answer to completeness for bases produced by the Jacobi group. In addition, we wish
to find completeness results for functions of fewer than four real variables, and these results
will not stem from the representation theory discussed above. As a result, we use more
direct analytic methods to prove completeness for bases produced by the Jacobi group.
4. Functions of τ
The action of GJ on the function ψ(τ, z) = 1 creates a function which is a product of
exponentials and Gaussians. Although the constant function 1 is not square-integrable, it
can generate a basis for square-integrable functions of u= Re(τ ). Since we will be working
only over the upper half plane in this section, we set z= 0 and use the SL(2,R) invariant
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measure for the upper half plane, v−2 dudv. The symbol Mf denotes the Mellin transform
of f and the symbol fˆ denotes the Fourier transform of f :
Mφ(z)=
∞∫
0
φ(x)xz−1 dx and fˆ (ξ)=
∞∫
−∞
e−2πixξf (x) dx. (5)
Lemma 4.1. Suppose f (τ,0) = f (u), k > 1, and m > 0. Let λ denote the element
I  (λ,0,0) of GJ . If 〈f,1|k,mλ 〉 = 0 for all λ ∈R− {0}, then supp(fˆ )⊂ (−∞,0].
Proof. A simple calculation shows
〈
f,1
∣∣k,m
λ
〉=
∞∫
v=0
∞∫
u=−∞
vkf (u)e2πimλ2(u+iv)v−2 dudv
= (2πmλ2)1−kΓ (k − 1)fˆ (λ2m), (6)
where k > 1. We are assuming that 〈f,1|k,mλ 〉 = 0 for all λ ∈ R. The Γ function is never
zero, and 2πmλ2 is zero only when λ = 0. As a result, fˆ (λ2m) must be zero for all
λ ∈ R − {0}. Since we are evaluating fˆ only on the positive reals, this implies that fˆ
is supported on (−∞,0]. ✷
Theorem 4.1. Suppose f (τ, z)= f (u) is a real-valued L2 function, k > 1 and m> 0. Let
λ denote the element I  (λ,0,0) of GJ . If 〈f,1|k,mλ 〉 = 0 for all λ ∈ R− {0}, then f = 0
almost everywhere. In other words, the basis {1|k,mλ (u): λ ∈R} is complete for real-valued
square-integrable functions on R.
Proof. By Lemma 4.1, we know that the Fourier transform of f must be supported in
(−∞,0]. Let ξ < 0. Since f is real-valued, fˆ (ξ)= fˆ (−ξ). But −ξ > 0 and fˆ (−ξ)= 0,
so fˆ (ξ)= 0 as well. Hence, the Fourier transform of f is zero for all nonzero reals. Since
the Fourier transform is an isometry on L2(R), ‖fˆ ‖2 = 0 if and only if ‖f ‖2 = 0, which
implies f = 0 almost everywhere. ✷
Unlike standard completeness results for wavelets and windowed Fourier transforms,
we have used only one group parameter to show completeness for functions of one variable.
5. Functions of z
Suppose now that ψ(τ, z) is a function of z only. Although ψ does not depend on τ , the
function ψ|k,mg (τ, z) still depends on τ since τ appears in the automorphy factor associated
with the slash operators. In this section we set τ = i and write ψ(x+ iy) for ψ(i, z), where
x = Re(z) and y = Im(z). We integrate only over the x and y variables with the measure
e−4πmy2dx dy , since v = 1 when τ = i .
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Note that the Fourier transform of a Gaussian is another Gaussian; for a > 0 and ξ ∈R,
∞∫
x=−∞
e−aπx2e−2πiξx dx =√a e−πξ2/a. (7)
Lemma 5.1. Suppose h(x)= e−πax2 , where a > 0, and f ∈ L2(R). If (f ∗ h)(x)= 0 for
all x ∈R, then f = 0 almost everywhere.
Proof. If (f ∗ h)(x) = 0 for a.e. x ∈ R, then (̂f ∗ h)(ξ) = 0 for a.e. ξ ∈ R as well. We
have
(̂f ∗ h)(ξ)= fˆ (ξ)hˆ(ξ)= fˆ (ξ)√ae−πξ2/a. (8)
If (̂f ∗ h)(ξ)= 0 for all ξ ∈R, then fˆ (ξ)= 0 for all ξ ∈R, which implies f = 0 a.e. ✷
Theorem 5.1. Suppose f (τ, z)= f (x) ∈ L2(R), τ = i , k  0 and m 1. Let µ denote the
element
µ=
[
0 −1
1 0
]
 (0,µ,0)
of GJ . If 〈f,1|k,mµ 〉 = 0 for all µ ∈R, then f = 0 almost everywhere.
Proof. The action of µ on 1 is given by
1
∣∣k,m
µ
(x + iy)= e−2πimy(−2(x+µ))e−2πm(x+µ)2e2πmy2 . (9)
The e−4πmy2 term of the measure will control the growth of e2πmy2 . Now we have
〈
f,1
∣∣k,m
µ
〉=
∞∫
y=−∞
∞∫
x=−∞
e−2πmy2e−2πimy(−2(x+µ))e−2πm(x+µ)2f (x) dx dy
=
∞∫
x=−∞
e−2πm(x+µ)2f (x)
( ∞∫
y=−∞
e−2πimy(−2(x+µ))e−2πmy2 dy
)
dx
=√2m
∞∫
x=−∞
e−4πm(x+µ)2f (x) dx (10)
where the order of integration can be switched by Fubini’s theorem because this integral
converges. The last integral is just the convolution of the function f (−x) with a Gaussian.
By Lemma 5.1, the only way that this convolution can be zero is for f to be zero. Hence,
if 〈f,1|k,mµ 〉 = 0 for all µ ∈R, then f = 0 as well. ✷
The slash operators |k,mµ do not treat the x and y variables in the same manner, as the
next lemma shows.
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Lemma 5.2. Suppose f ∈L2(R) is an odd function of y = Im(z) which is not zero on some
set of positive Lebesgue measure, k  0 and m> 0. Then 〈f,1|k,mµ 〉 = 0 for all µ ∈R, and
the basis {1|k,mµ (y): µ ∈R} is not complete for L2(R).
Proof. The inner product 〈f,1|k,mµ 〉 is
∞∫
y=−∞
∞∫
x=−∞
e−4πmy2e2πim(−2(x+µ)y)e−2πm(x+µ)2e2πmy2f (y) dx dy. (11)
Make a change of variable x +µ→ x to get
∞∫
y=−∞
∞∫
x=−∞
e2πim(−2xy)e−2πmx2e−2πmy2f (y) dx dy. (12)
Integrating with respect to x yields the Fourier transform of a Gaussian again. After the
change of variables, there is no group variable µ left in the expression for 〈f,1|k,mµ 〉. So,
〈
f,1
∣∣k,m
µ
〉=√2m
∞∫
y=−∞
e−4πmy2f (y) dy. (13)
Now we are integrating an odd function over R, since the Gaussian e−4πmy2 is even and f
is odd. Therefore, 〈f,1|k,mµ 〉 = 0 but f = 0. ✷
It is not surprising that the basis {1|k,mµ (y): µ ∈ R} is not complete for functions of y
because the y variable does not get translated. However, if we replace the function 1 with
the characteristic function of the unit interval and use two group parameters instead of one
to produce the basis, we can find a complete basis for functions of y .
Theorem 5.2. Suppose ψ(x + iy)= χ[0,1](x). Let ω ∈GJ ,
ω =
[
0 −1/c
c 0
]
 (λ,0,0). (14)
Suppose f is either positive or negative on some interval I ⊂R. Then there exists ω ∈GJ
such that 〈f,ψ|k,mω 〉 = 0.
Proof. The action of ω on ψ switches the role of the x and y variables in the input of ψ ,
so
ψ
∣∣k,m
ω
(x)= e−4πimxye−2πmx2e2πmy2ψ
(
y + λ
c
)
. (15)
The inner product 〈f,ψ|k,mω 〉 is
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〈
f,ψ
∣∣k,m
ω
〉=
∞∫
y=−∞
∞∫
x=−∞
e−4πimxye−2πmx2e−2πmy2ψ
(
y + λ
c
)
f (y) dx dy
=√2m
∞∫
y=−∞
e−4πmy2f (y)χ[−λ,c−λ](y) dy. (16)
If the last integral is zero for every c and for every λ, then
∫ b
a
e−4πmy2f (y) dy = 0 for every
interval (a, b)⊂ R. This is impossible by our assumption that f is positive or negative on
some interval I ⊂R. ✷
The group elements ω essentially produce the wavelet transform, so it is not surprising
that the basis for functions of y is complete. The next result also depends on a wavelet-
like transform, with one important difference: a function which generates a wavelet basis
is required to have zero integral, whereas the function which generates the basis here is
required to have nonzero integral.
Let φ :Rn →C. Let t ∈R, t > 0. Define
φt(x1, . . . , xn)= t−nφ
(
x1
t
, . . . ,
xn
t
)
.
We will write (x1, . . . , xn)= x.
Theorem 5.3 [4, Theorem 8.15, p. 235]. Supposeψ :Rn →C, |φ(x)| c(1+|x|)−n−/ for
some c, / > 0 (which implies that φ ∈ L1), and ∫ φ(x) dx = a. If f ∈ Lp (1  p ∞),
then f ∗ φt(x)→ af (x) for every x in the Lebesgue set of f—in particular, for almost
every x, and for every x at which f is continuous.
Suppose that the signal f and the function ψ are functions of z = x + iy . Again, we
assume that ψ is a function onH×C which does not depend on the τ variable, and we set
τ = i in the automorphy factor for the slash operator. The slash operator used here is the
weight 2, index m slash operator. We now work with the set of elements of GJ of the form
γ =
[
1/d 0
0 d
]
 (λ,µ,0) (17)
where d = 0 and d,λ,µ ∈R. In comparison with other completeness results, such as those
for wavelets and windowed Fourier bases, using three real group variables to determine
completeness for functions of two real variables is reasonable.
Theorem 5.4. Suppose f is bounded, f ∈ Lp(R2) for some p, 1  p ∞. Suppose ψ :
H×C→C such that
(1) ψ depends only on the z= x + iy variable,
(2) |ψ(x, y)| c(1 + |(x2 + y2)1/2|)−2−/ for some real c, / > 0,
(3) ∫ ψ(x, y) dx dy = a > 0.
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Suppose m> 0 and k = 2. If 〈f,ψ|2,mγ 〉 = 0 for all γ ,
γ =
[
1/d 0
0 d
]
 (λ,µ,0), (18)
then f = 0 almost everywhere.
We first prove a few lemmas before beginning the proof of Theorem 5.4.
Lemma 5.3. Suppose
γ =
[
1/d 0
0 d
]
 (λ,µ,0)
and f , ψ :H × C→ C are viewed as functions of the z = x + iy variable only. The
Petersson inner product 〈f,ψ|m,2γ 〉 is the convolution hλ,µ ∗ψd(µ,λ), where
hλ,µ(x, y)= e−2πmy2e−2πm(λ−y)2e4πimλ(x−µ/2)f (−x,−y) (19)
and ψ is the complex conjugate of ψ .
Proof. The formula for ψ|2,mγ (x, y) is
ψ
∣∣2,m
γ
(x, y)= d−2e−2πm(λ+y)2e2πmy2e4πimλ(x+µ/2)ψ
(
x +µ
d
,
y + λ
d
)
. (20)
Now, the Petersson inner product of f and ψ|2,mγ is∫
R2
d−2e−2πmy2e−2πm(λ+y)2e−4πimλ(x+µ/2)ψ
(
x +µ
d
,
y + λ
d
)
f (x, y) dx dy. (21)
Let jλ,µ(x, y) = e−2πmy2e−2πm(λ+y)2e−4πimλ(x+µ/2)f (x, y). Substituting jλ,µ into
Eq. (21), we get
〈
f,ψ
∣∣2,m
γ
〉= ∫
R2
d−2jλ,µ(x, y)ψ
(
x +µ
d
,
y + λ
d
)
dx dy
=
∫
R2
jλ,µ(x, y)ψd(x +µ,y + λ) dx dy. (22)
Finally, making a change of variables x→−x and y→−y and rewriting jλ,µ(−x,−y)=
hλ,µ(x, y) in Eq. (22) yields a convolution:∫
R2
jλ,µ(x, y)ψd(x +µ,y + λ) dx dy =
∫
R2
jλ,µ(−x,−y)ψd(µ− x,λ− y) dx dy
=
∫
R2
jhλ,µ(x, y)ψd(µ− x,λ− y) dx dy = hλ,µ ∗ψd(µ,λ), (23)
as we wanted to show. ✷
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Lemma 5.4. Suppose f (x, y) ∈ Lp(R2), 1 p ∞. Then for any λ, µ ∈R, the function
defined by
hλ,µ(x, y)= e−2πmy2e−2πm(λ−y)2e−4πim(x−µ/2)f (−x,−y)
is also in Lp(R2).
Proof. If p =∞, then the exponential e−2πmy2e−2π(λ+y)2e4πim(x+µ/2) is bounded. Since
f is bounded, hλ,µ is bounded as well. Suppose 1  p < ∞. The following integral
calculates ‖h‖pp :∫
R2
∣∣h(x, y)∣∣p dx dy = ∫
R2
∣∣e−2πmy2e−2πm(λ+y)2e4πim(x+µ/2)f (x, y)∣∣p dx dy
=
∫
R2
∣∣e−2πmy2e−2πm(λ+y)2∣∣p∣∣f (x, y)∣∣p dx dy. (24)
Since e−2πmy2e−2πm(λ+y)2 is never greater than 1, we have∫
R2
∣∣e−2πmy2e−2πm(λ+y)2∣∣p∣∣f (x, y)∣∣p dx dy  ∫
R2
∣∣f (x, y)∣∣p dx dy <∞, (25)
so hλ,µ ∈Lp(R2). ✷
Proof of Theorem 5.4. Suppose 〈f,ψ|2,mγ 〉 = 0 for all γ ∈GJ ,
γ =
[
1/d 0
0 d
]
 (λ,µ,0).
By Lemma 5.3,〈
f,ψ
∣∣2,m
γ
〉= hλ,µ ∗ψd(µ,λ),
where
hλ,µ(x, y)= e−2πmy2e−2πm(λ−y)2e4πimλ(x−µ/2)f (−x,−y)
and ψ is the complex conjugate of ψ . By Lemma 5.4, hλ,µ ∈ Lp(R2) for each λ, µ ∈ R
and for each p ∈ [1,∞]. In particular, hλ,µ is bounded for each λ, µ ∈R.
The functions hλ,µ and ψ satisfy the hypotheses of Theorem 5.3, so we have that
lim
d→0hλ,µ ∗ψd(µ,λ)= ahλ,µ(µ,λ), (26)
where a = ∫ ψ(x, y) dx dy = 0. However, we are also assuming that〈
f,ψ
∣∣2,m
γ
〉= hλ,µ ∗ψd(µ,λ)= 0
for all d ∈R− {0} and for all λ,µ ∈R, so
lim
d→0hλ,µ ∗ψd(µ,λ)= 0 for almost every λ,µ ∈R. (27)
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Since limits are unique, ahλ,µ(µ,λ) = 0 for almost every λ,µ ∈ R, which implies that
hλ,µ(µ,λ)= 0 for almost every λ,µ ∈R, since a = 0. Now, if hλ,µ(µ,λ)= 0, then
hλ,µ(µ,λ)= e−2πmλ2e−2πm(λ−λ)2e−4πim(−mu−µ/2)f (−µ,−λ)= 0 (28)
and ∣∣e−2πmλ2e−2πm(λ−λ)2e−4πim(−µ−µ/2)f (−µ,−λ)∣∣= 0 (29)
as well. Since the Gaussian term is never zero, f must be zero. ✷
Although another subset of GJ can be used to translate and dilate all three of the var-
iables u,x and y simultaneously, the resulting basis cannot be shown to be complete with
the convolution method used above.
6. Conclusions
The completeness results presented here apply to signals of one or two real variables
which would represent audio signals or images; it is natural to extend them to functions of
three of four real variables. The simplest bases possible—those stemming from the action
of GJ on a constant function of one variable, a characteristic function of one variable, and
a suitably bounded function of two variables—were chosen for this initial investigation.
Completeness for other bases which are generated with other functions can be considered.
Although continuously parameterized bases can be studied analytically, they cannot be
used in practice, so finding an efficient way to construct discrete bases and sampling
schemes would be necessary for implementing a Jacobi basis in practice. The conditioning
and reconstruction properties of two Jacobi bases are studied in Shuman and Cornell [7].
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