We examine the performance of the GRM applied to idealized polytomous questionnaire data under conditions of varying scale length, sample size, and distribution form. Comparisons with previous work on dichotomous data are drawn. The findings should help guide the study of differential item functioning and measurement equivalence.
Item response theory methods are being increasingly applied in organizational research and practice. When sound scale development procedures are followed, the resulting scale can reliably and validly measure a construct of interest (Wilson, 2005) . Likert scales are routinely used with items in personality assessments for selection and in organizational surveys. The graded response model (GRM) is the item response model most often applied to this type of data (Samejima, 1969) .
Despite the widespread use of the GRM, its performance under varying conditions is not well understood. If sample conditions impact the accuracy of sample-based estimates under idealized conditions, that information can be used to make decisions in similar practical situations. Further, comparison of responses from different groups is often desirable from either an Equal Employment Opportunity perspective and/or in terms of facilitating organizational diagnoses. When a given scale is used to make comparisons among samples of respondents from different populations then measurement invariance must be established before meaningful comparisons in observed data can be made (Meade & Lautenschlager, 2004; Raju, Laffitte, & Byrne, 2002; Taris, Bok, & Meijer, 1998) . Here again it is useful to gauge the precision with which each group is "measured" in order to understand how performance of the GRM may impact subsequent tests of measurement invariance.
Commonly applied procedures to assess group differences in responses in the item response theory framework are collectively referred to as studies of differential item functioning (DIF). DIF is said to occur when the relationship between levels of examinees' latent trait (θ) and the probability of responses for a particular item differs between two groups (Camilli & Shepard, 1994) . DIF can also be thought of as multidimensionality or as a factor affecting item responses other than participants' level (Lautenschlager & Park, 1988) . For polytomous items, DIF can be thought of as differences in item true score functions across two groups (Cohen, Kim, & Baker, 1993) or two conditions of responding for that matter (Zickar & Robie, 1999) .
Several procedures exist for examining DIF when dealing with polytomous IRT models. Thissen (2001) offers the likelihood ratio test as a method for flagging DIF items. Raju and colleagues have developed the Differential Functioning of Items and Tests (DFIT) framework (Raju, van der Linden, & Fleer, 1995) for assessing both DIF and differential test functioning (DTF). The DFIT methodology has been used in several studies published in applied journals (e.g., Collins, Raju, & Edwards, 2000; Donovan, Drasgow, & Probst, 2000; Ellis & Mead, 2000; Facteau & Craig, 2001; Flowers, Oshima, & Raju, 1999; Maurer, Raju, & Collins, 1998; Raju, et al., 2002) . Further complicating factors of such approaches is that they can also be applied iteratively. Our purpose is not to discuss the details of such DIF approaches, as those can be found in the original sources cited, rather it is to explore the regions where estimation of item and person parameters are themselves somewhat suspect in order to provide some guidance to researchers and practitioners interested in the use of these methods.
Our focus is on the accuracy of the estimated item parameters the researcher starts with as input.
Specifically, we examine boundary conditions for sample characteristics that affect empirical applications of the GRM model. Our goal is to demonstrate how, even under ideal conditions, sample size, number of items, and distribution form of responses may pose limits on the precision of estimation.
Despite the widespread use of the GRM, only one published study has examined the performance of the model. Reise and Yu (1990) conducted initial work on parameter recovery for the graded response model; however their research focused on a fairly limited number of conditions, each based on fixed scale length of 25 items. They found calibration sample size had little impact on estimated person trait level, but it did impact item parameter recovery. They concluded that at least 500 subjects would be needed to achieve adequate calibration of items. Previous work with the binary 2-parameter logistic IRT model also shows sample size (N) and number of items (L) can impact precision of estimates (Cohen, Kane & Kim, 2001) . While Reise and Yu (1990) made an important contribution to our understanding of the GRM, many data properties relevant to applied researchers were not investigated. Most importantly, these include differing numbers of scale items and performance at smaller sample sizes, such as those commonly encountered in applied research.
For example, organizational surveys often contain several subscales of interest, each believed comprised of a small set of unidimensional items. Prior to this study, we located 11 published studies that applied the GRM with polytomous data. In these studies a total of 28 sets of analyses were conducted, and only 6 scales were longer than 12-items (mean number of items=10.2, SD=5.8).
Moreover, researchers are using the GRM with as few as 8 items in scales in published research (Meade, Lautenschlager, & Hecht, 2005; Scherbaum, CohenCharash, & Kern, 2005) . Sample size can also be an issue, Craig, Palus, and Rogolsky (2000) used sample sizes that varied from 59 to 278 for a 54 item scale with the GRM. Based on this, we felt it important to examine the impact of smaller total numbers of items and sample sizes.
In addition to factors of sample size (N) and scale length (L), it is not uncommon to expect some skew in the distribution of responses to items and subsequent observed scores with measures of affect. In this study, we used data on the Minnesota Satisfaction Questionnaire (MSQ) to aide in our analyses. In our observed sample data, we found a skew of about -1.05 at the item, and -0.64 at the total observed scale level. Reise and Yu (1990) had also investigated skew on the order of +1.25. Although Holland (1990) has argued that there is little reason to believe nearly any latent distribution is other than normal as a limiting distribution, we believe an empirical treatment of such effects was warranted.
Method
In order to ensure realistic simulation item parameters were chosen, we used responses from N=891 manufacturing industry employees to a 20-item short form of the Minnesota Satisfaction Questionnaire (MSQ)
1 . Responses to each of the 20 items were on a five-point scale of "very dissatisfied" to "very satisfied". Both principal components and a principal axis factor analysis were conducted on the 20 item scale. In the component analysis the first component accounted for 36% of the total variance and the second only 7%. In the factor analysis, the first factor accounted for 77% of the common variance and the second only 10%. All items loaded at least .40 on the first component; and .38 or above on the first factor. Inspection of the scree plot in each analysis suggested retaining one component/factor. Based on these results we were satisfied there was a dominant factor of job satisfaction as measured by the scale justified use of the GRM model. The GRM was fit to these data and the estimated item parameter values were used in the simulations which followed. The data subsequently simulated from these now "population parameters" was based solely on the graded response model for all conditions we simulated. As such, the simulated data were meant to represent a single scale measuring a unidimensional (in the IRT sense) construct that would theoretically fit the graded response model.
Data Simulation
We obtained population GRM item parameters for the simulations by using MULTILOG 7 (Thissen, 1991) to analyze the MSQ data from 891 manufacturing employees (as described above). These item parameter values are given in Table 1 for each of the test lengths used. Item parameter characteristics across the different sets of 5 items shared roughly equivalent averaged parameter values for each successive set. The 5-item set was nested in the 10-item set, the 10-within the 15-, etc. Those values were thus treated as true parameters and used as input to create the simulated respondent datasets under the GRM using the GENIRV program (Baker, 1994) .
In the present study, there were seven conditions of sample size simulated, N = (75, 150, 200, 300, 500, 1000, or 2000) ; four conditions of test length, L = (5, 10, 15 or 20); and three population distribution conditions of the trait values as normal, skewed +1.25, and uniform. All factors were completely crossed for a total of 7 x 4 x 3 = 84 conditions, and 100 replications were performed within each specific condition for a total of 8400 unique data sets.
Analyses
Each dataset generated with GENIRV (Baker, 1994) was then analyzed under the 5 category GRM model again using MULTILOG 7 to obtain item parameter estimates and person trait ( ) estimates for each replication. Marginal maximum likelihood was used to estimate item parameter values so these estimates are not as dependent on test length as with full maximum likelihood estimation. For person trait estimation, MULTILOG 7 allows for both maximum likelihood estimates (MLE) and maximum a posteriori (MAP) scoring. Although we scored using both methods, we report MAP results since it gives a estimate even for extreme response patterns where an MML estimate is undefined. For a few replications in various studied conditions, extreme response patterns (i.e., all 1s or all 5s) were obtained. We note MAP estimates are shrunken towards the mean (biased estimates) in the absence of perfect priors. This was especially true for the conditions we studied here where the number of items was less than 20 (cf. Embretson & Reise, 2000) . The bias present in the estimation of is presumably rather constant within values of L with less bias present for increasing values of L.
Model-Data Fit Analysis
In order to examine the fit of estimated item parameters to the population values (those in Table 1) the estimated values must be placed onto the same metric using a linking procedure. Item parameter linking was accomplished by using a modified version of the test characteristic curve method (Stocking & Lord, 1983) to estimate equating coefficients using the Equate 2.1 program (Baker, 1995) . Under the test characteristic curve method, true scores are estimated for each group using information from all item parameters estimated separately in the two groups.
Next, equating constants are estimated via an iterative process to minimize the sum of the squared differences in true scores across several points on a general distribution (Baker, 1995) 2 . In order to determine the accuracy of recovered parameters, we first linked estimated item parameters for each simulated dataset to their original population metric (see Cohen, Kane, & Kim, 2001 for a review). Next, we calculated the mean squared error (MSE) for estimated item a parameters for each replication (r) as:
where a ir and i are the estimated and population value of the a parameter for item i, and R is the total number of replications. MSE values were also computed for each of the four b parameters. Person estimates were also compared to their generating values via MSE.
In addition, correlations of estimates with their respective generating population values were also computed to demonstrate degree of consistency in the correlation sense. Finally, bias is an additional consideration in estimation, as any consistency in direction of model-data fit.
Results

Item Parameter Recovery
Recovery of item parameters for sample sizes of 75 through 2000 are presented in Table 2  through Table 4 , one for each of the three distributions: Normal, skewed, and uniform. In general, MSE values were lowest for larger N and somewhat less so for larger L. Particularly troubling were sample sizes of 75 and 150 which showed considerable sampling error in the estimates. This was somewhat offset by increasing length (L) of the scale. In the normal conditions a few anomalies were noted for the smallest N condition comparing L = 15 to the other values of L. This resulted from two outlier values of squared errors in two different replication conditions and underscores the problems with such small N and low values of L used in the present study. Comparing Tables 2 and 3 shows that skew tends to inflate the average MSEs for comparable combinations of N and L, but the SD values tend to be lower in the skewed conditions.
The uniform distribution appears to produce the smallest average MSEs and SDs over nearly all conditions studied.
Correlations of item parameter estimates with the generating parameter values are given in Tables 5 through Table 7 . The correlations were higher for larger N and also so for larger L. The skewed distribution generally showed the smallest average correlations for a given condition, and the uniform distribution tended to show the largest correlations. The pattern for the SD of these correlation values were reversed, with smallest SDs in the uniform and largest SDs in the skewed distribution conditions. Small L even up to N=500 had some average correlations below .90. However, with sample sizes as low as 300. Poorer performance for the a parameter is to be expected given the increased difficulty in estimate convergence on these parameters in binary IRT models (Hulin, Lissak, & Drasgow, 1982) .
We report on parameter estimation bias but do not present tables of values as the mean bias present in the item parameter estimates was largest for the smaller N conditions and, similar to Reise and Yu (1990) became mostly negligible when N greater than 300. Bias in the slope (a parameter) was consistently positive in the normal conditions for all N but very small for N greater than 300. For the other two distributions the bias was positive for N up through 300 and became mostly negative, albeit small, for larger N. Mean bias was not consistently positive or negative by study factor conditions of N, L or distribution form. The SD bias was generally lowest for the normal distributions conditions for N greater than 200.
Person Parameter Recovery
Recovery of the (person) parameter values was also examined via MSE and is presented in Table  8 for all conditions. Overall, average MSE was lowest in the normal condition followed by the skewed. That the largest MSE was found in the uniform condition might be expected since more observations are in the extremes. As might be expected, N (even down to the smallest value!) had little impact on MSE of , but L did. An important finding of this study was that even though item parameter estimates are unstable the estimated values remain as close to the true value regardless of N.
The correlations of estimated and true appear in Table 9 . The largest average values occur in the uniform distribution condition while the normal and skewed have nearly equal mean correlations across N and L conditions. Here again only L appears to matter with nearly equal values for different N with L. With few exceptions other than L=5 and either normal or skewed , all average correlations were >= .90. Table 10 presents bias values for the estimates. As note earlier, MAP scoring produces biased estimates, but the bias is relatively consistent over values of N within L regardless of distribution condition. Bias was generally lowest for normal conditions, however even though the mean bias was largest in the uniform conditions (as would be expected), the SD of that bias was smallest. All mean estimation bias was positive regardless of true distribution, except for N=2000 in the skewed case. This latter case may be due to the N and skew combination.
Discussion
These results clearly show that small N and small L have detrimental effects on item parameter estimation accuracy. Considering that the GRM model was the true underlying basis for the generation of the data, actual empirical data that may only approximately fit the true GRM model should perform less well in practice. It seems clear that item parameter results for 20 down to 5 items for N = 75 are fraught with considerable estimation error. Such sample sizes must be used with caution even if measurement within that sample is the only research focus. It is interesting that the estimates correlate so well with true even for these conditions despite the greater error in the parameter estimates. These findings have clear indications: Smaller sample sizes can be used when estimation of person parameters are of interest than when investigating DIF is the primary concern. Clearly to use small samples for examining DIF will be particularly problematic wherever the DIF detection method ignores sampling error in the parameter estimates compared, as occurs in the DFIT approach. If the sample size is between 150 and 200 there could be sizable error in the extreme category boundaries, though one might counter by including more items that tap the construct of interest. There is little to recommend using 5 items with fewer than about 300 cases.
Although comparisons could be made between Reise and Yu (1990) and the results obtained here, such comparisons are complicated by the following factors: (1) they used L = 25 throughout which is larger than any value we examined; (2) only our three largest N conditions match; (3) the item slope (a) values are markedly larger in the present simulations (our items were more discriminating) and were derived from a real dataset, (4) the earlier version of MULTILOG used by Reise and Yu was based on a less precise algorithm (Thissen, 2001 ). As such we make general comments about patterns of results.
In closing we note that any simulation study only reflects a very limited set of conditions. However, we believe the present results are telling about the impact of sample size under idealized conditions, but those conditions drawn from a large sample of real data. The tables we present can therefore be useful to researchers when making decisions about data collection and analysis needs. Note: Each successively larger item set (and respective set statistics) is inclusive of those items which precede it in the table. 
