We present an analysis of well-posedness of constrained evolution of 3+1 formulations of GR. In this analysis we explicitly take into account the energy and momentum constraints as well as possible algebraic constraints on the evolution of high-frequency perturbations of solutions of Einstein's equations. In this respect, 
Introduction
An outstanding problem of numerical general relativity (GR) is achieving long-term stable numerical integration of Einstein's equations. At present, numerical integration of these equations is possible for rather short times or for special symmetrical cases.
Real physical problems of GR, such as a general case of colliding black holes (BH) or the internal structure of black holes cannot not be solved at present due to ill-posedness or intrinsic instability of existing 3+1 formulations of GR [1, 2, 3, 4, 5, 6] .
Generally, a 3+1 formulation is comprised of the evolutionary part and the constraints. The standard approach to solving a 3+1 system consists of integration of the evolutionary part in time (free evolution) starting with constrained initial conditions. If the constraints are satisfied initially, they should automatically be satisfied throughout the evolution due to the mathematical properties of Einstein's equations.
Well-posedness of free evolution of 3+1 formulations has been analysed in [3, 12] .
For example, a classical ADM 3+1 formulation is usually ill-posed. Ill-posedness of free evolution precludes stable numerical integration.
There has been a number of attempts to overcome this difficulty. Using a harmonic gauge makes the ADM 3+1 system well-posed [7] . However, this gauge is not convenient for many physical problems. Introduction of a conformal factor and the trace of extrinsic curvature as additional unknown variables into the system allows to increase the duration of stable integration [2] . The evolutionary part of a 3+1 system can be modified by adding a combination of constraints to its right-hand side. Choosing a special gauge (densitized lapse and zero shift) and addition of certain combinations of constraints to 5]. According to [4] this procedure allows integration of an isolated spherical black hole space-time for extended periods of time. We also mention that for certain cases perturbative approaches provide an alternative to straightforward numerical integration, e.g., for forming initial conditions for BH collisions [9] . Yet, the general problem of long-term stable integration remains open.
In a high-frequency perturbation analysis of a free evolution it is possible to separate perturbations on three parts: (1) perturbations of space-time itself, (2) perturbations of a coordinate system, and (3) perturbations describing deviations from constraints. If the behavior of space-time at a given point does not depend on future, then we must associate ill-posedness with coordinate and constraint-violating modes of perturbations.
To achieve stable numerical integration, we must (A) use a gauge that does not lead to ill-posedness, and (B) eliminate or suppress ill-posedness caused by constraint violating modes.
A general theory of gauge stability (problem A) has been formulated, and wellposedness of gauges has been analysed in [10] . We demonstrated that coordinate perturbations in the evolution of the metric can be separated from the other two types of perturbations and the study of gauge stability reduces to a study of a general quasi-linear system of eight coupled partial differential equations for perturbations of lapse α, shift β i , i = 1, ..., 3, and perturbations of space-time coordinates x a , a = 0, ..., 3. Conditions be the construction of numerical shemes for constrained evolution in which growing constraint-violating modes are explicitly removed. In order to achieve this goal we must understand the nature of evolution of perturbations which satisfy constraints.
In this paper we present a general analysis of constraint-satisfying perturbations and address the issue of well-posedness of constrained evolution of 3+1 formulations of GR.
We explicitly take into consideration the energy and momentum constraints on the evolution of high-frequency perturbations of solutions of Einstein's equations. In this respect, our analysis is principally different from standard analyses of well-posedness of a free evolution in general relativity. Our study reveals the existence of subsets of the linearized version of Einstein's equations that control well-posedness of constrained evolution. We demonstrate that the well-posedness of ADM, BSSN and other 3+1 formulations derived from ADM by adding combinations of constraints to the right-hand-side (RHS) of ADM and/or by linear tranformation of the dynamical ADM variables depends entirely on the properties of the gauge. For certain classes of gauges we formulate necessary conditions of well-posedness. The existence of these subsets provides a basis for constructing stable numerical integration schemes that incorporate the constraints directly.
The paper is organised as follows. We begin with the ADM 3+1 formulation and gauge classification (Section 2). In Section 3 we give a general theory of well-posedness of constrained evolution of ADM. In Section 4 we extend our theory to other 3+1 formulations including the Kidder-Scheel-Teukolsky (KST) and the Baumgarte-ShapiroShibata-Nakamura (BSSN). Discussion and conclusions are given in Section 5.
ADM 3+1 formulation and Gauges
A general form of the ADM 3+1 formulation consists of the evolutionary part
2) and the energy and momentum constraints which we will call the kinematic constraints,
where K = γ mn K mn , γ ij and K ij are the three-dimensional metric of a space-like hypersurface and the extrinsic curvature respectively, α is the lapse function, β i is the shift vector (these are gauge functions), and (3) R ij is the three-dimensional Ricci tensor,
We must add a specification of gauge (lapse and shift) in order to close the system (2.1), (2.2) .
In this paper we use a general gauge specification similar to that introduced in [10] with one modification. Instead of working with the dual shift vector β k here we work with the shift vector β k = γ kj β j . A general gauge can be specified as
(2.5)
Following [10] , we distinguish three types of gauges.
I. Fixed gauges for which both the lapse and shift are functions of coordinates t = x 0 and x i , i = 1, ..., 3 only,
Geodesic slicing α = 1, β k = 0 is a specific case of a fixed gauge.
II. Algebraic (local) gauges for which both the lapse and shift can be expressed as algebraic functions of coordinates and local values of γ ij and its derivatives,
III. Differential (non-local) gauges which are defined by a set of partial differential equations and which cannot be reduced to an algebraic form. Algebraic gauges are a subset of differential gauges.
For fixed and algebraic gauges, the total number of partial differential equations of the ADM formulation does not increase compared to (2.1)-(2.4). For differential gauges, a complete ADM formulation will consist of (2.1) -(2.4) plus differential equations describing the gauge.
Analysis of well-posedness
We begin with a brief description of our approach to analyze well-posedness of constrained sets of partial differential equations (PDE). Let
be a set of n first order quasi linear partial differential equations, where u is the column vector of the n unknown variables, M ℓ are n × n matrices and M o is an n × 1 column vector. The dynamical variables satisfy a set of m < n quasi linear constraint equations of the form:
where C ℓ are m × m matrices and C o is an m × 1 column vector . We call a constrained surface a collection of all functions satisfying the constraints. Solutions of equations (3.1)
lie on this surface. If evolution starts on the constrained surface it will remain on this surface.
Next consider high frequency planar perturbations on the dynamical variables along a line locally specified by a unit vector v and parameterized by l so that for an arbitrary function u(x 1 , x 2 , x 3 ) this implies that
where v i is the dual vector to v i , given by v i = γ ij v j and γ ij is the 3-metric of a spacelike hypersurface embedded in the manifold carrying the background solution u about which we perturb. In the limit of high-frequency perturbations the principal part of equations (3.1) and (3.2) will be important, since it will be much larger than the non principal one.
Linearization of equations (3.1) yields:
where δ u are perturbations of u. For perturbations of u to remain on the constrained surface, they must satisfy the linearized constraint equations. After linearizing equations (3.2) we obtain:
where M and C are the principal matrices of equations (3.1) and (3.2) respectively.
Equations (3.5) is a set of m equations for the spatial derivatives of the n unknown variables, which in general can be solved for m of the n spatial derivatives of variables u. Substitution of (3.5) in equations (3.4), leads to a set of q = n − m linear partial differential equations for q of the initial n variables. This is schematically given by
whereÂ is a (q × q) matrix. We will refer to (3.6) as the minimal set. The solution of (3.6) completely determines the solution of the entire linearized system (3.4). Therefore, the well-posedness of the minimal set determines the well-posedness of the entire system.
Linearized equations of ADM
We want to study well-posedness of an ADM 3+1 formulation (evolutionary part (2.1), (2.2) plus constraints (2.3), (2.4) ). For the analysis of well-posedness it is convenient to rewrite equations (2.1) -(2.4) in first-order form. We introduce new variables
and drop all low-order terms, which do not contribute to the principal part of the equations. In terms of these variables, the ADM equations linearized with respect to a certain unperturbed solution (not necessarily a flat Minkowski spacetime)
can be written as
where δγ ij , δK ij , δD ij;k , δα, and δβ m are perturbations of (3.8) and R 1 ij is the principal part of the Ricci tensor.
and
The linearized constraint equations in new variables are 
whereÂ is an 8 × 8 matrix which depends on the direction of planar perturbations and the background solution, a 8 are the independent perturbation amplitudes. A convenient way to investigate the properties of (3.18) is to use a reduction ofÂ to a Jordan canonical
whereÛ is a non-singular matrix of a similarity transformation (3.19) andĴ is a blockdiagonal Jordan canonical matrix
consisting of canonical Jordan blocksĴ k . Each canonical blockĴ k has the form The above discussion is strictly valid for ADM and any 3+1 formulation of general relativity derived from ADM by a linear tranformation of variables and addition of combinations of contraints on the RHS of the ADM equations, provided that they are coupled with fixed or algebraic gauges. If a gauge is differential (specified by a general (2.5)), then the number of linearized ADM equations may be greater than thirty and the final system of independent purturbations (3.18) will contain more than eight components. Analogous consideration must then be applied to this larger reduced system.
A detailed discussion of well-posedness of ADM 3+1 coupled with differential gauges is given in section 3.4. Next section discusses well-posedness of ADM with fixed and algebraic gauges.
Well-posed subsets for ADM with fixed and algebraic gauges
For fixed and algebraic gauges, the study of (3.18) can be carried out analytically but resulting expressions for an arbitrary direction v k are extremely complicated. We present here only the necessary condition of well-posedness for algebraic gauges of a simple form
For gauge (3.23) the perturbation frequencies obtained from (3.18) are
and for gauge (3.24) they are
The difference in formulas (3.25) and (3.26) arises because (3.23) fixes the shift vector whereas (3.24) fixes its dual counterpart. Metric-independent contravariant shift corresponds to metric-dependent covariant shift and vice-versa. The results for gauge (3.24) coinside exactly with those of our analysis of this gauge in [10] .
Six eigen-frequencies ω 1,...,6 in (3.25) and (3.26) are real. 
set of eigenvectors of (3.18) for this particular choice of gauges is always complete. For the case of fixed gauges, ∂α 2 ∂γ ij = 0, the eigenvalues are still real, butÂ 8 has only seven linearly independent eigenvectors. That is, all fixed gauges lead to ill-posed constrained evolution.
The general conditions for well-posedness (strong hyperbolicity) of the constrained ADM 3+1 formulation with algebraic gauges (3.23) and (3.24) therefore are
and ∂α
for an arbitrary v i , respectively. Again, (3.28) is the result obtained in [10] .
The analysis of matrixÂ (3.18) for algebraic gauges shows that the minimal set (3.18) separates into four independent subsets each consisting of two equations. Among these subsets there are three well-posed subsets corresponding to pairs of eigenvalues ω 1,..., 6 . These three subsets describe propagation of gravitational waves and a gauge wave. We call these wave subsets. The fourth subset, which corresponds to eigenvalues ω 7,8 , describes another two gauge modes. The solution of the fourth subset depends on solutions of the strongly hyperbolic wave subsets and the gauge choice. Those four subsets completely describe the behavior of Einstein's equations (evolutionary part + constraints) in the high frequency limit. It is therefore evident that the posedness of
Einstein's equations depends entirely upon the properties of the gauge.
As a simple illustration, we explicitly present the form of these subsets for a general
, and propagation of perturbations along
The eigenmodes for this case are: As one can easily see these equations are valid only when γ 12 γ 12 − γ 11 γ 22 = 0. This has been our assumption to solve the momentum and Hamiltonian constraints for the derivatives of the dynamical variables which we wanted to eliminate. Although it may seem that this is not a general result we point out that the kinematic constraints can always be used to eliminate 4 of the dynamical variables provided that certain conditions are held true. If the condition above is not satisfied then there will be another set of variables that we will be able to eliminate and thus obtain the minimally coupled set of partial differential equations. In this respect we have not lost generality.
Subsets I, II, and III describe wave propagation and are well-posed. The first two propagate with the shift plus the fundamental speed (the lapse function) and the third one with the shift velocity. Subset IV will be well posed, if the lapse satisfies ∂ln α ∂γ 11 This subset is weakly hyperbolic and ill-posed. This can be most easily seen if we consider a simplest case with δD 23;1 = δD 33;1 = 0 and β 1 = 0. Then the solution of (3.34) will be δK 11 = δK 11 (l, 0) and δD 11;1 (l, t) = δD 11;1 (l, 0) + ∂δK 11 ∂l (l, 0) t. The linear growth of δD 11;1 depends on initial conditions and may be arbitrary fast. Since in the high frequency limit we can treat the gauge functions as constants, the physical acceleration can be neglected. Therefore, the linear growth of δD 11;1 physically describes the deformation of a synchronous reference frame with time, which in a general non-linear case when the perturbations are not small, leads to the formation of caustics.
Constrained evolution of perturbations of all other variables is completely determined by the solution of subsets I -IV. As an example we present the evolution of δK 13 and δD 22;1 when, for simplicity, the shift vector is zero : We found that the behavior described above is similar to that of a general case of algebraic gauges and arbitrary direction of propagation of perturbations.
Examples of algebraic gauges are the widely used gauge α = C(x i )γ 1/2 often referred to as the "harmonic" gauge [2] , the "1+log" gauge α = 1+log(γ) [17] , and the densitized lapse gauge α = C(x i )γ σ [3] , all depending on the determinant of a three-metric, γ = det(γ ij ). For these gauges, condition (3.27) can be written as
It can be readily seen that both "harmonic" and "1+log" gauges satisfy this condition and lead to a well posed constrained evolution. The densitized lapse will provide a well-posed constrained evolution only if
Well-posedness of ADM with differential gauges
Similar approach to posedness of 3+1 formulations can be carried out for more complex gauges involving non-zero shift and general elliptic, parabolic, or hyperbolic differential gauges. As examples of elliptic and parabolic differential gauges we will consider the maximal slicing condition and its parabolic extension. Although these two gauges are believed to prevent coordinate singularities, here we demonstrate that both of them produce weakly hyperbolic minimal sets and thus produce ill-posed constrained evolution.
The maximal slicing condition [13] is
In the limit of high frequency perturbations the Ricci scalar vanishes on the surface of constraints and equation (3.39) reduces to
which, if written along a given direction v i , yields The parabolic extension of maximal slicing [16] has the following form
where ǫ is a positive constant. Application of high frequency perturbations on this one
The linearized evolution equations for variables belonging to the minimal set for this particular gauge are given by (see (3.10) and (3.11)):
44)
In the high frequency limit we are considering here, the evolution equation for the lapse (3.43) is completely decoupled from (3.44) and (3.45) whatsoever. But, the linearized "parabolic maximal slicing" is a diffusion equation, which is well-posed and it dictates that the amplitude of the perturbation of the lapse function in this case diffuses out and hence it does not grow. This means that as time passes the entire system will asymptotically resemble the case of fixed lapse and zero shift, which is a special case of a fixed gauge. Therefore the constrained evolution of ADM with "parabolic maximal slicing" is ill-posed. These results for maximal slicing and its parabolic extension agree with those obtained in [10] for the same slicing conditions. Following Bona et. al. [11] hyperbolic gauges can be given in general by the following conditions:
where Q, Q i will be given by either algebraic or differential equations relating them with other variables of the system and will be chosen accordingly in order to obtain hyperbolic equations for the lapse and/or the shift. For such slicings, one has to modify the ADM equations by defining new variables in order to obtain the 1st order form.
Therefore we define A i = ∂ i ln α, B j l = ∂ j β l and with these definitions we compute:
Thus, the linearized principal part of the ADM equations can be written as
We have introduced twelve new variables and therefore we need twelve additional evolution equations to describe them. One could expect that the number of differential equations of the minimal set would be 8+12=20 equations. However, we must impose eight new algebraic constraints arising due to the introduction of new variables B k i and
For perturbations moving along direction v i and assuming v 1 = 0 we get
Equations (3.50) and (3.51) mean that there are 3 linearly independent B i k and 1 independent A i . Therefore the minimal set will in principle consist of only twelve evolution equations for our dynamical variables.
As an example we will consider the Bona-Maso family conditions [15] which we write in terms of the new variables as
where f (a) is a strictly positive function of the lapse, K is the trace of the extrinsic curvature and K o = K(t = t o ). Then the principal part of the evolution equations of the perturbations of the new variables is
However, because of constraints (3.51) only one of the above equations will be a part of the minimal set. Our analysis of the minimal set, carried out for this gauge, shows that the constrained evolution is well posed.
As an illustration of the latter, we present the linearized constrained evolution equations for the zero shift vector case (also known as the K-driver condition). Subsets I and II describe gravitational waves propagating with the fundamental speed.
The eigenvalues which correspond to these two subsets are {−α, −α, α, α}. These are well-posed and completely decoupled from the rest of the system. The perturbations which correspond to subset III are completely determined by the solution of the first two subsets and they do not grow. Two zero eigenvalues correspond to third subset and therefore it corresponds to static modes. The fourth subset is coupled to the first two, but it is not completely defined by the solution of I and II. Subset IV is also well posed and it describes a gauge wave propagating with speed α f (α). Finally equation (3.58), which describes a static gauge mode, is completely determined by the solution of the fourth subset and the perturbation for δD 11;1 does not grow. It is clear therefore that this system of equations has a well-posed Cauchy problem. We found exactly the same behavior in the most general case of perturbations of arbitrary direction. The Jordan matrix is always diagonal and hence the system is well-posed. If the shift vector is fixed, but non vanishing, its presence does not affect the well-posedness of the constrained system, since the Jordan matrix is still diagonal and the 9 non zero real eigenvalues are given by:
One can demonstrate, as in the previous section, that the solution of the entire linearized system can be retrieved once the minimal set is solved and that its posedness is completely dependent on the posedness of the minimal set. Thus, we conclude that the Bona-Maso family of slicing conditions gives rise to a well-posed constrained ADM evolution.
Analysis of extended 3+1 formulations
The analysis of the standard ADM 3+1 formulation presented in the previous section can be applied to other 3+1 formulations of GR. In this section we will explicitly study two of those re-formulations of GR. Namely the Kidder-Scheel-Teukolsky (KST) [3] and the Baumgarte-Shapiro-Shibata-Nakamura (BSSN) [2] .
The Kidder-Scheel-Teukolsky formulation of 3+1 GR
Kidder et. al. [3] suggested a new formulation of Einstein's equations with a strongly (or even symmetric) hyperbolic set of evolution equations. They obtained this formulation by adding terms proportional to the constraint equations to the RHS of the ADM evolution equations. This does not change the physics the equations describe but changes the character of partial differential equations which describe the free evolution. The modified set they suggested is (using their notation for this section only)
where (. . .) stands for the RHS of the ADM evolution equations, N is the lapse function, g ab is the 3-metric, K ij the extrinsic curvature, d kij are the same variables as our D ij;k , C and C i are the hamiltonian and momentum constraints, respectively and
Finally, {γ, ζ, η, χ} are arbitrary constants.
The system was closed with the densitized lapse
where Q is a function independent of the dynamical fields, g is the determinant of the three-metric and σ is the densitization parameter, and was found that σ > 0 is essential for obtaining a well-posed set of evolution equations. This is exactly what we obtain by our analysis (3.38), without adding constraints to the ADM equations, but explicitly imposing them.
If we apply our constrained perturbation analysis to the KST formulation we will cancel the added constraints on the RHS of their formulation. As result the KST formulation has exactly the same analysis as the ADM formulation.
According to [3] Their redefinition of variables and the introduction of "kinematical" ones is a transformation which satisfies the aforementioned criteria and thus it does not affect the hyperbolic properties of the set of evolution equations. Hence, the constrained perturbation analysis of the KST equations is equivalent to that of the ADM equations.
This argument may also be used to conclude that any 3+1 system directly obtained from ADM using the above transformation will be equivalent to ADM.
The Baumgarte-Shapiro-Shibata-Nakamura formulation of 3+1 GR
The BSSN formulation was initially introduced by Nakamura et. al. [2] , then modified by Shibata-Nakamura [2] , and it was later reintroduced slightly modified by T. Baumgarte and S. Shapiro [2] . Before we proceed with our analysis let us review the BSSN formulation first. In what follows, we will use the notation introduced by Baumgarte and Shapiro [2] .
Basic variables and equations
The fundamental dynamical variables of BSSN are (ϕ,γ ij ,K,Ã ij ,Γ i ) instead of (γ ij ,K ij ), where ϕ =(1/12) log(detγ ij ),
The "connection" symbolsΓ i jk are the Christoffell symbols associated with the conformal three-metricγ ij . In the BSSN formulation, the Ricci curvature tensor is calculated
whereD i is the covariant derivative associated withγ ij .
The evolution equations for these dynamical variables are
where all trace free (TF) two index quantities T ij are given by
The constraint equations are
10)
A =Ã ijγ ij = 0, (4.11)
are the Hamiltonian and momentum constraints (the kinematic constraints) respectively, while the latter three are algebraic constraints due to the requirements of BSSN formulation.
Linearized equations of BSSN
The formulation, as given above, is first order in time and second order in spatial derivatives. The second order derivatives occur in the evolution equations for the conformal traceless extrinsic curvature. In order to apply our analysis we need the first order form. 
can be written as are perturbations of (4.14) and
The linearized constraint equations in new variables are: The introduction of additional variables implies the introduction of new linear constraint equations which for perturbations of (4.14) can be written as follows In this work we mainly analyze gauges for which the lapse function is dependent on the coordinates and the dynamical variables and the shift vector is function of only the coordinates. With this in mind, the linearized principal part of the set of variables which will be part of the BSSN minimal set can be written as follows
To obtain the minimal set one has to fully impose constraints (4.19)-(4.23) on equations (4.25).
The equations for the constrained evolution of BSSN are extremely complicated. For a general background solution, we were able to carry out an analysis of BSSN with fixed gauges only. Similarly to ADM, we found that the constrained evolution of BSSN with fixed gauges is ill-posed.
For algebraic gauges, the simplest case possible is perturbations about a flat space
and ∆ =
∂ln α ∂φ our analysis shows that the constrained evolution for this particular case is well posed if
If condition (4.26) is satisfied, the minimal set has eigenvalues {β
}, whereD is given by (4.26). As in the ADM case one could show that solving the minimal set of BSSN is adequate to obtain the solution of the entire linearized system.
As an illustration we present a set of constrained evolution equations for perturbations Subset I corresponds to a gravitational wave propagating with the shift+fundamental speed along x 1 . It is decoupled from the other subsets and it is well-posed. Subset II describes propagation of two waves, which travel with the shift vector speed. This subset just like the first one is decoupled from the rest of the system. It is a wave subset and therefore it is well-posed. Subset III is coupled to the first two subsets and hence its solution depends on the solutions of I and II. At a first glance it may seem as a contradiction that there are 3 subsets when for ADM we had 4. However, subset III consists of two independent. One of them describes a gravitational wave traveling with the shift+fundamental speed and the other is a gauge wave travelling with speed
, ifD > 0, where for this casẽ
which is a special case of (4.26).
The constrained evolution of BSSN with fixed gauges, that is, ∆ = ∆ ij = 0 has the same subsets, but III is now decoupled from I and II: The four eigenmodes of this system are {β 1 , β 1 , β 1 ± α}, which are all real. However, the Jordan matrix is not diagonal which implies that the principal matrix of (4.32) does not have a complete set of eigenvectors hence the constrained evolution is weakly hyperbolic, that is, ill-posed. To assign a physical meaning to weak hyperbolicity it is instructive to consider the case of vanishing shift. Then one can easily see that subset III breaks into two subsets. The ill-posed subset is:
and its solution is δÃ 11 = δÃ 11 (l, t = 0), and δD 11;1 (l, t) = δD 11;1 (l, 0) +
The linear growth of δD 11;1 depends on initial conditions and may be arbitrarily fast.
As in the ADM formulation, physically the linear growth of δD 11;1 describes the inertial deformation of a synchronous reference frame with time which, in general non-linear case when perturbations are not small leads, to the formation of caustics.
A special class of algebraic gauges is that with the lapse function depending on the determinant of the 3-metric, that is, α = α(γ), which in the BSSN formulation obtains the form α = α(e 12ϕ ), and therefore the lapse does not depend on the conformal 3-metric, but on the conformal factor only. Thus the strong hyperbolicity condition (4.26) reduces toD = ∆ > 0. For "harmonic" slicing α = c(x i )e 6ϕ and "1 + log" slicing α = 1 + 12ϕ already discussed in the previous section it is easy to show that they produce a well-posed constrained BSSN formulation. Similarly, for a densitized lapse Q = αe 12ϕ , we find that the requirement for well-posednessD = ∆ = 12 α > 0 yields a necessary condition for σ, which is of course the same as (3.38).
Equivalence of conditions for well-posedness of constrained evolution of ADM and BSSN
We will now demonstrate that, in the limit of high frequency perturbations about flat space, the ADM condition (3.27) which can be written as
is equivalent to that of BSSN, equation (4.26). We remind that: which for both the ADM and BSSN language depends on the functional form of the lapse only.
Discussion and Conclusions
We have presented a general theory to study the well-posedness of constrained evolution of systems of quasi linear partial differential equations, which consist of a set of n first order evolution equations and a set of m first order constraint equations with m < n.
We applied this theory to constrained evolution of 3+1 formulations of GR. In this analysis we explicitly took into account the Hamiltonian and momentum constraints as well as possible algebraic constraints on the evolution of high-frequency perturbations of solutions of Einstein's equations. Our analysis revealed the existence of subsets of the linearized Einstein's equations that control the well-posedness of constrained evolution.
It was demonstrated that the well-posedness of ADM, BSSN and other 3+1 formulations derived from ADM by adding combinations of constraints to the right-hand-side (RHS) of ADM and/or by a linear tranformation of the dynamical ADM variables, depends entirely on the properties of the gauge. We note that our method concerns the constraint satisfying modes only. Those are present in free evolution schemes, too. Therefore, a bad choice of gauge, which we define as one that produces ill-posed constrained evolutions, is bad for a free evolution, as well. However, a good choice of gauge for a constrained evolution scheme cannot in principle guarantee the well-posedness of a free evolution with the same gauge, due to the existence of constraint violating modes.
Our analysis demonstrated that fixed gauges, that is, when the lapse function and the shift vector depend only on the spacetime coordinates, result in an ill-posed Cauchy problem for the constrained evolution of both ADM and BSSN as well as many other 3+1 formulations of GR. Algebraic gauges on the other hand can give rise to a well-posed constrained evolution provided that they satisfy (3.27), (3.28) or (4.26). In particular, the "harmonic", "1 + log," slicing conditions, as well as a densitized lapse with σ > 0 are well behaved gauges. Our study of the Bona Maso family of hyperbolic slicing conditions
showed that it provides us with a well-posed constrained evolution, while maximal slicing and its parabolic extension result in an ill-posed Cauchy problem for the constrained evolution.
Our analysis demonstrates that weak hyperbolicity associated with fixed gauges is directly related to the inertial deformation of a synchronous reference frame with time which, in a general non-linear case when the perturbations are not small, leads to the formation of caustics (see equation (3.34 ) and discussion following it).
Finally, we note that gauge stability may be investigated more directly by considering variations of gauge degrees of freedom only. In general, this requires the analysis of a system of eight quasi-linear partial differential equations presented in [10] . The main advantage of the method outlined in this paper is that, in addition to gauge conditions, it provides us with subsets controlling the constrained evolution of spacetime. These subsets can be used for construction of stable numerical schemes for 3+1 formulations of GR. This will be the subject of our future paper.
