Let R be a prime ring of characteristic different from 2, d a nonzero derivation of R, and I a nonzero right ideal of R such that [[d(x), x], [d(y), y]] = 0, for all x, y ∈ I. We prove that if [I, I]
for any matrix A = i,j r ij e ij , where r i,j ∈ F . In this case, d e 11 x ,e 11 x , d e 11 y ,e 11 y = 0 (1.1)
for any x, y ∈ R, but clearly R is not commutative. We will proceed by first proving the following theorem. Finally, in the second part of the paper, we will extend the previous theorem to a nonzero right ideal of R.
We will prove the following theorem. We first fix the following facts.
Theorem 1.3. Let R be a prime ring of characteristic different from 2, d a nonzero derivation of R and I a nonzero right ideal of R such that [[d(x), x], [d(y)
,
Fact 1.
In what follows, we denote by Q the Martindale quotients ring of R and by C = Z(Q) the extended centroid of R (see [1, Chapter 2] ). When R is prime, all that we need here about these objects is that R ⊆ Q, Q is prime, and C is a field.
Let T = Q * C C{X} be the free product over C of the C-algebra, Q, and the free C-algebra, C{X}, with X a countable set consisting of noncommuting indeterminates {x 1 ,...,x n ,... }. The elements of T are called generalized polynomial with coefficients in Q. I, IR, and IQ satisfy the same generalized polynomial identities with coefficients in Q. For more details about these objects we refer the reader to [1, 3] . Fact 2. Any derivation of R can be uniquely extended to a derivation of Q, and so any derivation of R can be defined on the whole of Q [1, Proposition 2.5.1]. Moreover, Q is a prime ring as well as R and the extended centroid C of R coincides with the center of Q [1, Proposition 2.1.7, Remark 2.3.1].
Fact 3 (see Kharchenko [7] Fact 4 (see Lee [10] ). I, IR, and IQ satisfy the same differential identities with coefficients in Q.
In all that follows, unless stated otherwise, R will be a prime ring of characteristic ≠ 2, d ≠ 0 a derivation of R and I a nonzero right ideal of R such that [[d(x) 
Since R is a polynomial identity (P.I.) ring, there exists a field F such that R and M t (F ), the ring of t × t matrices over F , satisfy the same polynomial identities.
Suppose t ≥ 2 and choose r 1 = e 11 , r 2 = e 12 , r 3 = e 21 , r 4 = e 11 . Then, we obtain the following contradiction: 12 , e 21 ,e 11 = e 11 − e 22 ≠ 0.
(2.3)
Therefore, we must have t = 1 and so R is commutative. Now, let d be the inner derivation induced by an element c ∈ Q. Thus,
for any r 1 ,r 2 ∈ R, that is, R satisfies a nontrivial generalized polynomial identity. By [11] , it follows that S = RC is a primitive ring with soc(R) = H ≠ 0 and eHe is a simple central algebra finite-dimensional over C, for any minimal idempotent element e ∈ S. Moreover, we may assume H noncommutative, otherwise also R must be commutative.
Since H is a simple ring, one of the following holds: either H does not contain any nontrivial idempotent element or H is generated by its idempotents.
In this last case, suppose that H contains two minimal orthogonal idempotent elements e, f so that eH, f H are isomorphic H-modules. For all x ∈ H, (F ) . In this case, we have the contradiction d = 0. In the other one, H is commutative, as well as R.
The case I is a right ideal of R.
In this final section, we will prove the main theorem of the paper (Theorem 1.3) .
For the rest of the paper, we now assume the conclusion of Theorem 1.3 to be false; our goal is to ultimately arrive at a contradiction. Thus, we will assume henceforth that d(I)I ≠ 0. We begin with the following lemma.
Lemma 3.1. R is a ring satisfying a nontrivial generalized polynomial identity (GPI).
Proof. Suppose by contradiction that R does not satisfy any nontrivial generalized polynomial identity. We divide the proof into two cases. Expanding the previous GPI we get
Suppose that {b, cb} are linearly C-dependent, then there exists 0 ≠ α ∈ C such that cb = αb. In this case, R satisfies
(−αbxbx + bxbxc)(−αbyby + bybyc) + (αbyby + bybyc)(−αbxbx + bxbxc). (3.2)
Since b, c ∉ C, this last formula is a nontrivial generalized polynomial identity for R (see [3] ), a contradiction. On the other hand, if {b, cb} are linearly C-independent it follows, again by Chuang's results in [3] 
By Fact 3 it follows that
for all r 1 ,r 2 ,r 3 ,r 4 ∈ R. In particular, R satisfies the blended component
which is a nontrivial generalized polynomial identity for R, because {b, d(b)} are linearly C-independent, a contradiction.
Proposition 3.2. Without loss of generality, R is simple and equal to its own socle, IR = I.
Proof. By Lemma 3.1, R is GPI and so Q has nonzero socle H with nonzero right ideal J = IH [11] . Note that H is simple, J = JH, and J satisfies the same basic conditions as I, in view of Fact 4. Now, just replace R by H, I by J, and we are done. Now, we are ready to prove the main result. 
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