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The physics of Mott systems is characterized by an interaction-driven metal-
to-insulator transition (MIT) in a partially filled band. In the resulting insulat-
ing state, magnetic order of the local moments (often antiferromagnetic (AFM))
typically develops, but in rare situations no long-range magnetic order appears,
even at zero temperature, rendering the system a “quantum spin liquid”. In
Mott insulating oxides, intriguing charge, spin and/or orbital orderings are of-
ten found in the presence of localized carriers, e.g. in manganites, while mobile
carriers may experience strong quantum fluctuations resulting in non-Fermi liq-
uid (NFL) behavior, such as the “strange metal regime” (a linear-T resistivity)
in the cuprates. Despite this diversity, the underlying energetic landscape in
these materials is derived from three essential parameters: the on-site electron-
electron repulsion U , the energy difference ∆ from the empty local d-orbitals
to the band-like oxygen p-states, and their hybridization strength, which is en-
capsulated in the bandwidth, W . A fundamental and technologically critical
question is whether one can tune these parameters to control both MITs and
Neel transitions, and even stabilize latent metastable phases, ideally on a plat-
form suitable for applications. Here we demonstrate how to achieve control of
all these features in ultrathin films of NdNiO3 grown on substrates of various
degrees of lattice mismatch. In particular, upon the decay of the AFM Mott
insulating state into a stable NFL phase distinctly different from that in the
cuprates, we find evidence of a quantum MIT that spans a non-magnetic insu-
lating phase (possibly a quantum spin liquid). These quantum critical behaviors
are not observed in the bulk phase diagram of NdNiO3.
With recent advances in the atomic layering of correlated oxides [2, 3], a new route
has been established for manipulating the low-energy electronic structure at the nanoscale.
Although the quantum criticality of the MIT and the associated magnetic transition has
been a key issue in correlated electron systems for decades, it has not been investigated under
the versatile controls of oxide heteroepitaxy due to the formidable challenges of probing
AFM order in ultrathin layers. Leveraging this experimental approach with theoretical
advances, however, could bring us closer to ultimately establishing general “design” rules
for engineering desired phases in complex oxide heterostructures (Fig. 1(a)). With this
goal in mind, we performed a detailed study on ultrathin ∼5.7 nm (15 unit cells) films of
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fully strained NdNiO3 (oriented along the pseudocubic [001]-direction) synthesized by laser
Molecular Beam Epitaxy (MBE) in a layer-by-layer fashion as described in Ref.[4]. A series
of high-quality perovskite-based single crystal substrates is used to attain a wide range of
lattice mismatch ε from −2.9% to +4% (more details in [5]). The results reveal full control of
epitaxy on the MIT and the magnetic ordering. Specifically, tuning the amount of epitaxial
strain from the tensile to compressive side first merges the MIT and AFM transition, followed
by a rapid decay of the magnetic ordering into a spin-disordered phase (possible quantum
spin liquid) before stabilizing a conducting NFL phase. In this work, we show the underlying
electronic reconstruction is associated with simultaneous modulation of the bandwidth, W ,
and the self-doping, determined by ∆.
In the bulk, NdNiO3 belongs to the charge-transfer nickelate family RENiO3, where
RE=Nd. . . Lu (except for La) are paramagnetic metals (PM) at high temperatures, but
become insulating with charge-ordering and antiferromagnetically ordered at TMI and TN,
respectively [6, 7]. An important character of the AFM ordering is the presence of thermal
hysteresis in transport properties around the transition due to the coupling between the
spin and charge degrees of freedom when TN and TMI approaches each other, such as for
RE=Pr and Nd in the bulk; as the temperature is lowered well below TN the transport
hysteretic behavior is strongly suppressed and eventually disappears [6, 7]. Within the
Sawatzky-Allen-Zaanen (SAZ) scheme, RENiO3 belongs to the class of charge-transfer-type
materials where the charge gap corresponds to the excitation of an oxygen 2p-electron into
the unoccupied upper nickel d-band [1, 8, 9] as shown in Fig. 3(a)-(c). The unusual high
3+ oxidation state of Ni and the presence of a small excitation energy (∆ . 1 eV), as
schematically illustrated in Fig. 3(b) and (c), naturally facilitates the transfer of oxygen
p-electrons into the unoccupied nickel d-electron states (or alternatively a transfer of a
correlated hole onto oxygen) [10]. This ‘self-doping’ phenomenon results from the coupling
of a band-like continuum of oxygen-derived states and localized correlated d-states, and
is believed to be responsible for the unusual AFM spin ordering (E ′−type) [6, 7, 11–14],
sometimes described as an “↑ − ↑ − ↓ − ↓” stacking sequence of ferromagnetically (FM)
ordered planes along the pseudo-cubic (111) direction which is characterized by the magnetic
vector k =(1/4,1/4,1/4) in cubic notation (see Fig. 2(d)).
Fig. 2(a) summarizes the evolution of the electronic and magnetic states in the lattice
mismatch-temperature phase space. As seen, despite the ultrathin form and the large lattice
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mismatch on some of the substrates, the metallicity is well preserved for all samples at room
temperature. A direct inspection of the temperature-dependent resistivity curves from 5 to
300 K for different lattice mismatch, ε in Fig. 2(b) indicates the presence of well controlled
and diverse electronic phase behaviors in the ultrathin films that are absent in bulk NdNiO3.
Specifically, for samples in the positive ε range (under tensile strain), the insulating ground
state continuously develops with increasing magnitude of ε, whereas an unusual metallic NFL
phase emerges and persists throughout the whole range of negative ε (compressive strain).
The absence of the bulk-like first-order MIT near ε ≈ 0 manifests the unique role of the
heteroepitaxy in destabilization of Mott insulating state with charge and spin orderings; due
to the interface-imposed lattice boundary condition, collective long-range order that strongly
couples to the lattice degrees of freedom may be frustrated. In addition, even for ε = 0, a
substrate can still strongly distort the film structure via internal structural mismatches such
as octahedral rotation, distortion and crystal symmetry. Meanwhile, the strain-induced MIT
signals that the heteroepitaxial NdNiO3 is in close proximity to quantum criticality near
ε ≈ 0. Although the discrete values of ε limit the ability to precisely pinpoint the location
of the critical end point of the “E′-AFI” region, magnetism is rapidly suppressed on the
insulating side upon approach to ε ≈ 0 and appears to join the low-temperature NFL region
for ε < 0 by an intervening ground state without long-range magnetic ordering (a possible
quantum spin liquid) as shown in Fig. 2(a). The intervening ground state is inferred at
ε = +0.3% from the lack of thermal hysteresis in resistivity (which is present at all larger ε
values–see supplemental), and also the absence of the magnetic ordering peak in resonant
X-ray diffraction (see below).
On the insulating side (ε > 0), Fig. 2(a) shows the evolution of characteristic transition
temperatures, from the high-temperature metallic phase to the intermediate-temperature
paramagnetic insulating (PI) phase, T ∗∗ (resistivity minimum temperature), and to the
low-temperature E ′-AFI phase transition temperature, TN (the thermal hysteric inflection
point of resistivity [5]). In particular, for large values of ε the T ∗∗ is significantly higher
than TN. This behavior is sharply distinct from bulk NdNiO3 where T
∗∗(= TMI) coincides
with TN. The resulting intermediate-temperature PI phase thus implies the opening of a gap
which is decoupled from the spin ordering. As ε is reduced, T ∗∗ and TN merge albeit with
a different slope, i.e. while T ∗∗ quickly decreases, TN steadily rises until ε ≈ +1.8%. This
convergence of critical temperatures is further evidenced in the enhanced thermal hysteresis
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around ε ≈ +1.8% [see Fig. 2(b) and Supplemental]. It is important to note that this PI
phase is unattainable in bulk NdNiO3 – an example of a latent electronic phase in this system
stabilized by the heterointerface.
As shown in Fig. 2(a), for ε . +1.8%, the evolution of TN qualitatively changes so
that TN and T
∗∗ exhibit approximately a “parallel dive” in response to reducing ε. Upon
further lowering ε toward zero, TN rapidly vanishes accompanied by a drastically weakened
thermal hysteresis in resistivity [5], e.g. at ε ≈ +1.1% (see Fig. 2(b)); the thermal hysteresis
completely recedes from the system at around ε ≈ +0.3% (see Supplemental for more
detailed plots). On the other hand, T ∗∗ remains finite with the tendency of suppression
toward zero. This is in sharp contrast with the bulk where increasing hydrostatic pressure
always favors magnetic ordering [23]. The difference in the behavior of T ∗∗ and TN thus
strongly suggests the emergence of an unusual weakly insulating ground state with completely
quenched long-range AFM order in the vicinity of ε = 0% . To further corroborate this
magnetic behavior, resonant magnetic X-ray diffraction [15] at the Ni L3-edge is utilized to
directly track the E ′−type AFM ordering [16]. This measurement is done by monitoring the
emerging intensity of the magnetic Bragg reflection at the magnetic vector k =(1/4,1/4,1/4)
as a function of temperature, such as that at ε = +1.8% shown in Fig. 2(c). While the
appearance of the magnetic peak at low temperatures is consistent with the TN extracted
from the resistivity, no E ′−type AFM reflection is observed at ε = +0.3% down to 12 K
(see the inset of Fig. 2(c)). The stabilization of this emergent spin-disordered state implies
enhanced frustration in proximity to the zero temperature MIT, which presents an intriguing
candidate for a quantum spin liquid (SL) [17, 18].
Upon crossing the zero temperature MIT towards negative values of ε, the temperature-
driven MIT is completely quenched and a new exotic metallic ground state emerges across
the entire range of ε < 0. To stress the peculiarity of the phase we point out that at
“high” temperatures but still well below the Debye temperature ∼ 420 K[19], the resistivity
exhibits extended unconventional linear T -dependence (see the bottom right inset of Fig. 2(d))
commonly seen in the “strange metal” regime of the high-Tc cuprates [20], while Fermi liquids
have a T 2-dependence. Upon crossing the intermediate temperature scale (∼150 K) marked
as T′ in Fig. 2(a), however, another characteristic temperature dependence clearly appears. A
fitting-free resistivity data analysis (see Fig. 2(d)) reveals a T 4/3 power-law behavior lingering
over a 100 K temperature range. The 4/3 power law behavior is characteristic of a NFL in
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the vicinity of a two-dimensional quantum critical point with dynamical exponent z = 3
[21]. For the large negative values of ε . −2.9%, the power of the NFL exponent below T′
switches to 5/3 with increasing compressive strain [5]. The 5/3 exponent is characteristic of a
three-dimensional critical point with dynamical exponent z = 3 [21]. While we do not detect
any sizable structural transition which might cause a change in the effective dimensionality of
our system (from two-dimensional to three-dimensional) near ε ≈ −3%, theoretically, large
bi-axial compression could drive such a transition in NdNiO3[22].
The observed NFL features in transport imply the presence of strong quantum fluctuations
stabilized by the hetero-epitaxial boundary. Indeed, as discussed above, the simultaneous
rapid collapse of the AFM order and the emerging spin-disordered phase also highlights
the important difference of this new quantum melting regime from that of the bulk where
a TMI = TN phase boundary is driven to a single critical end point. To the best of our
knowledge bulk NdNiO3 does not exhibit the NFL behavior reported here for ε < 0 under
either hydrostatic or chemical pressure [6, 7], nor are the 4/3 and 5/3 exponents commonly
found across the RENiO3 series.
It is remarkable that the NFL exponent is stabilized over such a wide range of temperatures
and negative ε in our experiments. This behavior is qualitatively and even semi-quantitatively
consistent with a Boltzmann-type transport theory [5] involving multiple bands of different
effective masses and zero-momentum critical fluctuations in the heaviest of the bands [21].
Our density functional theory calculations supports the multiple-band picture of different
masses, and the structure of the transport theory[5] provides a natural mechanism for the
crossover of a fractional exponent at lower temperatures (4/3 or 5/3) to the linear-T behavior
observed above T′ but still below the Debye temperature. The precise character of the
zero-momentum quantum fluctuations remains unclear at present, and further experimental
and theoretical work is due.
In order to elucidate the electronic energy scales involved in controlling these emergent
phases (PI, NFL, and possible quantum spin liquid), we have performed extensive resonant
soft X-ray measurements (XAS) on the oxygen K-edge, which directly probes the hole state
in the unoccupied 2p-projected density of states [24]. By utilizing the 1s→ 2p transition on
the oxygen K-edge (see Fig. 3(c)), i.e. 3d8L→ 1s3d8 (L denotes the ligand hole state), we
evaluate the connection between the insulating phase behavior and ‘self-doping’ behavior. In
addition, a set of high-quality bulk ceramic samples of LaNiO3, NdNiO3, and GdNiO3 have
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been measured to provide a benchmark comparison for resolving the underlying physics of
heterointerface-control.
Figure 3(d) shows the resulting X-ray absorption spectra obtained at the threshold energy
around 528.5 eV, where the absorption pre-peak is exclusively due to Ni 3d states hybridized
with O 2p states [24] (also see [5] for representative spectra in a wider energy range). As clearly
seen, the pre-peak around 529 eV exhibits a remarkably large and asymmetric (with the
sign of ε) energy shift, indicative of an evolution in the charge excitation energy. Figure 3(e)
quantifies the finding as follows: the oxygen-derived band edge moves downwards by as much
as 270 meV at ε = +4 (or ∼80(13) meV/%) and upwards by ∼150 meV at ε = −2.9 (or
∼34(13) meV/%). In sharp contrast to this result, the shift is completely absent for the
bulk data when varying chemical pressure and/or temperature crossing the MIT into the
charge-ordered AFM insulating state [shown as grey shaded curves in Fig. 3(d)]. These
results point to the pivotal role of the epitaxial substrate lattice mismatch as the driving force
for the observed shift. Although the decrease of the absorption threshold is strikingly similar
to that seen from the introduction of holes and in-gap states through conventional chemical
doping [25], the ‘hole doping’ response here is achieved by shifting the entire prepeak in
virtue of heterointerface strain in the absence of explicit chemical doping [26].
The large observed shift of the excitation energy to the unoccupied states is connected
to the shift of the O 1s core-level states with respect to the Ni 3d-hybridized state. This
manifests itself through an altered relative Madelung site potential between Ni and O, which
is the primary effect that defines the magnitude of the charge excitation energy ∆ [27]. This
finding lends strong support to the notion of a modulation of the fundament energy scale – ∆
with ε [20, 28]. Additionally, the pre-peak width, a measure of a degree of p-d hybridization
or covalency W , scales almost linearly with ε (see Fig. 3(d) and (e)), in accordance with
the induced MIT. The combined modulations in both ∆ and W reflects the unique control
of ultrathin NdNiO3 in a ‘self-doped’ material. In particular, the simultaneous regulation
of the self-doped oxygen hole density via both ∆ and W is expected to tune the balance
between the ferromagnetic and AFM exchange channels of the Ni-O-Ni bond in the E ′−type
spin ordering [11]. Thus, deviation in the degree of self-doping would transpire to cause
strong frustration and act to suppress the spin order, especially near the MIT, resulting in
the collapse of the AFM ordering and a possible quantum spin liquid state.
In summary, we have demonstrated the consequences of heterointerface constraints from
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substrate lattice mismatch and used it to drive emergent phase behavior and induce quantum
critical behavior not accessible in the bulk series of RENiO3. This control is achieved
through the modulation of the covalency, W , and charge transfer energy, ∆ with ε. We
have demonstrated that a specific ground state can be selected by the fine balance of the
self-doped hole density on the oxygen atoms. We expect the physics uncovered for NdNiO3
is rather general and should open the door to the rational design of new classes of correlated
electron materials with a wider range of applications through an enriched phase diagram.
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FIG. 1. (a) Accessibility of latent phases in the heterointerface system. Interfacial constraints
control both the band filling through a ‘self-doping’ effect and the bandwidth allowing new phases
to appear that are not observed in bulk systems, even under significant pressure and chemical
doping. Phases that may be obtained include a charge-transfer insulator, covalent metal, p-metal,
and non-Fermi liquid. In this work, we report an emergent paramagnetic insulating regime and
a remarkably stable non-Fermi liquid over a significant portion of the phase diagram. (b) Four
NdNiO3 perovskite unit cells. Arrows denote spins in the associated E
′–type AFM structure with
the ↑ − ↑ − ↓ − ↓ stacking of the pseudo-cubic (111) FM planes, two of which are highlighted in
gray. L denotes an oxygen hole.
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observed by resonant x-ray diffraction at the Ni L3-edge and ε = +1.8%. Inset: ω scans across
the diffraction peak at 12 K and 140 K. (d) Fit-free analysis of the T 4/3 power-law behavior for
ε = −0.3% and -1.2% (upper left inset). The lower right inset shows the temperature derivative of
the resistivity, indicating a T -linear behavior at high temperatures. The upper red triangle signals
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green triangle indicates the lower temperature where the temperature-dependence starts to deviate.
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2I. EXPERIMENTAL DETAILS: SUBSTRATES, ELECTRICAL TRANSPORT, AND MAGNETIC
MEASUREMENTS
Table I describes the set of synthetic single crystal substrates cut in pseudo-cubic (100) direction which are used for
NdNiO3 growth to facilitate controlled lattice mismatch, ε.
TABLE I | In-plane pseudo-cubic lattice constants, asub, of the used substrates and their corresponding lattice mismatch (ε) with
NdNiO3 (3.803 A˚).
YAlO3 SrLaAlO4 LaAlO3 SrPrGaO4 SrLaGaO4 NdGaO3 (La0.3Sr0.7)(Al0.65Ta0.35)O3 SrTiO3 DyScO3
asub ( A˚) 3.692 3.757 3.794 3.812 3.843 3.858 3.868 3.905 3.955
ε (%) -2.9 -1.2 -0.3 0.3 1.1 1.4 1.8 2.7 4.0
Transport data are shown in Fig.1. Bulk ReNiO3 (except Re = La) is paramagnetic metal (PM) at high temperatures
and becomes insulating and antiferromagnetically ordered at TMI and TN, respectively. In particular, a characteristic
behavior of the AFM ordering is reflected in the presence of thermal hysteresis in d.c. transport around TN when TN is
nearby or coincide with TMI. The hysteretic behavior is suppressed or disappear as TN  TMI. We deduced the phase
behavior of the NdNiO3 ultrathin films from the resistivity data by identifying two important temperatures. The first
one is the resistivity minimum temperature T ∗∗ which marks the position of dρdT |T=T∗∗ = 0 signifying the emergence of
a charge excitation gap of the MIT. The other characteristic temperature scale is deduced from the resistivity inflection
point ( d ln ρd(1/T ) |max) in the thermal hysteric regime denoted as TN in Fig.2(a) of the main text. An example is shown
in Fig.2(a). The evolution of the transitions controlled by heterointerface constraint is discussed in the main text.
From Fig.1, one can also see that the size of the thermal hysteresis (i.e. thermal coercivity) is rapidly decreasing as ε
decreases from +2.7% toward zero, and completely disappears at ε = +0.3%. This behavior is consistent with that of
TN and further quantified in Fig.2(b). The presence/absence of the E
′-type AFM ordering is confirmed by measuring
the magnetic reflection intensity at k =(1/4,1/4,1/4) by resonant X-ray diffraction (see main text). The 5/3 power-law
behavior at ε = −2.9% is demonstrated in the fit-free analysis shown in Fig.2(c).
Representative oxygen K-edge x-ray absorption spectrum is shown in a wide energy range in Fig.2(d). The first peak
at about 528 eV corresponds to the Ni 3d-hybridized states. The second one at about 535 eV comes from states
hybridized with the 4f orbitals of Nd and other rare earth elements if contained in the substrates. The features at 540
eV or above mainly originate from bands formed with Ni 4sp states and other metal ions in the substrates.
II. THEORETICAL MODEL OF NON-FERMI LIQUID PHYSICS
Compared to bulk NdNiO3, one of the main results to emerge in our study is the presence of new electronic phases in
the heterointerfacial structure, namely, the paramagnetic insulating (PI) regime, and the emergence of an extended
non-Fermi liquid (NFL) regime that appears under compressive strain. As the paramagnetic insulator is featureless
(and possibly contains a quantum spin liquid (SL) at zero temperature and small ε), we focus here on the physics
likely underpinning the non-Fermi liquid behavior.
The non-Fermi liquid behavior is observed in electrical transport and is shown in Fig.2(d) in the main text. In a
Fermi liquid, phase-space arguments applied to low-energy electron-electron scattering around the Fermi energy leads
generically to an electrical resistivity that scales as the second power of the temperature, ρ(T ) ∝ T 2. Resistivity that
scales as ρ(T ) ∝ Tα for α 6= 2 is considered non-Fermi liquid. As shown in Fig. 2(a) in the main text, for ε < 0, we
find α 6= 2. In particular, for −3 . ε . 0, α = 4/3 for T < T ′, and α = 1 for T > T ′. While for ε . −3, α = 5/3 for
T < T ′, and α = 1 for T > T ′.
The non-Fermi liquid transport exponents imply the presence of degrees of freedom beyond the electrons themselves
and are often associated with quantum critical behavior. Thus, common band structure methods, such as density
functional theory (DFT), are not able to entirely capture this physics. Nevertheless, DFT is believed to provide a good
approximation in many cases to the underlying single-particle physics that interacts with additional degrees of freedom
that may be critical. In the following supplementary sections we argue that the main features of the non-Fermi liquid
physics we report here can be successfully accounted for by a multi-band model in the presence of zero momentum
(~q = 0) critical fluctuations.
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Figure 1 | Resistivity versus temperature for all lattice mismatches. Dashed lines represent cooling data for samples that have
thermal hysteresis. Cooling data at ε = +0.3% is included in the inset to demonstrate the absence of hysteresis.
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Figure 2 | a) An example of the resistivity inflection point TN derived from ( d ln ρd(1/T ) |max) on the insulating side of the strain (ε > 0).
b) The thermal hysteresis coercivity vs strain. c) Fit-free analysis of the T 5/3 power-law behavior for ε = −2.9. The upper red triangle
signals the upper temperature limit T ′ where the resistivity crosses over to a linear-T behavior. The lower green triangle indicates the
lower temperature where the temperature-dependence starts to deviate. d) Oxygen K-edge x-ray absorption spectrum at ε = +2.7%
A. Density Functional Theory Results
We compute the electronic band structure of tetragonal NdNiO3 using density functional theory (DFT) with
the projector-augmented wave (PAW) formalism1 as implemented in the Vienna Ab initio Simulation Package
(VASP)2,3. We used the Perdew-Burke-Ernzerhof (PBE) generalized gradient approximation (GGA)4 plus Hubbard
U method5 (PBE+U). We chose the spherically averaged form of the rotationally invariant effective U parameter
introduced by Dudarev et al.6 with a Ueff = 4.0 eV (hereafter, U) on the correlated Ni 3d orbitals. We impose A-type
antiferromagnetic (AFM) order as an approximation to the complex E′ AFM spin configuration found in the bulk
equilibrium phase. The Brillouin zone (BZ) is sampled with a minimum of 9× 9× 9 k-point mesh, and reciprocal
space integrations performed with Gaussian smearing of width 5 meV.
The atomic structure is constrained to have P4/mmm crystallographic symmetry, and we relax the free lattice
constants a and c until the cell stresses are zero. For the analysis here, we omit structural distortions due to both
rotations of octahedra and breathing distortions to evaluate the electronic structure and band dispersions in a
pseudomorphically grown film. The role of octahedral rotations is known to reduce the electronic bandwidth while also
doubling the size of the unit cell, leading to BZ effects that otherwise would complicate the analysis here. Note that
while the breathing distortion is known to drive a metal–insulator transition at the bulk level, we omit it here so we
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Figure 3 | Electronic band structure plot for LNO along high-symmetry directions at ∼ 0% strain. The orbital decomposed Ni dz2
(red, light grey) and dx2−y2 (blue, dark grey) electronic structure for antiferromagnetic NdNiO3. The symbols’ size correspond to the
magnitude of the Bloch states projected onto each atomic orbital, and black bands close to the Fermi energy are predominantly of
oxygen p-character. (right) Low-energy electronic structure along the path from the zone-center to zone-corner.
can estimate the band effective masses.
Fig. 3 shows the Ni eg orbital-resolved electronic band structure throughout the tetragonal BZ using the “fat-bands”
method,7 which allows us to distinguish the different orbital character of the Bloch states near the Fermi level.
Consistent with the ionic picture of low-spin Ni3+, the states at EF are primarily of Ni dz2 and dx2−y2 symmetry with
partial occupation of both spin channels. We find spin moments of 0.97 µB on the Ni sites in this configuration with a
small amount of spin density located on the oxygen ligands due to itinerancy.
B. Two Band Model: Classical Approach
The key result from the DFT calculations given above (that should be quite robust, even in the presence of more
complicated crystal distortions) is that there are multiple partially occupied bands with rather different effective
masses. For example, consider the electron-like dispersion around the Γ point and the hole-like dispersion around
the A point in Fig.3 of the supplementary information. As was argued in a recent work by Maslov, Yudson, and
Chubukov8, two more bands with different effective masses are key ingredients to stabilize non-Fermi liquid behavior
when quantum critical fluctuations are also present in the heavier of the two bands. To motive this result, we first
consider a minimal two band model and then later generalize to multiple bands.
1. Two electron bands
The classical equations of motion for two set of carries s, d are,
d ~Ps
dt
= −es ~E −
~Ps
τs
− md
τsd
( ~Ps
ms
−
~Pd
md
)
, (1)
d ~Pd
dt
= −ed ~E −
~Pd
τd
− ms
τsd
( ~Pd
md
−
~Ps
ms
)
, (2)
where ~P is momentum, es is the charge of s-carriers, ed the charge of the d-carriers, ms,md the respective masses of
the carriers, ~E the applied electric field, τs, τd the respective scattering times of the carriers on impurities, and τsd the
inter-band scattering time. In these equations, the third term on the right-hand side accounts for the friction between
carriers, while the first two terms are standard for a single-band model.
Solving these equations and taking the limit t→∞, we obtain the following expressions for the momenta. We also
take es = ed = e for bands of like charge (two electrons, for example),
6~Ps = −
1
τd
+ 1τsd (1 +
ms
md
)
1
τsτd
+ 1τsd (
1
τs
ms
md
+ 1τd
md
ms
)
~E, (3)
~Pd = −
1
τs
+ 1τsd (1 +
md
ms
)
1
τsτd
+ 1τsd (
1
τs
ms
md
+ 1τd
md
ms
)
~E, (4)
which leads to the conductivity for each carrier,
σs =
nse
2
ms
1
τd
+ 1τsd (1 +
ms
md
)
1
τsτd
+ 1τsd (
1
τs
ms
md
+ 1τd
md
ms
)
, (5)
σd =
nde
2
md
1
τs
+ 1τsd (1 +
md
ms
)
1
τsτd
+ 1τsd (
1
τs
ms
md
+ 1τd
md
ms
)
, (6)
where ns,d is the electron density for each band. The total resistivity for two electron bands is
ρee = (σs + σd)
−1. (7)
If one further assumes 2D parabolic bands, the Fermi energy is described in terms of masses and electron density
as
F = pi~2
ns
ms
= pi~2
nd
md
, (8)
so that the total resistivity for two electron bands ρee = (σs + σd)
−1 becomes
ρee =
pi~2
e2F
1
τsτd
+ 1τsd (
1
τs
ms
md
+ 1τd
md
ms
)
1
τs
+ 1τd +
1
τsd
(2 + msmd +
md
ms
)
. (9)
This relation is identical to Eq.(6) in Ref.[8]. Moreover, in 3D, or for non-parabolic bands, the numerator is modified
as the relation in Eq.(8) no longer holds. The key feature of Eq.(9) is that the dominant temperature dependence of
ρee enters through τsd as the impurity scattering times τs, τd are only weakly temperature dependent and can be taken
as a constant to a good approximation when quantum criticality is present.8
The key result here is that for a window of temperatures in 2D τsd ∝ T−4/3 with ~q = 0 critical fluctuations, while
for 3D, τsd ∝ T−5/3. This temperature dependence leads to ρee ∝ T 4/3 in 2D and ρee ∝ T 5/3 in 3D,8 which are the
exponents we measure in our experiments. Moreover, a more detailed calculation shows (see following sections) that
ignoring the “vertex corrections” at higher temperatures will lead to ρee ∝ T in 3D, also in excellent agreement with
our experimental results.
C. Three Band Model
The equation of motion is generalized to a multiple band model (here we consider three) with their own masses,
relaxations, and inter-band scatterings:
d ~Pi
dt
= −ei ~E −
~Pi
τi
−
∑
j 6=i
mj
τij
( ~Pi
mi
−
~Pj
mj
)
. (10)
Here we assume that all three bands are of electron type, but with different masses. Specifically, we assume one of
the bands is very massive, i.e. m3  m1,m2, implying τ3  τ1, τ2. We assume band 3 is close to criticality while
the bands 1 and 2 are off-criticality. To make things simpler we also assume the scattering between bands 1 and 2
is not effective, i.e. τ12 →∞, which is consistent with these bands being off-criticality. We also take τ13 = τ23 = τ .
Performing the same steps as above, we arrive at
σ(T ) =
e2F
pi~2
τ1 + τ2
m1τ2 +m2τ1
m1m2
m3
τ, (11)
ρ(T ) =
pi~2
e2F
m1τ2 +m2τ1
τ1 + τ2
m3
m1m2
1
τ
. (12)
7The temperatures setting the upper and lower limits of the non-Fermi liquid behaviors ρ(T ) ∝ T 4/3 in 2D and
ρ(T ) ∝ T 5/3 in 3D are determined from8
1
τ(T ′1)
(τ3
τ1
m3
m2
+
τ3
τ2
m3
m1
+
m3
m2
+
m3
m1
) τ1τ2
τ1 + τ2
= 1⇒ 1
τ(T ′1)
=
1
τ3
1
m3
τ1 + τ2
τ1
m1
+ τ2m2 +
τ1τ2
τ3
(
1
m1
+ 1m2
) , (13)
1
τ(T ′2)
(
τ2
m3
m2
+ τ1
m3
m1
)
= 1⇒ 1
τ(T ′2)
=
1
τ1
m1
+ τ2m2
1
m3
, (14)
which implies that
τ(T ′2)
τ(T ′1)
 1⇒ T ′1  T ′2. (15)
Thus, the scaling regime is T ′2  T  T ′1, where the resistivity goes as ρ(T ) ∝ 1τ(T ) .
We are interesting in how the temperature window of scaling is extended or contracted as the number of bands are
increased. To compare with a two band model, we reduce the definitions of characteristic temperatures in Eq.(13) to a
two band model by simply dropping band 2. We have,
1
τ(T1)
=
1
τ3
m1
m3
, (16)
1
τ(T2)
=
1
τ1
m1
m3
. (17)
Hence we conclude this window extends as
T ′2 < T2  T  T ′1 < T1. (18)
So, we can see that as the number of bands increase the lower and upper limits of the window is pushed down to lower
temperatures. This is seen in Figs. 4 and 5 of the supplementary information.
D. Boltzmann Equations in the Presence of Impurities
We consider the inter-band scattering via interactions between electrons mediated with critical fluctuations. This was
carried out in Ref.[8]. The corresponding coupled Boltzmann equations are,
evi(ki) · En′i = −
∑
j 6=i
Iijee[fi, fj ]−
fi(ki)− ni
τi
, (19)
where n is the undisturbed Fermi distribution, while f is the disturbed one. We also used the relaxation time
approximation (relaxation time τi) to include the scattering off impurities. I
ij
ee is the collision integral describing
scattering of electrons of the i’th band from j’th band, and is expressed as,
Iijee[fi, fj ] =
∫
d2kj
(2pi)2
∫
d2k′i
(2pi)2
∫
d2k′j
(2pi)2
W (q, ω)
[
fi(ki)fj(kj)(1− fi(k′i))(1− fj(k′j))− fi(k′i)fj(k′j)(1− fi(ki))(1− fj(kj))
]
×δ(εki + εkj − εk′i − εk′j )δ(ki + kj − k′i − k′j), (20)
where W (q, ω) is the interaction matrix. Solving the Boltzmann equations, we obtain the following relation for the
resistivity of the system,
ρee =
pi~2
e2εF
1
τsτd
+ 1τsd (
1
τs
ms
md
+ 1τd
md
ms
)
1
τs
+ 1τd +
1
τsd
(2 + msmd +
md
ms
)
, (21)
where
1
τsd
=
1
2T
√
msmd
ε2F
∫
dω
2pi
∫
dq
2pi
qW (q, ω)ω2N(ω)(N(ω) + 1), (22)
8with N(ω) the usual boson distribution function.
The bare interaction between s and d electrons V 0sd is mediated by fluctuations,
Vsd(q, ω) =
V 0sd
1− χdd(q, ω)V 0dd
. (23)
Expanding χdd(q, ω),
χdd(q, ω) ' χ0 + cq2 − ibω
q
, (24)
we can see that the if V 0ddχ0 → 1, the criticality would be associated with dynamical exponent z = 3. Let’s define
χ(q, ω) =
1
cq2 − ibωq
, (25)
then we can write the scattering matrix as
W (q, ω) = |Vsd|2 = (V
0
sd
V 0dd
)2
1
b
q
ω
Imχ(q, ω). (26)
This allows one to write the scattering rate as
1
τsd
=
1
2T
√
msmd
ε2F
(
V 0sd
V 0dd
)2
1
b
∫
dω
2pi
∫
dq
2pi
q
ω
q
Imχ(q, ω)N(ω)(N(ω) + 1) q2︸︷︷︸ . (27)
This relation is identical to the relation for scattering rate close to a ferromagnetic phase transition.9 Moreover, the
term in braces comes from the vertex corrections to render the conductivity finite. The temperature scaling goes
as,
1
τsd
∝ T 4/3 in 2D
1
τsd
∝ T 5/3 in 3D (28)
with vertex corrections, and
1
τsd
∝ T 2/3 in 2D
1
τsd
∝ T lnT in 3D (29)
without vertex corrections. Generally arguments suggest10 that vertex corrections can often be ignored at higher
temperatures, which we assume is set by the temperature T ′ in our experiments. Thus, Eq.(28) applies at temperatures
below T ′, and Eq.(29) at temperatures above T ′.
If we compare the results above with the exponents measured in our experiments, it is tempting to interpret the
transport below T ′ as quasi-two dimensional for −3 . ε . 0 and quasi-three dimensional for ε . −3. Based on the
rather general results (mechanism independent), Eq.(28) and Eq.(29), it also appears the transport is quasi-three
dimensional above T ′. For a NdNiO3 to change from effectively two-dimensional to effectively three-dimensional under
increasing compressive strain is not unexpected.11 However, one should check that an estimate of the temperature T ′
is in rough agreement with the experimentally determined value.
E. Temperature Dependence of Transport Scattering Rate
In the previous section, one could see that the non-Fermi liquid scaling (with the vertex correction) is achieved within
a temperature window–see Eq.(18). In this section we give a rough estimate of the scaling of this window with the
number of bands and rough estimates for experimental parameters. A precise determination of the scaling region
requires detailed knowledge of the band structure of the model and the exact mechanism of the quantum criticality.
We present a simplified case here and consider parabolic bands (though the DFT results predict rather non-trivial
Fermi surface shapes). The shape and topology of the different Fermi surfaces will numerically affect the result, but
the order of magnitude effects can be determined within this approximation.
Here we use the experimental values for electrical resistivity in the temperature range corresponding to non-Fermi
liquid with temperature scaling T 4/3, to determine what temperature window they predict according to following
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stand for lower part of scaling regime that are shifted to lower temperature with increasing bands and taking hole-like states as well
into account.
formulas derived in Sec.II C for the three band model,
1
τ(T1)
=
1
τ3
m1
m3
,
1
τ(T2)
=
1
τ1
m1
m3
, (30)
which can be reduced to the two band model s− d model as derived in Ref[8],
1
τsd(T1)
=
1
τs
ms
md
,
1
τsd(T2)
=
1
τd
ms
md
. (31)
Our goal is to see if this approach can yield results in semi-quantitative agreement with experiment. (We find it does
in good accord.) We use some typical values for the parametrized susceptibility in Eq.(25): c = b = 1 and choose that
the inter-band interaction to be very small
V 0sd
V 0dd
∼ 10−3. We numerically calculate Eq.(27) as shown in Fig.4 of the
supplemental information.
For a two-band model the upper and lower parts of the T 4/3 temperature window are exhibited by downward green
and blue arrows, respectively. As we showed in Sec.II C, the lower part of window can be pushed down to lower
temperatures as the number of bands increases. For example, for the three electron band model (See Sec.II C), it is
clear to see that the lower bound is decreased by almost a factor of 2, while the upper bound changes very little.
According to our DFT calculations, actual band structure of the system is complex, and exhibits open Fermi surfaces.
Perhaps, if these details are taken into account, the lower bound of temperature window will go down even further to
the lowest measured temperature.
We also considered another set of parameters (c = 0.28 and b = 5.8) and the corresponding plot is shown in Fig.5.
Although the scaling window shifts to slightly lower temperatures, it still remains within a physical range of temperatures
which are not too far away from the experimental values. This indicates that despite the simplifications mentioned
above, the model appears to capture the most important underlying physics.
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Figure 5 | (Color online) Same as in Fig.4 but with different set of parameters: c = 0.28 and b = 5.8
F. Possible Mechanisms of Criticality: Charge Fluctuations Driven by Interactions and Phonons Modes
In this section we speculate on two possible mechanisms that (in principle) could lead to the exotic scaling behavior
observed in our experiment.
1. Fluctuations Driven by Interactions
There is a paramagnetic insulator phase in the phase diagram shown in Fig.2 of main text. This phase is close to a
charge disproportionate state with two inequivalent Ni sites.12 Although magnetic circular dichroism on Ni L-edge
measurement exhibits the existence of local magnetism with short range correlations which brings the idea of a spin
liquid phase into consideration, we assume that charge disproportionation is a largely relevant description of this phase.
More specifically, it would be natural to assume that the non-Fermi liquid phase in proximity to the charge ordered
phase inherits some signatures of density fluctuations. Thus, we can assume that on the compressive side the charge
density is almost uniform with the presence of long wave-length density fluctuations in it. Then as the compressive
strain decreases, the density fluctuations act to give rise to charge ordering on tensile side. Moreover, it seems that the
role of oxygen ions is critically important here because of the relevant charge transfer p−d physics in the insulating phase.
In the past, phase separation and associated density fluctuations have been proposed as a possible mechanism for
anomalous normal state behavior of cuprates as such fluctuations can induce large scattering amplitude among
quasiparticles.13,14Both weak15 and strong16 coupling limits of the on-site Hubbard interactions indicate the occurrence
of a charge instability driven by inter-site interactions between transition ions and oxygens.
A mean-field treatment of the problem shows a transition from a metallic phase to insulating phase. Near the phase
transition the density fluctuations give rise to a massless mode. Here the total charge density nd + np and charge
transfer density nd − np are strongly fluctuating. These zero modes substantially modify the effective scattering
amplitude between quasiparticles via the vertex interaction with bosonic degrees of freedom. These latter modes
come from the fluctuations of the fields coupling to the mean field parameters. The corresponding propagators can be
described as follows,
D(q, ω) = N−1
[
2B + Π(q, ω)
]−1
, (32)
where N is the number of fermion flavors in a 1/N expansion, Π(q, ω) is the polarization including vertex interactions,
and B describes the spectrum of bosons. The effective interaction between quasiparticles is then given by
Γkk′(q, ω) = −Λ(k′,−q)D(q, ω)Λ(k, q), (33)
11
where Λ stands for vertex interaction.
The charge instability is given by the diverging of the density-density correlation function leading to
det(2B + Π) = 0, (34)
that immediately gives rise to a diverging effective interaction. One can show that the spectral density of the total
density-density correlation function exhibits a peak at small momentum transfers, i.e. ~q ≈ 0 instability. This mode is
damped into the particle-hole continuum, which in turn modifies the self-energy of the quasiparticles thus taking it
away from the conventional Fermi-liquid behavior.
2. Fluctuations Driven by Phonons
Phonons are also a possible driving force to induce the charge instability in the system. The phonons are coupled to
charge density at both transition ions and oxygen sites.17 The charge instability will always take place by increasing the
large bare charge-transfer difference (εp − εd)/tpd, where εp(d) is the onsite energy and tpd is the transition ion-oxygen
hopping. This latter can be easily tuned in our system via the compressive strain. Near the phase separation instability,
the anomalous scattering amplitude is identified to be of the following form14,18
Γ(q, ω) ∼ − 1
Bq2 − iC ωq +D
, (35)
where D = D(δ − δc) measures the closeness to criticality via doping. As clearly seen this effective interaction is
singular with dynamical exponent z = 3, which in turn strongly modifies the scattering relaxation and transport rates;
the singular interaction thus make them to have non-Fermi liquid character. In both the cases above, an enlarged unit
cell would naturally lead to ~q wavevector fluctuations.
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