Introduction
The Generalized Riemann Hypothesis (GRH) states that all nontrivial zeros of Dirichlet L-functions lie on the line Re(s) = 1 2 . Further, it is believed that there are no Q-linear relations among the nonnegative ordinates of these zeros. In particular, it is expected that L( 1 2 , χ) = 0 for all primitive characters χ, but this remains unproved. It appears to have been conjectured first by S. D. Chowla [5] in the case when χ is a quadratic character. In addition to numerical evidence (see [16] and [17] ) the philosophy of N. Katz and P. Sarnak [13] lends theoretical support to this belief. Assuming the GRH, they proved that (oral communication) for at least (19 − cot( [15] showed, also assuming GRH, that L( [1] showed that for a (small) positive proportion of the characters (mod q), L( 1 2 , χ) = 0. Recently, H. Iwaniec and P. Sarnak [10] have demonstrated that this proportion is at least one third.
For integers d ≡ 0, or 1 (mod 4) we put χ d (n) = d n . Notice that χ d is a real character with conductor ≤ |d|. If d is an odd, positive, square-free integer then χ 8d is a real, primitive character with conductor 8d, and with χ 8d (−1) = 1. In [19] , we considered the family of quadratic twists of a fixed Dirichlet L-function L(s, ψ). Precisely, we considered the family L(s, ψ ⊗ χ 8d ) for odd, positive, square-free integers d. When ψ is not quadratic we showed that at least ψ = 1 (or, what amounts to the same, when ψ is quadratic) turned out to be substantially different from the case when ψ was not quadratic. There arose here an "off-diagonal" contribution which we were unable to evaluate in [19] . In this paper, we resolve the case when ψ = 1 and establish that a high proportion of quadratic Dirichlet L-functions are not zero at s = ,χ 8d ) =0
It is striking that the proportion of nonvanishing in Theorem 1 is more than twice as good as the proportion obtained when ψ is not quadratic, and also the proportion obtained by Iwaniec and Sarnak in the family of all Dirichlet L-functions (mod q). One explanation for this is that if L( Another explanation is provided by the Katz-Sarnak models [13] . The zeros of L(s, χ 8d ) are governed by a symplectic law where there is greater repulsion of s = 1 2 , whereas the zeros of the L(s, ψ ⊗ χ 8d ) (ψ not quadratic) and L(s, χ) (χ (mod q)) are governed by a unitary law with no repulsion of s = 1 2 . The same proportion 7 8 appears in work of E. Kowalski and P. Michel [14] concerning the rank of J 0 (q). They showed that the proportion of odd, primitive, modular forms f of weight 2 and level q with L ′ (f, 1 2 ) = 0 is at least 7 8 (note that since f is odd, L(f, 1 2 ) = 0). This coincidence may be 'explained' by noting that the Kowalski-Michel family is governed by an odd orthogonal symmetry (SO(2N + 1)) and the distribution of the second eigenvalue in such a family matches precisely the distribution of the first eigenvalue in the symplectic family of Theorem 1 (see pages 10-15 of [13] ).
In Theorem 1 we considered only fundamental discriminants divisible by 8. We may replace this by fundamental discriminants in any arithmetic progression a (mod b); this would include all the quadratic twists of ψ for any quadratic character ψ. Also, the point 1 2 is not special. A similar result (with a different proportion) may be established for any point σ + it in the critical strip.
Earlier work of Jutila [12] shows that that there are ≫ X/ log X fundamental discriminants d with |d| ≤ X such that L( 
where d ranges over fundamental discriminants in both sums above. By Cauchy's inequality it follows that the number of fundamental discriminants |d| ≤ X such that L( 1 2 , χ d ) = 0 exceeds the ratio of the square of the quantity in (1.1) to the quantity in (1.2) which is ≫ X/ log X.
The improvement in Theorem 1 comes from the introduction of a "mollifier." Historically mollifiers appear first in work of Bohr and Landau [2] on zeros of the Riemann zeta function. Later this idea was used with remarkable success by Selberg [18] to demonstrate that a positive proportion of the zeros of ζ(s) lie on the critical line. Our aim here is to find a mollifier
such that the mollified first and second moments are comparable. Precisely, we want
By Cauchy's inequality this demonstrates that a positive proportion of odd square-free d's satisfy L( 1 2 , χ 8d ) = 0. In Section 6 we achieve this by choosing an optimal mollifier which has the shape (for an odd integer l ≤ M )
By taking M = X 1 2 −ε and evaluating the first and second mollified moments for this optimal choice, we prove Theorem 1. We now give a detailed outline of the proof of Theorem 1. Let {f n } ∞ n=1 be any sequence of complex numbers and let F denote a nonnegative Schwarz class function compactly supported in the interval (1, 2). We define
Let Y > 1 be a real parameter to be chosen later and write
and
In this notation, we seek to evaluate the mollified moments
. Here, and in the sequel, Φ is a smooth Schwarz class function compactly supported in (1, 2) and we assume that 0 ≤ Φ(t) ≤ 1 for all t. For integers ν ≥ 0 we define
For any complex number w defině
so thatΦ(w) is a holomorphic function of w. Integrating by parts ν times, we get thatΦ
so that for Re(w) > −1 we have
To evaluate these moments, we first need "approximate functional equations" for L(
where c is any positive real number. Here, and henceforth, (c) stands for c+i∞ c−i∞ . In Lemma 2.1, we shall show that ω j (ξ) is a real-valued smooth function on [0, ∞) and that ω j (ξ) decays exponentially as ξ → ∞. As usual, d j (n) will denote the j-th divisor function; that is the coefficient of n −s in the Dirichlet series expansion of ζ(s) j . For integers j ≥ 1, we define
The relevance of these definitions is made clear in Lemma 2.2 where we show that for square-free odd integers d, and all integers j ≥ 1,
From these approximate functional equations, we see that in order to evaluate the mollified moments we need asymptotic formulae for
. Further, we need good estimates for the remainder terms S R (|M (d) j A j (d)|; Φ) (for j = 1, or 2). In Section 3, we tackle the remainder terms and show that for "reasonable" mollifiers, their contribution is negligible.
In Proposition 1.1 and throughout ε denotes a small positive number. The reader should be warned that it might be a different ε from line to line.
Next we evaluate S M (M (d)A 1 (d); Φ). In fact, more generally we shall evaluate S M ( 8d l A 1 (d); Φ) where l is any odd integer. Observe that
is essentially a character sum. Thus we may expect substantial cancellation here whenever · ln is a nonprincipal character (i.e. ln = ), and we may expect that the main term arises from the principal character terms ln = . Here, and throughout, we use the symbol to denote square integers. In Section 4, we use the Pólya-Vinogradov inequality to make these heuristics precise, and establish Proposition 1.2.
2 where l 1 and l 2 are odd with l 1 squarefree. Then
where
, and
.
Lastly, C 2 is a constant depending only on Φ (it may be written as
for absolute constants C 3 and C 4 ) and C 2 (p) ≪ 1 for all p.
where l is any odd integer. As before, we may write
where F n (t) = Φ(t)ω 2 (nπ/8Xt). Again we expect that there is substantial cancellation in the character sum S M ( 8d ln ; F n ) when ln = , and that the main contribution comes from the ln = terms. However, the simple Pólya-Vinogradov type argument of Section 4 is not enough to justify this; and, in fact, our expectation is wrong. There is an additional "off-diagonal" contribution to S M ( 8d ln ; F n ). In Section 5, we develop a more delicate argument using Poisson summation to handle this (see Lemma 2.6 below). Roughly speaking, Poisson summation converts S M ( 8d ln ; F n ) into a sum of the form
whereF n is essentially the Fourier transform of F n . Now 0 ln = 1 or 0 depending on whether ln is a square or not. So this term isolates the expected diagonal contribution of the terms ln = . The terms k = 0, or a contribute a negligible amount because here k · is a nonprincipal character. However, there is an additional contribution from the k = terms which cannot be ignored. Evaluating this nondiagonal contribution forms the most subtle part of our argument, and we achieve this in Section 5.3. We note that these nondiagonal terms do not arise in the case of twisting a nonquadratic L-function L(s, ψ) (as in [19] 
For all integers j ≥ 0 we define Λ j (n) to be the coefficient of n −s in the Dirichlet series expansion of (−1) j ζ (j) (s)/ζ(s). Thus Λ 0 (1) = 1, and Λ 0 (n) = 0 for all n ≥ 2; Λ 1 (n) is the usual von Mangoldt function Λ(n). In general Λ j (n) is supported on integers having at most j distinct prime factors, and Λ j (n) ≪ j (log n) j . Proposition 1.3. Write l = l 1 l 2 2 where l 1 and l 2 are odd and l 1 is squarefree. Then
, where h is the multiplicative function defined on prime powers by
where the Q j,k are polynomials of degree ≤ 2 whose coefficients involve absolute constants and linear combinations ofΦ (j) (0)/Φ(0) for j = 1, 2, 3; A and B are absolute constants; and D(m, n) ≪ 1 uniformly for all m and n. Lastly, R(l) is a remainder term bounded for each individual l by
and bounded on average by
In Section 6 we choose our mollifier M (d), and use Propositions 1.2 and 1.3 to complete the proof of Theorem 1. Our analysis there shows that an optimal mollifier of length ( √ X) θ leads to a proportion
for the nonvanishing of L( , χ 8d ) = 0 for almost all fundamental discriminants 8d. We remark that Kowalski and Michel show that a mollifier of length ( √ q) θ (in their context of the rank of J 0 (q) [14] ) leads to the same proportion 1 − (θ + 1) −3 for the nonvanishing of L ′ (f, 1 2 ). Curiously, this proportion also appears in a conditional result of J. B. Conrey, A. Ghosh, and S. M. Gonek [4] on simple zeros of ζ(s). They showed (assuming GRH) that a mollifier of length T θ leads to a proportion 1 − (θ + 1) −3 for the number of simple zeros of ζ(s) below height T . We gave earlier an explanation for the similarity between the Kowalski-Michel result and ours; it is unclear whether the similarity with this result of Conrey et al. is just a coincidence, or not.
We also note that using Proposition 1.3 with l = 1 we may deduce the following stronger form of Jutila's asymptotic formula (1.2).
where the sum is over fundamental discriminants 8d.
Corollary 1.4 should be compared with Heath-Brown's result on the fourth moment of ζ(s); see [8] . No doubt the remainder term in Corollary 1.4 can be refined; but we have not worried about optimizing it. Also one can calculate explicitly the coefficients of Q(x) from our proof (compare Conrey [3] ). Professor Heath-Brown has informed us that C. R. Guo (preprint) has obtained a result like Corollary 1.4 with a remainder term O(X 1− 1 1500 +ε ). While we cannot obtain an asymptotic formula for the fourth moment of L( 1 2 , χ 8d ), our methods enable us to evaluate the third moment.
Theorem 2. There is a polynomial R of degree 6 such that
We shall merely sketch the proof of Theorem 2 in Section 7, since the details are very similar to the analysis carried out in other parts of this paper.
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Preliminaries
2.1. Approximate functional equations. We first prove some properties of the functions ω j (ξ) defined in (1.5).
Lemma 2.1. The functions ω j (ξ) are real-valued and smooth on [0, ∞). For ξ near 0 they satisfy
and for large ξ and any integer ν,
Proof. By pairing together the s and s values of the integrand in (1.5), we see that ω j (ξ) is real-valued. Further the ν-th derivative of ω j (ξ) is plainly
Thus ω j (ξ) is smooth.
Move the line of integration in (1.5) to the line from − 
To prove the last estimate of the lemma, we may suppose that ξ 2 j ≥ ν + 2. Since |Γ(x + iy)| ≤ Γ(x) for x ≥ 1, and sΓ(s) = Γ(s + 1) we obtain that (2.1) is (here c > 0 is arbitrary)
By Stirling's formula this is
c .
above, the desired estimate follows.
Recall from (1.6) the definition of A j (d).
Proof. For some c >
Expanding L(s + 1 2 , χ 8d ) j into its Dirichlet series we see that this equals A j (d). We now evaluate (2.2) differently by moving the line of integration to the Re (s) = − 1 8 line. The pole at s = 0 leaves the residue L(
Recall from [6, Chap. 9 ] the functional equation for L(
Here τ (χ 8d ) is the Gauss sum of χ 8d (mod 8d). Since 8d is a fundamental discriminant we note that τ (χ 8d ) = √ 8d (see [6, Chap. 2] ). From this it follows that the integral in (2.3) equals
Replacing s by −s we see that the above equals −A j (d); and this gives the lemma.
2.2.
On Gauss-type sums. Let n be an odd integer. We define for all integers k
and put
If n is square-free then · n is a primitive character with conductor n. Here it is easy to see that G k (n) = k n √ n. For our later work, we require knowledge of G k (n) for all odd n. In the next lemma we show how this may be attained. 
Proof. Using the Chinese remainder theorem we may write a (mod mn) as bn + cm with b (mod m) and c (mod n). This shows that τ k (mn) = m n n m τ k (m)τ k (n). To show (i) we need only check that
this holds by quadratic reciprocity.
If β is even then the last sum above is −1 and if β is odd the last sum above is, from knowledge of the usual Gauss sum (see [6, Chap. 2] ),
These calculations show the third and fourth cases of (ii). The other cases are left as easy exercises for the reader.
2.3.
Lemmas for estimating character sums. We collect here two lemmas that will be very useful in bounding the character sums that arise below. These are consequences of a recent large sieve result for real characters due to D. R. Heath-Brown [9] . Lemma 2.4. Let N and Q be positive integers and let a 1 , . . . , a N be arbitrary complex numbers. Let S(Q) denote the set of real, primitive characters χ with conductor ≤ Q. Then
for any ε > 0. Let M be any positive integer, and for each |m| ≤ M write 4m = m 1 m 2 2 where m 1 is a fundamental discriminant, and m 2 is positive. Suppose the sequence a n satisfies |a n | ≪ n ε . Then
Proof. The first assertion is Corollary 2 of Heath-Brown [9] . Using this result, we see that the second quantity to be bounded is
, and the result follows.
Lemma 2.5. Let S(Q) be as in Lemma 2.4, and suppose σ+it is a complex number with σ ≥ 1 2 . Then
+ε .
Proof. The fourth moment estimate is in Theorem 2 of Heath-Brown [9] . The second moment estimate follows from this by Cauchy's inequality.
Poisson summation. For a Schwarz class function F we definẽ
Lemma 2.6. Let F be a nonnegative, smooth function supported in (1, 2). For any odd integer n,
Proof. First note that
Next observe that (2.5)
Splitting the sum over d below according to the residue classes (mod n) and using the Poisson summation formula we derive (for a = 1, or 2)
Writing τ k in terms of G k , using the relation
, and recombining the k and −k terms, we obtain that the above is
Substituting this in the right-hand side of (2.5) we see that (using
Substituting this in (2.4) we get the lemma.
3. Proof of Proposition 1.1
where the ♭ on the sum over m indicates that m is odd and square-free, and j = 1, or 2. By Cauchy's inequality the above is (3.1)
Now observe that for any c >
Since χ 8m is nonprincipal, it follows that the left side of (3.4) is analytic for all s.
Hence we may move the line of integration in (3.3) to the line from 1/ log X − i∞ to 1/ log X + i∞. This gives
, and note that
Using these estimates and Cauchy's inequality, we deduce
Summing this over m and using Lemma 2.5, we obtain (3.5)
Proposition 1.1 follows upon combination of (3.1) with (3.2) and (3.5).
Proof of Proposition 1.2
Observe that
Proof. Note that
ln if d is odd and is 0 otherwise. Thus we seek to bound (or evaluate)
If ln = , · 4ln is a nonprincipal character to the modulus 4ln. Hence by the Pólya-Vinogradov inequality
for all x. By partial summation it follows that
Now, by Lemma 2.1,
Using these estimates in (4.2), we obtain the first bound of the lemma. If ln = then d 4ln = 1 if d is coprime to 2ln, and 0 otherwise. Hence
and so by partial summation and (4.3) we get
We use this in (4.2) and observe that (4.4)
This proves the second part of the lemma.
Using Lemma 4.1 in (4.1), we obtain
We now focus on evaluating M . Recall that l = l 1 l 2 2 where l 1 and l 2 are odd and l 1 is square-free. Thus the condition ln = is equivalent to n = l 1 m 2 for some integer m. Hence
where C and g(l) are as defined in the statement of Proposition 1.2, C 0 is an absolute constant, and C 0 (p) ≪ 1 for all primes p. Hence for any 1 ≤ t ≤ 2 we have by partial summation (using Lemma 2.1)
where C 1 is an absolute constant and C 1 (p) ≪ 1 for all p. We use this expression in (4.7) to evaluate M . Combining this with (4.5) and (4.6), we see that Proposition 1.2 follows.
Proof of Proposition 1.3
Using Poisson summation, Lemma 2.6 above, we obtain (5.2)
Using this in (5.1) we deduce
where P 1 (l) is the main principal term (arising from the k = 0 term in (5.2)), and R 0 (l) includes all the nonzero terms k in (5.2). Thus
We shall compute the main principal contribution P 1 (l) in Section 5.1 below. In Section 5.2, we separate R 0 (l) into a second main term (essentially arising from the k = terms in (5.2)), P 2 (l), and a remainder term R(l). The evaluation of the P 2 (l) contribution is quite subtle and forms the focus of our attention in Section 5.3. The remainder terms R(l) are relatively straightforward, and we bound their effect precisely in Section 5.4 below.
5.1.
The principal P 1 (l) contribution. Note thatF n (0) =F n (0) and that G 0 (ln) = ϕ(ln) if ln = and G 0 (ln) = 0 otherwise. Using (4.4) and these observations we get
Recall that l = l 1 l 2 2 where l 1 and l 2 are odd, and l 1 is square-free. The condition that ln = is thus equivalent to n = l 1 m 2 for some integer m. Hence
For any c > 0,
Lemma 5.1. Suppose l = l 1 l 2 2 is as above. Then for Re(s) > 1
where η(s; l) = p η p (s; l) with η 2 (s; l) = (1 − 2 −s ) 3 and for p ≥ 3,
(Note that η(s; l) is absolutely convergent in Re(s) > 1/2.)
Proof. This follows by comparing the Euler factors on both sides.
From Lemma 5.1, we see that
We move the line of integration in (5.4b) to the Re(s) = − 1 4 + ε line. There is a pole of order 4 at s = 0 and we shall evaluate the residue of this pole shortly. We now bound the integral on the − 
Hence the integral on the − We now evaluate the residue of the pole at s = 0. For some absolute constants c 1 , c 2 , . . . , d 1 , d 2 
′′ (0) + . . . . It follows that the residue may be written as
where P 3 is an absolute constant, and P 0 , P 1 , and P 2 are polynomials of degrees 2, 2, and 1 respectively. Their coefficients involve absolute constants, and linear combinations of the parametersΦ (i) (0)/Φ(0) for i = 1, 2, and 3. From the multiplicative definition of η(s; l) in Lemma 5.1, we may write η(s; l) = F (s)G l (s)H l 1 (s) where F (s) is independent of l; and G l (s) = p|l g p (s) and H l 1 (s) = p|l 1 h p (s) for appropriate Euler factors g p and h p . Differentiating this product i times, we see that
(1) for some absolute constants c j,k (given easily in terms of derivatives of F (s)). It is easy to see that
and that
From these observations, we may recast the residue of I(l) above as
where D 0 (m, n) ≪ 1, and the P j,k are polynomials of degree ≤ 2 whose coefficients involve absolute constants and a linear combination ofΦ (i) (0)/Φ(0) (i = 1, 2, 3).
Using this evaluation of I(l) in (5.4a) we conclude that
5.2.
Extracting the secondary principal term from R 0 (l). For all real numbers ξ and complex numbers w with Re(w) > 0 we define
by Lemma 2.1, clearly the integral in (5.5) converges for Re(w) > 0. We now collect together some properties of f (ξ, w).
The integral above may be expressed as In the inner integral over y, we make the substitution z = |ξ|y/t, so that this integral becomes
We use this above, and interchange the integrals over z and t. Thus
From the definition of F t the inner integral is
by a change of variables. The first statement of the lemma follows at once. By the definition of ω 2 (see (1.5)) we have for any c > 0
If we choose c so that Re(w)+ 1 > c > max(0, Re(w)) (thus 0 < Re(s − w) < 1) then we may interchange the two integrals above. This is because the z-integral ∞ 0 (cos(2πz)+sgn(ξ) sin(2πz))z s−w−1 dz is (conditionally) convergent for Re(s) in this range. The interchange of integrals is rigourously justified by restricting the z-integral to the range (ε, 1/ε) and letting ε → 0+. Thus, with c in this range, we have
Employing the expressions for the Fourier sine and cosine transforms of z s−w−1 (see [7, pp. 1186 -1190]), we obtain the second assertion of the lemma. From the first two statements of the lemma, it is clear that for fixed ξ = 0, f (ξ, w) is an analytic function of w for Re(w) > −1; and it remains only to prove the bound on |f (ξ, w)|. Write the integral (5.6) as we easily see the bound of the lemma.
Observe that for any sequence of numbers a n ≪ n ε , and any smooth function g with g(0) = 0 and g(x) decaying rapidly as x → ∞, we have the Mellin transform identity
where c > 1. Hence we may recast the expression for R 0 (l) (see (5.3) above) as (5.7)
for any c > 0.
Lemma 5.3. Write 4k = k 1 k 2 2 where k 1 is a fundamental discriminant (possibly k 1 = 1 is the trivial character ), and k 2 is positive. In the region Re(s) > 1
where G p (s; k, l, α) is defined as follows:
Then G(s; k, l, α) is holomorphic in the region Re(s) > 
Proof. The Euler product expansion (5.8) follows from the multiplicativity of G 4k (n) (see Lemma 2.3). By Lemma 2.3 we see that for a generic p ∤ 2αkl,
. It remains only to prove the bound (5.9). From our evaluation of G p for p ∤ 2klα we see that for Re(s) >
Suppose now that p a k and p b l. Plainly we may suppose that b ≤ a + 1, else (using Lemma 2.3)
) , which when inserted in our earlier estimate gives (5.9).
By the trivial bound
The only remaining cases are a even and b = a + 1; and a odd and b = a, or b = a + 1. These are easily verified using Lemma 2.3.
We use Lemma 5.3 in (5.7) , and move the line of integration to the line Re(w) = − 1 2 + ε. We encounter poles only when k = (so that k 1 = 1, and L(s, χ k 1 ) = ζ(s)); here there is a pole of order 2 at w = 0 and the residue is the source of the secondary principal term. Thus we may write R 0 (l) = R(l) + P 2 (l), where
and (with an obvious change in notation, writing k 2 in place of k),
5.3. The secondary principal term P 2 (l). Below we shall suppose that w is in the vicinity of 0; precisely, |w| ≤ 1 log X . We begin by trying to simplify (5.12)
We now define for |v − 1| ≤ 1 log X , and any u with Re(u) > 
Note that this series converges absolutely in this range. Define also
Using Lemma 5.2 and these definitions, we see that (5.12) may be recast aš
From this it follows easily that (5.13)
where D 1 is a constant depending only on Φ. We note that log D 1 may be written as A + BΦ ′ (0)/Φ(0) for absolute constants A and B.
From the definition of G(v; k 2 , l, α) we see that
Using the expression for G p in Lemma 5.3, and then employing Lemma 2.3 to evaluate it, we may write
where +ε ) (see [20, pp. 95, 96] for the proof of this estimate for ζ(s);
the estimate for ζ ′ (s) follows by a similar convexity principle) we obtain that when Re(s) ≥ 1 log X they are bounded by
Hence we may move the line of integration in (5.13) to the Re(s) = 1 log X line. We now introduce the sum over α as well, and (sinceΦ(0) =Φ(0)) arrive at
We now extend the sum over α above to infinity. By (5.14) the error incurred in doing so is
because the integrand decays exponentially as |Im(s)| → ∞. Hence
µ(α) α 2−2s H(s, w; l, α).
By our expression for H, a calculation gives
Using this together with the functional equation for ζ(s) and the relations Γ(z)Γ(1 − z) = πcosec(πz) and Γ(z)Γ(z + Further, after more calculations, we have
where Ψ(s) = 2 log 2 + 6 log 2 . Using these together with the logarithmic derivative of the functional equation for ζ(s) and the logarithmic derivative of the relation Γ(z)Γ(1−z) = πcosec(πz) we conclude that
The evenness of the expressions in (5.15) and (5.16) is extremely convenient below. However we do not know of any 'natural' proofs of these facts, which perhaps make them look purely a matter of good fortune. We now use these explicit calculations to complete our evaluation of P 2 (l). Write
, so that by (5.15) and (5.16), J (s, l) = J (−s, l). Now
We move the line of integration to the line − 1 log X − i∞ to − 1 log X + i∞, encountering a pole at s = 0. Thus
and changing s to −s and using the relation J (s, l) = J (−s, l) we see that the above is
To compute the residue above we shall employ the following Laurent series expansions. In these expansions, we shall use the symbol O(s n ) to group together terms involving at least the n-th power of s. Note that Γ(
for an absolute constant a 0 . Further, since l 1 is square-free,
Performing the sum over k 2 , we see that this is bounded by
Splitting the k 1 into dyadic blocks, and using Lemma 2.5 to estimate these contributions we deduce that
where the last inequality follows by using (1.4) with ν = 2 for |w| ≤
, and ν = 3 for larger |w|.
We now show how a better bound for R(l) may be obtained on average.
|R(l)| if R(l) = 0, and β l = 1 otherwise. Then, from (5.10), (5.17)
We now split the sum over k into dyadic blocks K ≤ |k| ≤ 2K −1. By Cauchy's inequality
, and using Lemma 2.5 to estimate the first factor, this is (5.18)
Lemma 5.4. Let α ≤ Y , K and L be positive integers, and suppose w is a complex number with Re(w) = − 1 2 + ε. Then for any choice of complex numbers γ l with |γ l | ≤ 1,
is bounded by
and also by
Before proving this lemma we note the bound it gives for
l=L |R(l)|. We bound (5.18) using the first bound of the lemma for K ≥ α 2 L(1 + |w|) log 2 X, and the second bound for smaller K. Inserting this bound in (5.17) gives (with a little calculation)
as desired.
Proof. Using the bound for G in Lemma 5.3, and the bound for |f (ξ, w)| in Lemma 5.2 we obtain that our desired sum is
This immediately gives the first bound of the lemma.
Write the integral (5.6) as
we see that
Since |g(s, w; sgn(k))| ≪ (1 + |w|) ε exp(− π 2 |Im(s)|) by Stirling's formula, we get by Cauchy's inequality that
The second bound of the lemma follows by combination of this with Lemma 5.5 below.
Lemma 5.5. Let |δ l | ≪ l ε be any sequence of complex numbers and let w be any complex number with Re(w) = − 1 2 + ε. Then
. Note that G(1 + w; k, l, α) = 0 unless l can be written as dm where d|a(k) and (m, k) = 1 with m square-free. From the definition of G in Lemma 5.3, and using Lemma 2.3, we get
Using Lemma 5.3 to bound |G(1 + w; k, d, α)| we see that our desired sum is
We interchange the sums over d and k.
where f 1 is a fundamental discriminant, and f 2 is positive. Notice that k 2 ≥ f 2 . Thus our desired sum is bounded by
and by Lemma 2.4 this is 
Like λ, ξ is supported only on odd square-free integers below M . This change of variables is invertible, and λ may be recovered from ξ by
We shall further require our mollifier to satisfy
Notice that (6.2) and (6.3) ensure that λ(l) ≪ l −1+ε . With these conventions in mind, we proceed to evaluate the first and second mollified moments.
6.1. The first mollified moment. Using Lemma 2.2 and Proposition 1.1 we see that
Using Proposition 1.2 we get
Define g 1 (γ) to be the multiplicative function defined on primes by
− 2p h(p)(p + 1) .
It's easy to see that g 1 (p) = −1 + O( We write r = aα and s = bα where a and b are coprime. Since we assumed that λ is supported on square-frees we note that α = l 2 and l 1 = ab. Thus the above may be rewritten as We now define a multiplicative function H(n) by setting
We have shown that the second mollified moment is (with an error O(1/ log X)) This is a diagonal quadratic form in the ξ's and we shall choose our mollifier so as to minimize (6.7) for fixed (6.4) . Obviously this is achieved by choosing ξ(γ) (for odd square-free γ ≤ M ) to be proportional to h(γ)g 1 (γ) γH(γ) log( √ Xγ).
In fact, we shall choose (for odd square-free γ ≤ M ) (6.8)
Observe that our choice (6.8) meets the constraint (6.3) imposed earlier.
An elementary argument shows that
(log x + O(1)) (6.9) = 4 9 (log x + O(1)).
From this and partial summation we get that the first mollified moment is Note that ξ j (γ) is supported only on odd square-free integers ≤ M , and that for such a γ our choice (6.8) gives
It is easy to check that Expanding log 3 (X/ab) in terms of log X, log a and log b, we may write These terms may be evaluated by appealing to (6.11a,b,c) and then using (6.9) and partial summation. In this manner we show that (2) .
This handles one of the terms in our asymptotic formula (6.6) for the second mollified moment.
To handle the other term, we note that for odd, square-free γ ≤ M
