Given an IR d -valued supercritical branching Wiener process, let ψ(A, T ) be the number of particles in A ⊂ IR d at time T, (T = 0, 1, 2, . . .). We provide a complete asymptotic expansion of ψ(A, T ) as T → ∞, generalizing the work of X. Chen ([2]).
Introduction
ℓp ℓ = m < ∞,
(iv) each offspring, starting from where its ancestor dies, executes a Wiener process (from its starting point) and repeats the above given steps and so on. All Wiener processes and offspring-numbers are assumed independent of each other.
Let λ(x, t) = 1 if x ∈ IR d is occupied by a particle at time t, 0 otherwise.
We write ψ(A, t) = x∈A λ(x, t), which stands for the number of particles at time t located at A ⊂ IR d . In particular, ψ(IR d , t) is the total number of particles alive at time t. Since the branching is supercritical, it is well-known (Athreya and Ney [1] , p. 9) that
exists (and is finite), and that P(N 0 > 0) > 0.
The limit properties of ψ(A, T ), T → ∞, were studied by Chen ([2] ) who proved This result plays an important role in Révész ([5] ) in the study of the concentration of particles in the branching process.
The goal of this paper is to provide a complete asymptotic expansion for ψ(A, T )/m T as T → ∞. Let us first introduce some notation.
If also β ∈ Z d + we will write β α to mean that β i ≤ α i for all i, and if β α we set
Here is the main result of the paper:
The random variables (N α , α ∈ Z d + ) are described in the proof of Theorem 1.1. They are limits of explicit martingales related to the branching Wiener process.
Although the distributions of the random variables (N α , α ∈ Z d + ) are not known, Theorem 1.1 can nevertheless be used to make predictions to any degree of accuracy.
To see this, choose an integer k and disjoint sets (A α ⊆ IR d , |α| ≤ k). Consider (1.4) for each A α . Then we have a linear system of equations with the unknowns N 2α−β . One can solve this system of equations if the corresponding determinant is not equal to 0. It is easy to see that we can choose the sets A α such that the determinant is not 0 for any T (T = 1, 2, . . .). Observe the number of particles of a branching Wiener process which are located in the above given sets (A α , |α| ≤ k) at time T 0 . Having these observations one can evaluate the actual values of the random variables (N α , |α| ≤ k) with an error term o(T 
The proof
We start with a preliminary result concerning the transition kernel of the Wiener process. Let
.
Define the Hermite polynomials by
Lemma 2.1 For any 0 < t < T and any x ∈ IR 1 ,
Proof. Let us recall the Hermite polynomials:
We use the following identity, see for example Lebedev ([3] , p. 75): for any a > 0 and y ∈ IR,
Taking y = x/ √ 2t ∈ IR 1 and a = t/(T − t), and multiplying both sides by
t (x i ), (2.8) (2.6) follows from (2.2). To obtain (2.7) we use the fact that
For this we recall that (Lebedev [3] , p. 60)
and comparing powers of s n proves (2.9). ♦ Now we turn to the study of the branching Wiener process. Clearly, for any T ≥ 1 and
(as usual, F (t) denoting the σ-algebra induced by the branching process until time t). A simple argument by induction yields that for all 0 < t < T ,
It turns out that ψ(A, T ) is quite close to its conditional expectation, as is confirmed by the following results. 
be a bounded Borel set. Let ε > 0. We have, almost surely for T → ∞,
Lemma 2.5 Let ε > 0. Almost surely for all large t, we have λ(y, t) = 0 whenever y > t 1+ε .
Proof. This follows from the usual estimate for the tail of the Wiener process, the Borel-Cantelli lemma, and (1.1). ♦ Lemma 2.6 Let α ∈ Z d + , and let
is a martingale and
exists and is finite almost surely.
Proof. We start by proving the martingale property. Recall that ψ(IR d , t) stands for the total number of particles at time t. Thus, by numbering these particles and considering them all starting from time t = 0 (many of them share common paths, at least partially), we can write y H α (y, t)λ(y, t) =
the last identity following from the fact that many particles at time t come from the same ancestor at time t − 1, with Y i,t−1 denoting the number of offspring from the i-th particle at time t − 1.
Integrating on both sides gives that
is a martingale. We now show that ( 1 m t V α (t), t ≥ 0) converges to a finite limit almost surely. With the above notation we first write
where W (l,m) (t) is the m-th child of the l-th particle which dies at time t − 1. Then we can write
Recall that E(ψ(IR d , t − 1)) = m t−1 (Athreya and Ney [1] , p. 9). It is easy to see using (2.11
This gives us that
Hence, using the fact that V α (t)/m t is a martingale we have that
This shows that ( 1 m t V α (t), t ≥ 0) converges to a finite limit almost surely.♦ Remark 2.7 Note that by induction from (2.22)
and therefore
+ , and let V α , N α be as in Lemma 2.6. Then for any ε > 0, we have that almost surely as t → ∞,
Proof. We claim that
To see this, we first observe that by Fact 2.4, Chebyshev's inequality and the Borel-Cantelli lemma that almost surely for t → ∞,
Assembling this estimate with (2.16) and Lemma 2.5, together with the fact that sup y ≤t 2(1+ε) H α (y, t 2 ) ≤ ct 2(1+ε)|α| , we get (2.29).
Since E(
m t (by Lemma 2.6), it follows from (2.29) that
As a consequence,
This proves our lemma, since ε > 0 is arbitrary. ♦
We have now all the ingredients to prove Theorem 1.1.
Proof of Theorem 1.
, and let t = ⌊T γ ⌋. Let
. We will show that, almost surely for T → ∞,
where V 2α−β is defined in (2.16). Our Theorem will then follow from Lemma 2.8.
By Fact 2.3, we have, almost surely for T → ∞,
On the other hand we can write
where z = 1/T and
is a C ∞ function of z near z = 0 as long as tz ≪ 1. If we expand f (z, t, x, y) in a finite Taylor series in z around z = 0, it is clear that we can bound the remainder R k+1 (z, t, x, y) of order k + 1 by a polynomial in y − x of order at most 2(k + 1).
According to Lemma 2.5, almost surely for all large T , λ(y, t) = 0 as long as y > T (1+ε)γ . Together with (1.1) which implies that the number of points y with λ(y, t) = 0 is bounded by cm t and the fact that A is bounded we have
By inspection of Lemma 2.2, the first k terms in the Taylor series for f (z, t, x, y) give rise to the the first line of (2.31), completing the proof of that formula and hence of our Theorem. ♦
L p convergence
In this section we show that if the offspring distribution Y has p moments for some even integer p then
The following Lemma will play an important role in showing that
we can find c, β < ∞ independent of t such that
Proof of Lemma 3.1. We will prove this Lemma by induction on k. The case of k = 1 is trivial. Assume that we have proven this Lemma for all k ≤ p − 1.
We can write
where the sum
Note that by (2.11)
Equating coefficients of r n s m we find that
Using this to reduce products of Hermite functions to sums we find that
where
| and the c(α; p; β (1) , . . . , β (j) ; t) are polynomials in t. Hence by our induction hypothesis
with |R α (1) ,...,α (p) (t)| ≤ ct β m (p−1)(t−1) for some β, c < ∞ independent of t. Iterating this completes the proof of our Lemma for k = p. ♦
Proposition 3.2 Let p be an even integer with E(|Y
Proof of Proposition 3.2. Note that because of the presence of the polynomial factor t β in (3.2) we cannot simply use Lemma 3.1 to show that
Rather, we will show that for some c, β < ∞ independent of t
and therefore (it is here that we need p even)
which will complete the proof of the proposition.
The basic idea of the proof of (3.10) is that the subtraction eliminates the highest order term in the expectation leaving only sums of terms of the form U α (1) ,...,α (k) (t) with k ≤ p − 1.
We now prove (3.10). We have that
By (2.18) we have
where c(α; n; β (1) , . . . , β (j) ; t)U β (1) ,...,β (j) (t − 1)
where β (1) ,...,β (j) is a finite sum and the c(α; n; β (1) , . . . , β (j) ; t) are polynomials in t.
We next observe that d(α; n; γ (1) , . . . , γ (j) ; t)U γ (1) ,...,γ (j) (t − 1)
where we have again used (3.7) to reduce products of Hermite functions to sums, and the d(α; n; γ (1) , . . . , γ (j) ; t) are polynomials in t. Similarly 
