Per Instance Algorithm Configuration (PIAC) relies on features that describe problem instances. It builds an Empirical Performance Model (EPM) from a training set made of (instance, parameter configuration) pairs together with the corresponding performance of the algorithm at hand. This paper presents a case study in the continuous black-box optimization domain, using features proposed in the literature. The target algorithm is CMA-ES, and three of its hyper-parameters. Special care is taken to the computational cost of the features. The EPM is learned on the BBOB benchmark, but tested on independent test functions gathered from the optimization literature.The results demonstrate that the proposed approach can outperform the default setting of CMA-ES with as few as 30 or 50 time the problem dimension additional function evaluations for feature computation.
INTRODUCTION
It is widely acknowledged today in the optimization community at large that the quest for a general optimization algorithm, that would quasi-optimally solve any optimization problem, is vain (see the numerous works after the seminal No Free Lunch theorem [30] ). Hence, tackling an unknown optimization problem first amounts to choose the 'best' algorithm (also known as the Algorithm Selection problem), and/or to choose the 'best' parameter setting for a given algorithm (the Algorithm Configuration problem) -where 'best' is related to some user-defined performance measure, usually balancing between computational cost and domain-specific measure of solution quality: precision (and constraint violation) for continuous optimization, number of unsatisfied constraints in SAT domains, number of solved instances within a given large testbench for decision problems, . . . ). The Algorithm Selection and Configuration problems thus amount to meta-optimization problems [14] , whose "meta-objective" is the performance measure of the algorithm at hand in a given parameter configuration. However, in the BlackBox scenario, such performance can only be empirically assessed at the cost of running this algorithm on some problem instances, making the task of direct meta-optimization immensely costly, be it for a single or a whole class of problem instances.
On the other hand, for some domains, there exist features describing more or less accurately the problem instances: given sufficiently many examples of (instance,'best' algorithm/configuration) pairs (where the instance is represented by its features), one can learn a mapping from instance space to algorithm or algorithm configuration space. However, this requires the knowledge of the 'best' for many sample instances, and an alternative is to learn an empirical performance model (EPM) that gives the performance of the algorithm for sample (instance, algorithm/configuration) pairs. It is then straightforward to find the 'empirical best' algorithm or configuration for a new instance provided its features can be computed easily. This approach is know as the Per Instance Algorithm Configuration (PIAC) [15] . However, most existing PIAC works address combinatorial domains (more in Section 3), even if relevant features have been proposed for continuous optimization (see Section 4) . This paper tries to fill this gap, presenting an empirical validation of the PIAC approach for Black-Box continuous optimization.
It is organized as follows: Section 2 surveys previous work in AC, and motivates the use of PIAC by focusing on the computational cost (in terms of number of function evaluations) required to solve the AC problem. The proposed methodology is then detailed in Section 3. Note that both these sections apply to any black-box search algorithm on any search space. From there on, the paper focuses on continuous black-box optimization. Different features proposed in the literature are first reviewed in Section 4, and discussed according to the computational cost of their actual computation. The CMA-ES algorithm is briefly introduced in Section 5, with a focus on the three hyper-parameters that will be subject to Automatic Configuration. Section 6 introduces the training and test sets of functions used for the validation of the proposed approach, one of the originalities of this work: Whereas the EPM is trained on the now classical BBOB benchmark suite, exhibiting known difficulties [10] , it is validated on an completely different set of objective functions, carefully gathered from the continuous optimization literature. Section 7 presents the practicalities of the experiments, whose results are presented in Section 8,followed by a discussion in Section 9, and our conclusion in Section 10.
BACKGROUND 2.1 Hypotheses and Notations
From thereon, only the Algorithm Configuration problem will be considered, in the context of Black Box Optimization. An algorithm A is given together with its control parameters θ ∈ Θ. In its simplest form, for a given problem instance, identified by abuse of notation to its objective function f : Ω → R (no hypothesis is made on Ω at this point), the instance-based AC problem aims at finding the parameter setting θ * φ ( f ) of A such that it best optimizes f , for some given performance measure φ : F × Θ → R, where F is the set of all possible objective functions. Additionally, we will assume when so mentioned that all objective functions f can be described by their features ψ( f ) ∈ Ψ. Furthermore, we will assume that φ is well defined on Ψ × Θ, implicitly assuming that two different objective functions f and д with same features share the same best configuration (i.e.,
, an hypothesis that will be discussed in Section 4.
Algorithm Configuration
Several methods have been proposed in the literature that directly solve this single-instance AC problem, considering it as a metaoptimization problem in Θ [4, 7, 16, 17, 27] . The goal of this metaoptimization problem is clear: optimize the chosen performance measure. The result is a single parameter setting θ * ( f ), that hardly helps for any other problem instance. And its cost is huge, involving at least several dozens of actual runs of A on f , and thus intractable in practice. A possible workaround is to address the class-based AC problem: for a given function class C ⊂ F, find the parameter setting θ * (C) of A such that it best optimizes simultaneously all functions f ∈ C, for φ. The underlying idea is to use a training set f 1 , . . . , f n of functions of C and to solve the meta-optimization problem that minimizes some aggregation of φ( f 1 ), . . . , φ( f n ). This approach suffers from some severe drawbacks: First, it is clear that φ( f , θ * φ (C)) will be worse than φ( f , θ * φ ( f )) for all f ∈ C, even more so as the size of C increases. Second, class-based AC faces the critical issue of generalization, even though standard ML approach involving training and validation sets can be used to avoid overfitting the training set. Furthermore, the definition of the class of instances is there left to the user prior knowledge (see e.g., the numerous possible definitions of SAT instances tracks in the different SAT competitions), thus possibly involving some fuzziness.
The situation is different when the classes can be defined automatically, with minimal user intervention. This is the case when there exist some intrinsic description of the problem instances using some characteristics of the search space, aka features. These features can be used to cluster the training set, be it for Algorithm Selection [1] or Algorithm Configuration [19] . Class-based AC is applied to each cluster in turn, and further unknown instances are assigned to one cluster based on their feature values, and assigned corresponding parameter configuration. This approach is termed instance-specific algorithm configuration (ISAC) by its authors. However, relying on class-based AC, it suffers from similar issues regarding generalization.
The PIAC approach [15, 21] takes another step toward learning the mapping between features and best parameter configuration. However, acquiring examples of such mapping would require applying some instance-based AC solver to functions f 1 , . . . , f n of the training set, and would result in only n examples of that target mapping. The PIAC approach, on the other hand, uses an indirect approach: it learns an approximation φ : F × Θ → R of φ, using as examples all available results of applying A with some configuration θ on some function f ∈ F, as will be detailed in next Section.
A critical issue for both ISAC and PIAC approaches is the existence of features with sufficient discriminative power (can different instances, with different optimal parameter setting, have the same features). In the SAT [15, 32] or MIP [18] domains, features had been designed during several decades of research, and the PIAC approach was demonstrated successful. Nevertheless, for continuous black box optimization problems (with a search subspace of R d for some d ∈ N), feature-based approaches to AC remain under investigated. Different features have been proposed [23] [24] [25] , but these features have mainly been used to characterize the fitness landscape -though some promising results have been obtained for the classbased Algorithm Configuration and Algorithm Selection problems [8, 26] . However, these works rely on some cross-validation procedures, where only one numerical black box test bench is used for their empirical study. Despite their promising results, their works may be limited by the cost of features [26] or the limited number of features [8] . Therefore, this paper aim at empirically investigating the PIAC in a real-world conditions, where the objective function may be computationally costly and only a limited budget of evaluations is available, and in particular with a new test bench in order to assess the performance of the PIAC.
PIAC
Initially proposed in the combinatorial domain of auction problems [21] , the PIAC approach was successfully used in several other combinatorial and MIP domains [15, 18, 33] , using the runtime to reach a solution of the instance at hand as performance measure. 
General Overview
The PIAC approach is a two phases process, as described in Figure 1 :
The learning phase consists in learning an Empirical Performance Model (EPM) φ that approximates φ on Ψ × Θ. A is run to optimize different functions f i described by their features ψ ( f i ), using different parameter configurations θ j , thus computing
) is a training set that can be used as input to any standard regression method to learn the approximate model φ. Note that building such a model is done once, and hence its computational cost is not a critical issue.
In the decision phase, a new objective function д is to be optimized with A. Its features ψ (д) are computed, and the optimization of φ(ψ (д), θ ) on parameter space Θ leads to the empirical optimal parameters θ * φ (д) of A for д. The cost of computing the features ψ (д), in terms of number of calls to д, is here of utter importance. In particular, it should be compared to the cost of running a full instance-based meta-optimization of A parameters for д (using e.g., SMAC [16] ).
PIAC in Continuous Domain
As of today, the PIAC approach remains under-investigated for the continuous domain. Different works directly related to the continuous domain and based on EPM for Algorithm Configuration were proposed in [1, 8, 26] . Abell et al. [1] proposed to use the ISAC method [19] for an algorithm portfolio based on the features in order to find the best solver, among 21 different solvers, for problem instances of the BBOB test bench [10] . In [26] , the Per Instance Algorithm Configuration is tackled, by using a set of features based on samples to predict the best parameter setting of CMA-ES on each function of the BBOB test bench. In contrast to [18] , Muñoz et al. [26] , the empirical performance model was learned by using a multi-layer neural network method. More recently, based on aforementionned features in Section 4, Belkhir et al. [5] investigated the PIAC on Differential Evolution [29] , by considering different sets of features and a discretization of the parameter space (≈ 8000 parameter configurations. According to [18] , an empirical performance model is learned with a Random Forest regression, and based on a cross-validation procedure where each test function of the BBOB test were removed one at a time, Belkhir et al. [5] empirically demonstrated that predicted parameter setting found with PIAC can outperform a robust parameter setting, and approach the best parameter setting, whereas remains outperformed by a specialized parameter setting found with an AC method like SMAC. 1 In particular, the same θ j need not have been tried for all f i . However, the features computed on these empirical studies requires a large sample of the objective function, making the PIAC methodology unfeasible for real-world conditions where the objective function might be costly or when the overall budget of function is limited. Therefore, the following experiments will investigate the PIAC methodology on CMA-ES, when a limited budget for the optimization process is allowed, such that only a low budget of sample is available for computing the features.
FEATURES FOR CONTINUOUS DOMAIN
In the black-box context, only samples of function values can be used to compute the features 2 . We will hence assume the existence of a sample set S i.e. a set of pairs {(
The computational cost of acquiring S from scratch is hence n function evaluations.
A first set of features was proposed in [24] and validated on the classification of the BBOB test functions. These features are grouped into six classes: the y−Distribution features are related to the distribution of the values of Y, the Levelset features refers to the relative position of Y w.r.t. given thresholds, the Meta-Model features are based on meta-modeling of S set w.r.t. simple regression models (linear and quadratic), the Curvature features rely on some numerical estimations of the gradient and the Hessian of f from S, the Convexity features are based on some empirical probability of convexity, and the Local Search features on the ratio between local and global optima, estimated using some iterated local search procedure starting from points in X. Dispersion features were proposed in [23] , based on comparisons of the distances between the best samples from different percentiles of X (in term of solution quality), to the mean and median distance between all samples. Finally, Munoz et al. [25] proposed a set of Information Content features, giving information about the global structure of the landscape.
In terms of computational costs, the y−Distribution, the Levelset and the Meta-Model features can all be evaluated on S without any additional evaluation. On the other hand, a large number (usually unknown a priori) of additional evaluations are required to compute the other features. The orders of magnitudes are about 10 3 × d for the Convexity features, around 10 4 × d for the Curvature and the Local Search features, following [24] .
The discriminative power of these features was assessed in the context of classification of optimization problems [6, 20, [23] [24] [25] , and of Algorithm Configuration [5, 26] .
However, all aforementioned works used a large sample size (≥ 500 × d) to compute features. And as expected, the error of computing the features increases the budget decreases, as demonstrated with a limited budget of ≤ 100 × d in [6, 20] . This drawback can be somehow limited by building a surrogate model f from S and gathering further samples using f without additional evaluations of f [6, 20] . However, there is room for improvement there tooand this is one of the goals of the present work.
CMA-ES
Covariance Matrix Adaptation-Evolution Strategy (CMA-ES) [11] or some of its variants (e.g., the BI-POP-CMA-ES [9] ) is considered today one of the state of the art optimizer for continuous black box optimization. It evolves a multi-variate Gaussian distribution, adapting online its covariance matrix (and some scaling parameter called the step-size). It is considered quasi-parameter-free, thanks to its invariance properties [12] , that allowed to determine default values for almost all its parameters on a small set of functions.
However, as discussed in Section 2, there is still room for improvement in specific situations (e.g., expensive functions [3] ). For instance, the on-line adaptation of three parameters of the adaptation mechanism of CMA-ES, the learning rates c 1 , c µ and c c , was demonstrated to outperform the static version of CMA-ES [22] on some test functions from BBOB benchmark (Section 6): This was one motivation to try improving over BI-POP-CMA-ES using the PIAC approach described in Section 3.
A further hint that these parameters might be good candidates for per instance configuration is given in Figure 2 . For each function of the BBOB suite (Section 6) and each dimension, a single-instance AC is run for the configuration of c 1 , c µ and c c , using SMAC framework 3 [16] optimizing the accuracy of the solution found within a fixed (small) budget of 10 3 × d function evaluations. The resulting optimal parameters are displayed in Figure 2 (blue '+') together with the default values (red 'x'), demonstrating that specialized tuning can be quite different from the overall robust seting.
TEST BENCHES
Two sets of test functions have been used in this work: the BBOB testbench was used as training set for learning the EPM, while an original set of 21 analytically defined functions gathered from different sources of optimization literature were used as test set to validate the approach.
The Black Box Optimization Benchmark (BBOB) [10] As advocated in the original framework, each of the 15 independent runs that are run on each function actually use a variant of the original function, obtained by a translation of the optimum and, for the non-separable functions, a rotation of the coordinate system. The Validation Test Functions are completely independent of the BBOB testbench, in contrast with [5, 26] , where cross-validation over the BBOB test functions was used to assess the performance of the proposed approaches. We selected 21 test functions from the literature [2, 13, 28] , such that they are d-dimensional, the global optimum and bounds are known, and they are not included into the BBOB test functions.. In agreement with the BBOB methodology, all 15 independent experiments for each function are run on variants of the original function, as described above. Furthermore, the validation runs are performed for dimensions d ∈ {2, 4, 8, 10, 3 http://www.cs.ubc.ca/labs/beta/Projects/SMAC/ 16, 20, 32, 40, 50, 66, 100}, i.e., for some additional dimensions that were not used on the BBOB testbench during the training phase.
The analytical definitions of these functions are not included here due to space constraints, but can be found at URL https:// goo.gl/CrcFcn together with the contour plots in 2D, or, for some of them, at URLs http://al-roomi.org/benchmarks/unconstrained/ n-dimensions and http://www.sfu.ca/~ssurjano/calibrat.html with some discussions of their properties and the optimum value.
EXPERIMENTAL SETTING
The Features: Following the discussion in Section 4, and in agreement with [5] ; in addition to the dimension d, that is given 'for free', the following experiments only consider features that are computed from the same fixed size sample S of objective function values, without any specific additional function evaluations: 9 MetaModel, 5 Information Content, 18 Levelset, 3 y-Distribution and 16 Dispersion features: the feature space Ψ is of size 51 4 .
The sample size n is set to k × d for some k ∈ N, and different values of k are be investigated (k ∈ {10, 30, 50}). For each k, two different approaches to the k × d budget for feature computations are also be investigated: the features can be computed directly from S (denoted ψ k ), or, following [6] , a surrogate model f of f can be built from S and used as a proxi to compute some "surrogateassisted features" denoted ψ k . In the latter case, as in [6] , a Random Forest regressor is used to learn f (using the Scikit-Learn library implementation with 20 trees and maximal a depth of 500).
The Empirical Performance Model: Following [5, 18] , the empirical performance model is learned with a Random Forest regressor, using the same meta-parameters than [5] , i.e., 10 trees and a maximal depth of 200 -here again, using the Scikit-Learn library implementation.
The Experimental Protocol follows the approach described in Section 3.
First, for each of the 24 test functions from BBOB testbench, and for each dimensions listed in Section 6, 15 independent sample objective functions are generated and their respective features computed (some features can slightly differ for different sample of the same function, in accordance with Belkhir et al. [6] that observed a higher in the features values when they are computed from small samples), and the best parameter setting of CMA-ES, as discovered by SMAC, are computed and their performance kept as the upper bound. The performance of the default CMA-Es setting is also computed, to be used as baseline results. From this sample, the EPM is learned.
The validation of the EPM is done using the 21 Validation Test Functions and the 11 dimensions described in Section 6. Their features ψ k and ψ k are computed using k ×d uniformly drawn samples, and the empirical optimal parameters are computed accordingly (Section 3). The versions of CMA-ES using these empirical optimal parameters are denoted EPM-CMA-ES-ψ k and EPM-CMA-ES-ψ k respectively, and they are computed to the default CMA-ES 5 .
For all optimization runs, the maximum evaluation budget is set to 10 3 × d, and the target precision to be reached is ∆ f = 10 −6 . Empirical Cumulative Distribution Functions (ECDF) plots are used in next Section to present all the results: they display the proportion of solved instances (to the target precision) vs the number of function evaluations (normalized by the dimension). Such plots, proposed in the BBOB workshops [10] allow to aggregate many results into a single plots (e.g., all runs for a given function, all functions for a given dimension, . . . ). Figure 3 compares the ECDF, aggregated per dimensions, of different sample sizes k and computation methods ψ and ψ as well as those of the default CMA-ES.
RESULTS
First, regarding the computation of features ψ, we observe a clear preference of a larger sample size k > 30. As it could be expected, when k decreases, the performance of EPM-CMA-ES decreases, such that k = 50 is the best setting to compute features.
As could be expected, the quality of the empirical performance model tends to greatly improve when k increases. The results are more visible for d > 8, and some improvement of almost 20% over default CMA-ES is observed with ψ 50 .
About the use of surrogate assisted features ψ, the results are rather mixed regarding the sample size and dimensions. When k = 50, the choice between ψ 50 and ψ 50 is unclear, whereas when d is small, surrogate assisted features tend to slightly improve the performance. But to our surprise, the surrogate assisted features are clearly worse when d > 8, in contrast to the results for small k. Figure 4 displays typical ECDF comparing the simple ψ 50 approach with the ψ 50 − θ new restart strategy (and the baseline default CMA-ES). The results are similar for all the dimensions. While we can observe a faster convergence on some dimensions for EPM-CMA-ES 5 According to [5] , a specialized tuning is the clear winner, but the predicted setting outperforms a robust setting for a set of problem instances without θ new , no strategy significantly and repeatedly outperforms the other. Figure 5 displays some typical results of EPM-CMA-ES and default CMA-ES when run beyond the 10 3 × d budget that was used for training: the advantage of EPM-CMA-ES remains clear, even though the surrogate assisted features tend to stay at the same level.
DISCUSSION
In agreement with [5] , the results presented here first show that the PIAC approach of learning an EPM from a large sample of results of runs of different parameter settings on different instances can be successful, outperforming the default settings of CMA-ES, an algorithm which is known for its robustness parameterwise.
The computation of features is the core element of the empirical performance model and its predictive power. Belkhir et al. [6] had empirically shown that the accuracy of the feature critically depends on their computational costs. The present study was focused on low budgets to compute features. From the results, it is clear that reducing the computational cost of the feature indeed reduces the efficiency of the approach (e.g., for k < 50), even more so when the dimension of problems increases. For very low sample sizes (10 ×d), the improvement over the default CMA-ES becomes insignificant, hence making the PIAC methodology useless.
The surrogate-assisted features use a surrogate model of the objective function to artificially add samples (of the surrogate model) to the training set for the computation of the features. However, the efficiency of this approach for PIAC is not as clear as for the task of retrieving the BBOB classification, as in [6] . On the one hand, surrogate assisted features seems beneficial when the dimension is low (d < 16), or when the initial sample size is large enough to correctly learn the surrogate model -and 50 × d might still be a little small, in particular in large dimensions. As a matter of fact, surrogate assisted features are completely misleading when the dimension increases, and in particular with even lower sample sizes (10 or 30 × d). The final conclusion at the light of these experiments seems to be that directly computing the features from the initial sample, however small, remains the best option. However, this opens a path for research around the improvement of features computation from small samples, hence suggesting to explore other method to approximate an objective function, . . . or to come up with new features that are less sensitive to the sample size.
Even if EPM-CMA-ES is globally better than CMA-ES, some of the test functions must be distinguished from the others. In particular, when run on the Needle Eye, or the Happycat test functions, all variants fails to come even close to the optimum. These test functions were intentionally included with the hope that the PIAC based tuning would allow the algorithm to more quickly reach the surrounding of the needle optimum, and hence have more iterations to eventually find it, but this did not happen. Indeed, Needle Eye has a plateau shape, on which CMA-ES is known to perform poorly, and BBOB is known to have a few test functions with plateaus. However, the EPM was not able to learn more successful setting for plateaus, and additional experiments should be made including more examples of test functions with plateaus.
After detailed observations, we proposed and investigated an alternative strategy after a stopping criterion of BIPOP-CMA-ES is met, such that at each restart the features are recomputed and a the corresponding parameter setting is applied to CMA-ES. Because of their poor performances, surrogate assisted features have not been tested together with this alternative strategy. However, while few improvements can be observed on some functions and dimensions, the additional cost of re-computing the features tend to hinder the performance too much, as can be observed on d = 8 for instance. Also, in such experimental conditions where the maximum function evaluations is rather small (10 3 × d), the effect of such alternative strategy might not be visible. Nevertheless, additional experiments with a larger budget (10 4 × d as in Figure 5 ), did not exhibit any improvement, with small plateaus representing restart with no improvements Finally, we empirically investigated the PIAC methodology such that an empirical performance model is learned from a large set of test functions with different level of difficulty, and taking into consideration different dimensions of problems (up to 64). The experimental setup aimed at empirically investigating EPM-CMA-ES for test functions with dimensions considered in the learning phase or dimensions in the same range, or close to them, e.g. d = 50 or d = 66. We observed that the empirical performance model was able to generalize to dimensions close to those of the learning set. By contrast, when test functions and dimensions are very different, e.g. d = 100 in Figure 4 , the results of EPM-CMA-ES are worse than those of the default CMA-ES, strongly suggesting that predicted parameter setting are poor. Such results questions the generalization power of EPM-CMA-ES to larger dimensions, hence requiring that the EPM is learned on all dimensions that are likely to be considered during the later decision phase.
Finally, when a new problem instance д is processed, the features ψ (д) are computed and the empirical best setting for д is found by solving the auxiliary optimization problem. At the moment, for the three parameters involved in our experiments, this is done by a brute grid search. However, one advantage of the PIAC approach over cluster-based methods such as ISAC [1, 19] is that any optimization algorithm could be used on the EPM thus being able to handle any (reasonnable) number of distinct parameters, whereas the cluster approach would suffer a much more intense curse of dimensionality. Another drawback of cluster-based approach is that they rely on some class-based meta-optimization (see Section 2.2) that will give poor results as the size of the clusters increases, hindering their homogeneity with respect to parameter setting. On the other hand, the PIAC approach will always take into account the specific features of the instance at hand.
CONCLUSION AND FURTHER WORKS
This paper has presented the validation of the Per Instance Algorithm Configuration methodology on BIPOP-CMA-ES, one of the state of the art optimizers for continuous black box optimization. We empirically investigated the computation and the use of an Empirical Performance Model (EPM) with a small overall budget of 10 3 × d, de facto implying some low upper bound on the computation cost of the feature themselves. As in many previous works, the EPM was trained on the famous BBOB benchmark. However, it was tested on independent test functions from the optimization literature. The good results (the EPM-CMA-ES consistently outperforms the default CMA-ES) also demonstrate that the BBOB benchmark is a good testbench for continuous optimization, at least for the class of artificial analytically defined test functions.
An incremental strategy that recomputes the instance features at each restart of CMA-ES using some additional samples did not show significant improvement, raising the issue of dynamic feature (re)computation. Additional samples are de facto gathered by the optimization algorithm, and could be used to compute the features more accurately as the fitness landscape changes. This on-line parameter control is the subject of on-going work.
Other directions of further research concern the different levels of the PIAC methodology. The choice of the learning method for EPM should include more detailed investigation of rank based methods, and the use of Deep Networks). Similarly, other approaches for learning the surrogate f in the surrogate assisted feature approach should be investigated.
Finally, a promising research path is to extend the use of the Empirical Performance Model to the full Algorithm Selection and Configuration problem, as in [31, 34] : the EPM is used to predict the best algorithm with the best parameter setting for a new and unseen problem.
