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Abstract
The following functional equation is under consideration,
Lx = f (0.1)
with a linear continuous operator L, defined on the Banach space X0(Ω0,Σ0,μ0;Y0) of functions
x0 :Ω0 → Y0 and having values in the Banach space X2(Ω2,Σ2,μ2;Y2) of functions x2 :Ω2 → Y2.
The peculiarity of X0 is that the convergence of a sequence x0n ∈ X0, n = 1,2, . . . , to the function x0 ∈ X0
in the norm of X0 implies the convergence x0n(s) → x0(s), s ∈ Ω0, μ0-almost everywhere. The assumption
on the space X2 is that it is an ideal space. The suggested representation of solution to (0.1) is based on
a notion of the Volterra property together with a special presentation of the equation using an isomorphism
between X0 and the direct product X1(Ω1,Σ1,μ1;Y1) × Y0 (here X1(Ω1,Σ1,μ1;Y1) is the Banach
space of measurable functions x1 :Ω1 → Y1). The representation X0 = X1 × Y0 leads to a decomposi-
tion of L :X0 → X2 for the pair of operators Q :X1 → X2 and A :Y0 → X2. A series of basic properties
of (0.1) is implied by the properties of operator Q.
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The history of differential equations with deviated argument traces back to the beginning
of 50ties. The operators under consideration were acting in the space of continuous functions.
Summaries of the results obtained in the initial direction one can find in [15,16,26].
Another approach considers the functional equation L0x = f with a linear operator L0 acting
from the space Dn of absolutely continuous functions, x : [a, b] → Rn, into the space Ln of
summable functions, f : [a, b] → Rn. Studies in this direction are also well presented in the
literature, surveys of results may be found in [4–6,24]. Such a generalization of the ordinary
differential equation
(L0x)(t) := x˙(t)+ P(t)x(t) = f (t), t ∈ [a, b], (1.1)
comprises many classes of equations containing the derivative of the sought function: equations
with deviating argument, integro-differential equations, their hybrids, etc. The theory of the equa-
tion L0x = f with a linear operator L0 : Dn → Ln, is based on an isomorphism between Dn and
the direct product Ln × Rn. The isomorphism can be defined, for example, by the equality
x(t) =
t∫
a
z(s) ds + β, x ∈ Dn, {z,β} ∈ Ln × Rn. (1.2)
It turned out (see [1,6]) that substitution of the Lebesgue space Ln by an arbitrary Banach
space B does not invalidate the fundamental theorems of the theory. This yielded a further gen-
eralization, the theory of abstract functional–differential equations,
L0x = f (1.3)
with a linear operator L0 : D → B, where B is a Banach space, and D is isomorphic to B × Rn
(D  B × Rn).
The space Wn of functions s : [a, b] → R1 with absolutely continuous derivative x(n−1) is
isomorphic to L1 × Rn. The isomorphism can be defined using the representation
x(t) =
t∫
a
(t − s)n−1
(n− 1)! x
(n)(s) ds +
n−1∑
k=0
(t − a)k
k! x
(k)(a)
of x ∈ Wn. Thus the equation
(L0x)(t) := x(n)(t)+
n−1∑
k=0
pk(t)x
(k)
[
hk(t)
]= f (t), t ∈ [a, b],
x(k)(ξ) = 0 if ξ /∈ [a, b], k = 0,1, . . . , n− 1,
and its generalization
(L0x)(t) := x(n)(t)+ q(t)x(n)
[
g(t)
]+ n−1∑
k=0
b∫
a
x(k)(s) dsrk(t, s) = f (t), t ∈ [a, b],
x(n)(ξ) = 0 if ξ /∈ [a, b],
are equations of type (1.3) in Wn.
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t1, t2, . . . , tm ∈ (a, b), and absolutely continuous on the intervals [a, t1), (t1, t2), . . . , (tm, b], is
isomorphic to Ln × Rn(m+1). The isomorphism is defined by
x(t) =
b∫
a
z(s) ds + β0 +
m∑
i=1
χ(ti ,b](t)βi, z ∈ Ln,
{
β0, β1, . . . , βm
} ∈ Rn(m+1),
where χe is the characteristic function of e.
Every space D isomorphic to B × Rn defines the corresponding class of equations. In [3]
examples of some non-traditional spaces isomorphic to B × Rn are given. For instance, it is
shown that the space of functions x : [a, b] → R1, having “quasi-derivatives” up to the nth order,
is isomorphic to L1 ×Rn. Therefore, the linear equations with quasi-derivatives are of type (1.3).
The theory of abstract functional–differential equations considers in a uniform manner wide
classes of equations. During the last decades this theory led to multiple applications to old and
new problems due to a possibility to choose a relevant space D  B×Rn. Successful choice of the
space allows use of standard general schemes and theorems instead of inventing new particular
methods often yielding essential restrictions.
It is necessary to emphasize a basic difference between generalizations of the ordinary differ-
ential equations as abstract functional–differential equations and “ordinary differential equations
in Banach spaces” [17,25]. The ordinary differential equation (1.1) is defined by the operator
L0 : Dn → Ln belonging to the class of so called “local operators” [28,30]. A simplified defini-
tion is as follows: the operator L0 in a functional space is called local if the value of the image
f (t) = (L0x)(t) in a vicinity of every point t depends only on the values of the pre-image x(·) in
a vicinity of the same point. A generalization of this definition could be found, for example, in
[11,13,14].
A generalization to the theory of ordinary differential equations in Banach spaces is in substi-
tution of the finite-dimensional space Rn of the values x(t) of the sought function x by a Banach
space. This preserves the locality property of L0. In the theory of abstract functional–differential
equation [6] the generalization assumes substitution of Ln by a Banach space B and substitution
of the local operator L0 : Dn → Ln by a general linear operator L0 : D → B.
Let us define an operator V0 : Ln → Dn by
(V0z)(t) =
t∫
a
z(s) ds, t ∈ [a, b].
From the representation x = x(a) + V0x˙ it follows that every linear operator L0 : Dn → Ln can
be written as
L0x = Q0x˙ +A0(·)x(a),
where Q0 = L0V0 is the operator called the main part of L0, every column of the n × n matrix
A is the result of application of L0 to the corresponding column of the n × n unit matrix E,
A0(t) = (L0E)(t). For any right-hand side f ∈ Ln, the solution of (1.3), satisfying x(a) = 0 can
be written in the integral form
x(t) =
t∫
C(t, s)f (s) ds (1.4)a
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of Volterra type [2]. The kernel C(t, s) of the integral representation (1.4) is called the Cauchy
matrix of (1.3). Evidently the Cauchy matrix is completely defined by the main part Q0 of L0.
Let us emphasize that Q−10 being of Volterra type is understood [31] according to the defini-
tion due to A.N. Tikhonov.
The statements obtained in this paper are in particular based on an assumption about evolu-
tionary properties of the considered operators. We call the operators possessing such a property,
Volterra operators. The definition of Volterra property and some examples are given in Section 3.
This new definition naturally generalizes many previously known ones, including Tikhonov’s
definition. In Section 4 of the paper we determine conditions for the integral representation of
the solution to (0.1). In Section 5 an equation is defined, which is satisfied by the kernel of the
integral representation of the solution to (0.1) in the second argument for every value of the first
argument.
2. Notation and preliminaries
Let (Ωi,Σi,μi), i = 0,1,2, be a measure space, and Σ0i ⊂ Σi , i = 0,1,2, be the σ -ideal
of μi -nullset. We denote by Σ˜i := Σi/Σ0i , i = 1,2, the respective measure algebras (see §42
of [29]). The elements of Σ˜i (i.e. the equivalence classes of sets) will be denoted e˜i or [ei],
i = 1,2. Further on we will however frequently abuse the notation and identify the elements of
the measure algebras Σ˜i with the elements of the respective original σ -algebras of the sets Σi .
A measure space (Ω,Σ,μ) is called standard, if Ω is a Polish space, Σ is either the Borel
σ -algebra or its completion with respect to finite or σ -finite Borel measure μ.
By X(Ω,Σ,μ;Y) we will understand a linear space of measurable functions, defined on Ω
and taking values in Y . A topology in X will be defined explicitly depending on the particular
problem under consideration.
Everywhere below, considering linear spaces of measurable functions we will assume that the
functions take values in some Banach space.
Definition 2.1. We say that a space X possesses property X (and write X ∈ X ) if (∀e ∈ Σ)
(∀x ∈ X) the function xe defined by
xe(t) = χe(t)x(t), t ∈ Ω, (2.1)
also belongs to X. Here χe is the characteristic function of e.
Let X ∈ X , e ∈ Σ . Choose a subspace Xe of X as follows: to every function x ∈ X we corre-
spond the function xe ∈ Xe defined by (2.1). Let us define by Te the reduction of T : X1 → X2 to
the subspace X1e.
Further, the notation Lp(Ω,Σ,μ;Y), where Y is a separable Banach space, will stand, as
usual, for the classical Lebesgue space of Y-valued functions measurable with respect to Σ
and μ-summable with power p (if p ∈ [1,+∞)) or μ-essentially bounded (if p = +∞). These
spaces are silently assumed to be equipped with their strong topologies.
Denote by M(Ω,Σ,μ;Y) the collection of all μ-measurable μ-almost everywhere finite
functions, defined μ-almost everywhere on Ω (with the usual identifying of functions differ
from each other on the null set).
Everywhere below we will assume that the considered functional Banach spaces are the
spaces with finite measure (μ(Ω) < ∞) and ideal, i.e. satisfy the condition: ‖y(s)‖Y  ‖x(s)‖Y
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y ∈ X(Ω,Σ,μ;Y) and ‖y‖X  ‖x‖X.
The class of ideal spaces is quite wide: for example it includes such important spaces as
Lp(Ω,Σ,μ;Y), 1 p ∞, the Orlich spaces, symmetric spaces, etc.
Whenever there is no possibility of confusion, the references to Y , Ω , Σ and/or μ will be
omitted. We will also omit in sequel the sign( ·˜ ), assuming that all the considerations are modulo
the equivalence classes of sets.
Let Xi := X(Ωi,Σi,μi;Yi ), i = 1,2. Consider an operator T : X1 → X2. Following [14] (see
also [11,13]) we introduce now the concept of memory and the related concept of comemory.
Definition 2.2. We call the memory of an operator T : X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2)
on a set e2 ∈ Σ2, the family of all possible e1 ∈ Σ1 such that for any x, y ∈ X1 satisfying
x|e1 = y|e1 it follows that T (x)|e2 = T (y)|e2 . In other words,
MemT (e2) :=
{
e1 ∈ Σ1: x|e1 = y|e1 ⇒ T (x)|e2 = T (y)|e2
}
.
Similarly, the comemory of an operator T on a set e1 ∈ Σ1 is the family
ComemT (e1) :=
{
e2 ∈ Σ2: x|e1 = y|e1 ⇒ T (x)|e2 = T (y)|e2
}
.
Recall that according to our convention all the equalities in the above definition should be
understood in almost everywhere sense.
It is clear from the definitions that
e1 ∈ MemT (e2) ⇔ e2 ∈ ComemT (e1). (2.2)
Properties of memory and comemory along with some examples helping to deeper understand
the definitions given above, could be found in [11].
3. Volterra operator
In this section, basing on the notions of chain and memory, we single out a class of operators
possessing the evolutionary property. This definition first appeared in [12].
Definition 3.1. A collection of subsets {eν}, eν ∈ Σ , ν ∈ [0,∞], in a measurable space (Ω,Σ,μ)
is said to be chain if the following conditions are satisfied:
(1) μ(e0) = 0;
(2) eν1 ⊂ eν2 if ν1  ν2;
(3) for every α ∈ (0,μ(Ω)) there exists a set eβ ∈ {eν} such that μ(eβ) = α.
Remark 3.1. Let {e1ν} and {e2ν}, ν ∈ [0,∞], be two chains in the space (Ω,Σ,μ). Then the
collection of subsets {e1ν ∪ e2ν} is also a chain in the same space. It is clear, that the union of
a countable number of chains is not, in general, a chain.
Example 3.1.
(1) Ω = [0,1], {eν} = {[0, ν]}, ν ∈ [0,1].
(2) Ω = [0,1], {eν} = {[1 − ν,1]}, ν ∈ [0,1].
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(4) Ω = [0,1], {eν} = {[0, ν] ∪ [1 − ν,1]}, ν ∈ [0, 12 ].
Definition 3.2. An operator
T : X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2),
is called Volterra (this will be denoted T ∈ V ), if there exists a pair of chains {e1ν} ⊂ Σ1,{e2λ} ⊂ Σ2, such that for every member e2α of the chain {e2λ}, the corresponding element e1α of
the chain {e1ν} satisfies
e1α ∈ MemT
(
e2α
)
. (3.1)
The correspondence between the pair of chains here is provided by the same lower index α.
Remark 3.2. Taking into account (2.2), the inclusion e1α ∈ MemT (e2α) in the above definition can
be replaced by an equivalent one:
e2α ∈ ComemT
(
e1α
)
. (3.2)
Remark 3.3. Let operator T1 : X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2) be Volterra with re-
spect to the pair of chains {e11ν} ⊂ Σ1, {e2λ} ⊂ Σ2, and operator T2 : X1(Ω1,Σ1,μ1;Y1) →
X2(Ω2,Σ2,μ2;Y2) be Volterra with respect to the pair of chains {e12ν} ⊂ Σ1, {e2λ} ⊂ Σ2. Then,
by Remark 3.1, operator T = (T1 + T2) : X1 → X2 is Volterra with respect to the pair of chains
{e11ν ∪ e12ν} ⊂ Σ1, {e2λ} ⊂ Σ2.
Remark 3.4. Let operator T1 : X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2) be Volterra with re-
spect to the pair of chains {e1ν} ⊂ Σ1, {e2λ} ⊂ Σ2, and operator T2 : X2(Ω2,Σ2,μ2;Y2) →
X3(Ω3,Σ3,μ3;Y3) be Volterra with respect to the pair of chains {e2λ} ⊂ Σ2, {e3δ } ⊂ Σ3.
Then evidently operator T2T1 : X1(Ω1,Σ1,μ1;Y1) → X3(Ω3,Σ3,μ3;Y3) is Volterra with
respect to the pair of chains {e1ν} ⊂ Σ1, {e3δ } ⊂ Σ3.
Example 3.2.
(1) Ti : X1([0,1],Σ,m;Y1) → X2([0,1],Σ,m;Y2), i = 1,2,3,4,5,6, where
(T1x)(t) =
t∫
0
K(t, s)x(s) ds, t ∈ [0,1],
(T2x)(t) =
1∫
1−t
K(t, s)x(s) ds, t ∈ [0,1],
(T3x)(t) = B(t)x
(
g(t)
)
, t ∈ [0,1], g(t) t, x(ζ ) = 0 if ζ < 0,
(T4x)(t) = B(t)x
(
τ(t)
)
, t ∈ [0,1], τ (t) t, x(ζ ) = 0 if ζ > 1,
(T5x)(t) = B(t)x(1 − t), t ∈ [0,1],
(T6x)(t) =
t∫
K(t, s)x(1 − s) ds, t ∈ [0,1].0
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T2 and T4 are Volterra with respect to {[1 − t,1]} and {[1 − t,1]}; and, finally, T5 and T6 are
Volterra with respect to {[1 − t,1]} and {[0, t]}.
(2) Si : X1([0,1],Σ1,m;Y1) → X2([0, 12 ],Σ2,m;Y2), i = 1,2,
(S1x)(t) =
1
2 +t∫
1
2 −t
K(t, s)x(s) ds, t ∈
[
0,
1
2
]
,
(S2x)(t) =
t∫
0
K1(t, s)x(s) ds +
1
2 +t∫
1
2
K2(t, s)x(s) ds, t ∈
[
0,
1
2
]
.
Here S1 is Volterra with respect to the pair of chains {[ 12 − t, 12 + t]} ∈ Σ1 and {[0, t]} ∈ Σ2,
and S2 is Volterra with respect to the pair of chains {[0, t] ∪ [ 12 , 12 + t]} ⊂ Σ1 and{[0, t]} ⊂ Σ2.
Examples of nonlinear Volterra operators can be found in [12].
4. Linear functional equation
Let us consider the linear functional equation(Lx0)(t) = f (t), t ∈ Ω2, (4.1)
with a linear continuous operator L : X0(Ω0,Σ0,μ0;Y0) → X2(Ω2,Σ2,μ2;Y2).
Theorem 4.1. Let the following conditions be satisfied:
(1) X0(Ω0,Σ0,μ0;Y0) is a Banach space. Moreover, the convergence of x0n ∈ X0, n = 1,2, . . . ,
to x0 ∈ X0 in the norm of X0 implies the convergence x0n(s) → x0(s), μ0-almost everywhere.
In other words,(∀x0, x0n ∈ X0, n = 1,2, . . .) ∥∥x0n − x0∥∥X0 → 0 ⇒ ∥∥x0n(s)− x0(s)∥∥Y0 → 0,
s ∈ Ω0, μ0-almost everywhere.
(2) X0(Ω0,Σ0,μ0;Y0) is linearly isomorphic to the direct product of the two Banach spaces:
X1(Ω1,Σ1,μ1;Y1) and Y0 (X0  X1 ×Y0). Moreover, X1 possesses propertyX (X1 ∈X ).
If J = {V,Λ} : X1 ×Y0 → X0 is a linear isomorphism, then(∀x0 ∈ X0) (∃x1 ∈ X1, y0 ∈ Y0) x0 = V x1 +Λy0. (4.2)
(3) X2(Ω2,Σ2,μ2;Y2) is an ideal Banach space. It is assumed that every sequence {x2n},
x2n ∈ X2, n = 1,2, . . . , converging to zero with respect to μ2 and satisfying the condition‖x2n(s)‖Y2  ‖x2(s)‖Y2 , n = 1,2, . . . , x2 ∈ X2, s ∈ Ω2, also converges to zero in the norm
of X2.
(4) Operator V : X1(Ω1,Σ1,μ1;Y1) → X0(Ω0,Σ0,μ0;Y0) is Volterra with respect to
the pair of chains {e1ν} ⊂ Σ1, {e0θ } ⊂ Σ0, and operator L : X0(Ω0,Σ0,μ0;Y0) →
X2(Ω2,Σ2,μ2;Y2) is Volterra with respect to the pair of chains {e0θ } ⊂ Σ0, {e2λ} ⊂ Σ2.
It is assumed that L(X0) = X2, i.e. operator L maps X0 on X2.
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operator (LV )e1 : X1e1 → X2 contains only zero.
Then there exists a function K(·,·) defined on the topological product Ω0 × Ω2 such that for
every function f ∈ X2 the solution to (4.1) could be represented as follows:
x0(t) =
∫
e2ν
K(t, s)f (s) dμ2(s)−
∫
e2ν
K(t, s)
(LΛy0)(s) dμ2(s)+ (Λy0)(t),
t ∈ e0ν, ν ∈
(
0,μ0(Ω0)
)
. (4.3)
Proof. Step 1. Equality (4.2) allows to rewrite (4.1) in an equivalent form:(
Qx1
)
(t)+ (Ay0)(t) = f (t), t ∈ Ω2. (4.4)
Here linear operators Q :X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2), A :Y0 → X2(Ω2,
Σ2,μ2;Y2) are defined respectively as follows:
Q = LV, (4.5)
A = LΛ. (4.6)
Condition (4) (together with Remark 3.4) implies that Q is Volterra with respect to the pair of
chains {e1ν} ⊂ Σ1, {e2λ} ⊂ Σ2. Moreover, Q(X1) = X2.
Step 2. Let us now cite as a lemma one statement proved in [21].
Lemma 4.1. Let the closed operator T : X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2) be Volterra
with respect to the pair of chains {e1ν} ⊂ Σ1, {e2λ} ⊂ Σ2. If there exists δ > 0 such that for any
e1 ∈ Σ1, μ(e1) δ, implies that the null-space of operator Te1 :X1e1 → X2 contains only zero,
then the null-space of operator T :X1 → X2 is also zero.
Proof. The collection of all the solutions to the corresponding homogeneous equation T x = 0
is a linear manifold in X1 called the null-space or the kernel N(T ) of the operator T . Choose an
element e1α ∈ {e1ν} ⊂ Σ1 from the condition
0 <μ1
(
e1α
)
 δ.
Then by the conditions of the lemma, the following equalities are valid:[
N(T )
]
e1α
= N(Te1α ) = 0.
Now, choose an element e1β ∈ {e1ν} ⊂ Σ1 from the condition
0 <μ1
(
e1β
∖
e1α
)
 δ.
Then [
N(T )
]
e1β
= [N(T )]
e1α
∪N(Te1β\e1α ) = 0.
Continuing the process we get the statement of the lemma. 
In virtue of the lemma, condition (5) implies that operator Q : X1(Ω1,Σ1,μ1;Y1) →
X2(Ω2,Σ2,μ2;Y2) maps X1 on space X2 and the null-space of this operator contains only zero.
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the domain of Q−1 coincides with the whole space X2, Q−1 is continuous due to the Banach
theorem. The next statement allows to draw a conclusion on the Volterra property of Q−1.
Lemma 4.2. Let the following conditions be true:
(1) Operator T : X1(Ω1,Σ1,μ1;Y1) → X2(Ω2,Σ2,μ2;Y2) is Volterra with respect to the pair
of chains {e1ν} ⊂ Σ1, {e2λ} ⊂ Σ2;
(2) For any α ∈ (0,μ2(Ω2)] operator Tα :X1α → X2α, where
Xiα = Xi
(
eiα,Σiα,μi;Yi
)
, i = 1,2
(here Σiα is a restriction of the σ -algebra Σi on the set eiα , i = 1,2), defined by the equality
(∀x ∈ X1α, y ∈ X1) x(t) = y(t), t ∈ e1α ⇒ (Tαx)(t) = (T y)(t), t ∈ e2α,
(4.7)
is invertible.
Then operator T −1 : X2(Ω2,Σ2,μ2;Y2) → X1(Ω1,Σ1,μ1;Y1) is Volterra with respect to
the pair of chains {e2λ} ⊂ Σ2, {e1ν} ⊂ Σ1.
Proof. Indeed, the invertibility of operator Tα : X1α → X2α implies that
e2α ∈ MemT −1α
(
e1α
)
.
taking into account the definition of Tα , the last means that(∀α ∈ (0,μ1(Ω1))) e2α ∈ MemT −1(e1α). (4.8)
To complete the proof of the lemma one has to refer to Definition 3.2. 
Last lemma allows to decide on the Volterra property of operator Q−1 with respect to the pair
of chains {e2λ} ⊂ Σ2, {e1ν} ∈ Σ1.
Step 3. Linear continuous operator VQ−1 : X2(Ω2,Σ2,μ2;Y2) → X0(Ω0,Σ0,μ0;Y0) has
an integral representation, i.e. there exists a function K(·,·) defined on the topological product
Ω0 ×Ω2 such that
(∀f ∈ X2)
(
VQ−1f
)
(t) =
∫
Ω2
K(t, s)f (s) dμ2(s), t ∈ Ω0. (4.9)
This fact follows from the well-known statement due to [9], which we are citing below as
a lemma.
Lemma 4.3. (See [9].) Let X(Ω,Σ,μ;Y) be an ideal space, M(Ω1,Σ1,μ1;Y1) be the lin-
ear space of all μ1-measurable μ1-almost everywhere finite functions (with the conventional
identification between the functions differing one from another on a set of measure 0), and
T :X(Ω,Σ,μ;Y) → M(Ω1,Σ1,μ1;Y1) be a linear operator. Let {xn} ∈ X(Ω,Σ,μ;Y) be
a sequence converging to 0 in the measure μ on every set of finite measure and satisfying
‖xn(s)‖Y  x‖(s)‖Y , x ∈ X(Ω,Σ,μ;Y) for μ-almost all s ∈ Ω , n = 1,2, . . . . For T to be
an integral operator is necessary and sufficient that every such sequence {xn} is mapped by T to
a μ1-almost everywhere converging to 0 sequence {(T xn)(s)}, s ∈ Ω1, n = 1,2, . . . .
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conditions of Lemma 4.3 and thus has an integral representation (4.9).
Step 4. Let function x0 ∈ X0 be a solution to (4.1). In virtue of condition (2), function x1 ∈ X1,
defined by (4.2), satisfies the equation
x1(t) = (Q−1f )(t)− (Q−1Ay0)(t), t ∈ Ω1. (4.10)
Thus,
x0(t) = (VQ−1f )(t)− (VQ−1Ay0)(t)+ (Λy0)(t), t ∈ Ω0. (4.11)
In virtue of (4.9) we justify the formula
x0(t) =
∫
Ω2
K(t, s)f (s) dμ2(s)−
∫
Ω2
K(t, s)
(LΛy0)(s) dμ2(s)+ (Λy0)(t), t ∈ Ω0.
(4.12)
Taking into account Remark 3.4 one can conclude that the operator
VQ−1 :X2(Ω2,Σ2,μ2;Y2) → X0(Ω0,Σ0,μ0;Y0)
is Volterra with respect to the pair of chains {e2λ} ⊂ Σ2, {e0θ } ⊂ Σ0. It means that for any ν ∈
(0,μ0(Ω0)) and for any function f ∈ X2∫
e2ν
K(t, s)f (s) dμ2(s) =
∫
Ω2
K(t, s)f (s) dμ2(s), t ∈ e0ν, (4.13)
holds. The last equality implies the validity of (4.3). The theorem is proved. 
Remark 4.1. Equation (4.13), which is true for any function f ∈ X2(Ω2,Σ2,μ2;Y2) allows to
conclude that for any ν ∈ (0,μ0(Ω0))
K(t, s) = 0, t ∈ e0ν, s ∈ Ω2 \ e2ν. (4.14)
Remark 4.2. The following example emphasizes the essence of the condition (2) of Lemma 4.2.
Let operator T : L∞([0,1],Σ,m;R) → L∞([0,1],Σ,m;R) be defined by the equality
(T x)(t) = x(t2), t ∈ [0,1]. (4.15)
This operator is invertible and Volterra with respect to the pair of chains {e1ν = [0, ν]} ⊂ Σ ,{e2λ = [0, λ]} ⊂ Σ , ν,λ ∈ [0,1]. The inverse operator T −1 :L∞([0,1],Σ,m;R) → L∞([0,1],
Σ,m;R), defined as follows (T −1x)(t) = x(√t ), t ∈ [0,1], is also Volterra, for example, with
respect to the pair of chains {e21λ = [0,
√
λ]}, {e1ν = [0, ν]} ⊂ Σ , ν,λ ∈ [0,1], but it is not Volterra
with respect to the pair of chains {e2λ = [0, λ]} ⊂ Σ , {e1ν = [0, ν]} ⊂ Σ , ν,λ ∈ [0,1].
To conclude, note that in spite of invertibility of the operator T , defined by (4.15), it does not
satisfy the condition (2) of Lemma 4.2.
Remark 4.3. If instead condition (2) of the proved theorem one assumes that the space
X0(Ω0,Σ0,μ0;Y0) is linearly isomorphic to the direct product of the spaces X1(Ω1,Σ1,μ1;Y1)
and Y0 ×Y0 × · · · ×Y0︸ ︷︷ ︸
k
(X0 X1 ×Y0 × · · · ×Y0︸ ︷︷ ︸
k
) and
J = {V,Λ1, . . . ,Λk} : X1 ×Y0 × · · · ×Y0︸ ︷︷ ︸→ X0
k
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In this case the representation formula (4.3) for solution to (4.1) takes the shape
x0(t) =
∫
e2ν
K(t, s)f (s) dμ2(s)−
k∑
i=1
∫
e2ν
K(t, s)
(LΛiy0i )(s) dμ2(s)+ k∑
i=1
(
Λiy
0
i
)
(t),
t ∈ e0ν, ν ∈
(
0,μ0(Ω0)
)
. (4.17)
Remark 4.4. Formula (4.3) (or, in a more general case, (4.17)) implies that every solution to the
homogeneous equation(Lx0)(t) = 0, t ∈ Ω2, (4.18)
is representable in the form
x0(t) =
∫
e2ν
K(t, s)
(LΛy0)(s) dμ2(s)− (Λy0)(t), t ∈ e0ν, ν ∈ (0,μ0(Ω0)). (4.19)
Respectively,
x0(t) =
k∑
i=1
∫
e2ν
K(t, s)
(LΛiy0i )(s) dμ2(s)− k∑
i=1
(
Λiy
0
i
)
(t), t ∈ e0ν, ν ∈
(
0,μ0(Ω0)
)
.
(4.20)
From (4.19) (respectively (4.20)) it follows that the dimension of the null-space N(L) of
the operator L is defined by the dimension of the space Y0. For example, if Y0 = Rn, then
dim(L) = n (respectively, dim(L) = kn).
Remark 4.5. The problem on conditions for integral representation of linear operators traces
back to the paper by J. Neumann [27] and is stated as follows. Let X(Ω,Σ,μ;Y) be an ideal
space; T : X(Ω,Σ,μ;Y) → M(Ω1,Σ1,μ1;Y1) be a linear operator. What are the necessary
and sufficient conditions for the representation of T in the integral form
(T x)(t) =
∫
Ω
K(t, s)x(s) dμ(s)? (4.21)
This problem is solved in the middle of 70ties by S.I. Zhdanov [33,34], A.V. Bukhvalov [9,10]
and L. Lessner [18]. Lemma 4.3 cites a very convenient and simply formulated criterion of inte-
grability of a linear operator which was obtained by A.V. Bukhvalov in 1974 [9].
Remark 4.6. To conclude this section let us consider an example of an equation of type (4.1)
with the operator L satisfying the conditions of Theorem 4.1.
Consider the following equation
(Lx)(t) ≡ x˙(t)− P(t)x(h(t))= f (t), t ∈ [−1,1],
(∀s ∈ [0,1]) − s  h(s) s. (4.22)
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measure, AC([−1,1],Σ,m;Rn) is the space of absolutely continuous functions
x0 : [−1,1] → Rn. Moreover, it is assumed that (∀x0 ∈ AC) x˙0 ∈ L∞([−1,1],Σ,m;Rn). The
assumption on the n×n matrix P is that it is bounded, i.e. there exists a constant γ > 0 such that
every vector-column pi , i = 1, . . . , n, of P for m-almost every t ∈ [−1,1] satisfies the inequality∥∥pi(t)∥∥Rn < γ, i = 1, . . . , n.
The space AC is linearly isomorphic to the topological product L∞ × Rn. An isomorphism
J = {V,Λ} :L∞ ×Rn → AC can be defined as follows
x0(t) =
t∫
0
x˙0(s) ds + x0(0), t ∈ [−1,1]. (4.23)
(4.23) implies that the operators V : L∞ → AC and Λ : Rn → AC are defined by the equalities
(V z)(t) =
t∫
0
z(s) ds, t ∈ [−1,1], (4.24)
Λα = Eα. (4.25)
Here E is the identity matrix. In these notations the operators Q = LV : L∞ → L∞, A =
LΛ :Rn → L∞ assume the form
(Qz)(t) = z(t)− P(t)
h(t)∫
0
z(s) ds, t ∈ [−1,1], (4.26)
Aα = −P(t)α. (4.27)
The operator Q : L∞ → L∞ is Volterra with respect to the pair of chains {e1ν = [−ν, ν]} ⊂ Σ and
{e2λ = [−λ,λ]} ⊂ Σ , ν,λ ∈ [0,1]. Moreover, the spectral radius of the operator T : L∞ → L∞,
(T z)(t) = P(t)
h(t)∫
0
z(s) ds, t ∈ [−1,1], (4.28)
equals zero. One can prove the last statement independently or obtain it as a corollary from
Theorem 4.2 of [12]. Then the inverse operator Q−1 : L∞ → L∞ exists, and is continuous,
Volterra with respect to the pair of chains {e2λ = [−λ,λ]} ⊂ Σ , {e1ν = [−ν, ν]} ⊂ Σ and can be
represented as the Neumann series:
Q−1 =
∞∑
k=0
T k.
(Here T 0 = I is the identical operator, T k = T T k−1, k = 1,2, . . . .)
Summarizing what has being said, we conclude that every solution to (4.22) can be written in
the form:
x0(t) =
t∫ ∞∑
k=0
(
T kf
)
(s) ds +
[ t∫ ∞∑
k=0
(
T kP
)
(s) ds +E
]
x(a), t ∈ [−1,1], (4.29)0 0
E. Litsyn / J. Math. Anal. Appl. 336 (2007) 1073–1089 1085or, in an equivalent form:
x0(t) =
t∫
0
[( ∞∑
k=0
T k
)∗
E
]
(s)f (s) ds +
[ t∫
0
[( ∞∑
k=0
T k
)∗
E
]
(s)P (s) ds +E
]
x(a),
t ∈ [−1,1]. (4.30)
Comparing (4.30) with (1.4), we see that it has to be taken into account, that as a function
h : [−1,1] → [−1,1] one can take, for example,
h(t) = t sin 1
t
, t ∈ [−1,1]. (4.31)
5. The kernel properties of the integral representation of solution.
A possibility of studying properties of the kernel K(·,·) of the integral representation of solu-
tion (4.3) to Eq. (4.1) is related to equations for which K(·,·) is a solution as a function of one
of its arguments. For the Cauchy matrix of different particular cases of functional–differential
equations such equations can be found, for example, in [7,8,19,20,23,24].
Everywhere below we will assume that
Ω := Ω1 = Ω2; Σ := Σ1 = Σ2; μ := μ1 = μ2, (5.1)
Xi(Ωi,Σi,μi;Yi ) = Lpi (Ω,Σ,μ;Yi ), pi ∈ [0,∞), i = 1,2. (5.2)
Moreover, Y1, Y2 are reflexive Banach spaces.
Remark 5.1. Let equalities (5.1), (5.2) be fulfilled. Then in virtue of Lemma 4.3 there
exists a function V (·,·) defined on the topological product Ω0 × Ω , (∀t ∈ Ω0) V (t, ·) ∈
Lp1∗(Ω,Σ,μ;Y∗1 ) such that operator V :Lp1(Ω,Σ,μ;Y1) → X0(Ω0,Σ0,μ0;Y0) appearing
in conditions of Theorem 4.1, has a form(
V x1
)
(t) =
∫
e1ν
V (t, s)x1(s) dμ(s), t ∈ e0ν, ν ∈
(
0,μ0(Ω0)
)
. (5.3)
The Volterra property of the operator V with respect to the pair of chains {e1ν} ⊂ Σ , {e0θ } ⊂ Σ0
allows (as well as in Remark 4.1) to conclude the validity of the equality:(∀ν ∈ (0,μ0(Ω0))) V (t, s) = 0, t ∈ e0ν, s ∈ Ω \ e1ν.
Let a collection of subsets {eν}, eν ∈ Σ , ν ∈ [0,∞], be a chain in a measurable space
(Ω,Σ,μ), μ(Ω) < ∞. Let us define by ν¯ the exact upper bound of the values of ν and as-
sume that ν¯ < ∞.
Definition 5.1. A chain {e∗ν∗}, e∗ν∗ ∈ Σ, ν∗ ∈ [0,∞] in a measurable space (Ω,Σ,μ) is called
the dual chain to the chain {eν} if the following equality
e∗ν∗ = Ω \ eν, ν∗ = ν¯ − ν (5.4)
holds. The dual chain will be denoted {e∗ν∗} := {eν}∗.
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satisfied. Then the kernel K(·,·) of the integral representation of solution to (4.1) for any fixed
value t ∈ Ω0 of the first argument is a solution to(
Q∗K(t, ·))(s) = V (t, s), t ∈ Ω0, s ∈ Ω. (5.5)
Moreover, Q∗ : Lp2∗ → Lp1∗ is Volterra with respect to the pair od chains {e2λ}∗ ⊂ Σ ,{e1ν}∗ ⊂ Σ , ν ∈ (0,μ(Ω)).
Proof. Step 1. For every t ∈ Ω0 we have∫
Ω
K(t, s)f (s) dμ(s) =
∫
Ω
V (t, s)
(
Q−1f
)
(s) dμ(s)
(∀f ∈ Lp2).
For each fixed t ∈ Ω0 the r.h.s. of the last equality defines by itself a continuous scalar multipli-
cation on Lp1 , thus the following equality is true∫
Ω
V (t, s)
(
Q−1f
)
(s) dμ(s) =
∫
Ω
((
Q−1
)∗
V (t, ·))(s)f (s) dμ(s).
Thus, for any f ∈ Lp2(Ω,Σ,μ;Y2)∫
Ω
K(t, s)f (s) dμ(s) =
∫
Ω
((
Q−1
)∗
V (t, ·))(s)f (s) dμ(s),
i.e. almost everywhere on Ω
K(t, s) = ((Q−1)∗V (t, ·))(s),
which is equivalent to (5.5).
Step 2. The statement on the Volterra property of
Q∗ : Lp∗2 (Ω,Σ,μ;Y∗2 )→ Lp∗1 (Ω,Σ,μ;Y∗1 )
is based on the following lemma proved in [21,22].
Lemma 5.1. (See [21].) Let Y1 and Y2 be reflexive Banach spaces. If a linear bounded
operator T : Lp1(Ω1,Σ1,μ1;Y1) → Lp2(Ω2,Σ2,μ2;Y2), 1  p1,p2 < ∞, is Volterra
with respect to the pair of chains {e1ν} ⊂ Σ1, {e2λ} ⊂ Σ2, then the conjugate operator
T ∗ :Lp∗2 (Ω2,Σ2,μ2;Y∗2 ) → Lp
∗
1 (Ω1,Σ1,μ1;Y∗1 ) is Volterra with respect to the pair of chains
{e2λ}∗ ⊂ Σ2, {e1ν}∗ ⊂ Σ1. Here 1pi + 1p∗i = 1, i = 1,2.
Since Q : Lp1(Ω,Σ,μ;Y1) → Lp2(Ω,Σ,μ;Y2) is Volterra with respect to the pair of
chains {e1ν} ⊂ Σ , {e2λ} ⊂ Σ (see Remark 3.4), then, in virtue of Lemma 5.1, the operator Q∗
is Volterra with respect to the pair of chains {e2λ}∗ ⊂ Σ , {e1ν}∗ ⊂ Σ .
Using the representation of Q one can rewrite (5.5) in terms of the initial equation. 
Let us verify what has been said by the following example.
Example 5.1. (See [23,24].) Let us consider a functional–differential equation
L0x = f, (5.6)
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it is shown in [32], solvability of (5.6) for any right-hand side implies that the null-space of the
homogenious equation L0x = 0 is n-dimensional, and thus, the general solution to (5.6) has the
shape
x(t) = Z(t)c +
t∫
a
C(t, s)f (s) ds, (5.7)
where Z is the fundamental (n× n)-matrix (its columns form the basis of the null-space of L).
Let us provide the shape of (5.5) for the wide enough case of (5.6) when the principal part
Q0 :L1([a, b],Σ,m;Rn) → L1([a, b],Σ,m;Rn) of the operator L0 : AC([a, b],Σ,m;Rn) →
L1([a, b],Σ,m;Rn) has the shape
Q0 = I −W,
where W : L1([a, b],Σ,m;Rn) → L1([a, b],Σ,m;Rn) is the integral Volterra operator
(Wz)(t) =
t∫
a
W(t, s)z(s) ds.
In this case Eq. (5.5) appears to be integral:
C(t, s)−
t∫
s
C(t, τ )W(τ, s) dτ = E, s ∈ [a, t]. (5.8)
Define by Γ (t, s) the resolvent of the kernel W(t, s). Then for C(t, s) we have the following
representation:
C(t, s) = E +
t∫
s
Γ (τ, s) dτ. (5.9)
This immediately implies that for almost every s  t matrix C(t, s) is absolutely continuous on
[s, b]. Moreover,
C′t (t, s) = Γ (t, s). (5.10)
Equality (5.9) leads to another very important property of the Cauchy matrix for this class of
equations: for any function f ∈ Ln the differentiation formula is true:
d
dt
{ t∫
a
C(t, s)f (s) ds
}
=
t∫
a
C′t (t, s)f (s) ds + f (t). (5.11)
Equality (5.10) leads to the equation
C′t (t, s) −
t∫
W(t, τ )C′τ (τ, s) dτ = W(t, s), (5.12)s
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matrix problem
Y˙ (t)−
t∫
s
W(t, τ )Y˙ (τ ) dτ = W(t, s), Y (s) = E.
In the case when the elements of the kernel W(t, s) have the bounded variation with respect to s
and for almost every t , Eq. (5.12) can be written in the equivalent form
C′t (t, s)+
t∫
s
dτW(t, τ )C(τ, s) = W(t, t)C(t, s).
This implies that for the functional–differential equation with the distributed delay
(L0x) ≡ x˙(t)−
t∫
a
dsR(t, s) x(s) = f (t) (5.13)
the Cauchy matrix can be defined (for every fixed s) as the solution to the semihomogeneous
matrix problem
Z˙(t)−
t∫
s
dτR(t, τ )Z(τ) = 0, t ∈ [s, b], Z(s) = E. (5.14)
Every cutset of such Cauchy matrix C(t, s) is the fundamental matrix of the corresponding ho-
mogenious equation (5.14). Thus, the general solution to (5.13) can be represented as follows
x(t) = C(t, a)x(a)+
t∫
a
C(t, s)f (s) ds
(compare with representation (5.7)). This representation is called the Cauchy formula.
Example 5.1 given above clarifies how the concretization of the operators L and V allows
constructing equations for the function K(·,·) playing part of the representation formula (4.3) for
solution of (4.1). Analysis of equations for which the kernel K(·,·) is a solution as a function of
one of its arguments for the fixed second, makes it possible to conclude on its properties and, as
the final result, to make conclusions on the properties of solutions to (4.1).
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