This paper presents initial results of methodologies developed for extracting useful information from online textual data in the field of power networks. Since there are no tools developed specifically for power engineering, an attempt was made to take advantage of the existing tools for specialized web browsing and data extraction. Two methodologies are explored: one for extracting on-line documents (journal papers, technical reports, etc.) that are highly related to a specific topic, and the second one for extracting highly related sentences, providing a literature summary on the topic. The first results are promising, showing great potential for text-mining applications as a part of power networks data analytics.
Introduction
One of the most important distinguishing features of future power grid operation will be the increased use of communication and information technologies (ICT) in the generation, transmission and distribution part of power networks [1] . This will drastically increase the number of data sources and types of data used in the analysis of the network. Distribution networks will particularly change due to large-scale integration of low carbon technologies (LCT) and reliance on demand side management (DSM), i.e. active participation of the endusers in distribution network operation. With a higher involvement of customers, operation of the future distribution network should become more flexible, but also entangled with more uncertainties. In order to identify critical factors that could affect network operation, such as consumers' behavior or intermittent power generation from renewable sources, data mining methods (data analytics) have been increasingly developed in the power systems area.
One of the uprising information needs in distribution systems analysis is knowledge about customers' willingness to participate in DSM actions and conditions under which they would accept to change their daily habits in electricity usage. Next to the development of numerical data mining methods to retrieve this information, there is also an untapped potential among existing and publicly available textual data to find out these and similar pieces of information with the use of text mining methods. This data is usually given in tables or in the form of plain text in technical reports and research papers. Some authors have also pointed out the possibility of using Internet as a large database from which novel information can be extracted [2] . With tens of billions of pages [3] and an estimate of 966 exabytes (1 exabyte = 10 18 bytes) of data exchanged annualy [4] , Internet presents the world's largest database. Following this, more and more journal papers and articles are available on-line, which enables faster information exchange and update.
There is a vast research carried out in different parts of the world about power networks and plenty of projects are focusing on the DSM perspective. Many distribution companies have selected pilot sites to carry out trials, aiming at investigating operation possibilities and consumers' opinion about DSM. Although these trials are not large-scale, the corresponding findings are capable of providing basic knowledge in all aspects of DSM. Results of these projects are given in numerous reports and research papers, most of them being available on-line. This represents a valuable source of textual data accommodating different types of information about DSM.
Automated text mining methodologies have been widely used in medical and financial sectors to harness textual data on large-scale. Text mining (or natural language processing) is subfield of artificial intelligence [5] , aiming to extract information from free text. Biomedicine, as one of the most mature areas of text mining technologies application, has demonstrated that text mining shows high effectiveness in revealing associated terms in order to identify causes of diseases and corresponding treatments [6] [7] [8] .
This paper explores text mining methodologies in the area of power networks. We combine web crawling (traversing Internet to harvest documents of interest) and document ranking to identify documents and sentences of interest. We use the DSM as a case study and demonstrate the initial results of web crawling of the on-line text data. To the best of our knowledge, this is a first attempt to collect such data in the power systems area.
Potential of Text Mining in Power Systems Area
Since there are no text-mining tools especially developed for crawling the power networks area, we explored the possibilities offered by existing tools for text mining or web data mining, with some modifications and refinement. As for web crawling, there are several applications developed such as Scrapy in Python [9] , Nutch in JAVA [10] and Nokogiri in Ruby [11] . Since the task of designing a web-crawling tool for the electrical engineering area is not trivial, this paper aims to show what are the current possibilities based only on already available tools. One of the most efficient text-mining tools, IBM SPSS Modeller, has been widely used, providing a user-friendly interface and comprehensive data mining algorithms; however, these require significant customisation.
One of the greatest benefits of text mining is to minimise user's involvement needed for retrieval of useful information from Internet. It is pointed out in [12] that approximately only 6% of web pages have useful/educational content, which brings out the need for application of data mining methods that will eliminate advertisements and redundant websites. This could enable users to save a lot of time retrieving useful information from websites. Also, a series of research has been carried out to modify web mining results according to users' personal preferences [13] [14] [15] , [16] . For example, it would be very time-consuming (or even impossible) for researchers to read all relevant papers about a specific topic as part of their literature review, since there might be thousands of related documents [17] . Therefore, text mining enables a filtering process which excludes documents that are not highly relevant to the field of interest, narrows down the number of documents and finally summarises the content of a smaller number of documents. Although the accuracy of this process is not guaranteed at the moment, initial results may show the usefulness and give direction for future research in this area.
This paper presents methodologies of web crawling and text mining to enhance power network data analytics. The first step towards discovery of useful information from textual data is to acquire adequate textual documents from Internet and then, in the following step, filter less relevant parts of the documents to obtain meaningful information. The methodology developed is illustrated in this paper using the topic of DSM, aiming to maximise the amount of information that can be obtained from Internet, as well as the quality of this information.
Data Acquisition via Web Crawling
In order to collect existing web pages on Internet into a database format convenient for further text mining, there is a need for web crawling. The general process for acquisition of on-line textual data is presented as a three-stage flowchart in Fig. 1 . As shown in the figure, the quality of data acquired through web crawling is highly dependent on the selection of terms (key words or phrases) used in online searching. There are three different methods of generating search terms: a) using a specifically defined topic as the keyword, b) discussing with experts in the area of interest to generate a list of relevant terms, c) obtaining relevant terms from a topic related paper by automatic term recognition (ATR)
We have explored all three approaches. For the ATR method, we used FlexiTerm [18] , which recognises terms automatically in two steps: first it selects term candidates based on linguistic patterns, and then uses a measure called 'termhood' in order to identify relevant terms and discard common words. The output of FlexiTerm is a .csv format file listing all the terms appearing in given document(s) according to their term frequency (TF) and their 'termhood'. In this way, the most relevant mentioned terms can be identified and adopted for the following Internet search process.
Figure 1 Database generation
After identifying relevant search terms using the different methods in stage 1, stage 2 includes crawling webpages to obtain documents related to the desired topic. For the first stage, the Eclipse programming environment is chosen for its compatibility with Python programming language. Using Eclipse, the keyword list is first transmitted to a web scraping (data extraction) tool, which then uses Google Application Program Interface (API) to search for all websites related to given keywords, returning the top ranked webpages according to Google's comprehensive ranking. The result given by the scraping tool is a series of Uniform Resource Locators (URLs) and the number of URLs returned can be adjusted according to user's preference. The URLs related to the topic are saved in a text file for the web crawling process.
Crawling of web pages then includes downloading the content of the URLs. We also automatically downloaded documents that were directly addressed by URLs or series of documents addressed by links inside webpages. . As we are interested in research papers and project reports, we focused on pages containing PDF and PPT (PowerPoint) documents, since these on-line documents usually carry most information in the power networks area. Therefore, in stage 3, the resulting files in the PDF or PPT format were converted into text format as a necessary step before text mining. A script is written in Python based on 'PDFminer' [19] to automatically convert all documents into textual documents and numerate them successively for the convenience of tracking in the following text mining steps.
Text Mining Methodologies
In order to enhance information retrieval from webpages, two text mining methodologies are explored: one to rank documents resulting from the web crawling process, and one to extract important sentences, as shown in Fig. 2 .
Ranking of Documents
Ranking of documents has an aim of finding documents that are highly related to a predefined topic in semiautomatic way, with as little of user's interaction as possible. The generation of a ranking table of terms (keywords) is one of the most significant steps in this process, as the ranking of documents is based on the quantity of relevant terms they contain. We considered two approaches for generation of the ranking table, both of them relying on the output of FlexiTerm. The first approach relies on experts' knowledge -manual ranking of terms/keywords resulting from the processing of all retrieved documents by FlexiTerm. The importance of keywords is identified according to specialists' experience in the corresponding field. Another approach is to rely on FlexiTerm's output after processing one highly relevant paper whose content matches with user's area of interest. This document is usually called a seed paper, and, in this case, a ranking list of keywords is obtained by manual selection of related terms from the list given by FlexiTerm. In both cases, the ranking list of terms should have around 50 terms.
Figure 2 Document ranking end extraction of important sentences
There are three criteria combined to derive the final ranking of documents: the total number of occurrences of keywords (hits), weighting (importance) of the keywords, and the percentage of text containing keywords in each document. Considering these criteria together, the final output is a ranked list of all documents according to their total score.
4.2
Extraction of Important Sentences Another methodology extracts important sentences from a series of documents, aiming to provide a summary of a given topic. A score is calculated for each sentence based on the number of keywords in the given sentence and the position of the sentence in the document. Depending on the number of sentences desired to be extracted, the output will be a text file containing the extracted sentences based on the ranking of their final score.
The first step towards sentences extraction is to presente term frequency in a form of a matrix called Term Frequency -Inverse Document Frequency (TF-IDF) matrix, constructed as illustrated in equations (1-5) [20] . Each document d i (i=1,..,m) in a set of m documents is presented as a vector of n terms:
where f j (j=1,..,n) is the frequency of the term t j in the document. Therefore, the term-frequency matrix for the set of m documents is given as an m×n matrix:
In order to eliminate bias coming from long documents which as a consequence have higher frequency of the same term in respect to short documents, augmented normalised term frequency is used as follows [21] :
where f t,,d is the term frequency of term t in document d and { ′ , ∶ ′ ∈ } is the term maximum frequency of any term in the document. Since common words, such as "the" usually have high term frequency but don't carry any information, the inverse document frequency (IDF) for term t with respect to database D is defined to represent the number of documents within database D that contain t, as illustrated:
where |{ ∈ ∶ ∈ }| is introduced as document frequency (DF), representing the number of documents within the database that contain term t j . Finally, TF-IDF matrix is obtained as follows:
The use of TF-IDF matrix will maximise the impact of a term when both conditions are met: high term frequency and low document frequency, i.e. small number of documents having high frequency of a specific term. Thus, due to the logarithmic characteristic of idf-df function, the common terms tend to have extremely low idf so that they are filtered out after the calculation of TF-IDF matrix.
In the following step, each sentence in the documents is given a score as follows [22] :
where m is the number of terms in sentence s that is also included in TF-IDF matrix, M is the total number of terms (columns) in TF-IDF matrix and n is the number of documents in the database. In order to include the impact of heading (or the first sentence) as indicator of the topic of a document, another score is added to the one defined in (6): = ( ) ( ) * 0.1
where len(t) is the number of term/terms shown in both the target sentence and heading/first sentence and len(T) is the number of terms shown in heading/first sentence and TF-IDF matrix.
The final step is to include the impact of sentence location, as adopted from [22] . The position P of a sentence is calculated as the line number of the sentence divided by the number of all lines in the text and presented in the range between 0 and 1. Based on Table 1 (adopted from [22] ), another measure called distributed probability (DP) is obtained. The final score for each sentence is then calculated as follows: 
Case Study 1: Document Ranking
This case study illustrates an analysis done for the topic of DSM, as it is an important area of research in the field of power systems. Since DSM programs will rely on customers' willingness to participate, the aim of the study is to perceive customers' attitude towards DSM actions. For the illustration purpose, only two very broad search terms (phrases) are used, following the first method of generating search terms (Chapter 3), namely 'customer willingness to demand side management' and 'customer acceptance to demand side management'.
Construction of the Database
The web crawling process starts from executing the script developed to search for the two defined keywords (phrases) in the Google search engine, which gives as the output two text files, each containing 240 URLs ( Fig. 3 illustrates a fraction of the results). Since only the URLs attached to PDF/PPT format files were considered in the following analysis, the number of documents downloaded via Scrapy, the web crawling tool, was only 195. If the search tool is set to save the first 240 searching results from Google database, it takes around 30 minutes to finish the searching and web crawling process for each defined keyword. Therefore, a selection of higher number of URLs is not timeefficient, which is why a smaller number of URLs was chosen, ensuring a satisfying quality of resulting documents at the same time.
Figure 3 Example of URLs resulting from Google search
In order to prepare documents for text mining as the next step, another script written in Python performed the transformation of PDF to text automatically and successively for all documents. In this case, there were 182 documents out of 195 which were converted into text files, since some documents failed at either web crawling or conversion process.
5.2
Generation of the ranking table of documents In order to discover customers' opinion about DSM, a paper giving a literature review on this topic [23] was carefully chosen in order to use the second approach for the ranking table described in Chapter 4.1. After the automatic analysis of the paper using FlexiTerm, the corresponding term frequencies inside the given paper were ranked as presented in Table 2 . Table 2 FlexiTerm output for the given paper The complete output of FlexiTerm for this paper had more than 500 terms. Considering the time needed to rank documents based on the number of terms chosen, it varied from about 30 min for 10 terms to about 5 hours for 500 terms. The 50 terms requiring about one hour to rank the documents were taken as the "optimal" for providing illustrative results for this pilot project.
(Note: It should be pointed out that web crawling and document ranking would take significantly less time than it was shown here, if the tools were used by trained computer science and text mining specialists. The study, instead, was performed by beginners in the area, i.e. electrical power engineers without any prior experience in text mining. One of the aims of this feasibility study was, after all, to investigate the feasibility and limitations of performing these studies by untrained professionals without any background in web crawling and text mining.)
5.3
Generation of the Output Document Ranking Database The final output is an Excel document containing five worksheets: number of terms, existing keywords, number of sentences containing two keywords, records of related keywords and finally document ranking. The overall document ranking is the result of all aforementioned steps -all documents from the database constructed through web crawling are ranked according to the level of importance to the defined topic (Table 3) . Different colours are used to represent different levels of importance. While 'green' stands for strong relationship to given topic, 'blue' represents medium relationship and 'red' represents weak relationship to given topic.
In order to verify the accuracy of document ranking generated, the titles for 6 top ranked documents have been extracted in Table 4 , to judge the actual relationship between the topic and each paper identified. Table 4 Top ranked papers and reports Paper 11 [23] is the technical report chosen for extraction of keywords, as mentioned in Subchapter 5.2. It is focusing on the review of demand response (DR) trials in the UK and other countries as a means of reducing costs in power network and carbon dioxide emissions. It considers DR aimed at reduction of electricity usage during daily peak hours and exceptional critical peaks. Paper 1 [24] is another report discussing results of a trial which demonstrated that dynamic Time of Use (ToU) tariff can be a way to attract end-users to change their electricity consumption habits and provide benefits to the power network. Document 31 [25] is another report on smart meters' role in new electricity tariff design for consumers, including public policy, regulations and incentives. Paper 46 [26] presents a report on rollout of smart metering system in the United States and analysis of demand response potential across different regions. Report marked as paper 37 [27] covers customer flexibility in power consumption and generation, focusing on residential and small commercial users -it analyses flexibility of different home appliances and effects of heat pumps and electrical vehicles. Paper 43 [28] reports on the role of demand response in electrical market design, presenting different mechanisms and present issues.
As a conclusion, all highly ranked papers from the list are at the same time highly related to the topic of DSM and customers' involvement in demand response programs. They provide valuable information about users' flexibility from both technical and economic aspects. Further reading of these documents would certainly give deeper insight into the subject. There are some terms that tend to show up together in one sentence in the documents. Table 5 presents pairs of highly related keywords that had the highest number of occurrence within the 182 documents. Following this, 'central terms' were extracted based on three criteria:
(i) The central term should show up with more than 10 terms recognised as related terms in worksheet 4 of the output database (ii) The terms that are considered to have strong relation with the central term should occur more than 10 times (iii) The resulting term pairs exist in more than one document (more than one paper given in third column of worksheet 4, as presented in Table 6 ) Therefore, in this case study, there are four central terms identified ('critical peak', 'peak demand', 'demand reduction' and 'electricity demand') and relationships with their corresponding strongly related terms are shown as an overview in Figure 4 . For an unexperienced user, this could be a brief introduction to DSM illustrating the inner-relations between terms that are of critical relevance to DSM area.
With the ranking of documents, as well as generation of term relationships, documents closely related to a given topic can be identified from a large database. In case one wishes to obtain as much information as possible without reading all documents in the database, term relationships can provide a proper overview of the defined topic, identifying keywords, i.e. topics that should be analysed. 
Case Study: Sentence Extraction
The second case study presents sentence extraction methodology applied to the topic of 'power quality'. The database in this case consists of 783 documents obtained via web crawl. With the methodology for allocating score to each sentence, considering the value TF-IDF, as well as the location of the sentence, a text file containing 30 sentences with higher scores within the database is generated. For illustration purposes, there are four sentences with highest scores presented in Table 6 to show the quality of extracted sentences. Table 6 Extracted sentences
In these four sentences, it is stated that power electric utilities are trying their best to maintain high standard power quality, especially in open market, and thus they have to take into consideration the impact of harmonics and conductive disturbances in voltage supply. At the moment, the information provided by these highly ranked sentences is not logically and semantically arranged, since it is still at the stage of sentence extraction. However, this tool is capable of providing an overall idea of the topic after reading all sentences extracted. Another option for the user is to easily track from an informative sentence back to its original source (paper) and obtain more detailed information without reading other documents in the database.
Conclusion
This paper presents an initial investigation of the possibilities and challenges of applying existing web crawling techniques and text mining tools to enhance power network data analytics. Web crawling is used as the first step to generate a database from textual data located in numerous websites. Following this, two methodologies are developed: document ranking and sentence extraction, former one to extract highly topicrelated documents, and the latter one to generate a summary on a topic.
The most significant contribution of the developed methodologies is their ability of acquiring a series of documents or sentences that relate to defined topic. Although many widely used search engines have the ability to return millions of results according to users' queries, the noise level is not acceptable for power network research and, in addition to that, manual extraction of useful information from these results would be highly time consuming. Therefore, at this stage, the methodologies for text mining described in this paper present a highly useful novelty in advanced data analytics in power network area.
Future work will focus on developing existing methodologies towards more comprehensive results giving meaningful summaries of numerous on-line text documents and less need for user's involvement in the overall web crawling and text mining process.
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