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Abstract
In this paper, we consider the regularities of the solutions to the Fokker–Planck–Boltzmann equation.
In particular, we prove that for hard sphere case, the strong solution constructed by Li and Matsumura
[H. Li, A. Matsumura, Behavior of the Fokker–Planck–Boltzmann equation near a Maxwellian, Arch.
Ration. Mech. Anal. (2008), in press] near Maxwellian becomes immediately smooth with respect to all
variables as long as t > 0.
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1. Introduction
In this paper, we study the smoothness of the solutions to the following Fokker–Planck–
Boltzmann equation with angular cut-off and hard potentials. This equation describes the motion
of particles in thermal bath where the bilinear interaction is one of the main characters. Mathe-
matically, this system reads:{
∂tf + v · ∇xf = Q(f,f ) + vf, (t, x, v) ∈ R+ × R3 × R3,
f (0, x, v) = f0(x, v), (1.1)
where f (t, x, v) 0 is the distribution function, v is Laplace operator in R3v representing the
heat bath with coefficient  > 0 a constant. And Q is the quadratic Boltzmann collision operator,
which we define by the bilinear form
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=
∫
R3
∫
S2
B
(|v − v∗|, cos θ)(g′∗f ′ − g∗f )dσ dv∗.
Here we have used the shorthand f ′ = f (v′), g∗ = g(v∗) and g′∗ = g(v′∗), where
v′ = v + v∗
2
+ |v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ (1.2)
stand for the post-collisional velocities of particles which before collision have velocities v
and v∗. On physical grounds, it is assumed that the Boltzmann collision kernel B  0 and that B
is a function of |v − v∗| and cos θ = 〈v − v∗/|v − v∗|, σ 〉.
Concerning the smoothness of the solutions to the spatially homogeneous kinetic equations,
Desvillettes and Villani (cf. [6]) investigated in the case of Landau equation for hard potential,
Desvillettes and Wennberg (cf. [7]) and Alexandre and El Safadi (cf. [1]) in the case of non-
cut-off Boltzmann equation. While for spatially inhomogeneous case, smoothing effect has been
recently studied by Bouchut (cf. [2]) in the case of non-linear Vlasov–Poisson–Fokker–Planck
system and by Chen, Desvillettes and He (cf. [5]) in the case of full Landau equation. At the
same time, hypoellipticity for inhomogeneous kinetic equations has also been studied by Bouchut
(cf. [3]) and Xu and Morimoto (cf. [11]). In those works, they considered the following general
equation:
∂tf + v · ∇xf + (−˜v)αf = g, (1.3)
where (−˜v) = (−v) when α = 1 and (−˜v)α = |D˜v|2α is a Fourier multiplier with a smooth
symbol |ξ˜ |2α , which equals to |ξ |2α if |ξ | 2 and to |ξ |2 if |ξ | 1, when 0 < α < 1. It is shown
that the solution f of (1.3) is more regular than the right term g with respect to x and v. For
some special cases, they can get smoothing effects for the solutions of (1.3) (cf. [11]).
We are now interested in the solutions to the Fokker–Planck–Boltzmann equation in the whole
space, which means that the right term of Eq. (1.3) is genuinely non-linear. However, there is a
new and important difficulty: for general initial data, the solution which has been builded up
to now is very weak. It is called renormalized solution for Fokker–Planck–Boltzmann (cf. [9]).
Recently this obstruction has been overcome in [10] for the hard sphere case. By using Macro–
Micro decomposition, Li and Matsumura (cf. [10]) presented the global existence of strong
solutions to Eq. (1.1) when the initial data is near Maxwellian. Motivated by the method used
in [5] to deal with the full Landau equation and based on the hypoellipticity of Eq. (1.3), we are
going to improve the regularities of the solutions to Eq. (1.1).
We will show that the strong solution of FPB constructed by Li and Matsumura becomes
immediately smooth with respect to all variables. It should be pointed out that this property is not
true for cut-off Boltzmann equation. Actually in this case, the solution corresponding to “small”
initial data at time t has exactly the same regularity as the initial data f (0, ·), as a function of
both variables x and v (cf. [4]). This means the singularity of the initial data is propagated with
the free flow. Although the Boltzmann equation is the limit  → 0 of FPB equation, they are
quite different from each other as far as the regularity is concerned.
For notational simplicity, we omit the integrating domains R3 and R3. For example, we writex v
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s  0, we denote the weighted Sobolev space
HN,sx,v =
{
f (x, v):
∑
|α|+|β|N
∥∥(∂αx ∂βv f )(1 + |v|2) s2 ∥∥L2x,v < +∞
}
,
where the multi-index α = (α1, α2, α3), |α| = α1 + α2 + α3 and ∂αx = ∂α1x1 ∂α2x2 ∂α3x3 with x =
(x1, x2, x3). The notations for β are the same. It is obvious that HN,0x,v corresponds to the classical
Sobolev space HNx,v . Then we define H
∞,s
x,v by
H∞,sx,v =
⋂
N0
HN,sx,v .
We also define two indices Sobolev space as following, that is, for integers N1  0 and N2  0,
HN1x
(
HN2v
)= {f (x, v): ‖f ‖
H
N1
x (H
N2
v )
=
∑
|α|N1, |β|N2
∥∥∂αx ∂βv f ∥∥L2x,v < +∞
}
.
Finally, we introduce the definition of the self-similar Maxwellian M˜[ρ,u, θ] and the global
Maxwellian M[ρ,u, θ] as follows
M˜[ρ,u, θ](v, t) ≡ ρ√
(2πθ(1 + 2t))3 e
− |v−u|22θ(1+2t) , M[ρ,u, θ](v) ≡ ρ√
(2πθ)3
e−
|v−u|2
2θ .
For the convenience of the reader, we recall the following result from [10]:
Theorem 1.1 (H. Li and A. Matsumura). Assume that B(|v − v∗|, cos θ) = |v − v∗| (hard sphere
case) and the initial data f0(x, v) of Eq. (1.1) satisfies
δ =: ‖f0 − M[1,0,1]‖H 4(R3x)×H 2(R3v,M−1[1,0, θ∗] dv)∩H 5(R3x)×L2(R3v,M−1[1,0, θ∗] dv) < ∞ (1.4)
with θ∗ ∈ (0,1). Then, there are two constants 0 and δ0 so that for all δ ∈ (0, δ0] and  ∈ (0, 0],
the classical solution f of (1.1) exists globally in time and satisfies
f − M˜[1,0,1] ∈ Ci
(
R+;H 4−i
(
R3x
)×H 2−2i(R3v, M˜−1− dv)∩ H 5(R3x)× L2(R3v, M˜−1− dv))
for i = 0,1 and
‖f − M˜[1,0,1]‖L∞([0,∞);H 4(R3x)×H 2(R3v,M˜−1− dv)∩H 5(R3x)×L2(R3v,M˜−1− dv))  Cδ, (1.5)
where M˜− = M˜[1,u−, θ−] and u− is a constant vector and θ− ∈ (θ∗,1) is a constant with μ =:
|u−| + 1 − θ− small.
And the following theorem from [3]:
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and ∇vf ∈ L2(Rt ×RNx ×RNv ). Then ∂tf +v ·∇vf and vf both belong to L2(Rt ×RNx ×RNv )
and
‖∂tf + v · ∇vf ‖2 + ‖vf ‖2  CN‖g‖2. (1.6)
Moreover, D2/3x f ∈ L2(Rt × RNx × RNv ) and
∥∥D2/3x f ∥∥2  CN1/3 ‖g‖2. (1.7)
Noting that from (1.5), we can easily get that for any ϕ(x) ∈ C∞c (R3), s  0, T  0 and any
multi-indices α, β satisfying |α| + |β|  5, |β|  2, there exists a constant C1 > 0 (depending
on ϕ, s and T ) such that
∥∥(∂αx ∂βv f )ϕ(x)(1 + |v|2)s∥∥L∞t ([0,T ];L2x,v) (1.8)

∥∥∂αx ∂βv (f − M˜[1,0,1])ϕ(x)(1 + |v|2)s∥∥L∞t ([0,T ];L2x,v)
+ ∥∥(∂αx ∂βv M˜[1,0,1])ϕ(x)(1 + |v|2)s∥∥L∞t ([0,T ];L2x,v)

∥∥∂αx ∂βv (f − M˜[1,0,1])ϕ(x)M˜− 12− · (1 + |v|2)sM˜ 12−∥∥L∞t ([0,T ];L2x,v)
+ ∥∥(∂αx ∂βv M˜[1,0,1])ϕ(x)(1 + |v|2)s∥∥L∞t ([0,T ];L2x,v)
 C1δ
(
1 + |u−|2
)s[4θ−(1 + 2T )]s + C1(1 + 2T )s . (1.9)
Now we shall suppose that the Boltzmann collision kernel satisfies
Assumption A. We suppose that B takes the simple product form
B
(|v − v∗|, σ )= Φ(|v − v∗|)b(cos θ). (1.10)
Here we also assume that B is supported in the set (0  θ  π/2), i.e., 〈v − v∗, σ 〉  0, for
otherwise B can be replaced by its symmetrized form, see Villani [13]. Moreover, we use Grad’s
cut-off assumption which means
π∫
0
b(cos θ) sinN−2 θ dθ < ∞. (1.11)
And for the kinetic part, we shall assume that Φ behaves like a positive power of |v − v∗|, in the
following sense: There exists γ > 0 such that
Φ(0) = 0 and CΦ ≡ ‖Φ‖C0,γ (R ) < ∞. (1.12)+
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‖Φ‖C0,γ (R+) ≡ sup
r,s∈R+, s =r
|Φ(r) − Φ(s)|
|r − s|γ . (1.13)
And our solution to Eq. (1.1) satisfies
Assumption B. We suppose that f : R+ × R3 × R3 → R+ satisfies that for any test function
ϕ(x) ∈ C∞c (R3), s  0, T > 0 and multi-indices α and β , there exists a constant K0(ϕ, s, T )
such that ∑
|α|+|β|5
|β|2
∥∥(∂αx ∂βv f )ϕ(x)(1 + |v|2)s∥∥L∞([0,T ],L2x,v) K0(ϕ, s, T ). (1.14)
Then our main result reads:
Theorem 1.3. Let B be a collision kernel satisfying Assumption A, and f : R+ ×R3 ×R3 → R+
be a classical solution to Eq. (1.1) satisfying Assumption B. Then for any 0 < τ < T < ∞ and
test function ϕ(x) ∈ C∞c (R3),
f ϕ ∈ W∞,∞t
(
[τ, T ];
⋂
s0
H∞,sx,v
(
R3 × R3)). (1.15)
It is obviously that the solution obtained by Li and Matsumura satisfies Assumption B. This
means the result of Theorem 1.3 is not empty. More precisely, we have
Theorem 1.4. Assume that B(|v − v∗|, cos θ) = |v − v∗| and the initial data f0(x, v) satis-
fies (1.4), then the classical solution f (t, x, v) to Eq. (1.1) given by Theorem 1.1 satisfies ( for
any τ > 0)
f ∈ C∞t
([τ,∞[;C∞x,v(R3 × R3)). (1.16)
Remark 1.1. This result shows that Eq. (1.1) is “sort” of a non-local and non-linear version
of hypoelliptic Fokker–Planck equations such as those described in [8]. Moreover, the norm
‖f ϕ‖HN,s depends on the K0(ϕ, s, T ), N and −1 which means that ‖f ϕ‖HN,s goes to infinity
when we take the zero diffusion limit. So we fail to improve the regularity for the Boltzmann
equation with angular cut-off and this consists with the fact that the singularity is propagated
with the free flow (cf. [4]).
Remark 1.2. Notice that in order to have a completely rigorous proof, all the estimates in the
later should in fact be made on a version of Eq. (1.1) with smooth data and then extended to the
solution under consideration by a passage to the limit. This leads to no difficulty.
The rest of the paper is devoted to the proof of Theorem 1.3. In Section 2, we shall establish the
estimates for the Boltzmann collision operator which shall be used systematically in the sequel.
Then the proof of Theorem 1.3 is given in Section 3, which is divided in three subsections in
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which those estimates are combined.
2. Estimates on collision operator
In this section, we shall present estimates for the collision operator which will be used repeat-
edly in the proof of Theorem 1.3. In what follows, we shall use the weighted Lebesgue space Lpk
(p  1, k ∈ R) defined by the norm
‖f ‖Lpk (R3v) =
(∫ ∣∣f (v)∣∣p(1 + |v|2) pk2 dv)1/p
with the convention that
‖f ‖L∞k (R3v) = sup
v∈R3
[∣∣f (v)∣∣(1 + |v|2) k2 ].
Lemma 2.1. Let τhf (v) = f (v + h), then
‖τhf ‖Lpk (R3v) 
(
1 + |h|2) |k|2 ‖f ‖Lpk (R3v). (2.17)
Lemma 2.2. (See [12].) Let θb > 0, k, η ∈ R, 1 p +∞, assume that B(|v−v∗|, σ ) = Φ(|v−
v∗|)b(cos θ), where b satisfies suppb(cos θ) ⊂ {θ : 0 θ  π − θb}. Define the linear operator S
by
Sψ(v) =
∫
S2
B
(|v|, σ )ψ(v + |v|σ
2
)
dσ, (2.18)
then ∥∥Sψ(v)∥∥
L
p
−k−η(R3v)
C
(
sin(θb/2)
)min(η,0)−2/p‖b‖L1(S2)‖Φ‖L∞−k(R3v)‖ψ‖Lp−k(R3v). (2.19)
Under assumptions (1.10)–(1.13) on B , we have
∥∥Sψ(v)∥∥
L2−γ−η(R3v)
 C
(
sin(π/4)
)min(η,0)−1‖ψ‖L2−η(R3v). (2.20)
Lemma 2.3. Let B be a collision kernel satisfying Assumption A, then for any s  0, smooth
functions H and G, the following estimates hold:
1.
∥∥Q+(H,G)(1 + |v|2)s∥∥
L2x,v

⎧⎨⎩C‖H(1 + |v|
2)s+
γ
2 ‖L2x,v‖G(1 + |v|2)s+
γ+2
2 ‖H 2x (L2v),
C‖H(1 + |v|2)s+ γ2 ‖H 2x (L2v)‖G(1 + |v|2)s+
γ+2
2 ‖L2x,v .
(2.21)
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∥∥Q−(H,G)(1 + |v|2)s∥∥
L2x,v

⎧⎨⎩C‖H(1 + |v|
2)s+
γ
2 ‖L2x,v‖G(1 + |v|2)
γ+2
2 ‖H 2x (L2v),
C‖H(1 + |v|2)s+ γ2 ‖H 2x (L2v)‖G(1 + |v|2)
γ+2
2 ‖L2x,v .
(2.22)
Proof. First we deal with the gain operator Q+. For all ψ ∈ L2x,v(R3 × R3),∣∣∣∣ ∫
R3×R3
Q+(H,G)
(
1 + |v|2)sψ dv dx∣∣∣∣
=
∣∣∣∣ ∫
S2×R3×R3×R3
B
(|v − v∗|, σ )H(x, v′)G(x, v′∗)(1 + |v|2)sψ(x, v) dσ dv∗ dv dx∣∣∣∣
=
∣∣∣∣ ∫
S2×R3×R3×R3
B
(|v − v∗|, σ )H(x, v)G(x, v∗)(1 + |v′|2)sψ(x, v′) dσ dv∗ dv dx∣∣∣∣,
where in the last step we change the variables from v′, v′∗ to v, v∗. We denote the r.h.s. of the
above identity by I . Observing that |v|2 + |v∗|2 = |v′|2 + |v′∗|2 and representation of the linear
operator S, we have
I 
∫
S2×R3×R3×R3
∣∣H(x, v)(1 + |v|2)s∣∣∣∣G(x, v∗)(1 + |v∗|2)s∣∣
×B(|v − v∗|, σ )∣∣ψ(x, v′)∣∣dσ dv∗ dv dx

∫
R3×R3×R3
∣∣H(x, v)(1 + |v|2)s∣∣∣∣G(x, v∗)(1 + |v∗|2)s∣∣(τv∗ ◦ S ◦ τ−v∗)|ψ |dv∗ dv dx.
For the case 1 of (2.21), using Sobolev’s embedding inequality for G with respect to x and
Cauchy–Schwartz’s inequality with respect to v, we conclude
I C
∫
R3×R3
∥∥G(x, v∗)(1 + |v∗|2)s∥∥H 2x ∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥L2v
× ∥∥(τv∗ ◦ S ◦ τ−v∗ |ψ |)(1 + |v|2)− γ2 ∥∥L2v dv∗ dx.
Noticing inequality (2.17) and (2.20), we can deduce from the above
I  C
∫
R3×R3
∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥
L2v
∥∥G(x, v∗)(1 + |v∗|2)s∥∥H 2x
× (1 + |v∗|2) γ2 ∥∥(S ◦ τ−v∗ |ψ |)(1 + |v|2)− γ2 ∥∥L2v dv∗ dx
 C
∫
3 3
∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥
L2v
∥∥G(x, v∗)(1 + |v∗|2)s+ γ2 ∥∥H 2x ‖ψ‖L2v dv∗ dx.
R ×R
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I C
∫
R3
∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥
L2v
‖ψ‖L2v
∥∥G(x, v∗)(1 + |v∗|2)s+ γ+22 ∥∥H 2x (L2v∗ ) dx
C
∥∥H (1 + |v|2)s+ γ2 ∥∥
L2x,v
∥∥G(1 + |v|2)s+ γ+22 ∥∥
H 2x (L
2
v)
‖ψ‖L2x,v .
While for the case 2 of (2.21), by Sobolev’s embedding inequality for H instead of for G and
Cauchy–Schwartz’s inequality, we obtain
I  C
∫
R3×R3×R3
∣∣G(x, v∗)(1 + |v∗|2)s∣∣∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥H 2x
× ∣∣(τv∗ ◦ S ◦ τ−v∗ |ψ |)(1 + |v|2)− γ2 ∣∣dv dv∗ dx
 C
∫
R3×R3
∣∣G(x, v∗)(1 + |v∗|2)s∣∣∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥H 2x (L2v)
× ∥∥(τv∗ ◦ S ◦ τ−v∗ |ψ |)(1 + |v|2)− γ2 ∥∥L2v dv∗ dx
 C
∥∥H (1 + |v|2)s+ γ2 ∥∥
H 2x (L
2
v)
∥∥G(1 + |v|2)s+ γ+22 ∥∥
L2x,v
‖ψ‖L2x,v .
Now we turn to study the loss operator Q−. By the definition, we have∣∣∣∣ ∫
R3×R3
Q−(H,G)
(
1 + |v|2)sψ dv dx∣∣∣∣

∫
R3×R3
∣∣H(x, v)(1 + |v|2)s∣∣∣∣ψ(x, v)∣∣∣∣∣∣ ∫
S2×R3
B
(|v − v∗|, σ )G(x, v∗) dσ dv∗∣∣∣∣dv dx.
For the case 1 of (2.22), by Sobolev’s embedding inequality and Cauchy–Schwartz’s inequality,
we arrive at∣∣∣∣ ∫
R3×R3
Q−(H,G)
(
1 + |v|2)sψ dv dx∣∣∣∣
 C
∫
R3×R3
∣∣H(x, v)(1 + |v|2)s+ γ2 ∣∣∣∣∣∣ ∫
R3
(
1 + |v∗|2
) γ
2
∥∥G(x, v∗)∥∥H 2x dv∗
∣∣∣∣∣∣ψ(x, v)∣∣dv dx
 C
∥∥H (1 + |v|2)s+ γ2 ∥∥
L2x,v
∥∥G(1 + |v|2) γ+22 ∥∥
H 2x (L
2
v)
‖ψ‖L2x,v .
The same arguments can be applied to the case 2 of (2.22) and then we have
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R3×R3
Q−(H,G)
(
1 + |v|2)sψ dv dx∣∣∣∣
 C
∫
R3×R3
∥∥H(x, v)(1 + |v|2)s+ γ2 ∥∥
H 2x
∥∥G(x, v∗)(1 + |v∗|2) γ+22 ∥∥L2v∗ ∣∣ψ(x, v)∣∣dv dx
 C
∥∥H (1 + |v|2)s+ γ2 ∥∥
H 2x (L
2
v)
∥∥G(1 + |v|2) γ+22 ∥∥
L2x,v
‖ψ‖L2x,v .
Finally, (2.21) and (2.22) are concluded by duality and we complete the proof of the
lemma. 
3. The proof of Theorem 1.3
In this section, we shall prove Theorem 1.3. The proof will consist in an induction on the
number of derivatives (in x and v) that can be controlled. The following proposition shows how
to get one step of this induction.
Proposition 3.1. Let ϕ(x) ∈ C∞c (R3), N  5 be a given integer, and let f be a smooth non-
negative solution of (1.1). We suppose that for any T ∈ ]0,+∞[ and for s  0,∑
|α|+|β|N
|β|N−3
∥∥(∂αx ∂βv f )ϕ(x)(1 + |v|2) s2 ∥∥L∞t ([0,T ];L2x,v) K0 (3.23)
for some constant K0 ≡ K0(ϕ, s, T ). Then for any t∗ ∈ ]0, T [ and ϕ˜(x) ∈ C∞c (R3) satisfies
supp ϕ˜ ⊂ suppϕ, there is a positive constant C˜0, which depends on N , s, , ϕ, T , K0(·,·,·)
and t∗, such that ∑
|α|+|β|N+1
|β|N−2
∥∥(∂αx ∂βv f )ϕ˜(x)(1 + |v|2) s2 ∥∥L∞t ([t∗,T /2];L2x,v)  C˜0. (3.24)
Since the proof of Proposition 3.1 is a bit long, we shall divide it into three parts. The first one
is devoted to the study of the smoothness of f with respect to v. Before the proof, we introduce
five test functions {ψi(x)} which satisfy the following conditions:
1. supp ϕ˜ ⊂ Ω6 ⊂ Ω1 ⊂ suppϕ, Ωj+1 ⊂ Ωj , j = 1,2,3,4;
2. ψi(x) =
{
1, x ∈ Ωi+1,
0, x ∈ Ωci , 0ψi  1, i = 1,2,3,4;
3. ψk, |∇xψk|Cψk−1, k = 2,3,4.
3.1. Regularity of v variable
The purpose of this section is to prove the following lemma:
Lemma 3.1. Let N  5 be a given integer, and let f be a smooth non-negative solution of (1.1).
We suppose that for any T ∈ ]0,+∞[ and for s  0,
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|α|+|β|N
|β|N−3
∥∥((∂αx ∂βv f )ψ1)(0, ·, ·)∥∥H 0,sx,v K0, (3.25)
∑
|α|+|β|N−1
|β|N−3
∥∥(∂αx ∂βv f )ψ1(x)(1 + |v|2) s2 ∥∥L∞t ([0,T ];L2x,v) K0, (3.26)
and ∑
|α|+|β|N
|β|N−3
∥∥(∂αx ∂βv f )ψ1(x)(1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v) K1, (3.27)
where K0 ≡ K0(ψ1, s, T ) and K1 ≡ K0(ψ1, s, T ) are two constants. Then there is a positive
constant C˜1, which depends on N , s, , T , K0(·,·,·) and K1(·,·,·) such that
sup
t∈[0,T ]
∥∥hψ32 (x)(1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v) + ∥∥(∇vh)ψ32 (x)(1 + |v|2) s2 ‖L2t ([0,T ];L2x,v)  C˜1,
(3.28)
where
h = ∂αx ∂βv f (3.29)
with α + β N and |β|N − 3.
Proof. If α and β are two multi-indices, we say that β  α when βj  αj for 1  j  3. We
also denote α! = α1!α2!α3! and, if β  α,
Cαβ =
α!
β!(α − β)! = C
α1
β1
C
α2
β2
C
α3
β3
.
We finally denote by δi the multi-index whose ith component is 1, and the others are 0. We
know from Leibniz’s formula that h satisfies the following equation
∂th + v · ∇xh − vh = II + ∂αx ∂βv Q(f,f ), (3.30)
where
II =
{
−∑1i3 βi(∂α+δix ∂β−δiv f ), |β| = 0,
0, |β| = 0,
∂αx ∂
β
v Q(f,f ) =
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
Q
(
∂α1x ∂
β1
v f, ∂
α2
x ∂
β2
v f
)
.
We only consider the case |β| 1, because the estimates for the case |β| = 0 are similar (and
easier). Multiplying Eq. (3.30) by hψ62 (1 + |v|2)s , and then integrating on (t, x, v), we shall
estimate the resulting equation term by term. We see that
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[0,T ]×R3×R3
(∂th)hψ
6
2
(
1 + |v|2)s dt dx dv
= 1
2
(∥∥h(T )ψ32 (1 + |v|2) s2 ∥∥2L2x,v − ∥∥h(0)ψ32 (1 + |v|2) s2 ∥∥2L2x,v )
−1
2
K20 . (3.31)
Integrating by parts, we also see that∣∣∣∣ ∫
[0,T ]×R3×R3
(v · ∇xh)hψ62
(
1 + |v|2)s dt dx dv∣∣∣∣
= 1
2
∣∣∣∣ ∫
[0,T ]×R3×R3
v · ∇x
(|h|2)ψ62 (1 + |v|2)s dt dx dv∣∣∣∣
= 1
2
∣∣∣∣ ∫
[0,T ]×R3×R3
|h|2(1 + |v|2)s(v · ∇xψ62 )dt dx dv∣∣∣∣
 C
∥∥hψ31 (1 + |v|2) s2 + 14 ∥∥2L2t ([0,T ];L2x,v)  CK21 . (3.32)
A direct calculation gives∫
[0,T ]×R3×R3
(−vh)hψ62
(
1 + |v|2)s dt dx dv
= 
∫
[0,T ]×R3×R3
[|∇vh|2ψ62 (1 + |v|2)s + 2sh(∇vh · v)ψ62 (1 + |v|2)s−1]dt dx dv.
The first term of the r.h.s. of the above identity is equal to ‖(∇vh)ψ32 (1 + |v|2)
s
2 ‖2
L2t ([0,T ];L2x,v)
;
and we denote the second term by III. It is easy to see
|III| 2s∥∥(∇vh)ψ32 (1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v)∥∥hψ32 (1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v)
 2sK1
∥∥(∇vh)ψ32 (1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v)
 η
∥∥(∇vh)ψ32 (1 + |v|2) s2 ∥∥2L2t ([0,T ];L2x,v) + CηK21 , (3.33)
where we use Young’s inequality in the last step. For the term containing II, we have∣∣∣∣ ∫
3 3
II × hψ62
(
1 + |v|2)s dt dx dv∣∣∣∣[0,T ]×R ×R
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∑
1i3
βi
∥∥hψ32 (1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v) × ∥∥(∂α+δix ∂β−δiv f )ψ32 (1 + |v|2) s2 ∥∥L2t ([0,T ];L2x,v)
NK21 . (3.34)
For the term containing ∂αx ∂
β
v Q(f,f ), we divided into the “gain” term and the “loss” term.
According to the definition of the gain operator, we see that for the gain term∣∣∣∣ ∫
[0,T ]×R3×R3
Q+
(
∂α1x ∂
β1
v f, ∂
α2
x ∂
β2
v f
)
hψ62
(
1 + |v|2)s dt dx dv∣∣∣∣
=
∣∣∣∣ ∫
[0,T ]×R3×R3
Q+
((
∂α1x ∂
β1
v f
)
ψ22 ,
(
∂α2x ∂
β2
v f
)
ψ22
)(
1 + |v|2)shψ22 dt dx dv∣∣∣∣. (3.35)
We denote r.h.s. of the above identity as IV . We first treat the case when |α1|+ |β1| [N2 ]. Then(since N  5), |α1| + |β1| + 2N − 1, and Lemma 2.3 implies that
IV 
∥∥(∂α1x ∂β1v f )ψ22 (1 + |v|2)s+ γ2 ∥∥L∞t ([0,T ];H 2x (L2v))
× ∥∥(∂α2x ∂β2v f )ψ22 (1 + |v|2)s+ γ+22 ∥∥L2t ([0,T ];L2x,v)∥∥hψ22∥∥L2t ([0,T ];L2x,v)
K0K21 . (3.36)
We now turn to the case when |α1|+ |β1| [N2 ]+ 1. If N is even, then |α2|+ |β2| [N2 ]− 1,
and |α2|+|β2|+2N −1. If N is odd, then |α2|+|β2| [N2 ], and we also get |α2|+|β2|+2
N − 1. Then
IV 
∥∥(∂α1x ∂β1v f )ψ22 (1 + |v|2)s+ γ2 ∥∥L2t ([0,T ];L2x,v)
× ∥∥(∂α2x ∂β2v f )ψ22 (1 + |v|2)s+ γ+22 ∥∥L∞t ([0,T ];H 2x (L2v))∥∥hψ22∥∥L2t ([0,T ];L2x,v)
K0K21 . (3.37)
The same arguments can be applied to the loss term and we arrive at∣∣∣∣ ∫
[0,T ]×R3×R3
Q−
(
∂α1x ∂
β1
v f, ∂
α2
x ∂
β2
v f
)
hψ62
(
1 + |v|2)s dt dx dv∣∣∣∣K0K21 . (3.38)
Putting (3.31) through (3.38) together, we see that
1
2
∥∥h(T )ψ32 (1 + |v|2) s2 ∥∥2L2x,v + ∥∥(∇vh)ψ32 (1 + |v|2) s2 ∥∥2L2t ([0,T ];L2x,v)

C(N + K0)K21 + CK20
 − η . (3.39)
The proof of Lemma 3.1 is concluded by taking η > 0 small enough. 
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use of Theorem 1.2 iteratively to obtain the full derivative in x.
3.2. Regularity of x variable
We suppose that φ(t) is a smooth function satisfying the following condition:
φ(t) =
{
1, t ∈ [2t1, T /2],
0, t ∈ (−∞, t1] ∪ [3T/4,∞), 0 φ  1,
where t1 is positive and satisfies T − 12t1 > 0.
Lemma 3.2. Let N  5 be a given integer, and let f be a smooth non-negative solution of (1.1).
We suppose that for any T ∈ ]0,+∞[ and for s  0,∑
|α|+|β|N
|β|N−3
∥∥(∂αx ∂βv f )ψ1(x)(1 + |v|2) s2 ∥∥L∞t ([0,T ];L2x,v) K0 (3.40)
for some constant K0 ≡ K0(ψ1, s, T ). Then there is a positive constant C˜2, which depends on
N , s, , T , φ and K0(·,·,·) such that∑
|α|+|β|N
|β|N−3
∥∥(∇xh)ψ23 (x)(1 + |v|2) s2 ∥∥L2t ([2t1,T /2];L2x,v)  C˜2, (3.41)
where h is defined in (3.29).
Proof. We set g = hψ23 (x)(1 + |v|2)
s
2 φ(t) and regard it as L2 function in the space Rt ×
R3x × R3v . After simple calculation, we see that g satisfies
∂tg + v · ∇xg − vg = V + VI, (3.42)
where
V = hψ23 (x)
(
1 + |v|2) s2 ∂tφ(t) + 2hv · ∇xψ3(x)ψ3(x)(1 + |v|2) s2 φ(t)
+ ∂αx ∂βv Q(f,f )ψ23 (x)
(
1 + |v|2) s2 φ(t) − 2s∇vh · vψ23 (x)(1 + |v|2) s2 −1φ(t)
− s(s − 2)hψ23 (x)
(
1 + |v|2) s2 −2|v|2φ(t) − 3shψ23 (x)(1 + |v|2) s2 −1φ(t)
and
VI =
{
−∑1i3 βi(∂α+δix ∂β−δiv f )ψ23 (x)(1 + |v|2) s2 φ(t), |β| = 0,
0, |β| = 0. (3.43)
Combining Lemmas 2.3, 3.1 and (3.40), we see that
‖g‖ 2 ,‖∇vg‖ 2 ,‖V ‖ 2 ,‖VI‖ 2  C(φ, )
(
C˜1 + K0T 12
)
. (3.44)Lt,x,v Lt,x,v Lt,x,v Lt,x,v
L. He / J. Differential Equations 244 (2008) 3060–3079 3073According to Theorem 1.2, we get
∥∥D2/3x g∥∥L2t,x,v  C 13 ‖V + VI‖L2t,x,v  C(φ, )(C˜1 + K0T 12 ), (3.45)
‖vg‖L2t,x,v 
C

‖V + VI‖L2t,x,v  C(φ, )
(
C˜1 + K0T 12
)
. (3.46)
In generally, if gˆ = hψˆ(x)[(1 + |v|2)s |v|2rvli ]φˆ(t) where r, l are two non-negative integers,
and test function ψˆ(x), φˆ(t) satisfy
supp ψˆ ⊂ suppψ2, supp φˆ(t) ⊆ suppφ(t),
we can get the same estimates by repeating the calculation above,
∥∥D2/3x gˆ∥∥L2t,x,v  C(φˆ, )(C˜1 + K0T 12 ), (3.47)
‖vgˆ‖L2t,x,v  C(φˆ, )
(
C˜1 + K0T 12
)
. (3.48)
This means
∥∥D1/3x gˆ∥∥2L2t,x,v  ‖gˆ‖L2t,x,v∥∥D2/3x gˆ∥∥L2t,x,v  C(φˆ, )(C˜1 + K0T 12 )2, (3.49)∥∥D1/3x ∇vgˆ∥∥2L2t,x,v  ∥∥D2/3x gˆ∥∥L2t,x,v‖vgˆ‖L2t,x,v  C(φˆ, )(C˜1 + K0T 12 )2. (3.50)
Let g˜ = D1/3x g, then
∂t g˜ + v · ∇xg˜ − vg˜ = D1/3x (V + VI). (3.51)
Verify the conditions of Theorem 1.2 with respect to the above equation, then we can get the full
derivative of x on g. It is easy to see that
‖g˜‖L2t,x,v  C(φ, )
(
C˜1 + K0T 12
) (3.52)
and
‖∇vg˜‖L2t,x,v  C(φ, )
(
C˜1 + K0T 12
)
. (3.53)
The remainder is to prove that ‖D1/3x (V + VI)‖L2t,x,v is also bounded.
For the term containing V , we write V =∑6i=1 Vi and then estimate term by term. Actually
we only estimate the terms containing V1, V3 and V4 since the estimates for the other terms are
similar.
First, (3.49) tell us that
3074 L. He / J. Differential Equations 244 (2008) 3060–3079∥∥D1/3x V1∥∥2L2t,x,v = ∥∥D1/3x [hψ23 (x)(1 + |v|2) s2 ∂tφ(t)]∥∥2L2t,x,v
 C(φ, )
(
C˜1 + K0T 12
)2
. (3.54)
While for the term containing the derivative of v such as V4, we know from the (3.50) and then
get ∥∥D1/3x V4∥∥2L2t,x,v (3.55)
= ∥∥D1/3x [∇vh · vψ23 (x)(1 + |v|2) s2 −1φ(t)]∥∥2L2t,x,v

3∑
i=1
∥∥D1/3x ∂vi [hψ23 (x)vi(1 + |v|2) s2 −1φ(t)]
− D1/3x
[
hψ23 (x)
(
1 + |v|2) s2 −1φ˜(t) + (s − 2)hψ23 (x)|vi |2(1 + |v|2) s2 −2φ(t)]∥∥2L2t,x,v
 C(φ, )
(
C˜1 + K0T 12
)2
. (3.56)
Now we turn to estimate the non-linear term containing V3:∥∥D1/3x V3∥∥2L2t,x,v
=
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
∥∥D1/3x [Q(∂α1x ∂β1v f, ∂α2x ∂β2v f )ψ23 (x)(1 + |v|2) s2 φ(t)]∥∥2L2t,x,v
=
∑
α1+α2=α
β1+β2=β
Cαα1C
β
β1
∥∥D1/3x [Q((∂α1x ∂β1v f )ψ3(x), (∂α2x ∂β2v f )ψ3(x))(1 + |v|2) s2 φ(t)]∥∥2L2t,x,v .
We denote (∂α1x ∂β1v f )ψ3(x) by H˜ and (∂α2x ∂β2v f )ψ3(x) by G˜. Then we have∥∥D1/3x [Q(H˜ , G˜)(1 + |v|2) s2 φ(t)]∥∥2L2t,x,v
=
∫
R×R3×R3×R3
|Q(H˜ , G˜)(t, x + k, v) − Q(H˜ , G˜)(t, x, v)|2
|k|2/3+3
(
1 + |v|2)s∣∣φ(t)∣∣2 dt dx dk dv
=
∫
R×R3
‖[Q(H˜ , G˜)(t, x + k, v) − Q(H˜ , G˜)(t, x, v)](1 + |v|2) s2 ‖2
L2x,v
|k|2/3+3
∣∣φ(t)∣∣2 dt dk

∫
R×R3
‖[Q(H˜ (x + k) − H˜ (x), G˜(x + k))](1 + |v|2) s2 ‖2
L2x,v
|k|2/3+3
∣∣φ(t)∣∣2 dt dk
+
∫
3
‖[Q(H˜ (x), G˜(x + k) − G˜(x))](1 + |v|2) s2 ‖2
L2x,v
|k|2/3+3
∣∣φ(t)∣∣2 dt dk. (3.57)R×R
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|β1| [N2 ]. Then (since N  5), |α1| + |β1| + 2N − 1, and Lemma 2.3 implies that
VII1 
∫
R×R3
‖(H˜ (x + k) − H˜ (x))(1 + |v|2) s+γ2 ‖2
H 2x (L
2
v)
|k|2/3+3
× ∥∥G˜(x + k)(1 + |v|2) s+γ+22 ∥∥2
L2x,v
∣∣φ(t)∣∣2 dt dk

∫
R
∥∥D1/3x H˜ (1 + |v|2) s+γ2 ∥∥2H 2x (L2v)∥∥G˜(x)(1 + |v|2) s+γ+22 ∥∥2L2x,v ∣∣φ(t)∣∣2 dt

∫
R
∥∥D1/3x [(∂α1x ∂β1v f )ψ3(x)](1 + |v|2) s+γ2 ∥∥2H 2x (L2v)
× ∥∥(∂α2x ∂β2v f )ψ3(x)(1 + |v|2) s+γ+22 ∥∥2L2x,v ∣∣φ(t)∣∣2dt

∫
R
∥∥(∂α1x ∂β1v f )ψ3(x)(1 + |v|2) s+γ2 ∥∥ 43H 2x (L2v)∥∥(∂α1x ∂β1v f )ψ3(x)(1 + |v|2) s+γ2 ∥∥ 23H 3x (L2v)
× ∥∥(∂α2x ∂β2v f )ψ3(x)(1 + |v|2) s+γ+22 ∥∥2L2x,v ∣∣φ(t)∣∣2dt
 C(φ, )K40T . (3.58)
We now turn to the case when |α1|+ |β1| [N2 ]+ 1. If N is even, then |α2|+ |β2| [N2 ]− 1,
and |α2|+|β2|+2N −1. If N is odd, then |α2|+|β2| [N2 ], and we also get |α2|+|β2|+2
N − 1. Then
VII1 
∫
R×R3
‖(H˜ (x + k) − H˜ (x))(1 + |v|2) s+γ2 ‖2
L2x,v
|k|2/3+3
× ∥∥G˜(x + k)(1 + |v|2) s+γ+22 ∥∥2
H 2x (L
2
v)
∣∣φ(t)∣∣2 dt dk

∫
R
∥∥D1/3x [(∂α1x ∂β1v f )ψ3(x)](1 + |v|2) s+γ2 ∥∥2L2x,v
× ∥∥(∂α2x ∂β2v f )ψ3(x)(1 + |v|2) s+γ+22 ∥∥2H 2x (L2v)∣∣φ(t)∣∣2 dt
K20
∥∥D1/3x [(∂α1x ∂β1v f )ψ3(x)(1 + |v|2) s+γ2 φ(t)]∥∥2L2t,x,v
 C(φ, )K20
(
C˜1 + K0T 12
)2
. (3.59)
We make use of (3.49) in the last step. The same estimate can be obtained for VII2.
3076 L. He / J. Differential Equations 244 (2008) 3060–3079Putting (3.54) through (3.59), we get∥∥D1/3x V ∥∥2L2t,x,v  C(φ, )(K20 + 1)(C˜1 + K0T 12 )2. (3.60)
For |β| = 0, it is easy to conclude from (3.49)∥∥D1/3x VI∥∥2L2t,x,v = ∥∥D1/3x [(∂α+δix ∂β−δiv f )ψ23 (x)(1 + |v|2) s2 φ(t)]∥∥2L2t,x,v
 C(φ, )
(
C˜1 + K0T 12
)2
. (3.61)
(3.52), (3.53), (3.62) and (3.61) tell us that we can use Theorem 1.2 again. Finally we conclude
∥∥Dx[hψ23 (x)(1 + |v|2) s2 φ(t)]∥∥L2t,x,v  C(φ, )(K20 + 1) 12 (C˜1 + K0T 12 ). (3.62)
This ends the proof of Lemma 3.2. 
We now finish the proof of Proposition 3.1.
3.3. Proof of Proposition 3.1
First, combining Lemmas 3.1, 3.2 and the condition in Proposition 3.1, we can get that∑
|α|+|β|N
|β|N−3
∥∥(∂αx ∂βv f )ψ1(x)(1 + |v|2) s2 ∥∥L∞t ([0,T ];L2x,v) K0 (3.63)
and ∑
|α|+|β|N+1
|β|N−2
∥∥(∂αx ∂βv f )ψ23 (x)(1 + |v|2) s2 ∥∥L2t ([2t1,T /2];L2x,v)  C˜1 + C˜2. (3.64)
So without loss of generality, we can assume that at the time t∗ ∈ [3t1, T /4],∑
|α|+|β|N+1
|β|N−2
∥∥(∂αx ∂βv f )ψ34 (x)(1 + |v|2) s2 ∥∥L2x,v (t∗) 2(C˜1 + C˜2)/(T − 12t1). (3.65)
We still set h = ∂αx ∂βv f with |α| + |β|N + 1, |β|N − 2 and then h satisfies
∂th + v · ∇xh − vh = II + ∂αx ∂βv Q(f,f ). (3.66)
Since (3.63), (3.64) and (3.65) look very similar to the condition of Lemma 3.1, (3.25),
(3.26) and (3.27), our idea here is to check that the arguments for the proof of
Lemma 3.1 still work for Proposition 3.1. Although we are now lack of the estimation∑
|α|+|β|N, |β|=N−2 ‖(∂αx ∂βv f )ψ3(x)(1 + |v|2)
s
2 ‖L∞t ([0,T ];L2x,v), it is still possible to get (3.24)
after checking the whole calculation in Section 3.1. The main reason is that the condition (3.26)
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β
v Q(f,f ). Since we can follow the estimates for
other terms in the proof of Lemma 3.1 with the only difference that the integral domain for t now
is [t∗, T /2], details are omitted here.
Next we will concentrate on the estimate to the term containing Q(∂α1x ∂β1v f, ∂α2x ∂β2v f ) where
|α| + |β|N + 1, |β|N − 2. Firstly we treat the case |β1| = N − 2 or |β2| = N − 2, which
means α1 + α2 = 3, and then we have∣∣∣∣ ∫
[t∗,T /2]×R3×R3
Q
(
∂α1x ∂
β1
v f, ∂
α2
x f
)
hψ64
(
1 + |v|2)s dt dx dv∣∣∣∣
=
∣∣∣∣ ∫
[t∗,T /2]×R3×R3
Q
((
∂α1x ∂
β1
v f
)
ψ24 ,
(
∂α2x f
)
ψ24
)(
1 + |v|2)shψ24 dt dx dv∣∣∣∣

∥∥(∂α1x ∂β1v f )ψ24 (1 + |v|2)s+ γ2 ∥∥L2t ([t∗,T /2];L2x,v)
× ∥∥(∂α2x f )ψ24 (1 + |v|2)s+ γ+22 ∥∥L∞t ([t∗,T /2];H 2x (L2v))∥∥hψ24∥∥L2t ([t∗,T /2];L2x,v)
K0(C˜1 + C˜2)2, (3.67)
where we use the condition α2 + 2 5 and then (3.63) yields
∥∥(∂α2x f )ψ24 (1 + |v|2)s+ γ+22 ∥∥L∞t ([t∗,T /2];H 2x (L2v)) K0.
This also means that the regularity for f at the beginning cannot be reduced anymore for our
method.
Next we turn to the case |β1|, |β2|N − 3. We adopt the method which we have done in the
proof of Lemma 3.1. More precisely, we divide it into the case |α1| + |β1| [N + 1]/2 and the
case |α1|+ |β1| [N + 1]/2+ 1. With the help of (3.63) and (3.64), finally we have the estimate
for the collision term,∣∣∣∣ ∫
[t∗,T /2]×R3×R3
∂αx ∂
β
v Q(f,f )hψ
6
4
(
1 + |v|2)s dt dx dv∣∣∣∣ CK0(C˜1 + C˜2)2.
This implies that the arguments for Lemma 3.1 can be applied to Proposition 3.1. Thus we
conclude that there exists some constant C˜3 which depends on N,s, ,K0, C˜1 and C˜2 such that∥∥hψ34 (1 + |v|2) s2 ∥∥L∞t ([t∗,T /2];L2x,v)  C˜3.
We finish the proof of Proposition 3.1.
3.4. Proof of Theorem 1.3
We now end up the proof of Theorem 1.3.
3078 L. He / J. Differential Equations 244 (2008) 3060–3079Using Proposition 3.1 repeatedly, we get by induction of N that for any 0 < τ < T < +∞,
s  0 and ϕ ∈ C∞c (R3),
ϕf ∈ L∞t
([τ, T ];H∞,sx,v ). (3.68)
We now prove by induction on n that ∂nt (ϕf ) ∈ L∞([τ, T ];H∞,sx,v ) for all ϕ ∈ C∞c (R3). Ac-
cording to (3.68), this is true for n = 0. Let us assume that the induction hypothesis holds for any
integer k  n. Then for all multi-indices α and β , s  0 and ϕˆ ∈ C∞c (R3) satisfying ϕˆ|suppϕ = 1,
[
∂αx ∂
β
v
(
∂n+1t (ϕf )
)](
1 + |v|2)s/2
= −[∂αx ∂βv (v · ∇x(∂nt (ϕf ))+ v(∂nt (ϕf )))](1 + |v|2)s/2
+ [∂αx ∂βv (v · ∇xϕ(∂nt (ϕˆf )))](1 + |v|2)s/2
+ ∂αx ∂βv
{
n∑
l=0
Cnl Q
(
∂lt (ϕf ), ∂
n−l
t (ϕˆf )
)}(
1 + |v|2)s/2
= [−∂αx ∂βv (v · ∇x(∂nt (ϕf )))− ∂αx ∂βv (v(∂nt (ϕf )))](1 + |v|2)s/2
+ [∂αx ∂βv (v · ∇xϕ(∂nt (ϕˆf )))](1 + |v|2)s/2
+
∑
α1+α2=α
β1+β2=β
n∑
l=0
Cαα1C
β
β1
Cnl Q
(
∂α1x ∂
β1
v ∂
l
t (ϕf ), ∂
α2
x ∂
β2
v ∂
n−l
t (ϕˆf )
)(
1 + |v|2)s/2.
We denote the r.h.s. of the above equality by D1 + D2 + E + K . It is clear that D1,D2,E ∈
L∞t ([τ, T ];L2x,v) thanks to the induction hypothesis. Let us then consider the term K . Using
Lemma 2.3, we see that
∥∥Q(∂α1x ∂β1v ∂lt (ϕf ), ∂α2x ∂β2v ∂n−lt (ϕˆf ))(1 + |v|2)s/2∥∥L∞t ([τ,T ];L2x,v)
C
∥∥(∂α1x ∂β1v ∂lt (ϕf ))(1 + |v|2) s+γ2 ∥∥L∞t ([τ,T ];H 2x,v)
× ∥∥(∂α2x ∂β2v ∂n−lt (ϕˆf ))(1 + |v|2) s+γ+22 ∥∥L∞t ([τ,T ];H 2x,v).
From the induction hypothesis, we conclude that K ∈ L∞t ([τ, T ];L2x,v). This ends the proof of
Theorem 1.3.
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