Abstract. We give a soft geometric proof of the classical result due to Conn stating that a Poisson structure is linearizable around a singular point (zero) at which the isotropy Lie algebra is compact and semisimple.
Introduction
Recall that a Poisson bracket on a manifold M is a Lie bracket {·, ·} on the space C ∞ (M ) of smooth functions on M , satisfying the derivation property {f g, h} = f {g, h} + g{f, h}, f, g, h ∈ C ∞ (M ).
Let us fix a zero of the Poisson bracket, i.e., a point x 0 ∈ M where {f, g}(x 0 ) = 0, for all functions f, g ∈ C ∞ (M ). Then T * x0 M becomes a Lie algebra with the Lie bracket:
[d x0 f, d x0 g] := d x0 {f, g}. This Lie algebra is called the isotropy Lie algebra at x 0 and will be denoted by g x0 . Equivalently, the tangent space T x0 M = g * x0 carries a canonical linear Poisson bracket called the linear approximation at x 0 . The linearization problem for (M, {·, ·}) around x 0 is the following:
• Is there a Poisson diffeomorphism φ : U → V from a neighborhood U ⊂ M of x 0 to a neighborhood V ⊂ T x0 M of 0? When φ exists, one says that the Poisson structure is linearizable around x 0 . The most deep linearization result is the following theorem due to Conn [4] : Theorem 1. Let (M, {·, ·}) be a Poisson manifold with a zero x 0 ∈ M . If the isotropy Lie algebra g x0 is semisimple of compact type, then {·, ·} is linearizable around x 0 .
Note that there exists a simple well-known criterion to decide if g x0 is semisimple of compact type: its Killing form K must be negative definite.
The proof given by Conn in [4] is analytic. He uses a combination of Newton's method with smoothing operators, as devised by Nash and Moser, to construct a converging change of coordinates. This proof is full of difficult estimates and, in spite of several attempts to find a more geometric argument, it is the only one available up to now. See, also, the historical comments at the end of this paper.
In this paper we will give a soft geometric proof of this result using Moser's path method. At the heart of our proof is an integration argument and an averaging argument. The averaging enters into the proof in a similar fashion to the proofs of other linearization theorems, such as Bochner's Linearization Theorem for actions of compact Lie group around fixed points. Our proof gives a new geometric insight to the theorem, clarifies the compactness assumption, and should also work in various other situations. More precisely, the proof consists of the following four steps:
Step 1: Moser's path method. Using a Moser's path method, we prove a
Poisson version of Moser's theorem (see Theorem 2) , which is inspired by the work of Ginzburg and Weinstein [13] . It reduces the proof of Conn's Theorem to showing that the 2nd Poisson cohomology around x 0 vanishes.
Step 2: Reduction to integrability around a fixed point. Using the vanishing of cohomology for proper Lie groupoids and the general Van Est theorem relating groupoid and algebroid cohomology [5] , we show that it is enough to prove integrability of the Poisson structure around a fixed point x 0 .
Step 3: Reduction to the existence of symplectic realizations. Using the equivalence of integrability in the Poisson case and the existence of complete symplectic realizations [7] , we show that it is enough to construct a symplectic realization of a neighborhood of x 0 with the property that the fiber over x 0 is 1-connected and compact.
Step 4: Existence of symplectic realizations. The same path space used in [6] to determine the precise obstructions to integrate a Lie algebroid and to explicitly construct an integrating Lie groupoid, yields that a neighborhood of x 0 admits the desired symplectic realization.
The fact that the tools that we use only became available recently probably explains why it took more than 20 years to find a geometric proof of Conn's Theorem.
The four sections that follow describe each of the steps in the proof. We conclude the paper with two appendices: the first one contains an auxiliary proposition on foliations (which is used in the last step), while in the second one make some historical remarks.
Finally, we would like to mention that our method works in other situations as well. A similar linearization result around symplectic leaves instead of fixed points is being worked out in [16] . The analogue of Conn's Theorem for Lie algebroids (conjectured in [23] and proved in [19] ) can also be proved by our method, the only missing step being the proof of the vanishing conjecture of [8] (one must replace the Poisson cohomology of Step 1 by the deformation cohomology of [8] ). Details will be given elsewhere. It would also be interesting to find a similar geometric proof of the smooth Levi decomposition theorem of Monnier and Zung [19] .
Step 1: Moser's path method Let us start by recalling that a Poisson bracket {·, ·} on M can also be viewed as a bivector field π ∈ Γ(∧ 2 T M ) with zero Schouten bracket [π, π] = 0. One determines the other through the relation
Recall also, that the Poisson cohomology of M (with trivial coefficients) is the cohomology of the complex (
is the space of k-vector fields, and the differential is defined by
When x 0 is a zero of π, we can consider the local Poisson cohomology groups H k π (M, x 0 ). By this we mean the Poisson cohomology group of the germ of (M, π) at x 0 , i.e., the group lim − → H 
For the proof, we will apply a Poisson version of Moser's path method. Since this is a local result, we can assume that M = R m and x 0 = 0. Also, to simplify the notation we denote by g the isotropy Lie algebra at 0. We consider the path of Poisson structures π t on R m defined by the formula
Then π 1 = π, while π 0 = π lin is the linearization of π at the origin. Moser's method will give us an isotopy {φ t }, 0 ≤ t ≤ 1, defined in a neighborhood of the origin, and such that
Therefore φ 1 will be the desired linearization map. To construct φ t let us consider the bivector fieldπ t := dπt dt . Lemma 1. There exists a vector field X around the origin 0 ∈ R n such that
and X has zero linearization at the origin.
Proof. Differentiating the equation [π t , π t ] = 0 with respect to t, we obtain
soπ 1 is a Poisson 2-cocycle. Hence its restriction to a ball around the origin will be exact, i.e., we find a vector field Y on the ball such thaṫ
This relation has two consequences:
(a) Sinceπ 1 vanishes at x 0 , if we evaluate both sides on a pair of 1-forms and set x = 0, we see that Proof of Theorem 2. If X is a vector field as in the Lemma, consider the timedependent vector field X t (x) := Let φ t be the flow of X t . Since X t (0) = 0, we see that φ t is defined in some neighborhood V of the origin for 0 ≤ t ≤ 1. Also, we compute:
We conclude that φ t is a diffeomorphism of V with the desired property.
Step 2: Reduction to integrability around a fixed point
In this section we explain the statement and we prove the following proposition which, when combined with Theorem 2, reduces the proof of Conn's Theorem to integrability around a fixed point: 
The geometric object behind the Poisson brackets which provides the bridge between Poisson geometry and Lie-group type techniques is the cotangent Lie algebroid A = T * M and the associated groupoid G(A) (see [6, 7] ). For a Poisson manifold M we will denote by Σ(M, π) = G(T * M ) its associated groupoid. We recall that Σ(M ) is defined as the set of cotangent paths in M modulo cotangent homotopies, and that it is a topological groupoid with 1-simply connected s-fibers. A Poisson manifold M is said to be integrable if the associated Lie algebroid T * M is integrable. This happens iff Σ(M, π) is a Lie groupoid. In this case, Σ(M, π) carries a natural symplectic structure, that makes it into a symplectic groupoid.
Proof of Proposition 1. Let's assume that U is a neighborhood of x 0 which is integrable by an Hausdorff Lie groupoid G ⇉ U . The fiber of the source map s : G → U above x 0 is a Lie group integrating g x0 , so it is compact and 1-connected. Hence, by Reeb stability, there exists a neighborhood V 0 of x 0 such that s −1 (V 0 ) is diffeomorphic to the product V 0 × G. If we let V = t(s −1 (V 0 )) ⊂ U be the saturation of V 0 , the restriction G V of G to V will be a groupoid whose source map has compact, 1-connected, fibers: using right translations, each fiber will be diffeomorphic to s −1 (x 0 ) ≃ G. Moreover, a compact Lie group has the same rational homology type as a product of odd dimensional spheres, so G is automatically homological 2-connected, so the s-fibers are also homological 2-connected.
The proof of the second part is a combination of two classical results on Lie groups which have been extended to Lie groupoids. The first result states that the differentiable cohomology (defined using groups cocycles which are smooth) vanishes for compact groups, and this follows immediately by averaging. This result immediately extends to groupoids, i.e. H * diff (G) = 0 for any proper groupoid
The second result is the Van Est isomorphism. As explained in [5] , differentiable group(oid) cocycles can be differentiated and they give rise to Lie algebra(oid) cocycles. The resulting map Φ :
, called also the Van Est map, is an isomorphism for degree k ≤ n provided the s-fibers of G are homological nconnected ( [5] , Theorem 3). Again, the proof is just an extension of the classical proof of Van Est.
If we apply these two results to our groupoid G ⇉ V , the second part of the proposition follows since the Poisson cohomology of V coincides with the Lie algebroid cohomology of A = T * V .
Step 3: Reduction to the existence of symplectic realizations
In the previous step, we have reduced the proof of Conn's Theorem to integrability around a fixed point. The integrability of a Poisson manifold (M, π) is strongly related to the existence of symplectic realizations.
Recall that a symplectic realization of (M, π) consists of a symplectic manifold S together with a Poisson map ν : S → M which is a surjective submersion. One calls it complete if for any complete Hamiltonian vector field X f on M , the vector field X ν * (f ) is complete. It is known that the existence of complete symplectic realizations is equivalent to integrability (Theorem 8 in [7] ), but that depends on subtleties regarding the (required) Hausdorffness conditions on S which are not relevant for us since we are interested on Hausdorff Lie groupoids. Instead, in this paper we do require S to be Hausdorff and we extract from [7] the following result. In the statement we use the following conventions: for a symplectic realization ν : S → M we denote by F (ν) the foliation of S by the (connected components of the) fibers of ν, and F (ν)
⊥ is its symplectic orthogonal. Also, we recall that a foliation is simple if it is induced by a submersion.
Theorem 3. A Poisson manifold (M, π) is integrable by a Hausdorff Lie groupoid with 1-connected s-fibers if and only if it admits a complete symplectic realization ν : S → M with the property that the foliation F (ν)
⊥ is simple and has simplyconnected leaves.
Proof. One direction is clear: the source map of a Lie groupoid as in the statement provides the desired symplectic integration (the symplectic orthogonals of the sfibers are the t-fibers). Assume now that ν : S → M is a symplectic integration as in the statement. Theorem 8 in [7] insures that Σ = Σ(M, π) is smooth (but possibly non-Hausdorff). A simple remark on the proof of the cited theorem implies that, under our hypothesis, Σ is actually Hausdorff. Recall the main steps of the proof : the assignment X f → X ν * (f ) induces an action of the Lie algebroid T * M on S which integrates to an action of the Lie groupoid Σ on S and that the associated action groupoid is homeomorphic to the monodromy groupoid of F (ν) ⊥ , which we denote by G(F ⊥ ). In other words, we have
where the fibered product is over s and ν. Since the right hand side is smooth, it follows easily [7] that Σ is smooth as well and the previous homeomorphism is a diffeomorphism. Finally, note that F ⊥ is induced by a submersion π : S → B, for some manifold B, and that its leaves are simply connected. Therefore, we see that G(F ⊥ ) = S × B S is Hausdorff. We conclude that Σ is Hausdorff as well.
Remark 1. The proof actually shows that the conditions on F ⊥ can be replaced by the fact that it has no vanishing cycles.
The following corollary reduces the proof of Conn's Theorem to the existence of symplectic realizations around a fixed point: Proof. Note that ν −1 (x 0 ) is a Lagrangian submanifold of S. Therefore, ν −1 (x 0 ) is a compact, 1-connected, leaf of F ⊥ (ν). By Reeb stability, nearby leaves are compact, 1-connected and F ⊥ (ν) is simple. Hence we can apply Theorem 3.
Step 4: Existence of symplectic realizations 
We first recall some of the general properties of Σ(M ) (see [6] ). To construct it as a topological space and possibly as a smooth manifold (in the integrable case), we consider the Banach manifold P (T * M ) consisting of paths a : I → T * M of class C 2 , with the topology of uniform convergence of a map together with its derivatives. Inside this Banach manifold we have the space of cotangent paths:
where p : T * M → M is the bundle projection. Then X is a submanifold of P (T * M ) which carries a canonical foliation F : two cotangent paths a 0 and a 1 belong to the same leaf if they are cotangent homotopic. This foliation has finite codimension and leaf space precisely Σ(M ). Concatenation of paths, makes Σ(M ) into a topological groupoid which is smooth precisely when M is integrable.
The symplectic structure on Σ(M ) is a consequence of the following general property: the restriction of the canonical symplectic form of P (T * M ) ≃ T * P (M ) to X has kernel F and is invariant under the holonomy of F . We conclude, also, that any transversal to F carries a symplectic structure invariant under the (induced) holonomy action. Therefore, the quotient of such a transversal by the holonomy action gives a symplectic manifold, provided the quotient is smooth. Unfortunately, achieving smoothness is difficult (and it would imply integrability directly). Instead, we will perform a quotient modulo only some holonomy transformations, so that the result is smooth, and we will see that this is enough for our purposes.
Proof. First of all, we consider the source map s : X → M which sends a cotangent path a(t) to its initial base point p(a(0)). This is a smooth submersion, and we look at the fiber Y = s −1 (x 0 ). Since x 0 is a zero of π, Y is saturated by leaves of F and we set F Y = F | Y . The quotient G = Y /F Y is the 1-connected Lie group integrating the isotropy Lie algebra g x0 , so it is compact. Moreover, note that we can canonically identify Y with paths in the Lie group G which start at the origin, so that the quotient map Y → Y /F Y = G sends a path to its end point. Also, two points in Y belong to the same leaf of F Y if the corresponding paths are homotopic relative to the end points. Since the first and second homotopy groups of G vanish, the leaves of Moreover, the orbit space S := T X / Hol TY (F Y ) is a smooth (Hausdorff) manifold. Notice that the source map induces a map ν : S → U , where U is an open neighborhood of x 0 . Also, ν −1 (x 0 ) = Y /F Y = G is compact. It follows that S carries a symplectic form and that ν : S → U is a Poisson map, so it satisfies all the properties in the statement of the theorem.
Appendix 1: A technical result on foliations
The aim of this section is to prove the following result which was used in the proof of Theorem 4.
Proposition 2. Let F be a foliation of finite codimension on a Banach manifold X and let Y ⊂ X be a submanifold which is saturated with respect to F (i.e., each leaf of F which hits Y is contained in Y ). Assume that:
( Remark 2. In the previous proposition, by an action of the holonomy of F Y on r : T X → T Y we mean that an action of the holonomy groupoid of F Y restricted to T Y , denoted Hol TY (F Y ), on the map r : T X → T Y (recall that groupoids act on smooth maps over the space of units). Also, when we say "along the leaves of F " we mean that the orbits of the action lie inside the leaves of F .
In the situation described by the proposition, F Y is simple and this can be made more explicit in the following way. The action is given by a smooth family of diffeomorphisms h x,y : r −1 (x) → r −1 (y) defined for any x, y ∈ T Y with p(x) = p(y), satisfying h y,z • h x,y = h x,z and h x,x = I. Also, the action being along the leaves of F means that h x,y (u) and u are in the same leaf of F , for any u ∈ r −1 (x).
Remark 3. Note also that the proposition is essentially of a finite dimensional nature (it is about the transversal geometry of a foliation of finite codimension). Actually, using the language ofétale groupoids (see, e.g., [17] ), one could state this result in purely finite dimensional terms, as a particular case of a tubular neighborhood theorem in this context. For this kind of general statement, to make precise the meaning of "compactness in the transversal direction" one should use the notion of compact generation introduced by Haefliger in [14] ).
Let us turn then to the proof of Proposition 2. We will consider cross-sections of the fibration p : Y → B whose fibers are the leaves of F Y . A cross-section σ : U → Y , defined over an open set U ⊂ B, can be identified with its image σ(U ) ⊂ Y , which is a transversal to F Y . Note that, due to our hypothesis, if U is contractible, then cross-sections over U do exist.
Given a cross-section σ : U → Y , by a transversal tubular neighborhood of σ we mean:
where r : E → U is a vector bundle andσ : E → X is an embedding defining a tubular neighborhood of σ(U ) in some transversal T to F containing σ(U ). Hencẽ
is an open subset of T . We will assume that the vector bundle comes equipped with a norm || ||. The proof of existence of transversal tubular neighborhoods can be found in [15] . A homotopy of two cross-sections σ 0 , σ 1 : U → Y defined over the same open set U ⊂ B is a smooth family {σ t : t ∈ [0, 1]} of cross sections over U connecting σ 0 and σ 1 . Since the fibration p : Y → B is locally trivial it follows that any two cross-sections over a contractible open set are homotopic.
Let σ = {σ t } be a homotopy between two cross-sections σ 0 , σ 1 : U → Y . Two transversal partial tubular neighborhoodsσ i : E → X of σ i (i ∈ {0, 1}) are said to be σ-compatible if the mapσ
(defined for e ∈ E in the intersection of the domains ofσ i ) has the following properties: (a) x and h(x) are in the same leaf of F for all x; (b) the germ of h at each point σ 0 (u), where u ∈ U , coincides with the holonomy germ of the foliation F along the path t → σ t (u). 
Proof. Fix σ 0 , σ 1 ,σ 0 : E → X and T as in the statement. As a temporary terminology, we say that an open subset V ⊂ U is good if V ⊂ U and the conclusion of the lemma holds for V . An open subset of a good open set is also good.
We first show that any u ∈ U admits a good open neighborhood. Consider the holonomy transformation along the path σ u (t) := σ(t, u) from the transversal σ 0 (E) to the transversal T . This is the germ of a diffeomorphism h u , defined in some neighborhood of σ 0 (u), which can be taken of the formσ 0 (F ) for some open set F ⊂ E containing u. Choosing F a small enough open ball (relative to || ||) and settingσ 1 := h u •σ 0 | F , we conclude that V is a good open set.
Let V be an arbitrary open set with V ⊂ U . We can find a cover of V by good open sets, so we can extract a finite good subcover {U i : 1 ≤ i ≤ p} of V . We prove by induction on p that, if this happens, then V must be a good open set. Obviously, the result holds if p = 1. For the induction step, assume the assertion is true for p − 1 and assume that V is covered by p good open sets U i ⊂ U . Choose another cover {V i } of V with V i ⊂ U i . Then, by the induction hypothesis, U 1 = V 1 and U 2 := V 2 ∪ . . . ∪ V p will be good open sets. Moreover, V ⊂ U 1 ∪ U 2 , so all that remains to show is the case p = 2.
Let U 1 , U 2 ⊂ U be good opens sets and V ⊂ U 1 ∪ U 2 ⊂ U . We need to show that V is a good open set. Let F i ⊂ E,σ i : F i → T be the associated transversal partial tubular neighborhoods. Consider also the induced maps
Compactness of V i shows that we can find R > 0 such that:
Due to the properties of h i (properties (a) and (b) above), we see that h 1 and h 2 coincide in a neighborhood of σ 0 (u) in σ 0 (U ). Hence, choosing eventually a smaller R, we may assume that
It follows thatσ 1 andσ 2 will glue on F = {x ∈ E V1∪V2 : ||x|| < R} and the resulting transversal partial tubular neighborhood will have the desired properties so that V is a good open set.
For the next lemma, we introduce the following notation. A F -data is a tuple
consisting of the following: (a) {U i : i = 1, . . . , k} is a family of open sets in B and E is a vector bundle over 
We can apply Lemma 3 to:
• the restrictions of σ i and σ k+1 to U i ∩ U k+1 and the homotopy σ (i,k+1) .
• the transversal tubular neighborhood to σ i | Ui∩U k+1 which is the restriction
It gives a transversal tubular neighborhood of
is compact, we find R i > 0 such that
Next, for each 1 ≤ i, j ≤ k, the restrictions ofσ
are transversal partial tubular neighborhoods above the same cross-section
Moreover, they are σ-compatible, where σ is the concatenation of the homotopies σ (i,k+1) , σ (j,i) and σ (k+1,j) . Since all paths σ u (−) = σ(u, −) induced by a homotopy σ are inside leaves of F Y and these leaves are assumed to be simply connected, the holonomy germs induced by the closed loops σ
. Again, we can find constants R i,j such that:
Let us set:
The mapsσ i k+1 glue together to give a smooth map defined on
where
. Consider now λ : [0, ∞) → [0, 1) be a diffeomorphism equal to the identity near 0 and define the embedding
Composing with this embedding, we obtaiñ
We can now apply Lemma 2 to find:
(ii) a transversal tubular neighborhoodσ ′ k+1 of σ k+1 | V k+1 defined on the entire E k+1 and which coincides withσ ′′ k+1 on E| V k+1 ∩V . Finally, if we let E ′ be the vector bundle over V ′ = V ∪ V k+1 obtained by gluing E| V (over V ) and E k+1 (over V k+1 ), we have obtained the desired F -data.
Proof of Proposition 2. Let
n } be a finite good cover of B (since B is compact, they exist; see [2] ). Since each U are contractible and the fibers of p : Y → B are contractible, there are homotopies σ (i,j) between σ i | Ui∩Uj and σ j | Ui∩Uj . Any cover can be refined by a finite good cover, so we may of Lie algebra cohomology of g with coefficients in the space of smooth functions on g * , Conn is able to find accurate solutions to the linearized equations. This involves many estimates on the Sobolev norms, which are defined from the the Killing form, and so take advantage of its invariance, non-degeneracy and definiteness. After Conn's work was completed attention turned to other Lie algebras. In [22] , Weinstein showed that semisimple Lie algebras of real rank greater than one are non-linearizable, in general. The case of real rank 1, with the exception of sl (2, R) , remains open. In [10] , Dufour studied linearization when the isotropy belongs to a certain class of Lie algebras, called non-resonant, which allowed him to classify all the 3-dimensional Lie algebras that entail linearizability. Dufour and Zung proved formal and analytic linearization for the Lie algebra of affine transformations aff(n) [11] . There are also examples of Poisson structures for which linearization can be decided only from knowledge of its higher order jets (see [1] ). More recently, a Levi decomposition for Poisson brackets, generalizing linearization, has been introduced by Wade ([20] , formal category), Zung ([25] , analytic category) and Zung and Monnier ([19] , smooth category). The methods are entirely similar to the ones of Weinstein and Conn. A survey of these results can be found in [18] .
In spite of Conn's master work, the question remained if a simple, more geometric, proof of smooth linearization would be possible. In the Introduction of [23] In this paper he goes on to propose to use Lie algebroid/groupoid theory to tackle this and other linearization problems. After this work, it become clear that this would indeed be the proper setup for a geometric proof of linearization. However, his attempt would not be successful because some of the techniques needed were not available yet. Some basic results on proper groupoids, as well as a full understanding of the integrability problem for Poisson manifolds and Lie algebroids was missing, and this was done later by us in [5, 6, 7] .
In the end, the geometric proof we have given here, is really a combination of classical results on Lie groups extended to the groupoid context. Once the groupoid is brought into the picture, one has the usual differential geometric machinery at hand, and hence also all the standard techniques to deal with linearization problems one finds in different contexts (Moser trick, Van Est argument, Reeb stability, averaging). It is curious that the methods used are so close to the proof suggested by Alan Weinstein for the case of so(3), that we have quoted above. A general setup to discuss linearization problems and its relation to deformation problems will be given elsewhere (work in progress).
Finally, note that it would be possible to combine our Proposition 1 with the linearization theorem for proper groupoids around fixed points (see [24, 26] ), to obtain another proof of Conn's theorem (this would be a geometric-analytic proof, since the linearization of proper groupoids also involves some estimates.)
