The neocortex depends upon a relative balance of recurrent excitation and inhibition for its operation. During spontaneous Up states, cortical pyramidal cells receive proportional barrages of excitatory and inhibitory synaptic potentials. Many of these synaptic potentials arise from the activity of nearby neurons, although the identity of these cells is relatively unknown, especially for those underlying the generation of inhibitory synaptic events. To address these fundamental questions, we developed an in vitro submerged slice preparation of the mouse entorhinal cortex that generates robust and regular spontaneous recurrent network activity in the form of the slow oscillation. By performing whole-cell recordings from multiple cell types identified with green fluorescent protein expression and electrophysiological and/or morphological properties, we show that distinct functional subpopulations of neurons exist in the entorhinal cortex, with large variations in contribution to the generation of balanced excitation and inhibition during the slow oscillation. The most active neurons during the slow oscillation are excitatory pyramidal and inhibitory fast spiking interneurons, receiving robust barrages of both excitatory and inhibitory synaptic potentials. Weak action potential activity was observed in stellate excitatory neurons and somatostatin-containing interneurons. In contrast, interneurons containing neuropeptide Y, vasoactive intestinal peptide, or the 5-hydroxytryptamine (serotonin) 3a receptor, were silent. Our data demonstrate remarkable functional specificity in the interactions between different excitatory and inhibitory cortical neuronal subtypes, and suggest that it is the large recurrent interaction between pyramidal neurons and fast spiking interneurons that is responsible for the generation of persistent activity that characterizes the depolarized states of the cortex.
Introduction
The cerebral cortex is characterized by a densely interconnected network of excitatory principal neurons and local inhibitory interneurons that influences all cortical functions, from spontaneous rhythmic oscillations to extraction of sensory information. Because of strong intermingling of recurrent excitatory and inhibitory pathways, there is a proportional balance of excitation and inhibition in network activity, which is responsible for a wide range of phenomena, such as the generation of slow (e.g., Ͻ1 Hz) and fast (e.g., 30 -80 Hz) oscillations (Traub et al., 1996; , rapid onset and offset dynamics (Shadlen and Newsome, 1994) , broad variability in spike timing (Mainen and Sejnowski, 1995; Wehr and Zador, 2003) , and persistent activity without epileptogenic or other maladaptive forms of discharge (Wang, 2001; McCormick et al., 2003) .
One prototypical example of activity generated by cortical recurrent networks is the slow oscillation (Steriade et al., 1993 (Steriade et al., , 2001 Sanchez-Vives and McCormick, 2000) . The cortical slow oscillation is characterized by 0.5-3 s periods of persistent activity (Up states) that are generated by the dynamic interaction of recurrent excitatory and inhibitory connections. These Up states are regularly interrupted by periods of network silence (Down states). Not only does the slow oscillation occur during slow wave sleep and anesthesia but also during periods of drowsiness or inattentiveness (Petersen et al., 2003) . Transition to the awake, attentive state results in the selective loss of Down states, such that the membrane potential of cortical pyramidal cells resembles a prolonged Up-like state, implying that the neural mechanisms of the Up state may be in many ways similar to those of the waking, attentive state (Steriade et al., 2001; Destexhe et al., 2007) .
While the recurrent excitation of cortical pyramidal cells during the Up state appears to originate from other pyramidal neurons, the source of the robust inhibitory potentials is less known, although fast-spiking (FS) GABAergic interneurons are one likely input, since these are highly active (Steriade et al., 2001; Cunningham et al., 2006; Haider et al., 2006; Fanselow and Connors, 2010) . The cerebral cortex contains a wide variety of inhibitory interneurons that can be segregated based upon somaticdendritic morphology, intrinsic membrane properties, calciumbinding protein or peptide content, axonal projections, and postsynaptic effects, among other features (Gonchar et al., 2007; Ascoli et al., 2008; Uematsu et al., 2008; Xu et al., 2010; Kubota et al., 2011; Rudy et al., 2011) .
To examine how different types of inhibitory interneurons behave during the recurrent activity of the Up state, we developed an in vitro slice preparation of the mouse entorhinal cortex that generates a robust spontaneous slow oscillation in submersion-style recording chamber in physiological saline. Surprisingly, our recordings reveal that, of five subgroups, fast-spiking, somatostatin (SOM), neuropeptide Y (NPY), vasoactive intestinal peptide (VIP), and 5HT3a receptorcontaining interneurons (5HTR3a), which collectively can account for the large majority of GABAergic cells in layers 2/3 (Gonchar et al., 2007; Uematsu et al., 2008; Rudy et al., 2011) , only the fastspiking interneurons are highly active during the Up state. These data reveal a remarkable specificity within functional inhibitory networks and suggest that fast-spiking neurons are the primary source of IPSPs during ongoing recurrent cortical activity and are primarily responsible for maintaining the balance of excitation and inhibition that is critical to proper cortical function.
Materials and Methods
Animals. All animal handling and experimental procedures were approved by the Institutional Animal Care and Use Committee at Yale University in accordance with National Institutes of Health guidelines for ethical treatment of animals. Five different mouse lines expressing either enhanced green fluorescent protein (EGFP) or humanized Renilla green fluorescent protein (hrGFP) or Zs-Green in a subpopulation of interneurons were used in this study. The mouse lines were as follows: (1) regulator of calcineurin 2 (RCan2) [STOCK Tg (Rcan2-EGFP) EI79Gsat; stock number 010591-UCD; GENSAT], (2) GIN (Oliva et al., 2000) [FVB-Tg(GadGFP) 45704 Swn/J; stock number 003718; The Jackson Laboratory], (3) NPY [B6.FVBTg(Npy-hrGFP)1Lowl/J; stock number 006417; The Jackson Laboratory], (4) VIP [STOCK Viptm1(cre)Zjh/J; stock number 010908; The Jackson Laboratory], and (5) 5-hydroxytryptamine (serotonin) receptor 3a (5HTR3a) [STOCK Tg(Htr3a-EGFP) DP271 Gsat; stock number 010546-UCD; GENSAT].
All five lines of mice, except GIN and VIP, were hemizygous. Homozygous males and females of GIN mice were bred to generate homozygous offspring. For the VIP mouse line, we used the homozygous mouse line expressing Cre under the VIP promoter. Males and females were crossed with homozygous floxed ZsGreen1 mice [B6.Cg-Gt(ROSA)26Sortm6 (CAG-ZsGreen1)Hze/J; stock number 007906; The Jackson Laboratory] for ZsGreen1 expression restricted to VIP cells. For the other mouse lines (RCan2, 5HTR3a, and NPY), hemizygous males were bred with wild-type females of the same background (Swiss Webster wild-type females for RCan2 and 5HTR3a mouse lines, and C57BL/6J for NPY mouse line). Pups expressing EGFP/hrGFP/Zs-Green were distinguished from wild-type pups by exposing their skull to fluorescent illumination with an appropriate filter under a dissecting microscope (Discovery.V8; Nikon) at an early age (postnatal days 0 -2).
Preparation of brain slices. We prepared near horizontal slices (ϳ15°o ff the horizontal plane; see Fig. 1 A) of the entorhinal cortex (EC). The EC was chosen for study because of its ability to robustly generate the slow oscillation in slices of mouse cortex. Examination of other cortical areas (e.g., somatosensory, visual, and prefrontal) revealed only sparse Up-state activity in our recording setups (Fanselow and Connors, 2010) . Male or female transgenic mice (12-18 postnatal days) were deeply anesthetized with sodium pentobarbital (150 mg/kg) and killed through decapitation. The cerebellum and the brainstem were removed with a knife cut while the brain was in the cranium. The forebrain was gently removed and placed in ice-cold (ϳ4°C) cutting solution containing the following (in mM): 85 NaCl, 75 sucrose, 2.5 KCl, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 3.5 MgSO 4 , 0.5 CaCl 2 , 10 glucose, 3 myo-inositol, 3 Na-pyruvate, 0.5 L-ascorbic acid, and aerated with 95% O 2 , 5% CO 2 to a final pH of 7.4. The blocked brain was placed on its dorsal surface in a custom knife guidance tool. A coronal cut was performed to remove the rostral half of the brain (see Fig. 1 A, cut 1) . The brain was placed on the rostral cut surface (with occipital cortex facing upward) into the same custom knife guidance tool. The dorsal surface of the neocortex was then trimmed with a knife cut ϳ15°(posterior toward anterior) with respect to the horizontal plane (see Fig. 1 A, cut 2). The trimmed brain was then glued, with the dorsal surface of the cut facing down, to an ice-cold vibratome stage (VT1000 S; Leica Microsystems). Slices of the EC and adjacent cortical regions were cut (320 m thickness) in ice-cold cutting solution (Fig. 1 A) . The sections were placed in an incubator at ϳ35°C for 30 min in the cutting solution, and were then incubated for at least an additional 30 min in a holding chamber at room temperature containing the following (in mM): 125 NaCl, 3 KCl, 25 NaHCO 3 , 1.25 NaH 2 PO 4 , 2.0 MgSO 4 , 2.0 CaCl 2 , 10 glucose, 3 myo-inositol, 3 Na-pyruvate, 0.5 L-ascorbic acid.
Recording procedures and drugs. For recordings, a slice was transferred to a submersion style recording chamber located on the stage of an upright, fixed-stage microscope (Axioskop; Carl Zeiss Microscopy) equipped with a water-immersion objective (40ϫ), a near-infrared charge-coupled device camera, and a mercury short arc lamp. To perfuse both the upper and lower surface of the brain tissue with physiological solution, slices were placed between two nylon nets (model: SHD-27LP/15 and SHD-41/15; Warner Instruments). Flow rate of well oxygenated solution was kept high (3-5 ml/min) so as to maintain neuronal health throughout the slice (Hájos et al., 2009) . For recordings, the extracellular medium had the same composition as the incubation solution except for the concentrations of calcium and magnesium, which were reduced to 1.2 and 1.0 mM, respectively. Stellate and pyramidal cells were distinguished based on the shape, size, and position of their somata within layers 2 and 3 of the EC as seen under infrared-differential interference contrast (IR-DIC) microscopy. Interneurons were visualized and detected using the epifluorescent light in combination with DIC. All recordings were performed at ϳ32°C.
Simultaneous multiple-unit (MU) and whole-cell recordings (50 -200 m apart) were performed using a MultiClamp 700B amplifier (Molecular Devices). Borosilicate glass electrodes (World Precision Instruments) were pulled on a Brown Flaming puller (model P-97; Sutter Instrument) for recordings. For MU recordings, glass electrodes (1-2 M⍀) were backfilled with the extracellular solution and the electrical signal was bandpass filtered between 300 Hz and 2 kHz and digitized at 2 kHz with either a Digidata 1320 interface (Molecular Devices) or the Spike2 data acquisition system (Cambridge Electronic Design). Current-clamp whole-cell recordings were obtained with 4 -7 M⍀ tip resistance micropipettes filled with the following (in mM): 130 K-gluconate, 7 KCl, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 10 Naphosphocreatine, and 0.4% (w/v) biocytin, pH 7.25 adjusted with KOH (pipette solution osmolarity was ϳ300 mOsm). After establishing a gigaohm seal, the cell membrane was ruptured by application of gentle negative pressure. The apparent input resistance, membrane time constant, and discharge behavior of the recorded neurons were examined through the injection of a family of depolarizing and hyperpolarizing (500 ms) current pulses during the silent state of neural network activity. Up and Down states were examined at several different membrane potentials (from approximately Ϫ100 to approximately Ϫ50 mV) through the intracellular injection of DC.
For voltage-clamp recordings, the micropipettes (4 -7 M⍀ tip resistance) were filled with the following (in mM): 130 cesium-gluconate, 3.5 CsCl, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 10 Na-phosphocreatine, 3.5 QX-314-Cl (Tocris Bioscience), 1 EGTA, and 0.4% (w/v) biocytin, pH 7.25, adjusted with CsOH. Cesium-gluconate and QX-314-Cl were included to reduce and block voltage-dependent potassium and sodium currents, as well as the h-current and GABA B synaptic potentials (Connors and Prince, 1982; Nathan et al., 1990; Shu et al., 2003) . Voltages were corrected for the calculated junction potentials (ϳ10 and ϳ20 mV for current-clamp and voltage-clamp recordings, respectively). The electrical signal for whole-cell recordings (both current-clamp and voltageclamp configurations) was low-pass filtered at 10 kHz, digitized at 30 kHz, and recorded via either a Digidata 1320 interface (Molecular Devices) or a Spike2 (CED) system.
EPSCs and IPSCs were recorded at Ϫ80 and 0 mV, respectively, with Ͼ10 Up and Down states recorded at each reversal potential. Series re-sistance in voltage-clamp recordings was between 8 and 25 M⍀, and was compensated up to 80%. Series resistance was monitored throughout recordings and, if it was Ͼ25 M⍀ and/or varied Ͼ20%, recording was discontinued. Bridge balance and capacitance neutralization were carefully adjusted during whole-cell current-clamp recordings. At the end of the recording session, the electrode was carefully detached from the recorded cell and the slice was kept for another 15-20 min in the recording chamber before being fixed with 4% paraformaldehyde in 0.1 M sodium phosphate buffer (NaPB) for at least 48 h at 4°C. Unless mentioned otherwise, all drugs and chemicals were purchased from Sigma-Aldrich.
Histochemical processing. Histochemical processing for biocytin was performed using procedures similar to those described by Tahvildari and Alonso (2005) . Fixed tissue slices were removed from paraformaldehyde solution, washed in 0.1 M NaPB (three times for 5 min each), and processed without further sectioning. Endogenous peroxidase activity was suppressed by incubating slices in 2% H 2 O 2 in 0.1 M NaPB for 30 min, followed by washing in 0.1 M NaPB (three times for 5 min each). Nonspecific binding was blocked by incubating the slices in 0.1 M NaPB, 0.5% gelatin, and 0.4% Triton X-100 (PHT) for another 30 min. Then the slices were labeled with an avidin-biotin-horseradish peroxidase complex (Vector Laboratories) in 0.1 M NaPB and 0.4% Triton X-100 overnight. The next day, the slices were washed extensively in PHT: five times for 3 min each, then one time for 30 min, then six times for 1 h each, and finally a wash overnight. The final day, slices were washed with 0.1 M Tris-buffered saline (TBS), pH 7.6 (three times for 10 min each), and then transferred to 3,3-diaminobenzidine solution (DAB substrate solution) (Vector Laboratories). The DAB reaction was stopped when the desired staining intensity was reached by washing the slices in TBS (three times for 10 min each). Finally, the slices were mounted on glass slides, left to air dry for 5 min, and mounted with Mowiol (EMD Serono). The biocytin-filled neurons were reconstructed using the Neurolucida system (MicroBrightField) on a Nikon microscope (Nikon) with a 100ϫ objective.
Data analysis. Electrophysiological data were analyzed using either Clampfit 10 (Molecular Devices) or Spike2 (Cambridge Electronic Design), and graphs were created using Origin 8.0 (OriginLab Corporation). Whole-cell intracellular recordings were segregated into Up/Down states in conjunction with the locally recorded MU network activity. Because our protocols (in current-clamp and voltage-clamp configurations) required moving the membrane potential across a wide voltage range, we used the nearby MU recording as an indicator of the state of the local network. A threshold equal to 1.5 times larger than peak-to-peak baseline noise was set on the MU signals, and a crossing of the threshold, which remained above this threshold for at least 1 s, signified a transition from the Down to the Up state. When the MU signal fell below the threshold, and stayed below threshold for at least 2 s, a transition to the Down state was indicated.
The apparent input resistance was estimated from the voltage deflection after injection of step hyperpolarizing current that changed the membrane potential by ϳ15 mV from rest. The membrane time constant was taken as the time to reach 63% of steady-state response. Action potential threshold was defined as the V m when the rate of rise of the spike exceeded 15 V/s. To measure average Up-state excitatory and inhibitory synaptic conductances (G e and G i , respectively), first the area under each Up state-associated barrage of EPSCs or IPSCs was measured and the mean amplitude of current calculated. Average Up-state G e and G i were computed by recording EPSCs at the experimentally measured reversal potential for inhibition (approximately Ϫ80 mV) and by recording IPSCs at the experimentally measured reversal potential for excitation (ϳ0 mV). Values reported in the manuscript, graphs, and Table 1 are mean Ϯ SEM. Statistics were performed with either a t test or ANOVA.
Results
The entorhinal cortex robustly generates the slow oscillation in vitro To investigate the distinct roles of different subtypes of cortical interneurons during generation of the slow oscillation in vitro, we developed a slice preparation of the mouse EC that generates robust and reliable spontaneous slow neural oscillations in a submersion-style recording chamber. Such a preparation provides the opportunity to take advantage of different transgenic mouse lines expressing EGFP (or hrGFP) in unique interneuronal subpopulations (Oliva et al., 2000; Gong et al., 2003; van den Pol et al., 2009; Taniguchi et al., 2011) . Near-horizontal slices of the EC and adjacent cortices of mouse brain (see Materials and Methods) were prepared ( Fig. 1 A) . Using four simultaneous extracellular MU glass electrodes locating in different layers (from layers 1 to 6; Fig. 1 B; n ϭ 5), we first observed that perfusing slices with an extracellular solution that contains divalent ion concentrations similar to those found in vivo (1 mM Mg 2ϩ and 1.2 mM Ca 2ϩ ) (Zhang et al., 1990) , results in spontaneous and robust generation of the slow oscillation (Sanchez-Vives and McCormick, 2000) , which was stable for the lifetime (6 -8 h) of the EC slices. The generation of this slow oscillation was dependent upon both the upper and lower surface of the slice being exposed to a high flow rate (3-5 ml/min) of well oxygenated extracellular solution, presumably because of the ability of this configuration to deliver oxygen to the tissue (Hájos et al., 2009) .
The slow oscillation alternated between Up and Down states (Fig. 1C) . The Up states are characterized by a robust increase in neuronal activity, as revealed by MU recordings. In the EC, these Up states were markedly long in duration (3.1 Ϯ 0.2 s). Down states are characterized by a relative quiescence of neuronal activity in between adjacent Up states, although on occasion a low level of spontaneous action potential (and synaptic potential) activity was observed. In our slice preparation, the Down states exhibit an average duration of 7.6 Ϯ 0.6 s (n ϭ 5; Fig. 1C ). Values are reported in mean Ϯ SE. Statistical differences between different neurons are reported in superscript alphabet at p Ͻ 0.05; numbers in parentheses indicate the range and the numbers of recorded neurons, respectively. G e and G i , Excitatory and inhibitory conductances, respectively. RMP, Resting membrane potential.
The Up states were robustly generated simultaneously in layers 1-3, superficial to the lamina dissecans. The alternation between Up and Down states was very regular. Indeed, the coefficient of variation of the inter-Up state interval during prolonged recordings (Ͼ45 min) was only 0.1 Ϯ 0.05 (n ϭ 5) (data not shown). Interestingly, and in contrast to slice preparations of ferret visual and prefrontal cortex (Sanchez-Vives and McCormick, 2000; Shu et al., 2003) , we did not observe slow oscillation in layers 5 and 6 in the EC slice in vitro ( Fig. 1C) (Cunningham et al., 2006) , even though these layers did become strongly active upon the removal of Mg 2ϩ from the bath medium, resulting in the generation of epileptiform activity (n ϭ 3) (data not shown) (Jones and Heinemann, 1988) . This lack of the slow oscillation in layer 5/6 in our preparation most likely results from the relative independence of supragranular and infragranular layers in the entorhinal cortex, since these layers communicate to one another largely through their interactions with the hippocampus (Witter et al., 1989; Lopes da Silva et al., 1990) .
The slow oscillation in layers 1-3 was abolished, in a reversible manner, by bath application of the mixed AMPA/kainate receptor antagonist CNQX (10 M; n ϭ 3; Fig. 1C ). These results indicate that recurrent excitation is crucial for generation of the spontaneous slow oscillation in EC. The superficial layers of the entorhinal cortex contain two major different cell types that may give rise to this recurrent excitation: pyramidal and stellate neurons (Witter et al., 1989; Canto et al., 2008) . We next performed whole-cell recordings from these two cell types to determine their action potential and synaptic activity during the generation of this synchronized network oscillation in vitro.
Pyramidal and stellate neurons receive a mixture of excitatory and inhibitory synaptic potentials and generate action potentials during Up states
To investigate the membrane potential dynamics of principal excitatory neurons during the slow oscillation in vitro, pyramidal (n ϭ 17) and stellate (n ϭ 16) neurons were recorded in wholecell current-clamp configuration in layers 2 and 3, positively identified through biocytin labeling and examination of their dendritic/axonal morphology (Klink and Alonso, 1997). Simultaneous whole-cell recordings of pyramidal neurons (layers 2 and 3) and nearby extracellular MU recordings (interelectrode distances, 50 -200 m) revealed that membrane potentials of pyramidal neurons alternate between two distinct states, in tight synchrony with changes in nearby multiple-unit activity (Fig.  2 A) . During the Up state, pyramidal neurons were strongly depolarized by an average of 8.5 mV (Ϯ0.7 mV; n ϭ 17; Fig. 2 A1,C1, Table 1 ). Plotting the distribution of membrane potential (following the filtering of action potentials) during the slow oscillation revealed a marked bimodal distribution ( Table 1 ; including one silent pyramidal cell). Following the cessation of the Up state, these pyramidal cells typically exhibited a prolonged (5-9 s) slow afterhyperpolarization ( Fig. 2 A1) . Hyperpolarizing the pyramidal cells by 5-15 mV, such that they were just subthreshold for the generation of action potentials during the slow oscillation, revealed the arrival of synaptic barrages in close relation to the increases in MU activity in the local network with each Up state (Fig. 2 A2) . These synaptic barrages typically were largest at the beginning of the Up state, falling to a less depolarized level just before transition to the Down state (Fig. 2 A2) . During the Down state, synaptic activity returned to a low level of spontaneous events (Fig. 2 A) . Hyperpolarizing single pyramidal neurons by 5-15 mV did not change the rate of occurrence of Up states (0.1 Ϯ 0.01 Hz during control; 0.1 Ϯ 0.009 Hz during hyperpolarization), indicating that they are not generated through ionic mechanisms intrinsic to the recorded neuron. This level of hyperpolarization also did not have strong effects on the amplitude of the synaptic barrages arriving during each Up state in pyramidal neurons (Fig. 2 A) . The abolition of action potential generation during the Up state with hyperpolarization resulted in a large reduction (by 80 Ϯ 2%; n ϭ 12) in the afterhyperpolarization occurring during Down states. Since this reduction is much larger than expected for changes in the K ϩ driving force alone, we suggest that the spiking activity is responsible for activation of a slow K ϩ current, which causes the afterhyperpolarization (Schwindt et al., 1988; Sanchez-Vives and McCormick, 2000; Compte et al., 2003) .
Whole-cell recordings from layer 2 stellate neurons revealed this cell type to be less strongly depolarized than neighboring Table 1 ; t test, p Ͻ 0.001). Plotting the distribution of membrane potentials during the slow oscillation also revealed a distribution that was only weakly bimodal ( Fig. 2 B1, inset) . In keeping with this reduced depolarization, most recorded stellate neurons (10 of 16) did not generate action potentials during the Up states, and the average firing rate of the active cells (6 of 16) was only 1.6 Hz (Ϯ0.4 Hz; Fig. 2C2 ). Hyperpolarization of stellate neurons by 5-15 mV revealed synaptic barrages arriving in synchrony with extracellular MU activity, as was shown for pyramidal cells. Examining the intrinsic membrane properties of stellate and pyramidal neurons suggested factors contributing to differences between these two cell types. Pyramidal neurons have an average apparent input resistance 243 Ϯ 30 M⍀ that is significantly ( p Ͻ 0.01) higher than for stellate neurons (149 Ϯ 16 M⍀; Fig. 2C3 , Table 1 ). Similarly, pyramidal neurons, on average, have a membrane time constant (34.5 Ϯ 2.2 ms) that is significantly ( p Ͻ 0.001) longer than observed in stellate neurons (20.8 Ϯ 2.8 ms; Fig. 2C4 ). The larger input resistance and longer time constant of pyramidal neurons, compared with stellate cells, would be expected to allow the same level of excitatory synaptic barrages to depolarize pyramidal cells closer to spike threshold because of enhanced spatiotemporal summation.
To examine the precise nature of the excitatory (EPSC) and inhibitory (IPSC) synaptic currents arriving in principal neurons during Up states, we performed whole-cell recordings in voltageclamp configuration. To minimize the effect of intrinsic voltagedependent Na ϩ and K ϩ currents on synaptically mediated currents, we included QX-314-Cl and Cs ϩ in the recording micropipettes (see Materials and Methods). Excitatory synaptic currents were recorded under voltage-clamp mode while holding the cell at approximately Ϫ80 mV, which is the experimentally measured reversal of local electrical stimulation evoked GABA A receptor-mediated IPSCs in pyramidal cells in our preparation (data not shown). Inhibitory synaptic currents were recorded at ϳ0 mV, which is the experimentally measured reversal potential of EPSCs in pyramidal cells in our preparation (data not shown).
Voltage-clamp recordings revealed that both pyramidal and stellate neurons received a mixture of excitatory and inhibitory currents during Up states (Fig. 3 A, B ) and that both cell types receive significantly greater inhibitory, than excitatory, synaptic conductance (Table 1 ; as observed with our somatic recordings). Plotting the average inhibitory conductance (assuming a reversal potential of Ϫ80 mV) versus the average excitatory conductance (0 mV reversal potential) revealed a ratio of 3.56 Ϯ 0.39 for pyramidal cells (n ϭ 14) and 3.64 Ϯ 0.76 for stellate neurons (n ϭ 8) (Fig. 3C) . The average excitatory conductance in pyramidal neurons during an Up state (0.63 Ϯ 0.06 nS; n ϭ 14) or inhibitory conductance (2.24 Ϯ 0.31; n ϭ 14) were not significantly different from those observed in spiny stellate neurons (0.55 Ϯ 0.11 and 1.55 Ϯ 0.18; n ϭ 8; respectively; Table 1 ). As observed previously in ferret cortical pyramidal cells Haider et al., 2006) , the average excitatory and inhibitory conductances increased and decreased in parallel (data not shown), and yielded an average reversal potential of the Up state-associated synaptic barrages of approximately Ϫ55 to Ϫ62 mV (n ϭ 7). It should be noted that the average conductance during the Up state is significantly smaller than the peak conductance (Figs. 3, 5) . While the average reversal potential was typically below firing threshold (approximately Ϫ50 to Ϫ55 mV) in principal neurons, the variance of the membrane potential allowed brief excursions to above firing threshold, initiating spiking (Fig. 2 A1,B1) . Together, we observed that, during the Up state component of the slow oscillation, principal neurons receive a mixture of EPSP(C) and IPSP(C) barrages that significantly depolarizes their membrane potentials and, in a majority (ϳ65%; 22 of 33 recorded principal neurons) of excitatory cells, results in the generation of action potentials.
While the discharge of pyramidal, and some stellate, neurons is the likely source of the EPSCs arriving in these cells during each Up state, the source of the strong inhibitory synaptic barrages is unknown. To address this question, we performed whole-cell recordings from different subpopulations of interneurons expressing EGFP (or hrGFP) using five different transgenic mouse lines (see Materials and Methods).
Fast spiking interneurons are strongly excited during Up states FS cells constitute a major (ϳ30 -40%) subtype of GABAergic inhibitory interneuron in layers 2 and 3 of the cerebral cortex (Gonchar et al., 2007) , and also in the EC (Miettinen et al., 1996) . To target this cell type for whole-cell recordings, we used a mouse line that expresses the fluorescent marker EGFP under the control of the RCan2 promoter (Siddiq et al., 2001) . Our whole-cell recordings revealed that all (n ϭ 32) EGFP ϩ cells in the EC of these animals showed electrophysiological properties typical for fast-spiking interneurons. These properties include the ability to generate high-frequency (Ͼ200 Hz) trains of relatively thin (duration at half-width, 0.49 Ϯ 0.03 ms; n ϭ 32) action potentials in response to a depolarizing current pulses (500 ms; Ͼ800 pA) with relatively little or no spike frequency adaptation (McCormick et al., 1985) . Reconstruction of the morphological features of these cells revealed that most (n ϭ 27 of 32; Ͼ80%) possessed the characteristics of basket GABAergic interneurons (Fig. 4 A) (Marin-Padilla, 1969; Jones and Bühl, 1993) . The somato-dendritic morphology of these interneurons was multipolar, with three to six primary aspiny dendrites emanating from the soma. The dense axonal arbors were largely restricted to the same layer in which the soma was located (Fig. 4 A) .
As with pyramidal cells, the membrane potential of FS interneurons was strongly modulated by Up and Down states (Fig. 4 B) and exhibited a strong bimodality (Fig. 4 B1, inset) . During each Up state, the presence and timing of which was indicated by the nearby extracellular MU recordings, FS (RCan2) interneurons received strong barrages of synaptic potentials, resulting in an average depolarization of 12.3 mV (Ϯ0.9 mV; n ϭ 32; Table 1 ). The Up state was associated with a striking increase in FS action potential discharge in the large majority of cells (26 of 32), with the average Up state firing rate being 9.1 Hz (Ϯ1.9 Hz; Table 1; including silent neurons). We did not observe any FS interneurons to generate action potentials during the Down state. Hyperpolarizing FS interneurons by 10 -20 mV with intracellular injection of current revealed the structure of synaptic barrages during each Up state. As with pyramidal neurons, this hyperpolarization did not alter the frequency of recurrence of the slow oscillation, but did reveal a strong membrane potential bimodality, because of the arrival and withdrawal of synaptic barrages (Fig. 4B2) . To further investigate the contribution of EPSCs and IPSCs arriving in FS interneurons during the Up state, whole-cell recordings in voltage-clamp mode were performed (n ϭ 11). As shown in Figure 5A , FS cells were voltage clamped at either the reversal potential for inhibition (V h ϳ Ϫ80 mV), or for excitation (V h ϳ 0 mV) to isolate EPSCs and IPSCs, respectively. During Up states, the average amplitude of the EPSC barrage arriving in FS cells was 2.6 Ϯ 0.5 times greater than the average IPSC barrage (Table 1) . Similarly, calculating and plotting the mean inhibitory versus excitatory conductance clearly showed a clear dominance of the excitatory conductance during Up states in FS cells (Fig.  5B) . The greater excitatory versus inhibitory average synaptic conductance arriving in FS interneurons during the Up state resulted in a more depolarized average reversal potential of the Up state (approximately Ϫ25 mV; n ϭ 8) than found in pyramidal cells (approximately Ϫ62 mV; n ϭ 7).
SOM interneurons are weakly excited during Up states
We performed whole-cell recordings from SOM-EGFP-positive interneurons (n ϭ 48) in layers 2/3 of EC slices obtained using the GIN mouse line (Oliva et al., 2000) . The morphological characteristics as well as passive and active electrophysiological properties of these interneurons in the neocortex have been extensively investigated (Halabisky et al., 2006; Xu et al., 2006; McGarry et al., 2010) . In our sample, the majority of SOM interneurons (Ͼ70%) in the superficial layers exhibited the morphological characteristics of Martinotti neurons (DeFelipe, 2002) . Namely, they gave rise to an ascending axon that originated from a primary dendrite, or less often, from the soma, and that collateralized in both layers 2 and/or 3, and extensively in layer 1 (Fig. 6 A) . Our filled SOM-EGFP cells exhibited a multipolar shaped soma with three to five primary dendrites. Dendritic arborizations in these neurons were less numerous than those of the axon. All SOM interneurons exhibited electrophysiological properties typical for the low-threshold adapting regular spiking category (Beierlein et al., 2003) .
Whole-cell recordings of SOM interneurons (n ϭ 48) revealed two populations: cells that were silent during the Down state (n ϭ 34 of 48) and cells that were spontaneously active, even during the Down state (n ϭ 14 of 48). These two populations differed in that the interneurons active during the Down state exhibited a more depolarized membrane potential than the ones silent during the Down state. First, we consider the more common (n ϭ 34 of 48) group, which was silent during the Down state. These SOM interneurons received relatively small barrages of synaptic potentials during Up states, with an average amplitude of only 2.2 mV (Ϯ0.2 mV) (Fig. 6 B1, Table 1 ). These synaptic barrages depolarized the membrane potential from an average of Ϫ70.7 mV (Ϯ0.5 mV) to Ϫ68.5 mV (Ϯ0.3 mV). The distribution histograms of the membrane potentials values did not show clear bimodality (Fig.  6 B1, inset) . Most of these interneurons (n ϭ 23 of 34) did not spike during Up states, and those that were active discharged only sparsely at an average rate of 1.9 Hz (Ϯ0.3 Hz; n ϭ 11 of 34). Hyperpolarizing these SOM interneurons through the intracellular injection of current verified the relatively small amplitude of the synaptic barrages arriving in these cells during each Up state (Fig. 6 B2) . Similarly, hyperpolarization of the Down-state active SOM interneurons also revealed small barrages of synaptic potentials during the Up state (n ϭ 14) (data not shown). Calculating the excitatory and inhibitory synaptic conductances arriving in these interneurons during the Up state revealed an average G e of only 0.14 nS (Ϯ0.02; n ϭ 4) and an average G i of only 0.09 nS (Ϯ0.005 nS; n ϭ 4; Table 1 ).
To examine whether the spontaneous discharge of a subpopulation of SOM interneurons, even during the Down state, resulted from the effects of whole-cell recording, we performed cell-attached single-unit recordings from EGFP ϩ interneurons in GIN mouse entorhinal cortical slices (n ϭ 15). These cellattached recordings confirmed that a subset of SOM interneurons are spontaneously active, even during the Down state (Down state discharge rate, 0.76 Ϯ 0.23 Hz; n ϭ 8 of 15). We noticed that the spontaneously active SOM interneurons were located closer to the upper surface of the slice than the SOM interneurons that were silent during the Down states. Indeed, separating SOM neurons monitored in the cell-attached mode into those recorded at depths of less than or greater than 50 m from the surface of the slice revealed that SOM interneurons near the surface of the slice were much more likely to be spontaneously active during the Down state. Interneurons recorded near the surface exhibited average spike firing rates of 3.9 Ϯ 1.13 and 0.98 Ϯ 0.34 Hz during Up and Down states (Fig. 6C) . However, SOM interneurons recorded from deeper locations were significantly ( p Ͻ 0.01) less active during the slow oscillation with average spike frequencies of 1.7 Ϯ 0.57 and 0.11 Ϯ 0.06 Hz during Up and Down states (Fig. 6C ). Although it is not known why superficial SOM interneurons are more active, one possibility is that the high input resistance (453 Ϯ 28 M⍀; n ϭ 34) and prolonged time constant (42.9 Ϯ 4.5 ms) of this cell type makes them very susceptible to small leaks because of damage, such as the cutting of dendritic and axonal processes during slice preparation. A recent study indicates that cells near or on the surface of the slice may have an abnormally high level of internal chloride (Dzhala et al., 2012) . The differences in excitability of superficial and deeper SOM cells is unlikely to be related to differences in oxygenation, since the oxygen levels within our slice preparation are high (Yu et al., 2012) .
We considered whether the lack of significant synaptic inputs to SOM interneurons during the Up state might be the consequence of the slice preparation, which may have artificially isolated these neurons from synaptic inputs. To address this concern, we introduced Mg 2ϩ -free solution to induce epileptiform activity in the slice, reasoning that this manipulation will strongly activate all excitatory neurons within the tissue (Jones and Heinemann, 1988) . Indeed, reducing the bath concentration of Mg 2ϩ from 1 mM to nominally Mg 2ϩ free abruptly resulted in the appearance 20 -45 s periods of strong synchronized bursts of action potential activity (Fig. 6 D1) . Whole-cell recordings from SOM interneurons (n ϭ 5) during this rapid transition revealed a shift from the small (Ͻ3 mV) synaptic barrages associated with each Up state to very large and prolonged depolarization (peak, Ͼ40 mV) during each epileptiform event (Fig. 6 D1) . In this particular condition, SOM interneurons discharged strongly (action potential discharge of 35.8 Ϯ 3.9 Hz) during the epileptiform activity (Fig. 6 D1 ; same neuron as B1). The average membrane potential deflection during Mg 2ϩ -free-induced epileptiform activities was 23.7 mV (Ϯ1.1 mV). This result indicates that our slice preparation retains sufficient synaptic connectivity to strongly activate layer 2/3 SOM interneurons.
NPY interneurons possess two distinct groups and do not spike during Up states
We recorded 32 NPY-hrGFP interneurons (van den Pol et al., 2009) in layers 2 and 3 during the slow oscillation in vitro. Based on morphological characteristics, intrinsic electrophysiological properties and the amplitude of synaptic barrages that these neurons receive during Up states, we could distinguish two distinct subpopulations of NPY interneuron. The most abundant group exhibited morphological features typical of neurogliaform interneurons (NGF) ( Fig. 7A1 ; n ϭ 23 of 32) (DeFelipe, 2002; Tricoire et al., 2010) . The somata of NGF-NPY interneurons were round and gave rise to between four and nine primary dendrites. The dendrites of NGF-NPY interneurons were beaded and largely restricted to the same layer as the soma, although they occasionally crossed into other layers. The remaining NPY interneurons exhibited non-NGF morphology (n ϭ 9 of 32). These non-NGF-NPY interneurons possessed somata that were polygonal in shape giving rise to three to four primary dendrites that spanned several different layers (Fig. 7B1) . In NGF-NPY interneurons, the axon collateralized extensively and issued a dense intertwined network of collaterals, typically within the same lamina as the cell body. The horizontal extent of these axonal arbors was considerably greater than that of the dendrites (Fig. 7A1) . In contrast to NGF-NPY interneurons, the non-NGF-NPY interneurons exhibited a significantly less dense and less branched local axonal arbor, although this axonal projection typically spanned several layers (Fig. 7B1) .
In addition to morphological differences, the two classes of NPY interneurons also could be distinguished based upon their electrophysiological properties. In brief, NGF-NPY interneurons responded to the injection of just suprathreshold depolarization current pulse with a delayed regular spiking pattern (Fig. 7C1) , as it has been previously reported in rat prefrontal cortex (Kawagu- chi and Kubota, 1997) . However, injection of depolarizing current pulses into non-NGF NPY interneurons resulted in a lowthreshold adapting regular spiking action potential response (Fig.  7C2 ) (Beierlein et al., 2003) . Neurogliaform-NPY interneurons received strong synaptic barrages during each Up state, resulting in a significant depolarization that averaged 6.2 mV (Ϯ0.3 mV; n ϭ 23; Table 1 , Fig.  7A2 ). Because of the substantial depolarization during the Up state, plotting the distribution of membrane potential in these cells during the slow oscillation revealed significant bimodality (Fig. 7A2, inset) . The synaptic barrages arriving in NGF-NPY neurons exhibited a reduced level of higher frequency membrane potential fluctuations, compared with pyramidal and stellate neurons or FS interneurons (compare Figs. 2, 4) . Interestingly, despite the significant membrane depolarization associated with each Up state during the slow oscillation in vitro, the NGF-NPY interneurons did not generate action potentials. The synaptic barrages never reached action potential threshold, which is significantly depolarized in these cells compared with other cell types (action potential threshold, Ϫ43.5 Ϯ 0.6; n ϭ 23; Table 1 ). The Up state depolarization in NGF-NPY neurons resulted from a significant increase in average excitatory synaptic conductance (0.48 nS; Table 1), which was greater than the average inhibitory synaptic conductance (0.29 nS; n ϭ 4), yielding a calculated reversal potential for the synaptic barrages of Ϫ28 mV (data not shown).
In contrast to NGF-NPY cells, non-NGF-NPY interneurons received significantly less depolarizing synaptic barrages during Up states, averaging only 2.6 mV (Ϯ0.6 mV; n ϭ 9; Fig. 7B2 , Table 1 ) in amplitude. The non-NGF-NPY interneurons, as the NGF-NPY interneurons, did not spike during Up states. Perhaps because of a less intense synaptic barrage during each Up state, the synaptic potentials arriving in non-NGF NPY neurons were individually more distinct than those in NGF-NPY neurons (Fig.  7A2,B2) . The average amplitude of synaptic conductances arriving in this cell type was not determined. Examining the apparent input resistance of the two subtypes of NPY interneurons revealed a significantly lower value for the NGF versus the non-NGF NPY interneurons (206 Ϯ 11 and 385 Ϯ 58 M⍀, respectively; t test, p Ͻ 0.001; Table 1 ). Thus, differences in apparent input resistance cannot explain the differences in synaptic barrages experienced by the two subtypes of NPY interneuron.
5HTR3a interneurons receive relatively sparse synaptic potentials during Up states
A recent study demonstrated that neurons expressing the ionotropic 5HT3a receptor gene comprise a morphologically/electrophysiologically diverse subgroup of interneurons in the superficial layers of the somatosensory cortex that accounts for a significant fraction of inhibitory interneurons (Lee et al., 2010) . Morphologically, 5HTR3a-EGFP interneurons in layers 2 and 3 of the EC fell into two broad groups. The majority of these interneurons (Ͼ60%; n ϭ 28 of 42) exhibited a bipolar/bitufted morphology with two primary dendrites emanating in opposite directions (Fig. 8 A1) . Somata of these bipolar shape interneurons were spindle or ovoid in shape. The dendritic arborizations of these interneurons could span several cell layers (Fig. 8 A1) . The axonal tree of these bipolar/bitufted interneurons was not as extensive or dense as those observed in other types of interneurons (e.g., RCan2); however, the axons of these cells could extend across laminae into more superficial layers and occasionally to deeper layers (Fig. 8 A1) . The other broad category of 5HTR3a neurons exhibited a multipolar shape (n ϭ 14 of 42), with locally ramifying, three to five short dendrites, that remained largely within the same layer as the soma. These cells exhibited a local axonal plexus that was also limited mainly to the same layer as the soma (Fig. 8 A2) . The vast majority (n ϭ 40 of 42) of the 5HTR3a interneurons responded to a depolarizing current pulse with an adapting regular spiking pattern of action potential generation that was followed by a marked afterhyperpolarization (Fig. 8 D) . We did not observe any striking difference in the firing properties of the bipolar and multipolar 5HTR3a morphological subtypes.
Simultaneous extracellular and whole-cell recordings revealed that, while the EC slices generated robust Up states, layer 2/3 5HTR3a interneurons received only negligible synaptic barrages (average depolarization of 1.4 Ϯ 0.2 mV; Table 1 ) and failed to generate action potentials (Fig. 8 B) despite their high input resistance (Table 1 ). This small depolarization resulted both from a relatively small average excitatory conductance (0.15 nS; Table  1) , and a proportionally large bombardment by inhibitory synaptic potentials (0.53 nS; Table 1 ).
To ensure that the local network was capable of exciting 5HTR3a neurons, we removed Mg 2ϩ from the bathing medium, to induce epileptiform activity (Fig. 8C1) . Strong bursts of MU activity within the local network during the epileptiform event was associated with the large depolarization (average of 20.6 Ϯ 1.6 mV) of 5HTR3a neurons and the generation of pronounced trains of action potentials ( Fig. 8C1,C2 ; n ϭ 8). These results indicate that EC slice preparation retains sufficient connectivity to robustly activate 5HTR3a interneurons, but fails to do so during normal Up states of the slow oscillation.
VIP interneurons receive sparse synaptic barrages during Up states
We performed whole-cell recordings in current-clamp configuration from 19 neurons expressing Zs-green in VIPcontaining interneurons (see Materials and Methods) in layers 2 and 3 of the EC simultaneously with extracellular multiple unit recording during spontaneous neural network activity (Up/Down states). Morphologically, the large majority (16 of 19) of these interneurons appeared as double bouquet cells (Fig. 9A) . The somata of these cells were spindle or ovoid in shape, with one or two primary apical and basal dendrites emanating from the soma. The dendrites typically reached superficially to layer 1 and the pia, and at least to the upper parts of layers 5/6 (Fig. 9A ). An axon originated, in most cases, from the basal part of the soma and traveled down toward the deeper layers (5 and 6). Here, the axon branched extensively, exhibiting intertwined basal axon collaterals characteristics of the double bouquet morphology (Kawaguchi and Kubota, 1997) . The majority of the VIP interneurons (n ϭ 14 of 19) responded to a depolarizing current pulse with an adapting regular spiking pattern of action potential (Fig. 9B2) , while the remaining neurons (n ϭ 5 of 19) generated irregular spiking during application of a step depolarizing current pulse (data not shown).
Simultaneous extracellular and whole-cell recordings revealed that, while there is robust neural network activity in layers 2 and 3 of the EC, adjacent VIP interneurons received only small synaptic barrages (average depolarization of 1.0 Ϯ 0.3 mV; Table  1 ) and failed to generate action potentials (Fig. 9B1) . Because of the small average amplitude of synaptic barrages, VIP interneurons do not show a significant bimodality in their membrane potential during Up/Down states (Fig. 9B1, inset ). Similar to other tested interneurons (e.g., SOM, 5HTR3a), the generation of epileptiform activity through the removal of Mg 2ϩ from the bathing medium resulted in intense action potentials discharges in VIP interneurons (n ϭ 3) (data not shown). These results indicate that EC slice preparation possesses sufficient connectivity to robustly activate VIP interneurons, but fails to do so during normal Up states of the slow oscillation. Further investigations on the nature of the synaptic conductances that these interneurons receive during the Up state revealed that the small depolarization resulted from a mixture of small excitatory conductance (0.11 nS; Table 1 ), and a slightly larger inhibitory synaptic conductance (0.35 nS; Table 1 ).
Discussion
We have developed an in vitro submerged slice preparation of mouse entorhinal cortex that robustly and spontaneously generates the cortical slow oscillation. Our study suggests that the functional interactions between different types of neurons, as revealed by the slow oscillation, vary from cell type to cell type and are highly specific (Fig. 10) . By recording the activity of five different subtypes of interneuron, which collectively account for the large majority of GABAergic cells in layers 2/3, and two types of excitatory neurons, we found that inhibitory neurons containing somatostatin, neuropeptide Y, vasoactive intestinal peptide, or the 5HTR3a receptor generate either very few or no action potentials during the Up state in vitro, while fast-spiking interneurons and pyramidal neurons are highly active. Our data indicate that the recurrent interactions between excitatory pyramidal neurons and fast-spiking inhibitory interneurons mainly generate the persistent activity of the Up state, which in many ways is similar to the maintained but variable depolarization of the awake, attentive state in vivo (Steriade et al., 2001; Destexhe et al., 2007) .
Synaptic barrages to principal neurons and local interneurons during slow oscillation
Previous in vivo and in vitro studies have demonstrated that excitatory and inhibitory postsynaptic potentials (currents) arriving in pyramidal neurons during spontaneous Up states are highly interrelated, both in their amplitude, which is roughly proportional on average, as well as timing Hasenstaub et al., 2005; Haider et al., 2006) . In our present recordings, we observed that both pyramidal and stellate neurons were depolarized by barrages of EPSPs during each Up state, although these were intermixed with IPSPs that were on average approximately three times larger in conductance ( Table 1) , indicating that at least one population of inhibitory interneuron in the cortex is strongly activated by the Up state. The higher firing rate of pyramidal versus stellate neurons during each Up state is likely to have resulted in part from the higher input resistance of the former, which facilitates the ability of the synaptic barrage to depolarize the neuron toward firing threshold (Table 1) . Interneurons, like pyramidal and stellate neurons, also received barrages of EPSPs and IPSPs during the Up state in our preparation, although the precise mix of these and their functional effects varied markedly between cell types (Table 1) .
Fast-spiking inhibitory interneurons, which typically are basket or chandelier cells (McCormick et al., 1985; Kawaguchi et al., 1987; Kawaguchi and Kubota, 1997) , received strong barrages of EPSPs, which were associated with an even larger increase in excitatory conductance than observed in pyramidal and stellate neurons. This potent EPSP barrage was offset by a moderate average amplitude IPSP barrage, resulting in fast-spiking GABAergic neurons being strongly driven to discharge during each Up state. These strong barrages of EPSPs are consistent with the high degree of connectivity between excitatory neurons and FS GABAergic cells (Reyes et al., 1998; Beierlein et al., 2003; Levy and Reyes, 2012) . Of the four other subtypes of GABAergic interneurons that we examined, only the NGF-NPY cells received EPSP barrages that were comparable in amplitude to those of excitatory neurons (Table 1 ). This result indicates that the local connections of layer 2/3 pyramidal cells are highly selective, strongly innervating other pyramidal/stellate neurons as well as FS and NPY GABAergic interneurons, while only sparsely activating other types of local inhibitory cells. Even though the synaptic barrages in NGF-NPY neurons resulted in a significant depolarization of the somatic membrane potential, these cells were never observed to discharge during the Up state, in part because of a high spike threshold (Table 1) . The other three interneuron subtypes, SOM, 5HTR3a, and VIP, received only light excitatory synaptic barrages during each Up state. These three cell types, however, differed in an important manner. 5HTR3a and VIP interneurons received an IPSP barrage that was significantly stronger (approximately threefold) than the EPSP barrage. These IPSP barrages in 5HTR3a and VIP interneurons were approximately as strong as that occurring in fast-spiking GABAergic interneurons (Table 1) . Since the FS GABAergic cells were the only inhibitory interneuron subgroup to discharge strongly, these data suggest that this cell class projects widely to multiple cell types (pyramidal, stellate, FS, 5HT3a, VIP), with the possible exception of SOM and NPY interneurons (Fig. 10) . The mixture of small EPSP amplitude with moderate IPSP amplitude prevented 5HTR3a and VIP cells from generating action potentials during the Up state. In contrast, SOM interneurons were driven to discharge at a low rate because of the relative lack of IPSPs, a high input resistance, and a smaller difference between resting membrane potential and spike threshold than observed in other neurons (Table 1) . These results emphasize the importance of multiple factors in determining whether or not a given neuron or neuronal subtype participates in a network activity. These factors include not only anatomical connectivity but also the resting membrane potential, electrotonic structure of the cell (e.g., input resistance, dendritic integration), spike threshold, properties and distribution of ionic currents, pattern of presynaptic network activity, and synaptic release properties, among other features. The mix of these features results in a highly dynamic network in which individual neurons, or classes of neurons, may be active under only selected conditions (Klausberger et al., 2003) .
Firing properties of different types of interneurons during Up state
The unique action potential properties of fast-spiking inhibitory interneurons, which are typically basket and chandelier GABAergic cells (Kawaguchi and Kubota, 1997) , have allowed these cells to be monitored during the generation of the recurrent network activity of the Up state in vitro Cunningham et al., 2006; Fanselow and Connors, 2010) as well as in vivo, in the anesthetized (Steriade et al., 1993; Haider et al., 2006) , and slow wave sleep state (Steriade et al., 2001) . In rodents, slow rhythmic activity remarkably similar to the slow oscillation of sleep and anesthesia is also present in the somatosensory cortex during quiet waking in head-fixed mice (Petersen et al., 2003) . In all of these preparations, fast-spiking inhibitory interneurons are highly active, typically the most active neurons recorded, with average discharge rates of ϳ11 Hz (Haider et al., 2006; Gentet et al., 2010) . Given that many fast spiking inhibitory interneurons densely contact neighboring pyramidal and at least some other subtypes of GABAergic interneurons (Galarreta and Hestrin, 1999; Gibson et al., 1999; Thomson and Lamy, 2007; Packer and Yuste, 2011) , we can safely assume that a significant portion of the IPSPs arriving in these cells during the Up state arises from the activity of the FS neuronal network (Fig. 10) .
The other major category of interneuron that has been studied during cortical network activity are the somatostatin-containing cells, as examined through use of the GIN mouse line (Fanselow and Connors, 2010; Gentet et al., 2012) . Excitatory synaptic inputs from single cortical pyramidal cells onto somatostatin containing interneurons exhibit relatively small amplitude (average of ϳ0.3 mV) and low probability of release (ϳ0.3) (Reyes et al., 1998; Kapfer et al., 2007; Silberberg and Markram, 2007; Fanselow et al., 2008) . However, with repetitive activation, these pyramidal cell synapses strongly facilitate and can drive postsynaptic somatostatin interneurons to generate spikes, given a sufficiently intense burst of presynaptic action potentials. In our study, pyramidal cells discharged an average of 14 spikes at ϳ4 Hz during each Up state. This intensity of discharge is significantly below the number of action potentials and range of frequencies associated with facilitation at pyramidal synapses onto SOM interneurons (Reyes et al., 1998; Kapfer et al., 2007; Fanselow et al., 2008) . Thus, during normal Up-state activity, the synapses of pyramidal neurons onto SOM interneurons may remain unfacilitated and small. In contrast, when the tissue generates epileptiform activity because of the removal of Mg 2ϩ from the bath (as done in the present study), the intense discharge in nearby pyramidal cells may result in strong depolarization of somatostatin interneurons through multiple mechanisms, including increases both in the number of excitatory neurons discharging and their spatial/temporal summation, and facilitation of their postsynaptic effects.
A recent study (Fanselow and Connors, 2010) has also addressed the role of regular spiking pyramidal neurons and two different types of interneurons (FS and somatostatin interneurons, as recorded in the GIN mouse line) in a cortical slice preparation generating periodic bursts of activity reminiscent of Up states. In contrast to the majority of our recordings, this study observed all SOM interneurons to be active during both Up and Down states. Although not explicitly studied, these interneurons appeared to receive relatively weak barrages of synaptic potentials with each Up state [Fanselow and Connors (2010) , their Fig. 1 , Table 1 ], in similarity to our observations. The differences in activity in SOM interneurons between our present study and that of Fanselow and Connors may have resulted from differences in the bath [Ca 2ϩ ] o (1.0 mM in the Fanselow and Connors study vs 1.2 mM used in the present study), the depth of the cells recorded (Fig. 6C) , or other differences in the slice preparations used. A recent in vivo study found that SOM interneurons are spontaneously active during quiet wakefulness, perhaps because of their relatively depolarized resting membrane potential (Table 1) , but do not receive significant barrages of synaptic potentials during slow-wave oscillations during quiet wakefulness (Gentet et al., 2012) .
Recordings from identified inhibitory interneurons in vivo indicate that the activities of these cells are state dependent (Gentet et al., 2010 (Gentet et al., , 2012 . In the quiet resting mouse, large fluctuation of the membrane potentials, resembling the slow oscillation of sleep, are prevalent in the somatosensory cortex (Petersen et al., 2003) . During each depolarized, Up-like state, of these quietwaking oscillations, fast spiking neurons discharge in a manner similar to that observed here, whereas regular spiking GABAergic interneurons discharge at rate that is less than that of fast spiking interneurons (Gentet et al., 2010) . However, when the waking animal actively moves its whiskers, the slow oscillation ceases and the membrane potential loses the prominent Down states. Surprisingly, the average action potential activity of fast-spiking and SOM interneurons decreases, while other types of non-fastspiking inhibitory interneurons increases (Gentet et al., 2010 (Gentet et al., , 2012 . Our findings reveal that, despite the suggestion of panconnectivity of local excitatory-inhibitory interactions (Fino and Yuste, 2011; Packer and Yuste, 2011) , the subtypes of inhibitory interneurons in the cortex exhibit a high degree of unique functional interconnectivity (Haider and McCormick, 2009 ), resulting in the different cell types responding to behavioral demands in specialized ways that depends not only upon the anatomical connections of the circuit but also the state of neuromodulatory networks and the pattern of presynaptic cortical activity (Fig. 10) .
