In trying to understand the theory of spin glasses, a number of methods and concepts have been developed which seem to have possible applications beyond statistical mechanics, particularly in the field of combinatorial optimization.
It was soon realized [1] and demonstrated [2] that the determination of the ground state of an infinite range spin glass is an NP complete problem. As this is probably the NP complete problem which has been most studied by physicists, let us briefly recall the kind of results that can be obtained in this case. The infinite range Ising spin glass is a set of N spins as = ± 1 interacting through random couplings Jig which are independent Gaussian random variables with Jij = 0 and J3 = 1 /N. The J's are quenched variables given once for all (a given sample, Le. a set of J's, is an instance of the problem), and the problem consists in finding the ground state configuration of the spins, that is the one which minimizes the Hamiltonian NP completeness means that there is no known algorithm which can solve every instance of this problem in a time growing less than a power of N, and it is unlikely that such an algorithm can be found [3] . A good heuristic (an algorithm which provides an approximate solution) is the simulated annealing method which consists in sampling the configurations with a Boltzmann-Gibbs probability e-MIT with the Monte Carlo method, and smoothly decreasing the temperature [4] . This is a general and powerful approach for many complex optimization problems [4] [5] [6] [7] .
On the other hand some kind of analytical information is also available. The ground state energy density E/N (minimum of HIN) converges to a certain value Eo for large N, independently of the sample (1).
The replica method allows one to prove that there is a phase transition in this system at the critical temperature T, = 1. Below T, there is a breaking of ergodicity and one needs replica symmetry breaking. A scheme for such a breaking was proposed in [8] In this paper we want to show how the replica method can be used generally to get the same kind of information as described above on other NP complete problems. We have chosen to apply it to the travelling salesman problem mainly for aesthetic reasons (it is among the easiest NP complete problems to state, and probably the most studied), and also because some numerical data were previously available. It is also a problem rather far from the spin-glass one. This will exemplify one power of the replica method : the fact that no a priori knowledge of the nature of the order and of the order parameter is required This method has already been used to predict the ground state energy in the matching problem [ 11 ] (a polynomial problem) and in the bipartitioning of infinitely connected random graphs which was shown to be equivalent to the S.K. [12] .
In section 2 we describe the problem and its statistical mechanics representation.
In As was shown by Orland [ 15] , one is then led to study a generalized partition function : which reduces to ZTSP in the limit m -+ 0, y -+ oo [15J :
as can be shown using the special simplifications of integrals over s in the limit m -+ 0, summarized by the formula :
As we explained in the introduction, extensive thermodynamic quantities such as the free energy F = -1 Log Zysp are self averaging, which means that F/N goes for N --* oo towards a limit which is sample independent. Hence we shall try to compute the average Log Zpsp, using the replica method which consists in computing ZnTSP and using :
From (2.4) one must compute Z" which is equal to :
where we have introduced, on each site 4 n replicas of the original spin variable : Sa, a = 1, ..., n.
Because of the statistical independence of the di?s and of the introduction of replicas, the averages over each dij decouple in (2.7) and using : ' where :
where the a's, going from one to n, are replica indices while the a's, going from one to m, characterize the various spin components. A crucial remark is that in (2. 0) the terms where at least two replica indices are equal lead to vanishing contributions in the limit of the TSP (2.4) (which must be taken before the n -+ 0 limit) as is shown in appendix I. A Gaussian transformation decouples the various sites in (2 .10), leading to :
where z is the one-site partition function :
In principle, formulae (2.11) and (2.12) give the free energy of the TSP in the large N limit through a saddle point evaluation of the integral in (2.11). However it is well known from the theory of spin glasses that this saddle point is not easy to find in the limit n -+ o. Furthermore there are two other complications here : the appearance of all the order parameters Qa, Qab' ..., Q I.... (similar to the case of the matching [11] ), and the presence of a polymeric index a going from one to m, where m -+ 0. We shall propose and analyse a solution of these saddle point equations in the next section.
Before going to this analysis, let us explain how other quantities, besides the thermodynamic functions, can be deduced from the saddle point values of the Q's.
An interesting information is the average distribution P(q) of overlaps between the relevant tours at a given temperature. We define the overlap qt,t, between two tours t and t' as their number of common bonds, divided by N [7] . The characteristic function g(y) of P(q) is defined as : and the value of temperature T = 0.5 is below the freezing region, so that E(T) can be interpolated safely to T = 0.
Results and discussion
In this section we present the results obtained within the replica symmetric solution described above. As has been explained in section 3, the high temperature expansion allows for a very precise computation of the function E(T) (average length of the tours found at a given temperature) for T &#x3E; 0.5. The result is plotted in figure 1 . We have also computed in the same regime the entropy where E is the function introduced in (3 .19) .
It turns out that S(T)/T is nearly constant in the low temperature range, with a value of the order of 0.33 ± 05 (see Fig. 1 ), the estimate of the error being quite subjective. This suggests that the specific heat grows linearly at low temperature and so the energy should start quadratically :
This allows to interpolate the curve E(T) down to T = 0. The ground state energy is :
where the estimation of the error is again subjective.
When the temperature tends to zero the entropy converges to a value near to 0 (e.g. 0 ± 0.03), but it is of course impossible to state whether S(0) is exactly zero or not.
We have also computed the distribution of overlap between the tours from formula (2.14). Within the [7] . Indeed from their figure 1 one can plot the length versus 1/N. This is done in figure 3 . If one discards the data for N &#x3E; 48 in which presumably the ground state has not been found, one finds a nearly linear curve which extrapolates at N = oo to E -2.09. As for the temperature dependence of the length it exhibits Fig. 3. -Plot of the optimal tour length obtained by Kirkpatrick and Toulouse [7] versus 1/N. typical features, such as the rather narrow freezing region around T -0.9, which are also found numerically in [7] . Unfortunately the lack of statistics of [7] We write and we impose these constraints through 6 functions written in integral representation
The integral over the S', in the limit m -+ 0, is
In the TSP limit we are interested in the term of the order of y" of z which is
Having extracted the y" term we can go on and take the limit n -+ 0. One way to do it is to write where is a function of A with f(0) = 1, so that
