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Abstract: One of the most fundamental problems in network study is
community detection. The stochastic block model (SBM) is one widely used
model for network data with different estimation methods developed with
their community detection consistency results unveiled. However, the SBM
is restricted by the strong assumption that all nodes in the same community
are stochastically equivalent, which may not be suitable for practical appli-
cations. We introduce pairwise covariates-adjusted stochastic block model
(PCABM), a generalization of SBM that incorporates pairwise covariate in-
formation. We study the maximum likelihood estimates of the coefficients
for the covariates as well as the community assignments. It is shown that
both the coefficient estimates of the covariates and the community assign-
ments are consistent under suitable sparsity conditions. Spectral cluster-
ing with adjustment (SCWA) is introduced to efficiently solve PCABM.
Under certain conditions, we derive the error bound of community esti-
mation under SCWA and show that it is community detection consistent.
PCABM compares favorably with the SBM or degree-corrected stochastic
block model (DCBM) under a wide range of simulated and real networks
when covariate information is accessible.
MSC 2010 subject classifications: Primary: 91D30, 91C20; secondary:
62H30.
Keywords and phrases: covariates-adjusted, network, consistency, com-
munity detection, spectral clustering with adjustment.
1. Introduction
Network describes the connections among subjects in a population of interest.
Its wide applications have attracted researchers from different fields. In social
media, people’s behaviors and interests can be unveiled by network analysis
(Facebook friends and Twitter followers). In ecology, a food web of predator-
prey interactions can provide more information about habits of individuals and
structure of biocoenosis. There are also wide applications in computer science,
biology, physics and economics [15, 17, 34, 18].
Community detection is one of the most studied problems for network data.
Communities can be intuitively understood as groups of nodes which are densely
∗Partially supported by NSF CAREER Grant DMS-1554804.
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connected within groups while sparsely connected between groups. Identifying
network communities not only helps better understand structural features of the
network, but also offers practical benefits. For example, communities in social
networks tend to share similar interest, which could provide useful information
to build recommendation systems. Most community detection methods fall into
two categories: algorithm-based and model-based. For algorithm-based methods
[5, 35, 50, 45, 44], they come up with an objective function (e.g., modularity)
and then optimize it to obtain the community estimation. Model-based method
focuses on how the edges are generated from a probabilistic model. Some popular
models include stochastic block model [23], mixture model [37], degree-corrected
stochastic block model [26], latent space models [22, 20, 21] and so on. For a
systematic review of statistical network models, see [17, 13].
The classical stochastic block model (SBM) assumes that the connection be-
tween each pair of nodes only depends on the communities they belong to.
For SBM, community detection consistency has been established for various
methods, including modularity maximization [35], profile likelihood [5], spectral
clustering [39, 30], maximum likelihood [10], variational inference [4], penal-
ized local maximum likelihood estimation [14], among others. In real world, the
connection of nodes may depend on not only community structure but also on
nodal covariates. For example, in an ecological network, the predator-prey link
between species may depend on their prey types as well as their habits, body
sizes and living environment. Incorporating nodal information into the network
model should help us recover a more accurate community structure.
Depending on the relationship between communities and covariates, there are
in general two classes of models as shown in Figure 1: covariates-adjusted and
covariates-confounding. c, X and A respectively stands for latent community
label, nodal covariates, and adjacency matrix. In Figure 1a, the latent commu-
nity and the covariates jointly determine the network structure. One typical
example for this model is the friendship network between students. Students
become friends for various reasons: they are in the same class; they have the
same hobbies; they are of the same ethnic group. Without adjusting those co-
variates, it is hard to believe A represent any single community membership.
We will analyze one such example in detail in Section 6. On the other hand,
covariates sometimes carry the same community information as the adjacency
matrix, which is shown in Figure 1b. The name “confounding” comes from graph
model [19]. Citation network is a perfect example for this model [41]. When the
research topic is treated as the community label for each article, the citation
links would largely depend on the research topics of the article pair. Meanwhile,
the distribution of the key words is also likely to be driven by the specific topic
the article is about.
Most researchers modify SBM in the above two ways to incorporate covari-
ates’ information. For the covariates-adjusted model, [36] uses covariates to
construct the prior for community label and then generates edges by degree-
corrected model; [48] proposes a directed network model with logistic func-
tion, but it does not consider possible community structure. For the covariates-
confounding model, [43] uses a logistic model as the prior for community labels.
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Fig 1: Different network models including covariates
[49] proposes a joint community detection criterion, which is an analogue of
modularity, to incorporate node features. [33] presents algorithms for two spe-
cial class of latent space model that incorporates edge covariates. [46] proposes
a generalized linear model with low rank effects to model network edges, which
implies the community structure though not mentioned explicitly.
In this work, we propose a simple yet effective model called pairwise covariate-
adjusted stochastic block model (PCABM), which extends the SBM by adjust-
ing the probability of connections by the contribution of pairwise covariates.
Through this model, we can learn how each covariate affects the connections
by looking at its corresponding regression coefficient. In addition, we show the
consistency and asymptotic normality for MLE. Besides likelihood methods, we
also propose a novel spectral clustering method called spectral clustering with
adjustment (SCWA). Note that [8] also uses a modified version of spectral clus-
tering to incorporate nodal covariates, but it is not based on a specific model.
We prove desirable theoretical properties for SCWA applied to PCABM, and
show that as a fast algorithm, using it as an initial estimator for the likeli-
hood method usually leads to more accurate community detection than random
initialization.
The rest of the paper is organized as follows. In Section 2, we introduce
the PCABM. We then show the asymptotic properties of the coefficient esti-
mates as well as the community detection consistency in Section 3. Section 4
introduces SCWA and its asymptotic properties. Simulations and applications
on real networks will be discussed in Section 5. We conclude the paper with
a short discussion in Section 6. All proofs are relegated to the Appendix and
Supplementary Materials.
Here, we introduce some notations to facilitate the discussion. For a square
matrixM ∈ Rn×n, let ‖M‖ be the operator norm ofM , ‖M‖F =
√
trace(MTM),
‖M‖∞ = maxi
∑n
j=1 |Mij |, ‖M‖0 = #{ij|Mij 6= 0}, ‖M‖max = maxij |Mij |.
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λmin(M) is the minimum eigenvalue of M . For index sets I, J ⊂ [n], MI· and
M·J are the sub-matrix of M consisting the corresponding rows and columns.
For a vector x ∈ Rn, let ‖x‖ = √∑ni=1 x2i and ‖x‖∞ = maxi |xi|. Next, we
clarify some Bachmann-Landau notations that will be used later. For two real
number sequences xn and yn, we say xn = o(yn) if limn xn/yn = 0, xn = O(yn)
if |xn/yn| ≤ ~ for all n and some ~ > 0, xn = Ω(yn) if |xn/yn| ≥ ~ for
all n and some ~ > 0, xn = ω(yn) if limn |xn/yn| = ∞ and xn = Θ(yn) if
~1 ≤ |xn/yn| ≤ ~2 for all n and some ~1, ~2 > 0.
2. Pairwise Covariate-Adjusted stochastic Block Model
We consider a graph with n nodes and K communities, where K is assumed
fixed and does not increase with n. In this paper, we focus on undirected
weighted graphs without self-loops. All edge information is incorporated into
a symmetric adjacency matrix A = [Aij ] ∈ Nn×n with diagonal elements be-
ing zero, where N represents the set of nonnegative integers. The total num-
ber of possible edges is denoted by N = n(n − 1)/2. The true node labels
c = {c1, · · · , cn} ∈ {1, · · · ,K}n are drawn independently from a multinomial
distribution with parameter pi = (pi1, · · · , piK)T , where
∑K
i=1 pik = 1 and pik > 0
for all k. The community detection problem is aiming to find a disjoint parti-
tion of the node, or equivalently, a set of node labels e = {e1, · · · , en}, where
ei ∈ {1, · · · ,K} is the label for node i.
In classical SBM, we assume P (Aij = 1|c) = Bcicj , where B = [Bab] ∈
[0, 1]K×K is a symmetric matrix. In practice, the connection between two nodes
may depend not only on the communities they belong to, but also on the nodal
covariates (e.g., gender, age, religion). To fix idea, assume in addition to A, we
have additionally observed a vector of covariates xi for node i. We now introduce
a p-dimensional vector zij = ζ(xi,xj), where ζ is a symmetric function and
p < N is fixed. Note that we do not specify the form of ζ(·, ·) here to make the
framework more general. In practice, it can be taken as any reasonable bivariate
symmetric functions. For example, if we set ζ(xi,xj) = logxi + logxj with xi
being the degree of node i, our model can take into account of the heterogeneity
of node degree like in DCBM [26]. We will demonstrate this specific form with
an example in Section 6. For a school friendship network (to be described in
Section 6), we can measure the difference of grades by setting ζ(xi,xj) = |xi−xj |
with xi being the grade of student i. Throughout the paper, we assume zij is
fixed and ‖zij‖∞ ≤ β for an absolute constant β > 0.
Now, we are ready to introduce the Pairwise Covariate-Adjusted stochastic
Block Model (PCABM): given community assignment c and pairwise covari-
ates Z = [zTij ]i<j ∈ RN×p, Aij ’s are independent Poisson distributed with
rate λij = Bcicje
zTijγ . Here, B = [Bab] ∈ [0,∞)K×K is a symmetric matrix
with no identical rows. In addition, γ is a fixed common coefficient vector
for all node pairs (i, j) with the true value of γ denoted by γ0. The specific
term ez
T
ijγ is introduced here to adjust the SBM with the pairwise covariates.
Here, as usual, we assume B = ρnB¯ with B¯ fixed and ρn → 0 as n → ∞.
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ϕn = nρn is no longer the expected degree as in [51], but we can still use it to
measure the rate of ρn. Also, assume the limits ν0 := limn→∞
∑
i<j e
zTijγ
0
/N ,
ν1 := limn→∞
∑
i<j zije
zTijγ
0
/N , and ν2 := limn→∞
∑
i<j zijz
T
ije
zTijγ
0
/N exist.
The detailed distribution is summarized as follows:
P (Aij |c, Z,γ0, B) ∝ λAijij e−λij = BAijcicjeAijz
T
ijγ
0
e−Bcicj e
zTijγ
0
.
Remark 2.1. It is easy to observe that when γ0 = 0, PCABM reduces into the
poisson SBM with parameters (c, B).
Let φ = (B,pi) with true value denoted by φ0 = (B0,pi0). The likelihood
function of the complete graph model (CGM) [4] under label e and coefficient
γ can be written as
f(e,γ,φ|A,Z) ∝
n∏
i=1
piei
∏
i<j
BAijeieje
Aijz
T
ijγe−Beiej e
zTijγ
.
Define nk(e) =
∑n
i=1 1ei=k,Okl(e) =
∑
ij Aij1ei=k,ej=l, Ekl(e,γ) =
∑
se(k,l)
ez
T
ijγ ,
and se(k, l) = {(i, j)|ei = k, ej = l, i 6= j}. Under assignment e, nk(e) repre-
sents the number of nodes in community k. For k 6= l, Okl is the total number
of edges between communities k and l; for k = l, Okk is twice of the number
of edges within community k. Ekl is the summation of all pair-level factors. We
can write the log-likelihood function as
log f(e,γ,φ|A,Z) ∝
∑
k
nk(e) log pik +
1
2
∑
kl
Okl(e) logBkl
− 1
2
∑
kl
BklEkl(e,γ) +
∑
i<j
Aijz
T
ijγ.
We use Φ = {Bkl, pik|
∑K
k=1 pik = 1, Bkl ≥ 0 for k, l = 1, · · · ,K} to denote the
restricted space for estimation, then the MLE in Φ given e is p˜ik(e) =
nk(e)
n and
B˜kl(e) =
Okl(e)
Ekl(e,γ)
. Plugging φ˜(e) = (B˜(e), p˜i(e)) into the original log-likelihood
and discarding the constant term, we have
log f(e,γ, φ˜(e)|A,Z) ∝1
2
∑
kl
Okl(e) logOkl(e)− 1
2
∑
kl
Okl(e) logEkl(e,γ)
+
∑
i<j
Aijz
T
ijγ +
∑
k
nk(e) log
nk(e)
n
.
Since the community assignments are random, we need to sum all possible
communities up to get the marginal likelihood, which is called graph model
(GM) in [4]:
g(γ,φ|A,Z) =
∑
e
f(e,γ,φ|A,Z).
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Basically, GM is the community marginalization of CGM. When there is no
ambiguity, we omit the conditioning argument for simplicity. Then the MLE
under two models can be written respectively as:
γ˜(e0) = arg max
γ
f(e0,γ, φ˜(e0)), c˜(e0) = arg max
e
f(e, γ˜(e0), φ˜(e0)), (CGM)
(γˆ, φˆ) = arg max
γ,φ∈Φ
g(γ,φ), cˆ = arg max
e
f(e, γˆ, φˆ), (GM)
where e0 is the initial community assignment. We may also write γ˜(e0) and
c˜(e0) as γ˜ and c˜ for convenience.
GM implies an iterative procedure between the following two steps (S1) derive
γˆ and φˆ based on g(γ,φ); (S2) plug them into f to get cˆ. However, optimization
of GM is difficult because there can be multiple local optima if f is convex
in certain parameterization and marginalization over e is intractable [4]. An
alternative is to optimize CGM iteratively to get an approximate solution, which
could also be computationally intensive. Luckily, in Section 3, we will introduce
a more efficient approach which estimates γ0 and c sequentially with a proper
initial community assignment e0.
3. Likelihood Theory for PCABM
The likelihood theory will be divided into three parts. First, we investigate the
property of MLE under CGM. With the initial community assignment e0, we
derive the consistency and asymptotic normality of γ˜(e0) under some mild con-
ditions. Second, we demonstrate that given γ˜(e0) is consistent, the consistency
of c˜(e0) is guaranteed. Finally, we link CGM and GM by showing that the
likelihood ratios under the two models are equal up to a small order term.
Define `e by the log-likelihood terms involving γ under assignment e, which
is
`e(γ) =
∑
i<j
Aijz
T
ijγ −
1
2
∑
kl
Okl(e) logEkl(e,γ).
Also, `′e(γ) and `
′′
e(γ) denote the first and second order derivatives, respectively.
We first introduce some conditions regarding the initial community assignment
e0.
Condition 3.1. (non-degeneracy) nk(e0)→∞ for any k as n→∞.
Condition 3.2. For any e0 that satisfies Condition 3.1 and for any γ, we have
λmin[
`′′e0(γ)
Nρn
] ≥ % > 0,
where % is a universal constant.
Condition 3.1 is a mild condition requiring none of the communities is de-
generate. Condition 3.2 is introduced to ensure the log-likelihood function of γ
is well behaved.
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Theorem 3.1. Under PCABM, assume Conditions 3.1 and 3.2 hold. As n→
∞, if Nρn →∞, γ˜(e0) p−→ γ0.
This theorem saves us from tedious calculations of estimating γ0 and c itera-
tively. It shows that we can get a consistent estimate of γ0 given any community
assignment e0 with mild conditions. With Theorem 3.1, we no longer need to
find a good initial estimate of c to guarantee the consistency of γ˜. We can sim-
ply take any random non-degenerate assignment e0 as the initial class label and
optimize the likelihood function to get γ˜(e0). Next, we present the asymptotic
normality property for γ˜(e0).
Theorem 3.2. Under PCABM, assume Conditions 3.1 and 3.2 hold. As n→
∞, if Nρn → ∞, the asymptotic distribution of
√
Nρn(γ˜(e0) − γ0) is mul-
tivariate normal with mean 0 and covariance matrix I−1(γ0), where I(γ0) =∑
ab B¯abpiapib(ν2 − ν−10 ν1νT1 ).
Different from [48], in which the network is dense, the convergence rate in
our theorem is
√
Nρn rather than
√
N since the effective number of edges is
reduced from N to Nρn. The asymptotic covariance matrix I
−1(γ0) depends
on the limit of Z, which in practice can be estimated empirically.
Based on the consistency of γ˜(e0), we can show that c˜(e0) as defined in CGM
is also consistent. Here, we prove two versions of consistency as defined in [51].
While weak consistency means convergence in probability: P [ 1n
∑n
i=1 1cˆi 6=ci <
ε] → 1 for any ε > 0 as n → ∞, strong consistency means convergence almost
surely: P (cˆ 6= c)→ 1, as n→∞. We prove both versions of consistency under
the same sparsity conditions as those in [51], respectively.
Theorem 3.3. Under PCABM, when γ˜(e0) is consistent, c˜(e0) is weakly con-
sistent if ϕn →∞ and strongly consistent if ϕn/ log n→∞.
Remark 3.1. Consider a network generated by PCABM. If we ignore the co-
variates and use SBM instead, it is equivalent to PCABM with γ˜ = 0. Suppose
nodes i, j and k belong to the first community. We have λik = B11e
zTikγ
0 6=
B11e
zTjkγ
0
= λjk unless z
T
ikγ
0 = zTjkγ
0. Therefore, the nodes in the same com-
munity could behave very differently depending on the value of the pairwise co-
variates. As a result, we would expect the regular SBM to have difficulty in
detecting the communities when the magnitude of γ0 is large. We will demon-
strate this point through a simulation example in Section 5 where we vary the
magnitude of γ0.
Since finding c˜ is a non-convex problem, we use tabu search [3, 16] to find a
solution. The detailed algorithm is described as follows.
Algorithm 1 PCABM.MLE0
Input: Adjacency matrix A; pairwise covariates Z; initial assignment e0; likelihood function
f(e0,γ, φ˜(e0)); number of communities K
Output: Coefficient estimate γ˜(e0) and community estimate c˜.
1: Optimize f(e0,γ, φ˜(e0)) w.r.t. γ with some algorithm (e.g., BFGS) to derive γ˜(e0).
2: Use tabu search to get c˜.
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The idea of tabu search is to randomly switch the class label for a pair of
nodes. If the value of log-likelihood function increases after switching, we pro-
ceed with the switch. Otherwise, we ignore the switch by sticking with old labels.
Because this algorithm is greedy, to avoid being trapped in local maximum, we
“tabu” those nodes whose labels have been switched in a preceding period of
time, i.e. we don’t consider switching the label of a node if it is in the tabu set.
Though global maximum is not guaranteed, tabu search usually gives satisfac-
tory results from our limited numerical experience.
After presenting an algorithm for estimating coefficients and community la-
bels under CGM, we wish to establish a theory to connect GM and CGM like in
[4]. Indeed, in the following theorem, we show that the likelihood ratios under
CGM and GM are equal up to a small order, which implies that the inference
under CGM is asymptotically equivalent to that under GM.
Theorem 3.4. Let (c, A) be generated from PCABM with (γ0,φ0). If ϕn/ log n→
∞, then
g
g0
(γ,φ) = max
φ′∈Eφ
[
f
f0
(c,γ,φ′) + εn(K,γ,φ′)
]
,
where f0 and g0 denote f and g under γ
0,φ0 respectively, εn(K,γ,φ
′) = op(1)
and Eφ represents the permutation equivalent class of φ.
Here, the permutation equivalent class Eφ includes all parameters derived
from φ by permuting community labels. The proof of Theorem 3.4 is shown in
Appendix C, which is adapted from [4]. Although the computation of GM is
intractable, this theorem completes the theoretical properties for PCABM and
sheds light on the link between GM and CGM.
4. Spectral Clustering with Adjustment
Though the likelihood method has appealing theoretical properties, tabu search
can sometimes be slow when the network size is large. In addition, the commu-
nity detection results can be sensitive to the initial label assignments e0. As a
result, we aim to propose a computationally efficient algorithm in the flavor of
spectral clustering [39] to be used as the initial solution for PCABM.
4.1. Introduction to Spectral Clustering
We first introduce some notations and briefly discuss the classical spectral clus-
tering with K-means for SBM. Let Mn,K be the space of all n × K matrices
where each row has exactly one 1 and (K − 1) 0’s. We usually call M ∈Mn,K a
membership matrix with Mici = 1. Note that M contains the same information
as c and it’s introduced to facilitate the discussion of spectral methods.
From now on, we use PCABM(M,B,Z,γ0) to represent PCABM gener-
ated with parameters in the parentheses. Let Gk = Gk(M) = {1 ≤ i ≤
n : ci = k} and nk = |Gk| for k = 1, · · · ,K. Let nmin = min1≤k≤K nk,
nmax = max1≤k≤K nk and n′max is the second largest community size.
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For convenience, we define matrix P = [Pij ] ∈ [0,∞)n×n, where Pij = Bcicj ,
then it is easy to observe P = MBMT . When A is generated from a SBM with
(M,B), the K-dimensional eigen-decomposition of P = UDUT and A = UˆDˆUˆT
are expected to be close, where UˆT Uˆ = IK and D, Dˆ ∈ RK×K . Since U has only
K unique rows, which represent the community labels, the K-means clustering
on the rows of Uˆ usually lead to a good estimate of M . We define K-means
clustering as
(Mˆ, Yˆ ) = arg minM∈Mn,K ,Y ∈RK×K‖MY − Uˆ‖2F . (1)
Though finding a global minimizer for the K-means problem (1) is NP-hard
[2], for any positive constant , we have efficient algorithms to find an (1 + )-
approximate solution [27, 32]
(Mˆ, Yˆ ) ∈Mn,K × RK×K
s.t. ‖MˆYˆ − Uˆ‖2F ≤ (1 + ) min
M∈Mn,K ,Y ∈RK×K
‖MY − Uˆ‖2F .
The goal of community detection is to find Mˆ that is close to M . To define
a loss function, we need to take permutation into account. Let SK be the space
of all K ×K permutation matrices. Following [30], we define two measures of
estimation error: the overall relative error and the worst case relative error:
L1(Mˆ,M) = n
−1 min
Q∈SK
‖MˆQ−M‖0,
L2(Mˆ,M) = min
Q∈SK
max
1≤k≤K
n−1k ‖(MˆQ)Gk· −MGk·‖0.
It can be seen that 0 ≤ L1(Mˆ,M) ≤ L2(Mˆ,M) ≤ 2. While L1 measures the
overall proportion of mis-clustered nodes, L2 measures the worst performance
across all communities.
4.2. Spectral Clustering with Adjustment
The existence of covariates in PCABM prevents us from applying spectral clus-
tering directly on A. Unlike SBM where A is generated from a low rank matrix
P , A consists of both community and covariate information in PCABM. Since
Pij = E[Aij/ez
T
ijγ
0
], one natural idea to take advantage of the low rank struc-
ture is to remove the covariate effects, i.e. using the adjusted adjacency matrix
[Aij/e
zTijγ
0
] for spectral clustering. Because γ0 is unknown, we replace it with its
estimate γ˜. However, there is one implicit problem with this method. Although
Aij/e
zTij γ˜ is asymptotically unbiased, the variance can explode when zTijγ
0 is
very small because Var(Aij/e
zTij γ˜) = Pije
zTijγ
0
/e2z
T
ij γ˜ ≈ Pij/ezTijγ0 . In this case,
|Aij/ezTij γ˜ − Pij | would be uncontrollable.
To fix this problem, we choose a lower bound v(n), which could vary with
n, to control large variances. When ez
T
ij γ˜ < v(n), we use v(n) as the factor to
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Algorithm 2 PCABM.SCWA
Input: Adjacency matrix A; pairwise covariates Z; initial assignment e0; likelihood function
f(e0,γ, φ˜(e0)); number of communities K; threshold v(n); approximation parameter 
Output: Coefficient estimate γ˜(e0), community estimate Mˆ .
1: Optimize f(e0,γ, φ˜(e0)) w.r.t. γ with some algorithm (e.g., BFGS) to derive γ˜(e0).
2: Divide Aij by vij to get A
′
ij .
3: Calculate Uˆ ∈ Rn×K consisting of the leading k eigenvectors (ordered in absolute eigen-
value) of A′.
4: Let (Mˆ, Yˆ ) be an (1+)-approximate solution to the K-means problem (1) with K clusters
and input matrix Uˆ .
5: Output Mˆ .
adjust, i.e. A′ij = Aij/v(n). Though E[A′ij ] 6= Pij in this case, we know Pijez
T
ijγ
0
is relatively small, so Aij = 0 with high probability, which will alleviate the bias
problem. When ez
T
ij γ˜ ≥ v(n), we still use A′ij = Aij/ez
T
ij γ˜ as the adjusted value.
To summarize, define the adjustment factor as vij = max(v(n), e
zTij γ˜), and the
adjusted adjacency matrix as A′ = [A′ij ] where A
′
ij =
Aij
vij
. This adjustment
scheme results in the Spectral Clustering With Adjustment (SCWA) algorithm,
which is elaborated in Algorithm 2.
To study the theoretical properties of SCWA, we define Pmax = maxPij and
m = #{ezTijγ0 ≤ v(n)} as the number of node pairs whose true covariates factor
doesn’t exceed the adjustment factor v(n). Define d = nρn, and we assume the
following regularity conditions will be assumed throughout this section.
Condition 4.1. nPmax ≤ d and d ≥ C1 log n for C1 > 0.
Condition 4.2. v(n) ≤ C0 n√dm for some constant C0, and m = o(
n logn
ρn
).
Condition 4.1 is similar to the degree sparsity condition in [30]. Condition 4.2
is introduced to control the bias, i.e., the number of edges being adjusted by
v(n) cannot be too many. Additional mathematical details behind it are available
after Theorem 4.1. When ρn = Θ(log n/n), m = o(n
2), which means the number
of edges adjusted by v(n) cannot be a constant proportion of total edges. As a
result, |A′ij − Pij | could be controlled in the sense of variance, which naturally
lead to good results for spectral clustering on A′.
First, we prove a similar theorem for SCWA as Theorem 5.2 in [30]. This
theorem aims to bound ‖A′ − P‖ in probability.
Theorem 4.1. (Spectral bound of Poisson random matrices). Let A be the ad-
jacency matrix generated by PCABM (M,B,Z,γ0), and the adjusted adjacency
matrix A′ is derived with some threshold value v(n) > 0 satisfying Conditions 4.1
and 4.2. For any r > 0, there exists a constant C such that ‖A′−P‖ ≤ C√d/v(n)
with probability at least 1− n−r×v(n).
Different from the rate n−r in [30], we now have a more flexible result
n−r×v(n). Choosing v(n) is a trade-off, and we need to keep in mind that m
depends on both v(n) and the pairwise covariates. When the covariates are
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well-behaved, i.e., ez
T
ijγ
0
are all relatively large, we can achieve a small m with
a relatively large v(n), which will result in small errors. When ez
T
ijγ
0
are all very
small, to control m, we must take a small v(n), leading to a larger bound.
With similar proof of Theorem 3.1 in [30], we can prove the following Theo-
rem 4.2 by combining Lemmas 5.1 and 5.3 in [30], and Theorem 4.1.
Theorem 4.2. Let A be the adjacency matrix generated by PCABM (M,B,Z,γ0),
and the adjusted adjacency matrix A′ is derived with some threshold value v(n) >
0. Assume that P = MBMT is of rank K with the smallest absolute non-zero
eigenvalue at least ξn and Condition 4.1 and 4.2 are satisfied. Let Mˆ be the
output of spectral clustering using (1 + ) approximate K-means on A′. For any
r > 0, there exists an absolute constant C > 0, such that, if
(2 + )
Knρn
ξ2nv
2(n)
< C, (2)
then, with probability at least 1 − n−r×v(n), there exist subsets Hk ⊂ Gk for
k = 1, · · · ,K, and a K × K permutation matrix J such that MˆG·J = MG·,
where G = ∪Kk=1(Gk \Hk), and
K∑
k=1
|Hk|
nk
≤ C−1(2 + ) Knρn
ξ2nv
2(n)
. (3)
Inequality (3) provides an error bound for L2(Mˆ,M). In sets Hk, the cluster-
ing accuracy of nodes can not be guaranteed. Inequality (2) is slightly different
from the one in [30] because of the difference in Theorem 4.1. From the theorem,
one should choose a large v(n) when the conditions are satisfied. Not only it
makes inequality 2 easier to be satisfied, but also leads to a larger probability
of accurate clustering.
Theorem 4.2 doesn’t provide us with an error bound in a straightforward
form since ξn contains ρn. The following corollary gives us a clearer view of the
error bound in terms of model parameters.
Corollary 4.1. Let A be an adjacency matrix generated from a PCABM (M,B,Z,γ0),
with B¯′s minimum absolute eigenvalue bounded below by τ > 0 and maxkl B¯(k, l) =
1. The adjusted adjacency matrix A′ is derived with some threshold value v(n) >
0. Assume Conditions 4.1 and 4.2 hold. Let Mˆ be the output of spectral cluster-
ing using (1 + ) approximate K-means. For any r > 0, there exists an absolute
constant C such that if
(2 + )
Kn
n2minτ
2ρnv2(n)
< C,
then with probability at least 1− n−r×v(n),
L2(Mˆ,M) ≤ C−1(2 + ) Kn
n2minτ
2ρnv2(n)
,
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and
L1(Mˆ,M) ≤ C−1(2 + ) Kn
′
max
n2minτ
2ρnv2(n)
.
Since ρn = Ω(log n/n), when v(n) = ω(1/
√
log n), we have L2(Mˆ,M) =
Op((nρnv
2(n))−1) = Op((log n v2(n))−1) = op(1), where the first inequality is
due to the balanced community size assumption of PCABM, i.e., nmax/nmin =
Op(1). However, we have an upper bound for v(n) in the first part of Condi-
tion 4.2. To have feasible values of v(n), we need m = o(n log n/ρn), which is
the second part of Condition 4.2. Also, to ensure the probability goes to 1 in
Corollary 4.1, we require v(n) = o(1/ log n). As a result, v(n) is both upper and
lower bounded. In practice, as we will see in Section 5, simply taking v(n) = 1
usually yields satisfactory results.
Compared with SCWA, the likelihood tabu search usually leads to more
precise results but takes longer time. Also, the results of the likelihood tabu
search are sensitive to the initial labels e0 in some settings. To combine the
advantages of those two methods, we propose to use the results of SCWA as
the initial solution for tabu search (PCABM.MLE as described in Algorithm
3), which shows better empirical performance than each method alone. We will
conduct extensive simulation studies in Section 5.
Algorithm 3 PCABM.MLE
Input: Adjacency matrix A; pairwise covariates Z; initial classes e0; likelihood function
f(e0,γ, φ˜(e0)); number of communities K; threshold v(n); approximation parameter 
Output: Community estimate Mˆ
1: Use algorithm 2 to get an initial community estimate M ′.
2: Use M ′ as the initial communities for tabu search to find an optimal c˜.
3: Output Mˆ , which is the indicator version of c˜.
5. Simulations
For all simulations, we consider K = 2 communities with prior probability
pi1 = pi2 = 0.5. In addition, we fix B¯ =
(
2 1
1 2
)
. We generate data by applying the
following procedure:
1. Determine parameters ρn and γ
0. Generate xi from certain distribution.
2. Construct pairwise covariates zij from xi,xj using some fixed function
ζ(·, ·).
3. Generate adjacency matrix A = [Aij ] from Poisson distribution with pa-
rameter calculated using PCABM with parameters in step 1.
We use the same nodal covariate vector xi in all simulations, whose 5 entries
are generated independently from Bernoulli(0.1), Poisson(0.1), Uniform[0, 1],
Exponential(0.3), N(0, 0.3), respectively. The parameters for each distribution
are chosen to make the variances of covariates similar. We then generate five
pairwise covariates by zij = |xi−xj |. In the following experiments, we will omit
the above procedures and only state the other parameters.
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5.1. γ Estimation
For PCABM, estimating γ would be the first step, so we check the consistency
of γˆ shown in our theory section.
We ran 100 simulations respectively for n = 100, 200, 300, 400, 500. The pa-
rameters are set as ρn = 2(log n)
1.5/n, γ0 = (0.4, 0.8, 1.2, 1.6, 2)T .
We obtain γ˜ by using BFGS to optimize likelihood function under some
random initial community labels. We show the mean and standard deviation of
γ˜ in Table 1. It is clear that γ˜ is very close to γ0 even for a small network. The
shrinkage of standard deviation shows consistency of MLE.
Table 1
Simulated results for distribution of γ˜, displayed as mean (standard deviation).
n γ01 = 0.4 γ
0
2 = 0.8 γ
0
3 = 1.2 γ
0
4 = 1.6 γ
0
5 = 2
100
0.3739 0.772 1.1651 1.6276 2.0074
(0.0272) (0.0211) (0.0356) (0.0326) (0.0343)
200
0.3933 0.8019 1.1721 1.6002 2.0234
(0.0132) (0.011) (0.0207) (0.0176) (0.0201)
300
0.414 0.7938 1.1634 1.5939 1.9918
(0.0115) (0.0073) (0.016) (0.0092) (0.0136)
400
0.3909 0.8057 1.195 1.6085 2.012
(0.008) (0.0065) (0.0125) (0.0071) (0.0098)
500
0.3965 0.8003 1.1992 1.5919 2.0039
(0.0074) (0.0052) (0.012) (0.0093) (0.0108)
By taking a closer look at the network of size n = 500, we compare the
distribution of γ˜ with the theoretical asymptotic normal distribution derived in
Theorem 3.2. We show the histogram for the first three coefficients in Figure 2.
We can see that the empirical distribution matches well with the theoretical
counterpart.
Fig 2: Simulation results for γ˜ compared with theoretical values.
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5.2. Community Detection
After obtaining γˆ, we focus on the estimation of community labels. Under
PCABM, there are three parameters that we could tune to change the property
of the network: γ0, ρn and n. To illustrate the impact of these parameters on
the performance of community detection, we vary one parameter while fixing
the remaining two in each experiment. More specifically, we consider the form
ρn = cρ × (log n)1.5/n and γ0 = cγ(0.4, 0.8, 1.2, 1.6, 2) in which we will vary the
multipliers cρ and cγ . The detailed parameter settings for the three experiments
are as follows.
1. n ∈ {100, 200, 300, 400, 500}, with cρ = 0.5 and cγ = 1.4.
2. cρ ∈ {0.3, 0.4, 0.5, 0.6, 0.7}, with n = 200 and cγ = 1.4.
3. cγ ∈ {0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 1.4, 1.6}, with n = 200 and cρ = 1.
In addition, we fix v(n) = 1 in Algorithm 2. The results for the three experiments
are presented in Figure 3. Each experiment is carried out for 100 times. The
error rate is reported in terms of average Adjusted Rand Index (ARI) [24], which
is a measure of the similarity between two data clusterings.
Fig 3: Simulation results under PCABM for different parameter settings.
SBM.MLE and SBM.SC refer to likelihood and spectral clustering meth-
ods under SBM, respectively. PCABM.MLE and PCABM.SCWA refer to Al-
gorithms 3 and 2 respectively. To evaluate the robustness of PCABM towards
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misspecification of the pairwise function ζ(·, ·), we consider the case where we
“wrongly” uses Zijk = (Xik−Xjk)2 for k = 4, 5 to construct the pairwise covari-
ates and use Algorithm 3. The resulting estimator is named “PCABMw.MLE”
in the figure. It is basically Algorithm 3, but for the last two entries of zij , we
use Zijk = (Xik −Xjk)2 instead of |Xik −Xjk| for k = 4, 5.
When the number of nodes increases, it is clear from the first plot in Figure
3 that both algorithms under SBM provides us little more than random guess.
On the other hand, all the PCABM-based algorithms perform quite well with
PCABM.MLE having nearly perfect community detection performance through-
out all n. Note that the spectral method SCWA gradually catches up with MLE
as we have more nodes. We observe a similar phenomenon when the sparsity
level is changed.
When the scale of γ0 is changed, all three algorithms under PCABM still give
good results. As we know, when γ0 = 0, our model reduces to SBM, so it is not
surprising that SBM.MLE and SBM.SC both perform well when the magnitude
of γ0 is relatively small and fail when the magnitude increases. Also, it appears
that compared with the likelihood method, spectral clustering is more robust
to model misspecification.
Fig 4: Simulation results under DCBM for different parameter settings.
To show the robustness of our algorithms, we also apply Algorithms 2 and 3
to networks generated by DCBM, which can be viewed as a misspecified case.
The degree parameter for each node is chosen from {0.5, 1.5} with equal proba-
bility, while other parameters follow the same scheme as PCABM. For covariates
construction, we take zij = log di+ log dj , where di is the degree of node i. As a
comparison, we also implemented the likelihood method in [51] and the SCORE
method in [25]. In Figure 4, all algorithms perform better when the network
is larger or denser. Surprisingly, SCWA is slightly better than SCORE in most
cases. The two likelihood-based methods perform similarly and better than their
spectral counterparts. The flexibility of PCABM allows us to model any factors
that may contribute to the structure of network in addition to the underlying
communities.
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6. Real Data Examples
6.1. Example 1: Political Blogs
The first real-world dataset we used is the network of political blogs created
by [1]. The nodes are blogs about US politics and edges represent hyperlinks
between them. We treated the network as undirected and only focus on the
largest connected component of the network, resulting in a network with 1,222
nodes and 16,714 edges.
Because there are no other nodal covariates available in this dataset, we
created the pairwise covariates by aggregating the degree information. We let
Zij = log(di × dj), where di is the degree for the i-th node. Table 2 summa-
rizes the performance comparison of PCABM with some existing results on this
dataset. Besides ARI, we also evaluated normalized mutual information (NMI)
[11], which is a measure of the mutual dependence between the two variables. It
is observed that our model slightly outperforms all previous results and the error
rate is very close to the ideal results mentioned in [25], which is 55/1222. This
shows that PCABM can effectively incorporate the degree information into a
specific pairwise covariate and provide significant improvement over the vanilla
SBM, whose NMI is only 0.0001 as reported in [26].
Table 2
Performance comparison on political blogs data.
ARI NMI Errors
Karrer and Newman (2011) [26] - 0.72 -
Zhao et al. (2012) [51] 0.819 - -
Jin (2015) [25] 0.819 0.725 58
PCABM.MLE 0.825 0.737 56
6.2. Example 2: School Friendship
For real networks, people often use certain nodal covariates as the ground
“truth” for community labels to evaluate the performance of various commu-
nity detection methods. However, there could be different “true” community
assignments based on different nodal covariates (e.g., gender, job, and age). [38]
mentioned that communities and the covariates may capture different aspects
of the network, which is inline with the idea presented in the paper. To exam-
ine whether PCABM can discover different community structures, in our second
example, we treat one covariate as the indicator for the unknown “true” commu-
nity assignments while using the remaining covariates as the known covariates
in our PCABM model.
The dataset is a friendship network of school students, which is from the
National Longitudinal Study of Adolescent to Adult Health (Add Health). It
contains 795 students from a high school (Grades 9-12) and its feeder middle
school (Grade 7-8). The nodal covariates include grade, gender, ethnicity and
number of friends nominated (up to 10). We focused on the largest connected
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component with at least one covariate non-missing and treat the network as
undirected, resulting in a network with 777 nodes and 4124 edges. For the nodes
without gender, we let them to be female, which is the smaller group. For those
without grade, we generated a random grade according to their schools.
Different from traditional community detection algorithms which can only
detect one underlying community structure, PCABM provides us with more
flexibility to uncover different community structures by controlling different co-
variates. Our intuition is that social network is usually determined by multiple
underlying structures, so it cannot be simply explained by one covariate. Some-
times one community structure seems to dominate the network, but if we control
the covariate associated with this structure, we may discover other interesting
community structures.
In this example, we conducted three community detection experiments. In
each experiment, out of the three nodal covariates (school, ethnicity and gender),
one was viewed as the indicator for the underlying community, and community
detection was carried out by using the pairwise covariates constructed using
the other two covariates. For gender, school and ethnicity, we created indicator
variables to represent whether the corresponding covariate values were the same
for the pair of nodes. In addition, we considered the number of nominated friends
in all experiments and grade for predicting ethnicity and gender. For number of
nominated friends, we used log(ni + 1) + log(nj + 1) as one pairwise covariate,
where ni is the number of nominated friends for the i-th student. “+1” was used
here because some students didn’t nominate anyone. For grades, we used the
absolute difference to form a pairwise covariate. Using random initial community
labels, we derived the estimates γ˜ in each experiment. In Tables 3 and 4, we show
respectively the estimates when school and ethnicity are taken as the targeted
community.
Table 3
Inference results when school is targeted community.
Covariate Estimate Std. Error t value Pr(> |t|)
White 1.251 0.043 29.002 < 0.001***
Black 1.999 0.051 38.886 < 0.001***
Hispanic 0.048 0.523 0.091 0.927
Others 0.019 0.543 0.035 0.972
Gender -0.192 0.034 -5.620 < 0.001***
Nomination 0.438 0.024 18.584 < 0.001***
Table 4
Inference results when ethnicity is targeted community.
Covariate Estimate Std. Error t value Pr(> |t|)
School -1.005 0.076 -13.168 < 0.001***
Grade -1.100 0.028 -39.182 < 0.001***
Gender -0.198 0.034 -5.813 < 0.001***
Nomination 0.498 0.023 21.679 < 0.001***
In both tables, the standard error is calculated by Theorem 3.2, with the the-
oretical values replaced by the estimated counterparts. Thus, we can calculate
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the t value for each coefficient and perform statistical tests. We can see that
in both experiments, the coefficients for gender and the number of nominations
are similar. They both appear to be significant in the creation of the friendship
network. The significant positive coefficient of nominations shows that students
with a large number of nominations tend to be friends with each other, which
is intuitive. The significant negative coefficient of gender shows students of the
same gender are more likely to be friends with each other than those of different
genders. When we take a closer look at the coefficients of different ethnic groups
in Table 3, we find that only those corresponding to white and black are sig-
nificant. This is understandable if we observe that among 777 students, 476 are
white and 221 are black. As for school and grade, students in the same school
or grade are more likely to be friends with each other, which is consistent with
our common sense.
The network is divided into two communities each time (we only look at
white and black students in the second experiment because the sizes for other
ethnicities are very small). In Figure 5, school, ethnicity and gender are targeted
communities respectively. We use different shades to distinguish true commu-
nities. Predicted communities are separated by the middle dash line, so the
ideal split would be shades vs. tints on two sides. By this criteria, our model
performs pretty well for the first two cases, but fails to distinguish different gen-
ders. Also, more edges between two communities in the third plot indicates bad
performance. It can either be the existence of another unknown variables or gen-
der’s contribution to the network structure is insignificant given the covariates
considered.
The results in terms of ARI are shown in Table 5. Note that, for all other
methods, we would get only one community structure, whose performance is
doomed to be bad for capturing different community structures. Also, to test
the robustness of our method, in the experiment of detecting the ethnicity com-
munity, we tried to use the square of the grade difference which led to almost
the same ARI.
Table 5
ARI comparison on school friendship data.
School Race Gender
PCABM.MLE 0.909 0.914 0.030
SBM.MLE 0.048 0.138 -0.001
SBM.SC 0.043 -0.024 0.000
DCBM.MLE 0.909 0.001 0.002
SCORE 0.799 0.012 0.011
7. Discussion
In this paper, we extended the classical stochastic block model to let the con-
nection probability between nodes not only depend on communities but also
on the pairwise covariates. We proved consistency in terms of both coefficient
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Fig 5: Community detection with different pairwise covariates. From top to bot-
tom, we present community prediction results for school, ethnicity and gender.
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estimates and community label assignments for MLE under PCABM. In addi-
tion, we introduced a fast spectral method SCWA with theoretical justification,
which may serve as a good initial solution for the likelihood method.
Though in our paper we assumed Aij ’s are non-negative integers, it can be
relaxed to be any non-negative number, and the proof still holds. Also, we
would like to consider unbalanced community sizes nmin/nmax = op(1) or when
the number of communities Kn diverges.
One possible future work is to extend PCABM to directed network. In ad-
dition, for the bounded degree case where ϕn = Op(1), it is of great interest
to discuss the properties of estimators under our framework. When we have
high-dimensional pairwise covariates, adding a penalty term to perform vari-
able selection is also worth investigating.
Another interesting issue is the choice of the number of communities K which
is assumed to be known in this paper. However, in practice, it would be desirable
to have an automatic selection procedure for choosing K. Some recent efforts
toward this direction include [40, 28, 42, 29, 9, 31, 47]. It would be interesting
to study some of the methods under PCABM.
Appendix A: Proofs of theoretical results
The Appendix contains proofs of Theorems 3.1, 3.2 and 3.3. The proofs of
Theorems 3.4 and 4.1, and technical lemmas are collected in the supplementary
materials.
A.1. Proof of Theorem 3.1
Proof. In the following proofs, we will always use e instead of e0 to denote the
initial community assignment and γ˜ instead of γ˜(e0) for simplicity. First, we
calculate the first and second order derivative of `e w.r.t. γ as
`′e(γ) =
∂`e
∂γ
=
∑
i<j
Aijzij −
∑
i<j
AijE
−1
eiej (e,γ)
∑
(u,v)∈se0 (ei,ej)
ez
T
uvγzuv,
`′′e(γ) =
∂2`e
∂γ∂γT
=
∑
kl
Okl(e)
2E2kl(e,γ)
( ∑
se0 (k,l)
ez
T
ijγzij)
⊗2 − (
∑
se0 (k,l)
ez
T
ijγz⊗2ij )Ekl(e,γ)
 ,
where x⊗2 = xxT .
Based on Condition 3.2 of e, −`′′e(γ) is positive definite, and −`e(γ) is a
convex function and attains unique global minimum at γ˜(e0).
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We can also calculate the expectation and variance of `′e(γ) under the true
parameter γ0 conditional on Z as
µn(e) := E[`′e(γ0)|zij ] =
∑
i<j
Bcicje
zTijγ
0
zij − ∑se0 (ei,ej) ezTuvγ0zuv
Eeiej (e,γ
0)
 ,
σ2n(e) := V ar[`
′
e(γ
0)|zij ] =
∑
i<j
Bcicje
zTijγ
0
zij − ∑se0 (ei,ej) ezTuvγ0zuv
Eeiej (e,γ
0)
⊗2 .
From limit conditions of Z and Condition 3.1 of e, we can see that
lim
n→∞
∑
se(ei,ej)
ez
T
uvγ
0
zuv/Eeiej (e,γ
0) = ν1/ν0.
Then it’s not hard to verify
lim
n→∞
EZ [µn(e)]
Nρn
= 0
and
lim
n→∞
EZ [σ2n(e)]
Nρn
= I(γ0) = − lim
n→∞
E[`′′e(γ0)]
Nρn
,
where I(γ0) =
∑
ab B¯abpiapib(ν2 − ν−10 ν1νT1 ). Now, it is straightforward to see
γ˜
p−→ γ0, which proved Theorem 3.1.
A.2. Proof of Theorem 3.2
Proof. By Taylor expansion,
`′e(γ˜)− `′e(γ0) = `′′e(γ¯)(γ˜ − γ0),
where γ¯ = qγ0 + (1− q)γ˜ for some q ∈ [0, 1]. By noting that `′e(γ˜) = 0, we have√
Nρn(γ˜ − γ0) = −
[
1
Nρn
`′′e(γ¯)
]−1
×
[
1√
Nρn
`′e(γ
0)
]
.
Since γ˜
p−→ γ0, we have Nρn`′′−1e (γ˜) p−→ Nρn`′′−1e (γ0), then it yields√
Nρn(γ˜ − γ0) = −Nρn`′′−1e (γ0)×
[
1√
Nρn
`′e(γ
0)
]
+ op(1).
By CLT,
1√
Nρn
`′e(γ
0) =
√
Nρn
[
1
Nρn
`′e(γ
0)
]
d−→ N(0, I(γ0)).
Thus, √
Nρn(γ˜ − γ0) d−→ N(0, I−1(γ0)).
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A.3. Proof of Theorem 3.3
A.3.1. Notations
Before beginning the proof, we first introduce some notations. Let |e − c| =∑n
i=1 1ei 6=ci , and e¯ = arg mine′∈Se |e′− c|, where Se is the permutation class of
e. Given a community assignment e ∈ [K]n, we define R(e), V (e) ∈ RK×K with
their elements being
Rka(e) =
1
n
n∑
i=1
1ei=k,ci=a, Vka(e) =
∑n
i=1 1ei=k,ci=a∑n
i=1 1ci=a
=
Rka(e)
p˜ia(c)
.
One can view R as the empirical joint distribution of e and c, and V as the
empirical conditional distribution of e given c.
∑
k Vka(e) = 1 for ∀a and V (c) =
IK . Similar to SBM, we define Λn =
∑
i 6=j Bcicje
zTijγ
0
=
∑
klBklEkl(c,γ
0),
which is the expected summation of all degrees in the network. To approximate
Ekl, we define pikl := limn→∞ n−2Ekl(c,γ0). When k 6= l, pikl = ν0pikpil; when
k = l, pikk = 2ν0pi
2
k. These assumptions allow us to calculate the limit
B := lim
n→∞
Λn
n2ρn
= lim
n→∞n
−2∑
ab
B¯ab
∑
ci=a,cj=b
ez
T
ijγ =
∑
ab
B¯abpiab.
Define Tˆ (e) ∈ RK×K and Sˆ(e,γ) ∈ RK×K as
Tˆkl(e) :=
1
Λn
E[Okl(e)] =
1
Λn
∑
(i,j)∈se(k,l)
Bcicje
zTijγ
0
, Sˆkl(e,γ) :=
1
n2
Ekl(e,γ).
Replacing ez
T
ijγ
0
by its expectation ν0 in Tˆkl(e) and combining terms accord-
ing to true communities they belong to, we have
1
Λn
∑
ab
Babν0[n
2Rka(e)Rlb(e)− nRka(e)1k=l,a=b].
The second term in the summation is to adjust the zero diagonal element of
adjacency matrix, which will only appear when k = l and a = b. And when that
happens, we can see the summation of the second term is
1
Λn
∑
a
Baaν0nRka(e) = Op(n
−1∑
a
Rka(e)) ≤ Op(n−1) = op(1),
which is negligible since Tˆkl(e) = Op(1). The same argument holds for Sˆkl(e,γ).
So we define T˜ (e), S˜(e) ∈ RK×K as
T˜kl(e) :=
1
Λn
∑
ab
Babν0n
2Rka(e)Rlb(e) =
n2ν0
Λn
∑
ab
Babp˜ia(c)p˜ib(c)Vka(e)Vlb(e),
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S˜kl(e) :=ν0
∑
ab
p˜ia(c)p˜ib(c)Vka(e)Vlb(e).
Replacing n2ρn/Λn in T˜ (e) by its limit B−1, we define Tˇ (e) ∈ RK×K as
Tˇkl(e) := ν0B−1
∑
ab
B¯abp˜ia(c)p˜ib(c)Vka(e)Vlb(e).
Further replacing pˆi by pi, we define T (e), S(e) ∈ RK×K as
Tkl(e) :=ν0B−1
∑
ab
B¯abpiapibVka(e)Vlb(e),
Skl(e) :=ν0
∑
ab
piapibVka(e)Vlb(e).
At last, we define X(e) ∈ RK×K to be the rescaled difference between O and
its expectation
Xkl(e) :=
Okl(e)
Λn
− Tˆkl(e).
Define L = ∑klOkl(e)/2 as the total degree of the graph. We reformulate
the log-likelihood by subtracting
∑
i<j Aijz
T
ijγ and L log(Λn/n2), which do not
depend on the community assignments.
log f(e,γ, φ˜(e)|A,Z)−
∑
i<j
Aijz
T
ijγ − L log(Λn/n2)
=
∑
k
nk(e) log
nk(e)
n
+
1
2
∑
kl
Okl(e) log
Okl(e)
Λn
− 1
2
∑
kl
Okl(e) log
Ekl(e,γ)
n2
=
Λn
2
[∑
kl
Okl(e)
Λn
log
Okl(e)
Λn
−
∑
kl
Okl(e)
Λn
log
Ekl(e,γ)
n2
+ op(1)
]
=
Λn
2
[∑
kl
Okl(e)
Λn
log
Okl(e)
Λn
−
∑
kl
Okl(e)
Λn
log
Ekl(e,γ)
n2
+ op(1)
]
=
Λn
2
[
F
(
O(e)
Λn
, Sˆ(e,γ)
)
+ op(1)
]
,
where F (X,Y ) =
∑
klXkl log
Xkl
Ykl
. Define Π1,Π2 ∈ RK×K with entry Π1ab :=
ν0B−1B¯ab, Π2ab := ν0, then Tˇ (e) = (RΠ1RT )(e) and S˜(e) = (RΠ2RT )(e). Define
Ec as the equivalent class of c. [5] established the following properties for F .
1. The function e 7→ F ((RΠ1RT )(e), (RΠ2RT )(e)) is maximized by any e ∈
Ec, and the function F is uniquely maximized at (T (c), S(c)).
2. The function F is uniformly continuous if X and Y are restricted to any
subset bounded away from 0.
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3. Let G(R,Π1,Π2) = F ((RΠ1RT )(e), (RΠ2RT )(e)). Given (pi,Π1,Π2), it
holds for all R ∈ {R ≥ 0, RT 1 = pi} that
∂G((1− )diag(pi) + R,Π1,Π2)
∂
∣∣∣
=0+
< −C¯ < 0.
4. The directional derivatives
∂2F
∂2
(X0 + (X1 −X0), Y0 + (Y1 − Y0))
∣∣∣
=0+
are continuous in (X1, Y1) for all (X0, Y0) in a neighborhood of
(D(pi)Π1D(pi), D(pi)Π2D(pi)), where D(pi) is the diagonal matrix with el-
ements in pi.
We will focus on F (·, ·), and prove its sample version is close to its population
version.
A.3.2. Proof of the theorem
Proof. The proof will have three parts. As preparation, we first show that under
e, the sample version of F is asymptotically close to its population version. In
the second and third step, we show that under weak condition ϕn → ∞ or
strong condition ϕn/ log n → ∞, the sample version of F under e is smaller
than the one under c in probability when e is relatively far from c or e 6= c.
They respectively correspond to weak and strong consistency.
Step 1: sample and population version comparison. We prove ∃ n → 0, such
that
P
(
max
e
∣∣∣F (O(e)/Λn, Sˆ(e, γ˜))− F (T (e), S(e))∣∣∣ ≤ n)→ 1,
which implies weak consistency.
Since ∣∣∣∣F (O(e)Λn , Sˆ(e, γ˜)
)
− F (T (e), S(e))
∣∣∣∣
≤
∣∣∣∣F (O(e)Λn , Sˆ(e, γ˜)
)
− F
(
O(e)
Λn
, Sˆ(e,γ0)
)∣∣∣∣
+
∣∣∣∣F (O(e)Λn , Sˆ(e,γ0)
)
− F
(
Tˆ (e), Sˆ(e,γ0)
)∣∣∣∣
+
∣∣∣F (Tˆ (e), Sˆ(e,γ0))− F (T (e), S(e))∣∣∣ ,
it is sufficient to bound these three terms uniformly. By Lipschitz continuity,∣∣∣∣F (O(e)Λn , Sˆ(e,γ0)
)
− F
(
Tˆ (e), Sˆ(e,γ0)
)∣∣∣∣ ≤W1‖X(e)‖∞,
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)
− F
(
O(e)
Λn
, Sˆ(e,γ0)
)∣∣∣∣ ≤W2‖Sˆ(e, γ˜)− Sˆ(e,γ0)‖∞.
If ϕn → ∞, both RHS terms in above inequalities converge to 0 uniformly.
Also, ∣∣∣F (Tˆ (e), Sˆ(e,γ0))− F (T (e), S(e))∣∣∣
≤W1‖Tˆ (e)− T (e)‖∞ +W2‖Sˆ(e,γ0)− S(e)‖∞. (4)
By LLN, it is easy to verify that
|Tˆkl(e)− Tkl(e)|
≤|Tˆkl(e)− T˜kl(e)|+ |T˜kl(e)− Tˇkl(e)|+ |Tˇkl(e)− Tkl(e)|
=
n2ρn
Λn
∣∣∣∣∣∣n−2
∑
(i,j)∈se0 (k,l)
B¯cicj (e
zTijγ
0 − ν0)
∣∣∣∣∣∣+ op(1)
+ ν0
∣∣∣∣∣(n2ρnΛn − B−1)∑
ab
B¯abp˜ia(c)p˜ib(c)Vka(e)Vlb(e)
∣∣∣∣∣
+ ν0B−1
∣∣∣∣∣∑
ab
B¯abVka(e)Vlb(e)(p˜ia(c)p˜ib(c)− piapib)
∣∣∣∣∣
=op(1)
and
|Sˆkl(e,γ0)− Skl(e)| ≤ |Sˆkl(e,γ0)− S˜kl(e)|+ |S˜kl(e)− Skl(e)|
=
∣∣∣∣∣∣n−2
∑
(i,j)∈se0 (k,l)
(ez
T
ijγ
0 − ν0)
∣∣∣∣∣∣+ op(1)
+
∣∣∣∣∣∑
ab
Vka(e)Vlb(e)(p˜ia(c)p˜ib(c)− piapib)
∣∣∣∣∣
=op(1).
Because the convergence doesn’t depend on e, so RHS of (4) converges to 0
uniformly, which proves our claim.
Step 2 : proof of weak consistency.
We prove that there exists δn → 0, such that
P
(
max
e:‖V (e)−IK‖1≥δn
F
(
O(e)
Λn
, Sˆ(e, γ˜)
)
< F
(
O(c)
Λn
, Sˆ(c, γ˜)
))
→ 1,
where ‖W‖1 =
∑
ka |Wka|.
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By continuity property of F , there exists δn → 0, such that F (T (c), S(c))−
F (T (e), S(e)) > 2n if ‖V (e) − IK‖1 ≥ δn, where IK = V (c). Thus, following
the first step,
P
(
max
e:‖V (e)−IK‖1≥δn
F
(
O(e)
Λn
, Sˆ(e, γ˜)
)
< F
(
O(c)
Λn
, Sˆ(c, γˆ)
))
≥P
(∣∣∣∣ maxe:‖V (e)−IK‖1≥δn F
(
O(e)
Λn
, Sˆ(e, γ˜)
)
− max
e:‖V (e)−IK‖1≥δn
F (T (e), S(e))
∣∣∣∣
≤ n,
∣∣∣∣F (O(c)Λn , Sˆ(c, γˆ)
)
− F (T (c), S(c))
∣∣∣∣ ≤ n
)
→1.
This implies P (‖V (e)− IK‖ < δn)→ 1. Since
1
n
|e− c| = 1
n
n∑
i=1
1ci 6=ei =
∑
a
pia(1− Vaa(e))
≤
∑
a
(1− Vaa(e)) = ‖V (e)− IK‖1/2,
weak consistency follows.
Step 3 : proof of strong consistency.
To prove strong consistency, we need to show
P
(
max
e:0<‖V (e)−I‖1<δn
F
(
O(e)
Λn
, Sˆ(e, γ˜)
)
< F
(
O(c)
Λn
, Sˆ(c, γ˜)
))
→ 1.
Combining this with step 2, we have
P
(
max
e:e6=c
F
(
O(e)
Λn
, Sˆ(e, γ˜)
)
< F
(
O(c)
Λn
, Sˆ(c, γ˜)
))
→ 1,
which implies strong consistency.
By Lipschitz continuity and the continuity of derivative of F w.r.t. V (e) in
the neighborhood of IK , we have
F (
O(e)
Λn
, Sˆ(e, γ˜))− F (O(c)
Λn
, Sˆ(c, γ˜))
=F (Tˆ (e), Sˆ(e, γ˜))− F (Tˆ (c), Sˆ(c, γ˜)) + ∆(e, c),
and
F (T (e), S(e))− F (T (c), S(c)) ≤ −C¯‖V (e)− I‖1 + o(‖V (e)− IK‖1).
Since the derivative of F is continuous w.r.t. V (e) in the neighborhood of
IK , we have for n large enough,
F (Tˆ (e), Sˆ(e, γ˜))− F (Tˆ (c), Sˆ(c, γ˜)) ≤ −(C¯/2)‖V (e)− I‖1 + o(‖V (e)− IK‖1).
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Combining the above results, it is easy to see strong consistency follows if we
can show
P ( max
1≤|e−c|≤nδn
|∆(e, c)| ≤ C¯‖V (e)− IK‖1/4)→ 1.
This can be proved using similar arguments as in [6].
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SUPPLEMENTARY MATERIAL TO
“Pairwise Covariates-adjusted Block
Model for Community Detection”
Sihan Huang and Yang Feng
The Supplementary Material contains a concentration inequality, the proofs
of Theorems 3.4 and 4.1, and technical lemmas.
Appendix B: A concentration inequality
We introduce a concentration inequality to bound X(e) in probability. To ap-
ply Bernstein’s inequality, we need to find L > 0 s.t. E
[|(Aij − λij)k|] ≤
λijL
k−2k!/2. Since we only consider the situation when λij < 1, E
[|(Aij − λij)k|] =
E
[
(Aij − λij)k
]
+ 2λkije
−λij .
E
[
(Aij − λij)k
]
λij
=
k∑
s=1
(
k
s
)
E[Asij ](−λij)k−s−1
=
k∑
s=1
(
k
s
)
(−λij)k−s−1
s∑
t=1
λtij
{s
t
}
<
k∑
s=1
(
k
s
) s∑
t=1
{s
t
}
=
k∑
s=1
(
k
s
)
Bs <
k∑
s=1
(
k
s
)
(
s
log(s+ 1)
)s
<k!
k∑
s=1
(
s
log(s+ 1)
)s
1
s!
<
k!
e
k∑
s=1
(
s
log(s+ 1)
)s(
e
s
)s
=
k!
e
k∑
s=1
(
e
log(s+ 1)
)s <
k!
2
14k−2,
where
{
s
t
}
is the number of ways to partition a set of cardinality s into exactly
t nonempty subsets, and Bs is the Bell number. Since λij is small, by choosing
L > 14, we can guarantee the conditions of Bernstein’s inequality are satisfied.
Lemma B.1. Let ‖X‖max = maxkl |Xkl|, and L > 14, we have
• for 0 <  ≤ minkl Tˆkl(e)/L,
P (max
e
‖X(e)‖max > ) ≤ 2Kn+2 exp
(
− 
2Λn
4
)
; (A.1)
• for 0 <  ≤ minkl
∑
se0 (k,l)∆sc(k,l)
λij/(ΛnL), there ∃C2 > 0 s.t. ∀z ∈ Z
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and z ∈ [0, n],
P ( max
e:|e−c|≤z
‖X(e)−X(c)‖max > ) ≤ 2
(
n
z
)
Kz+2 exp
(
− 
2Λnn
32C2z
)
. (A.2)
Proof. By Bernstein inequality, we have
P
(
ΛnXkl(e) ≥ 2t
√
ΛnTˆkl(e)
)
< exp(−t2),
for 0 < t ≤ 12L
√
ΛnTˆkl(e). Let t =

2
√
Λn
Tˆkl(e)
, we get
P
(
Xkl(e) ≥ 
)
< exp
(
− 
2Λn
4Tˆkl(e)
)
< exp
(
− 
2Λn
4
)
.
By symmetry,
P (|Xkl(e)| ≥ ) < 2 exp(−2Λn/4),
for 0 <  ≤ Tˆkl(e)/L, which is sufficient to prove (A.1). Similarly,
P
(
Λn(Xkl(e)−Xkl(c)) ≥ 2t
√
Var(Λn(Xkl(e)−Xkl(c)))
)
< exp(−t2),
for 0 < t ≤ 12L
√
V ar(Λn(Xkl(e)−Xkl(c))) =
√∑
se0 (k,l)∆sc(k,l)
λij/(2L). Let
t = Λn[
∑
se0 (k,l)∆sc(k,l)
λij ]
−1/2/2, we will have
P (Xkl(e)−Xkl(c) ≥ ) < exp
(
− 
2Λ2n
4
∑
se0 (k,l)∆sc(k,l)
λij
)
.
We know when n is large enough, according to the limit condition of Z, there
∃κ > 0 s.t. ∑se0 (k,l)∆sc(k,l) λij ≤ 4znρnκ < 4znκ 2Λnn2B = 8n−1zΛnC2, C2 = κ/B.
For small finite n, we can easily find a constant bound. For simplicity, we just
use a uniform C2 here. For 0 <  <
∑
se0 (k,l)∆sc(k,l)
λij/(ΛnL),
P
(
Xkl(e)−Xkl(c) ≥ 
)
< exp
(
− 
2Λ2n
4
∑
se0 (k,l)∆sc(k,l)
λij
)
< exp
(
− n
2Λn
32C2z
)
.
By symmetry,
P
(
|Xkl(e)−Xkl(c)| ≥ 
)
< 2 exp
(
− n
2Λn
32C2z
)
,
which is sufficient to prove (A.2).
Similar to [4], we can prove
max
e/∈Ec
‖X(e)−X(c)‖max
|e− c|/n = op(1) (A.3)
using (A.2).
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Appendix C: Proof of Theorem 3.4
Proof. The proof can be separated into three parts.
Step 1: e for which F is small.
By Lemma B.1, O(e)Λn
p−→ Tˆ (e), and since Tˆ (e) p−→ Tˇ (e), we have O(e)Λn
p−→ T˜ (e)
uniformly over e. Since γ˜(e0)
p−→ γ0 and Sˆ(e,γ0) p−→ S˜(e), we have Sˆ(e, γ˜(e0)) p−→
S˜(e) uniformly over e. By continuity of F , ∃δn → 0 s.t.
P
(
max
e
∣∣∣∣F (O(e)Λn , Sˆ(e, γ˜(e0))
)
− F (Tˇ (e), S˜(e))
∣∣∣∣ ≥ δn2
)
= op(1).
We define sets Dδn = {e : |F (Tˇ (c), S˜(c))−F (Tˇ (e), S˜(e))| ≥ δn}. It holds for
all e ∈ Dδn that F (O(e)/Λn, Sˆ(e, γ˜(e0))) ≤ F (Tˇ (c), S˜(c)) − δn/2 + o(δn). We
may choose δn to additionally satisfy∑
e∈Dδn
eΛnF (O(e)/Λn,Sˆ(e,γ˜(e0))) ≤
∑
e∈Dδn
eΛn[F (Tˇ (c),S˜(c))−δn/2+o(δn)]
≤eΛnF (Tˇ (c),S˜(c))e−Λn(1+op(1))δn/2Kn = eΛnF (Tˇ (c),S˜(c))op(1),
where we require δn → 0 slowly enough such that Λnδn  n.
Step 2: e for which F is large.
Let h1(e) abbreviate (RΠ
1RT )(e)−(RΠ1RT )(c) and h2(e) abbreviate (RΠ2RT )(e)−
(RΠ2RT )(c). Property 3 implies that for all e,
∂
∂
F
(
(RΠ1RT )(e) + h1(e), (RΠ
2RT )(e) + h2(e)
) ∣∣∣
=0+
< −Ωp(1).
As δn → 0, this implies for all e /∈ Dδn ,
F ((RΠ1RT )(c), (RΠ2RT )(c))− F ((RΠ1RT )(e), (RΠ2RT )(e)) ≥ 1
n
Ω(|e¯− c|).
As (O(c)/Λn, Sˆ(c, γ˜(c)))
p−→ ((RΠ1RT )(c), (RΠ2RT )(c)), properties 3 and 4
together imply for all e,
∂
∂
F
(
O(c)
Λn
+ h1(e), Sˆ(c, γ˜(c)) + h2(e)
) ∣∣∣
=0+
< −Ωp(1),
and thus for e /∈ Dδn ,
F
(
O(c)
Λn
, Sˆ(c, γ˜(c))
)
− F
(
O(c)
Λn
+ h1(e), Sˆ(c, γ˜(c)) + h2(e)
)
≥ 1
n
Ω(|e¯− c|),
and hence also that
F
(
O(c)
Λn
, Sˆ(c, γ˜(c))
)
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− F
(
O(c)
Λn
+ h1(e)(1 + op(1)), Sˆ(c, γ˜(c)) + h2(e)(1 + op(1))
)
≥ 1
n
Ω(|e¯− c|).
We know that h1(e¯) = Ω(|e¯ − c|/n) and h2(e¯) = Ω(|e¯ − c|/n). It is easy
to see that ‖Tˆ (e)− Tˆ (c)− (RΠ1RT )(e) + (RΠ1RT )(c)‖∞ = O(‖V (e)− IK‖1).
Combined with (A.3), for all e /∈ Dδn ,∥∥∥∥O(e)Λn − O(c)Λn − (RΠ1RT )(e) + (RΠ1RT )(c)
∥∥∥∥
∞
=o(|e¯− c|/n) = o(Tˇ (e)− Tˇ (c)),
and hence O(e)Λn −
O(c)
Λn
= (Tˇ (e) − Tˇ (c))(1 + op(1)). Similarly, Sˆ(c, γ˜(c)) −
Sˆ(e, γ˜(e0)) = (S˜(e)− S˜(c))(1 + op(1)). It follows that
F
(
O(c)
Λn
, Sˆ(c, γ˜(c))
)
− F
(
O(e)
Λn
, Sˆ(e, γ˜(e0))
)
≥ 1
n
Ω(|e¯− c|).
As a result,∑
e/∈Dδn ,e/∈Ec
eΛnF(
O(e)
Λn
,Sˆ(e,γ˜(e0))) ≤
n∑
z=1
∑
e:|e¯−c|=z
eΛnF(
O(e)
Λn
,Sˆ(e,γ˜(e0)))
=
n∑
z=1
∑
e:|e¯−c|=z
eΛn[F(
O(c)
Λn
,Sˆ(c,γ˜(c)))+F(O(e)Λn ,Sˆ(e,γ˜(e0)))−F(
O(c)
Λn
,Sˆ(c,γ˜(c)))]
≤
n∑
z=1
∑
e:|e¯−c|=z
eΛnF(
O(c)
Λn
,Sˆ(c,γ˜(c)))e−ΛnO(z)/n
≤
n∑
z=1
eΛnF(
O(c)
Λn
,Sˆ(c,γ˜(c)))KKnzKze−ΛnO(z)/n
≤
n∑
z=1
eΛnF(
O(c)
Λn
,Sˆ(c,γ˜(c)))KKez(logn+logK−Ω(Λn/n))
=eΛnF(
O(c)
Λn
,Sˆ(c,γ˜(c))op(1)
=eΛnF (Tˇ (c),S˜(c))op(1).
Step 3: Combining all parts.
Combining above results, we have∑
e/∈Ec
eΛnF(
O(e)
Λn
,Sˆ(e,γ˜(e0))) ≤ eΛnF (Tˇ (c),S˜(c))op(1). (A.4)
Since ff0 (c,γ,φ) is unimodal in φ and γ, it holds that if
f
f0
(c,γ,φ) 6= op(1),
then φ→ φ0 and γ → γ0, and hence ff0 (c,γ,φ
′) = op(1), where φ′ is any any
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nonidentity permutation of φ. It follows that∑
c′∈Ec
f(c′,γ,φ) =
∑
φ′∈Eφ
f(c,γ,φ′) = max
φ′∈Eφ
f(c,γ,φ)[1 + op(1)]. (A.5)
(A.4) and (A.5) yield that∑
e6=c
sup
γ,φ∈Φ
f(e,γ,φ) =
(
sup
γ,φ∈Φ
f(c,γ,φ)
)
op(1).
Let F0 abbreviate supγ,φ∈Φ f(c,γ,φ),
g(γ,φ)
g(γ0,φ0)
=
∑
e f(e,γ,φ)∑
e f(e,γ
0,φ0)
=
f(c,γ,φ)
f(c,γ0,φ0) +
∑
e6=c f(e,γ0,φ
0)
+
∑
e6=c f(e,γ,φ)
f(c,γ0,φ0) +
∑
e6=c f(e,γ0,φ
0)
=
f(c,γ,φ)
f(c,γ0,φ0) + F0op(1)
+
F0op(1)
f(c,γ0,φ0) + F0op(1)
.
Since F0 equals the likelihood model under the CGM model, it holds that
F0
f(c,γ0,φ0)
converges in distribution, and hence F0
f(c,γ0,φ0)
op(1) = op(1). Then, we
have
g(γ,φ)
g(γ0,φ0)
=
f(c,γ,φ)
f(c,γ0,φ0)(1 + op(1))
+
f(c,γ0,φ0)op(1)
f(c,γ0,φ0)(1 + op(1))
=
f(c,γ,φ)
f(c,γ0,φ0)
+ op(1).
Combining this with (A.5), the theorem is proved.
Appendix D: Proof of Theorem 4.1
We use the following notations in the proof.
• W = A′ − P and denote by wij the (i, j)-th entry of W .
• di =
∑
j 6=iA
′
ij is the adjusted ’degree’ of node i, for i = 1, · · · , n.
• For t > 0, let St = {x ∈ Rn : ‖x‖2 ≤ t} be the Euclidean ball of radius t
and set S = S1.
The proof of Theorem 4.1 is adapted from [30], so we will skip the common
part and only clarify the modifications. The main idea is to bound
sup
x∈S
|xT (A′ − P )x|. (A.6)
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The original proof consists of three steps: discretization, bounding the light pairs
and bounding the heavy pairs. Discretization is to reduce A.6 to the problem of
bounding the supremum of xT (A′ −P )y for x,y in a finite set of grid points in
S. Then we divide x,y into light and heavy pairs and bound them respectively.
We will focus on the last two steps since the first step is the same as in [30].
D.1. Large Deviation Inequalities
Before diving into details of the proof, let’s take a look at several lemmas that
will be used later. We can see all the following lemmas give us an exponential
tail bound, which can be neglected compared with the polynomial tail bound in
our final conclusion.
Lemma D.1. For ∀t > 0,
logP (‖`′e(γ0)‖∞ ≥ Nρnt) ≤
Nρn
2β
(
exp(pβ‖γ0‖∞)‖B¯‖maxβ−1 − t
)
.
When t > exp(pβ‖γ0‖∞)‖B¯‖maxβ−1, the RHS goes to −∞ as n→∞.
Proof. Let qij = zij −E−1eiej (e,γ)
∑
(u,v)∈se0 (ei,ej) e
zTuvγzuv, we know ‖qij‖∞ ≤
2β. For 0 < ψ ≤ 12β ,
logP (‖`′e(γ0)‖∞ ≥ Nρnt)
= logP
(
exp(ψ‖`′e(γ0)‖∞) ≥ exp(ψNρnt)
)
≤ logP
exp
ψ∑
i<j
Aij‖qij‖∞
 ≥ exp(ψNρnt)

≤
∑
i<j
logE[exp(ψAij‖qij‖∞)]− ψNρnt
=
∑
i<j
λij(e
ψ‖qij‖∞ − 1)− ψNρnt
≤2
∑
i<j
λijψ‖qij‖∞ − ψNρnt
=ψN(2
∑
i<j
λij‖qij‖∞/N − ρnt)
≤ψN(
∑
i<j λij
βN
− ρnt)
≤ψNρn
(
exp(pβ‖γ0‖∞)‖B¯‖max/β − t
)
Taking ψ = 12β , we finish the proof.
Lemma D.2. For ∀η > 0,
logP (‖γ˜ − γ0‖∞ ≥ η) ≤ Nρn
2β
(
exp(pβ‖γ0‖∞)‖B¯‖maxβ−1 − %p−2η
)
.
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When η > exp(pβ‖γ0‖∞)‖B¯‖maxβ−1, the RHS goes to −∞ as n→∞.
Proof. By Condition 3.2, it is easy to see that Nρn‖`′′e(γ¯)−1‖∞ ≤ p2/%. Then
by Lemma D.1, we have
logP (‖γ˜ − γ0‖∞ ≥ η)
= logP (‖`′′e(γ¯)−1`′e(γ0)‖∞ ≥ η)
≤ logP (‖`′′e(γ¯)−1‖∞‖`′e(γ0)‖∞ ≥ η)
≤ logP (‖`′e(γ0)‖∞ ≥ Nρn%ηp−2)
≤Nρn
2β
(
exp(pβ‖γ0‖∞)‖B¯‖max/β − %ηp−2
)
.
Lemma D.3. For constants tn satisfying tn →∞ and tn√Nρn → 0, then
logP (‖`′e(γ0)‖∞ ≥ tn
√
Nρn) = −t2n(1 + n)/2
for a sequence n going to 0.
Proof. Similar to Theorem 9.4 in [7].
Lemma D.4. For constants ηn satisfying ηn →∞ and ηn√Nρn → 0, then
logP (
√
Nρn‖γ˜ − γ0‖∞ ≥ ηn) = −η2n(1 + n)/2
for a sequence n going to 0.
Proof. Similar to Lemma D.2.
D.2. Discretization
For fixed δn ∈ (0, 1), define
T = {x = (x1, · · · , xn) ∈ S :
√
nxi/δn ∈ Z,∀i},
where Z stands for the set of integers. The following lemma is the same as
Lemma B.1 in [30] and we will skip the proof.
Lemma D.5. S1−δn ⊂ convhull(T ). As a consequence, for all W ∈ Rn×n,
‖W‖ ≤ (1− δn)−2 sup
x,y∈T
|xTWy|.
For any x,y ∈ T , we have
xT (A′ − P )y =
∑
1≤i,j≤n
xiyj(A
′
ij − Pij).
We only need bound the above quantity now. We divide (xi, yj) into light pairs
L = {(i, j) : |xiyj | ≤
√
d/n} and heavy pairs H = {(i, j) : |xiyj | >
√
d/n}. We
will show that the tail for light pairs can be bounded exponentially while heavy
pairs have a heavier tail. Thus, the rate of the latter one dominates.
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D.3. Bounding the light pairs
Lemma D.6. Under estimation error condition, for C(n) = C0/v(n) + e
η
1,
P
 sup
x,y∈T
∣∣∣∣∣∣
∑
(i,j)∈L(x,y)
xiyjwij
∣∣∣∣∣∣ ≥ C(n)√d
 ≤ 2 exp [−(C0
8
− log
(
9
δ
))
n
]
.
Proof. Let uij = xiyj1(|xiyj | ≤
√
d/n) + xjyi1(|xjyi| ≤
√
d/n), for i, j =
1, · · · , n, µ = ∑i<j Pijuij , q = C(n)√d/µ, ψ = v(n)n/(4√d). By Lemma 2.8
of [12], we have ex − 1 ≤ x + 2x2 for |x| ≤ 12 . Because |uij | ≤ 2
√
d/n, we have
ψ|uij |/vij ≤ 1/2, so∑
i<j
logE[eψAijuij/vij ] =
∑
i<j
Pije
zTijγ
0
[
exp
(
ψuij
vij
)
− 1
]
≤
∑
i<j
Pije
zTijγ
0
[
ψuij
vij
+ 2
(
ψuij
vij
)2]
≤ψ
∑
i<j
Pijuije
zTijγ
0
/vij + 4e
βηψ2Pmax/v(n). (A.7)
Inequality A.7 is by Lemma D.2. We neglect the exponential tail bound here.
Combine this result with Markov’s inequality, we have
logP (
∑
i<j
uijwij > qµ) = logP (e
ψ
∑
i<j uijwij > eψqµ)
= logP (eψ
∑
i<j Aijuij/vij > eψ(qµ+
∑
i<j uijPij))
≤
∑
i<j
logE[eψAijuij/vij ]− ψ(qµ+
∑
i<j
uijPij)
≤ψ
∑
i<j
Pijuije
zTijγ
0
/vij + 4e
βηψ2Pmax/v(n)− ψ(qµ+
∑
i<j
uijPij)
=ψ(4eβηψPmax/v(n)− qµ) + ψ
∑
i<j
Pijuij(e
zTijγ
0
/vij − 1)
=− C0n/4 + ψ
∑
i<j
Pijuij(e
zTijγ
0
/vij − 1)
≤− C0n/4 + ψPmax
∑
i<j
|uij |
∣∣∣ezTijγ0/vij − 1∣∣∣
≤− C0n/4 + ψPmaxCη
∑
i<j
|uij‖zTij(γ0 − γ˜)|1
e
zT
ij
γ0
>v(n)
(A.8)
+ ψPmax
∑
i<j
|uij |1
e
zT
ij
γ0≤v(n)
≤− C0n/4 + 2βpψCη‖B¯‖max
√
Nρn‖γ0 − γ˜‖∞ (A.9)
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+ ψPmax
∑
i<j
|uij |1
e
zT
ij
γ0≤v(n)
≤− C0n/4 + 2βpψCη‖B¯‖max√ρnηn (A.10)
+ ψ
√
2mPmax
=− C0n/4 + 2βpψCη‖B¯‖max + ψ
√
2mPmax (A.11)
≤− [C0 − κv(n)
√
dm/n]n/4, (A.12)
where κ > 0 in (A.12) are some constants depending on β, η, p, ‖B¯‖max. (A.8)
is by |ex − 1| ≤ Cη1 |x| for |x| ≤ η, where Cη > 1 is a constant depending on η
in Lemma D.2. (A.9) is due to Cauchy-Schwarz inequality and∑
i<j
u2ij ≤ 2(x2i y2j + x2jy2i ) ≤ 2
∑
1≤i,j≤n
x2i y
2
j = 2‖x‖22‖y‖22 ≤ 2.
(A.10) is by Lemma D.4 and Cauchy-Schwarz inequality. In (A.11), we just take
ηn = ρ
−0.5
n . As long as v(n) ≤ C0n2κ√dm , we have
logP (
∑
i<j
uijwij > C(n)
√
d) ≤ −C0n/8.
By symmetry,
P (|
∑
i<j
uijwij | > C(n)
√
d) ≤ 2 exp(−C0n/8).
By a standard volume argument we have |T | ≤ en log(9/δ) (see Claim 2.9 of
[12]). Then the desired result follows from the union bound.
D.4. Bounding the heavy pairs
By the same argument as appendix B.3 of [30], to bound supx,y∈T |
∑
(i,j)∈H(x,y) xiyjwij |,
it suffices to show ∑
(i,j)∈H
xiyjA
′
ij = O(
√
d)
with high probability. We focus on heavy pairs (i, j) such that xi > 0, yj > 0 and
set H1 = {(i, j) ∈ H : xi > 0, yj > 0}. The other three cases can be similarly
analyzed. We will use the following notations.
• Is = {i : δ√n2s−1 ≤ xi < δ√n2s} for s = 1, 2, · · · , dlog2
√
n
δ e;
Jt = {i : δ√n2t−1 ≤ xi < δ√n2t} for t = 1, 2, · · · , dlog2
√
n
δ e.
• o(I, J) = ∑i∈I,j∈J A′ij if I ∩ J = ∅;
o(I, J) =
∑
(i,j)∈(I×J)\(I∩J)2
A′ij +
∑
(i,j)∈(I∩J)2,i<j
A′ij if I ∩ J 6= ∅.
• µ(I, J) = Eo(I, J), µ¯(I, J) = Pmax|I‖J |. We will use µ and µ¯ for conve-
nience when there is no confusion.
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We first introduce two key lemmas that have different rates from [30].
Lemma D.7. (Bounded degree). For r > 0, there exists constant C4 = C4(r)
such that with probability at least 1− n−r×v(n), di ≤ C4d for all i.
Proof. For a fixed node i, by Markov’s inequality, let ψ = v(n), under the event
‖γ0 − γ˜‖∞ ≤ η,
logP (di ≥ C4d) = logP (eψdi ≥ eψC4d)
≤
∑
j 6=i
logEeψA
′
ij − ψC4d =
∑
j 6=i
λij(e
ψ/vij − 1)− ψC4d
≤2ψ
∑
j 6=i
λij/vij − ψC4d ≤ ψ(2nPmax
∑
j 6=i e
zTijγ
0
/vij
n
− C4d) (A.13)
≤ψd[2(1 + eβη)− C4] (A.14)
=− (C4 − 2− 2eβη)v(n)d ≤ −(C4 − 2− 2eβη)C1v(n) log n
where (A.13) is because ex−1 ≤ 2x for 0 < x < 1 and (A.14) is by Lemma D.2.
Since the order of the above equality v(n) log n is much smaller than the order
of the RHS of Lemma D.2, which is n log n, the probability of the unconditioned
probability will be dominated by rate v(n) log n, and we can then find C4 that
satisfies the condition.
Lemma D.8. (Bounded discrepancy). For r > 0, there exists constants C5 =
C5(r) and C6 = C6(r), both larger than 1, such that with probability 1−2n−r×v(n),
for any I, J ⊂ [n] with |I| ≤ |J |, at least one of the following holds:
1. o(I,J)µ¯(I,J) ≤ eC5/v(n);
2. o(I, J) o(I,J)µ¯(I,J) ≤ 2C6|J | log n|J| .
Proof. If |J | ≥ n/e, then Lemma D.7 implies that o(I,J)d|I‖J|/n ≤ |I|C4dd|I|/e ≤ C4e with
high probability.
On the other hand, if |J | < n/e, we consider summations over the set of all
possible edges (i, j) between I and J . Applying Markov inequality to MGF, for
∀ψ, θ,
logP (
∑
A′ij > θ) = logP (e
ψ
∑
A′ij > eψθ) <
∑
logE(eψA
′
ij )− ψθ
=
∑
Pije
zTijγ0 [exp(
ψ
vij
)− 1]− ψθ ≤
∑
Pije
zTijγ0 [exp(
ψ
v(n)
)− 1]− ψθ.
By setting the derivative of the last line to zero, we can find the optimal
ψ∗ = v(n) log v(n)θp˜ , where p˜ =
∑
Pije
zTijγ0 . Let θ = qµ¯/v(n), where q > 1 be a
positive number to be chosen later. we have
logP [o(I, J) ≥ qµ¯(I, J)/v(n)] = logP [
∑
(i,j)∈s(I,J)
A′ij > qµ¯]/v(n)
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≤ qµ¯− p˜− qµ¯ log qµ¯
p˜
≤ [q − κ1 − q log(q/κ1)]µ¯ (A.15)
≤ −1
2
q log qµ¯. (A.16)
where κ1 > 0 is some constant. We need to have q > κ1 and p˜ < κ1µ¯ to let
(A.15) hold. We know κ1 exists by Law of Large Numbers w.r.t. Z. (A.16) is
true when q > κ2, where κ2 > κ1 is some constant depending on κ1. The last
inequality holds for k ≥ 5.
Define t(I, J) as the unique root of the equation t log t = 2C6|J|µ¯(I,J) log
n
|J| . Let
q = max{κ2, t(I, J)}, then
P [o(I, J) ≥ qµ¯(I, J)] ≤ exp[−1
2
µ¯(I, J)q log q] ≤ exp[−C6|J | log n|J | ].
Therefore,
P [∃(I, J) : |I| ≤ |J | ≤ n
e
, o(I, J) ≥ qµ¯(I, J)/v(n)]
≤
∑
I,J:|I|≤|J|
exp[−C6|J | log n|J | ]
=
∑
j,i:1≤j≤i≤n/e
∑
I,J:|I|=j,|J|=i
exp[−C6i log n
i
]
=
∑
j,i:1≤j≤i≤n/e
(
n
j
)(
n
i
)
exp[−C6i log n
i
]
≤
∑
j,i:1≤j≤i≤n/e
(
ne
j
)j(
ne
i
)i exp[−C6i log n
i
]
=
∑
j,i:1≤j≤i≤n/e
exp[−C6i log n
i
+ j log
n
j
+ j + i log
n
i
+ i]
≤
∑
j,i:1≤j≤i≤n/e
exp[−C6i log n
i
+ 2i log
n
i
+ 2i]
≤
∑
j,i:1≤j≤i≤n/e
exp[−(C6 − 4)i log n
i
]
≤
∑
j,i:1≤j≤i≤n/e
n−(C6−4)
≤n6−C6 .
Thus, with probability at least 1 − n6−C6 , we have o(I, J) ≤ qµ¯(I, J)/v(n),
for all |I| ≤ |J | ≤ n/e. Finally, we divide pairs (I, J) satisfying |I| ≤ |J | ≤ n/e
into two groups by the value of q. For the pairs which q = κ2, we have
o(I, J) ≤ qµ¯(I, J)/v(n) = κ2µ¯(I, J)/v(n).
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For all the other pairs q = t(I, J) > κ2, because
o(I,J)
µ¯(I,J) ≤ t(I, J),
o(I, J)
µ¯(I, J)
log
o(I, J)
µ¯(I, J)
≤ t(I, J) log t(I, J) < 2C6|J |
µ¯(I, J)
log
n
|J | ,
which means
o(I, J) log
o(I, J)
µ¯(I, J)
≤ 2C6|J | log n|J | .
The desired claim follows by letting C5 = max{C4v(n), κ2}, C6 = r+6. Since
v(n) is upper bounded, C5 can be taken as a constant.
Based on Lemmas D.7 and D.8, with the same techniques in [30], we can
prove the following lemma.
Lemma D.9. (Heavy pair bound). For any given r > 0, there exists a constant
C such that
sup
x,y∈T
|
∑
(i,j)∈H
xiyjwij | ≤ C
√
d/v(n)
with probability at least 1− 2n−r×v(n).
