We find a simple representation for the limit distribution of the joint degree counts in proportional attachment random graphs and provide optimal rates of convergence to these limits. The results hold for models with any general initial seed graph and any fixed number of outgoing edges. Optimal rates of convergence to the maximum of the degrees are also derived.
INTRODUCTION
Preferential attachment random graph models have become extremely popular in the fifteen years since they were studied by Barabási and Albert (1999) . In the basic models, nodes are sequentially added to the network over time and attach randomly to existing nodes such that connections to higher degree nodes are more likely. The literature around these models has become too vast to survey but van der Hofstad (2013), Newman (2003) and Newman, Barabási and Watts (2006) provide good overviews.
The most popular models are those similar to Barabási and Albert (1999) in which nodes are added sequentially and attach to exactly one randomly chosen existing node and the chance a new node connects to an existing node is proportional to its degree (see Collevecchio, Cotar and LiCalzi (2013) , Krapivsky, Redner and Leyvraz (2000) , Rudas, Tóth and Valkó (2007) for results on more general attachment rules). The model is typically generalized to allow for vertices to have m 1 initial edges by collapsing m vertices in the one initial edge case into a single vertex (possibly causing loops). The most studied feature of these objects is the distribution of the degrees of the nodes; that is, the proportion of nodes that have degree k as the graph grows large. The basic content of Barabási and Albert (1999) and the rigorous formulation Bollobás, Riordan, Spencer and Tusnády (2001) is that, as k → ∞, this distribution roughly decays proportional to k −γ for some γ > 0; this is the so-called power law behavior.
In this article we study the joint degree distribution of a fixed collection of vertices for the proportional preferential attachment model where each entering node attaches to exactly m 1 nodes. We identify the limiting joint distribution of the scaled degrees for the process started from any initial "seed" graph and provide a rate of convergence to this limit.
To state our results in greater detail we first precisely define the random rules governing the evolution of the models we study. We distinguish between two cases: one that allows for loops and the other that does not; the degree distributions in the two models are different and cannot be reconciled by a simple transformation. We first discuss the case where new nodes initially attach to exactly one existing node.
Let d k (n) denote the degree of vertex k in the graph G(n). Assume that the seed graph G(0) has s vertices with labels 1, . . . , s and with initial degrees d 1 , . . . , d s (note that d i = d i (0)). We construct G(n) from G(n − 1) in two possible ways.
Model N. Given the graph G(n − 1) having s + n − 1 vertices, G(n) is formed by adding vertex s + n and attaching it to vertex k with probability
.
Model L. Given the graph G(n − 1) having s + n − 1 vertices, G(n) is formed by adding vertex s + n and attaching it to vertex k with probability
and the probability it forms a loop is equal to 1/(1 +
Note that for Model N if the seed graph is a tree then so is G n and, in particular,
. Similarly, if in Model L the seed graph is a forest with roots having an extra loop then so is G n for each n and
We first state our main result with the simplest seed graph; general seed graphs and more edges are discussed below. Denote by Ga(r, λ) a gamma distribution with shape parameter r and rate parameter λ. Fix r 1 and denote the scaled degree sequence of the first r vertices of G(n) by
Let X 1 , . . . , X r be independent random variables with X 1 ∼ Ga(a, 1) and X k ∼ Ga(1, 1), 2 k r, and let
and
for some constant C(r), where the supremum ranges over all convex subsets K ⊂ Ê r .
Remark 1.2. The error rate n −1/2 is best-possible since the rate of convergence of a scaled integer valued random variable is bounded from below by the scaling; see Peköz, Röllin and Ross (2013a, Lemma 4.1) . Also, a bound on the constant C(r) could in principle (but with much added technicality) be made explicit with our methods; we believe it would grow as a polynomial in r.
Since the sets K r (t) = {max{x 1 , . . . , x r } t} are convex in Ê r , we immediately obtain the following corollary to the theorem. 
for some C(r).
Before proceeding to the statement of results for general seed graphs, we make a few remarks. Below we say X ∼ Beta(a, b) if X has density proportional to x a−1 (1 − x) b−1 on 0 < x < 1. Remark 1.4. To our knowledge the error bounds of the results above are new and, moreover, the limiting joint degree distributions for the basic preferential attachment graphs of Theorem 1.1 have not been explicitly identified in the literature. However, properties and characterizations of the degrees of fixed vertices are available and can be used to check the result and complete the picture. For example Móri (2005, Theorem 2 .1) provides a formula for the joint moments of the degrees of fixed vertices in Model N which may be checked to agree with those of our variables. His work also shows that for r 1, the scaled joint degree counts 2(W 1 (n), . . . , W r (n)) have an almost sure limit (ζ 1 , ζ 2 , . . . , ζ r ) and so our work above provides a complementary rate of convergence and identifies these limits as
where X 1 ∼ Ga(1/2, 1), and X 2 , X 3 , . . . are i.i.d. distributed as Ga(1, 1). Moreover, Móri (2005, Lemma 3.4 with β = 0) shows that the variables
are Beta(2j−1, 1) and that τ 1 , . . . , τ r , ζ 1 +· · ·+ζ r are independent; this result is an easy consequence of our representation and usual beta-gamma algebra facts; see Dufresne (2010) . Further, Móri (2005, Theorem 3.1, Lemma 3.3) shows that the variable max 1 k n W k (n) of Corollary 1.3 converges almost surely to a limit which equals max i 1 ζ i . With our results this implies that max 1 k n W k (n) converges to 2 max i 1
The marginal distribution of the ith vertex in these models can be read from Peköz, Röllin and Ross (2013a, Theorem 1.1, Proposition 2.3). Their Models 1 and 2 are our Models N and L, respectively, and their scaling is a constant times √ n. For Model N, they identify the distributional limit of W i (n) for i 2 (note that Vertex 1 and 2 have the same distribution in this model) as Γ 1 B 1/2,i−3/2 , where Γ 1 ∼ Ga(1, 1) is independent of B 1/2,i−3/2 ∼ Beta(1/2, i − 3/2). In Model L the analogous limit can be written as
These intriguing distributional identities are not easily interpretable, but they can be directly verified by comparing Mellin transforms. It would be of interest to obtain a representation of the joint distributions similar in appearance to the right hand side of these identities. Remark 1.5. Consider Model L started from a loop. If we write S i (n) = i j=1 W j (n) then the theorem and the previous remark imply that for r 1, the scaled sums of degree counts (S 1 (n), . . . , S r (n))
where the X i are i.i.d. and have distribution Ga(1, 1). These are the points of an inhomogeneous Poisson point process with intensity 1 2 tdt which also arises in Aldous' CRT, Aldous (1991 Aldous ( , 1993 , and is described around Pitman (2006, Theorem 7.9 ); see also Peköz, Röllin and Ross (2013c, Remark 2.6) . The explicit connection is that if we consider G(n) plus the not yet attached half edge of vertex n + 1, then there are 2n + 1 "degrees" which can be bijectively mapped to a binary tree with n + 1 leaves. The bijection is defined through Rémy's algorithm for generating uniformly chosen binary plane trees (see the discussion in Peköz, Röllin and Ross (2013c) ). The algorithm begins with a binary tree with two leaves and a root, corresponding to the two starting degrees of the loop and the half edge of the second vertex in Model L. In Rémy's algorithm, leaves are added to the tree by selecting a (possibly internal) vertex uniformly at random and and inserting a cherry at this vertex (that is, insert a graph with three vertices and two edges with the "elbow" oriented towards the root of the binary tree), so two vertices (one of which is a leaf) are added at each step and these correspond to the two degrees of each edge added in the preferential attachment model. The number of vertices in the spanning tree of the first k leaves added in Rémy's algorithm is exactly the sum of the degrees of the first k vertices in Model L; for more details see Peköz, Röllin and Ross (2013c, Remark 2.6). In particular, the arguments of Peköz, Röllin and Ross (2013c) show that if we first choose a uniform random binary plane tree with n 2 leaves and then k n leaves uniformly at random and fix a labeling 1, . . . , k, then for T j (n) defined to be the number of vertices in the spanning tree containing the root and the leaves labeled 1, . . . , j we have
Theorem 1.1 provides a rate of convergence of this random vector to its limit which is a multivariate analog of Peköz, Röllin and Ross (2013c, Theorem 2.5(i)).
We can now clearly see the connection to the CRT since according to Aldous (1993) , uniform random binary plane trees converge to Brownian CRT, and the number of vertices in the spanning tree of k randomly chosen leaves in a uniform binary tree of n leaves converges to the length of the tree induced by Brownian excursion sampled at k uniform times as per Pitman (2006, Theorem 7.9 ); see also Pitman (1999) .
The following result is a generalization of Theorem 1.1 for general seed graphs. The case where each new node connects to m > 1 nodes is discussed afterwards. Write X ∼ GGa(a, b) for a random variable X having the generalized gamma distribution with density proportional to x a−1 e −x b . 
Fix r > s and let B 1 , . . . , B r−1 and Z r be independent random variables such that
and Z r ∼ GGa(a r , 2). Define the products
and Y = (Z 1 , Z 2 − Z 1 , . . . , Z r − Z r−1 ). If we denote the scaled degree sequence of the first r vertices of G(n) by
for some constant C(r, m s ), where the supremum ranges over all convex subsets K ⊂ Ê r .
Remark 1.7. We can understand the representations in the limits appearing in Theorems 1.6 and 1.1 through beta-gamma algebra. In the case where the seed graph is a loop, that is, in the setting of Theorem 1.1(ii) and Theorem 1.6(ii) with s = 1 and d 1 (0) = 2, the limit vector Z has the two representations
(here using the notation of the theorems and the X i are independent of the B i ). Using the first relation, the basic beta-gamma algebra implies
where V ∼ Beta(r − 1, 1) is independent of Z r . A simple (and fortunate) calculation shows that √ V ∼ Beta(2(r − 1), 1). Continuing in this way, we are able to derive the second representation from the first. Remark 1.8. The representation of the limit vector in Theorem 1.6 is integral to our approach. It says that in the limit for k > s, conditional on coordinate Z k+1 , the previous coordinate Z k is an independent beta variable multiplied by Z k+1 . On the other hand, for k > s, conditional on the sum of the degrees of the first k + 1 vertices, say S k+1 (n), it is not too difficult to see that the sum of the degrees of the first k vertices, S k (n) will be distributed as a classical Pólya urn run on the order of S k+1 (n) steps (c.f., Lemma 3.1 below). Furthermore, Pólya urns limit to beta variables, S k (n) ≈ BS k+1 (n), where B is a beta variable independent of S k+1 (n) (c.f., Lemma 3.2 below) and together these conditional distributions specify the joint distribution. The distribution of the degrees of the vertices in the seed graph can be understood in the same way, only now because B 2 1 , . . . , B 2 s are not distributed as beta variables, we lose the representation of Theorem 1.1.
Remark 1.9. From Theorem 1.6 we can easily deduce the following alternative representation for the limiting degrees in the seed graph. Denote by Dir(α 1 , . . . , α s ) the Dirichlet distribution with density proportional to x Remark 1.10. The seed graph in the theorem above need not be a tree. And also note that a result analogous to Corollary 1.3 holds for the maximum degree started from a general seed graph. Such a result could be useful for proving the main conjecture of Bubeck, Mossel and Rácz (2014) , where properties of the maximum degree for star seed graphs are used to show that proportional attachment started with different seed graphs may be separated in total variation even as the number of nodes tends to infinity.
To define a preferential attachment model where each new node attaches initially to m > 1 nodes, we follow Bollobás, Riordan, Spencer and Tusnády (2001) . The model begins by generating a random graph according to Model L or N with nm nodes, denoted G(nm), and then for each of i = 1, . . . , n, collapsing nodes (i − 1)m + 1, . . . , im into one node keeping all of the edges (so there may be loops in both models); denote the resulting graph by G(n) m . But with this definition the degree of the ith node in G(n) m is just the sum of the degrees of nodes (i − 1)m + 1, . . . , im in G(nm) and so the limits can be read from Theorems 1.1 and 1.6. Moreover, since a linear transformation of a convex set is convex, the analogous error rates of the theorems in this more general setting also hold. We omit a general formulation due to space and technical considerations, but note that in the setting of Theorem 1.1, summing the limiting distributions of the degrees of adjacent vertices has a particularly simple form due to telescoping. For example for Model L started from a single loop, the joint distributional limits of the scaled degree of nodes i = 1, . . . , k in G(n) m are given by
where X 1 , X 2 , . . . are i.i.d. distributed Ga(1, 1).
The results above rest on relating the degree distributions to an infinite color urn model that generalizes the single color models considered in Janson (2006), Peköz, Röllin and Ross (2013a), Peköz, Röllin and Ross (2013c); urn models frequently appear when studying preferential attachment, see for example Antunović, Mossel and Rácz (2013) , Berger, Borgs, Chayes, Saberi et al. (2014) , Peköz, Röllin and Ross (2013a) , Peköz, Röllin and Ross (2013b) , Ross (2013), and Pemantle (2007) . In the next section we define the relevant infinite color urn model, state a general approximation result, and then relate it to Theorem 1.6. Section 3 contains the proof of the general approximation result.
AN APPROXIMATION THEOREM FOR AN INFINITE-COLOR PÓLYA URN
Consider the following infinite-color urn model. For every positive integer k, let u k be the number of balls of color k in the urn at time 0 (initial configuration) and assume the urn starts with a finite number of balls so we have s 1 such that u k 1 for k s and u k = 0 otherwise. At the nth step, a ball is picked at random from the urn and returned along with an additional ball of the same color, and then a ball having (the new) color s + n is added.
For each k 1, let U k (n) denote the number of balls of color k in the urn after n completed draws; we have U k (0) = u k . Define the partial sums
We have the following approximation result for the joint distribution of a finite number of partial sums of color counts.
Theorem 2.1. Fix r > s. Let B 1 , . . . , B r−1 and Z r be independent random variables such that
and Z r ∼ GGa(m s + 2(r − s) + 1, 2). Define
and let
Then there is a constant C(r, m s ), independent of n, such that
for all n, where the supremum ranges over all convex sets K ⊂ Ê r . Theorem 1.6 easily follows Theorem 2.1 and the next result, which follows from straightforward considerations. 
. ).
Then, for any r and n > r,
PROOF OF THE URN RESULT
We first need some intermediate results. Denote by Polya(b, w; m) the distribution of white balls in a classical Pólya urn after m completed draws, starting with b black and w white balls. Matching the notation of Peköz, Röllin and Ross (2013c) , denote by F m,1 b,w the number of white balls in a generalized Pólya urn after m completed steps starting with b black and w white balls, where one step consists first of a classical Pólya urn step and then the addition of a single black ball.
Furthermore, conditionally on M k+1 (n), we have
Proof. To prove (3.1) note that the number of balls having a color in the set {1, . . . , k} is deterministic up to the point where the first ball of color k + 1 appears in the urn; this is the case after ℓ = k + 1− s completed draws. At that time we have M k+1 (ℓ) = M k (ℓ)+ 1 = m s + 2ℓ. After that, consider all balls of colors {1, . . . , k} as 'white' balls and all balls of colors {k + 1, . . . , } as 'black' balls. The number of 'white' balls for the remaining n − ℓ steps now behaves exactly like F m,1 b,w with b = 1, w = m s + 2ℓ − 1 and m = n − ℓ. To prove (3.2), consider all balls of colors {1, . . . , k} as 'white' balls and balls of color k as 'black' balls. After time ℓ the number of 'white' balls now behaves exactly like Polya(i, j; m) with i = 1, j = M k (ℓ), and m being the number of times a ball among colors {1, . . . , k + 1} was picked after time ℓ, which is just M k+1 (n) − m s − 2ℓ.
The argument to prove (3.3) is similar and therefore omitted.
We will need the following coupling of Pólya urns and beta variables; for related distributional approximation results, see Goldstein and Reinert (2013) . Proof. We use induction over i, and start with the base case i = 1; we will prove something slightly more general. Let V 0 , . . . , V j−1 be independent and uniformly distributed on the interval [0, 1] . By a well known representation of the distribution Beta(j, 1), we can choose
To construct X, first note that 
It is easy to see that the cumulative distribution function of N (m) is that of Polya(1, j; m) for each m, and that 
It is not difficult to see that N i (m) ∼ Polya(i, j; m). Also, it is not difficult to see that
Noting from (3.5) that for any y > 0
we have
This concludes the inductive step, where (3.4) is just the case m = n.
Lemma 3.3. For any k > s, we have 8) and
Proof. The moment expressions follow from the arguments of Peköz, Röllin and Ross (2013c, Lemma 4.1) which says that for Y ∼ F Setting w = m s + 2(k − s) + 1 and t = n − (k − s + 1) as per (3.1) yields (3.7) and (3.8).
In order to prove (3.9), let X ∼ F t,1
1,w+1 and Y ∼ F t,1 1,w where w = m s +k −s. From (3.1) and Peköz, Röllin and Ross (2013c, Lemma 4 .2) we have that
for any bounded function f ; in particular for the function f (x) = 1/x, bounded when x 1, we have Peköz, Röllin and Ross (2013c, Lemma 4 .1) in the same way as for the proof of (3.7), it is clear that Y ≍ n 1/2 , from which (3.9) easily follows.
Proof of Theorem 2.1. To ease notation, we fix n and drop it in our notation and write, for example, M k instead of M k (n). For k < l, let
We may assume that B 1 , . . . , B r−1 and Z r are all independent of W . Fix a convex subset K ⊂ Ê r , assuming without loss of generality that K is closed, and let h be the indicator function of K. We proceed in two major steps by writing
In order to bound R 1 , first write it as the telescoping sum
. . , V r,r =:
Fix k, and define a k and b k to be the parameters of the Pólya urn in Lemma 3.1, that is,
Conditioning on M k+1 , we can use Lemmas 3.1 and 3.2, to conclude that there is a coupling (X k , Y k ) with
such that almost surely,
Hence, there is a constant C(k, m s ) and a random variable E k with |E k | C(k, m s ) almost surely, such that
W k+1 for 1 j < k, Note that L (V ′ j,k ) = L (V j,k ) and L (V ′′ j,k+1 ) = L (V j,k+1 ), hence we can write 
where g(x) := h(K 1,k−1 xW k+1 , . . . , K k−1,k−1 xW k+1 , W k+1 , . . . , W r ).
Let F k be the σ-algebra generated by W , B 1 , . . . , B k−1 and E k . Since h is the indicator function of a convex set, and since linear transformations of convex sets result again in convex sets, conditional on F k , we have that g is of the form g(x) = I[a x b] for −∞ a b ∞. Hence,
for some constant C ′ (k, m s ). Hence, by Lemma 3.3,
C ′′ (k, m s ) n 1/2 (3.10)
for some C ′′ (k, m s ). In order to bound R 2 , write Given K 1,r−1 , . . . , K r−1,r−1 , the function g is again of the same form as in the first part of the proof, so that
Letμ n = 2n 1/2 and µ n = 2 d r (n) 2 /(m s + 2(r − s) + 1). According to (3.7) and (3.8), we haveμ n /µ n = 1 + O(n −1/2 ). Since the Kolmogorov distance is scale invariant,
(3.12)
From Peköz, Röllin and Ross (2013c, Theorem 1.2) we have that R 2,1 = O(n −1/2 ) and, noticing that the density of Z r is bounded, standard arguments give R 2,2 = O(|1 − µ n /µ n |) = O(n −1/2 ). Collecting the bounds (3.10), (3.11) and (3.12), proves (2.1).
