Abstract. The decision problem associated with the problem of finding a point with largest norm in a bounded polyhedral set is shown to have a considerable range of complexity depending on the norm employed. For a p-norm with integer p => 1, the problem is shown to be NP-complete. For the -norm, the problem can be solved in polynomial time. The problem of finding an upper bound to the largest norm for any pc [l, ] can be solved in polynomial time by solving a single linear program.
1. Introduction. The problem of obtaining bounds for polyhedral sets has received considerable attention in mathematical programming [14] , [15] , [16] , [12] , [8] , [9] . Part of the significance of this problem stems from the fact that the solution set to a linear program [4] , [10] and to a monotone linear complementarity problem [2] is such a polyhedral set. Bounding the solution set to such problems when possible is then of practical interest. In this work we shall consider the polyhedral set X in R defined by (1.1) X := {x]x R", Ax >= b} where A is a given rn n rational matrix and b is a given rn 1 rational vector. We assume throughout this work that X is bounded. It is easy to show that a necessary and sufficient condition for X to be bounded is that (1.2) Y= {yly R", ay>-_O, y # 0} .
The problem we wish to consider here is We will show that while (1.3) can be solved in polynomial time for p , the decision problem associated with it is NP-complete [6] , [11] for integer p -> 1. [7] . For p 2 the problem is a convex quadratic program which can be solved by standard techniques e.g. [2] or by a polynomial time algorithm [3] . In the following sections of this paper we will show how each of the problems of with p s c is no easier than the partition problem (see (4.1) below) which is inherently intractable.
4. The intractibility of the norm maximization problem for p . We begin this section with some basic concepts of complexity theory [6] , [11] . Problem A reduces (in polynomial time) to problem B, denoted by A oc B, iff the following holds: If there is a polynomial time algorithm for B, then one can construct a polynomial time algorithm for A using the algorithm for B as a subroutine. Problems A and B are polynomially equivalent iff A oc B and B oc A. An NP-complete problem is one which is polynomially equivalent to any one of the standard intractable problems such as the satisfiability, partition, or travelling salesman problems [6] , [11] . These problems are considered intractable because any known algorithm which solves any one of them requires, in the worst case, an amount of time which is not bounded above by any polynomial in problem size. An NP-hard problem is any problem such that all problems in NP reduce to it in polynomial time. For details see [6, Chap. 5] . Thus an NP-hard problem is at least as difficult as an NP-complete problem. We will now show that our norm maximization problem ( We go on to show now that our norm maximization problem (1.3) is in fact NP-complete for integer p oo. In order to do this, we introduce additional concepts from complexity theory. A nondeterministic algorithm is an algorithm which at each step has a finite number of moves from which to choose (instead of only one for deterministic algorithms) and it solves a problem in a finite sequence of choices leading to a correct answer. NP is the class of problems solvable by a nondeterministic algorithm in polynomial time, including (4.1) and all other NP-complete problems. In fact NP-complete problems are the class of most difficult problems in NP in the sense that each problem in NP reduces in polynomial time to each NP-complete problem. By Cook's theorem 1 ], [6] , 11 ], all we need to show for (1.3) to be NP-complete is that it is NP-hard (which we already have done in Theorem 4.1) and that it is in the class NP, which we proceed to do now. In order to do that, we introduce the following decision problem related to our optimization problem (1. (4.2) which is an instance of (4.4). We will now first show that (4.4) is in NP and hence it is NP-complete. Then we will show that an optimization problem (1.3) is polynomially equivalent to the NP-complete decision problem (4.4) . Note that condition (1.2) which is imposed on problem (4.4) which is a necessary and sufficient condition for the boundedness of X, plays an essential role in Proposition 4.2 below which establishes that (4.4) is in NP. Proof. It follows by the convexity of the norm and the boundedness of X by (1.2) [13] , that IIxlIN>_-r/s for some x X iff Ilvll;_-> r/s for some ve ex of X. Moreover, v is a vertex iff there is a J c {1, 2,..., m}, [J[ n such that v is the unique solution of Ax b, J, and Ajx >-bj for j J. Consequently we can prescribe the following nondeterministic algorithm for solving (4.4) . (i) choose J, a subset of {1, 2,. ., m} with cardinality n.
(ii) Solve Ax bi, e J for one x, or conclude that the system is inconsistent.
(iii) if solution x found and AjX >-bj for j J and Ilxllg--> r/s then print x; success; else failure; endif.
Step (ii) can be performed in polynomial time (e.g. by Gaussian elimination (4.4) . I-1
