A second-order accurate cell-vertex nite volume nite element h ybrid scheme is proposed. A nite volume method is used for the hyperbolic stress equations and a nite element method for the balance equations. The nite volume implementation incorporates the recent a d v ancement on uctuation distribution schemes for advection equations. Accuracy results are presented for a pure convection problem, for which uctuation distribution has been developed, and an Oldroyd-B benchmark problem. When source terms are included consistently, second-order accuracy can be achieved. However, a loss of accuracy is observed for both benchmark problems, when the ow near a boundary is almost parallel to it. Accuracy can be recovered in an elegant manner by taking advantage of the quadratic representations on the parent nite element mesh. Compared to the nite element method, the second-order accurate nite volume implementation is ten times as e cient.
Introduction
This study investigates the application of a new hybrid scheme to the numerical solution of model and viscoelastic ows. This time-stepping scheme combines both nite element FE and nite volume FV spatial discretisations. Speci c attention is focused on the performance characteristics of such a h ybrid method, in terms of accuracy and e ciency, with comparison against a nite element alternative, previously developed for highly elastic ows 1 , 2 , 3 .
There are a numberof key features to this work that are novel in the viscoelastic context. First, there is the particular choice of hybrid FE FV construction. A cell-vertex FV approach is adopted, inspired by the recent w ork of Morton and co-workers 4 , 5 , Struijs et al. 6 and Tomaich and Roe 7 . This extends their ndings for advection, Euler and compressible Navier Stokes equations into incompressible viscoelastic ows of mixed parabolic hyperbolic type, containing solution dependent source terms. The method is applied on triangular FE meshes with FV sub-cells, reminiscent of the sub-element FE implementation of Marchal and Crochet 8 , though that work was on rectangular meshes. The triangular FV approach has been adopted by Struijs et al. 6 and Tomaich and Roe 7 in the cell-vertex form and by Berzins and Ware 9 in the cell-centred case. The cell-vertex instance leads naturally to uctuation distribution to associate cell contributions with nodal equations, that encompasses properties such as positivity, u p winding and linearity preservation. In contrast, to achieve the same ends, the cell-centred form requires approximate Riemann Solvers and nonlinear ux limiters. Compared to cell-centred methods, cell-vertex schemes maintain their accuracy for broader families of non-uniform and distorted meshes, and are less susceptible to spurious modes than their cell-centred counterparts, 10 , 4 . Galerkin nite element methods are optimal for self-adjoint problems, and hence are ideal for discretisation of elliptic operators. In contrast, nite volume technology has advanced considerably over the last decade, in its treatment of equations that may be expressed in conservation form such a s p u r e a d v ection equations, and hence their application to hyperbolic equations of rst-order in space and time, see Struijs et al. 6 . For incompressible viscoelastic ows, with non-trivial source terms, the question arises as to whether a nite element approach m a y be better suited to solve for the eld equations, concerned with the conservation of mass and momentum parabolic type, whilst a nite volume approach m a y be more appropriate for the advection-dominated constitutive l a w h yperbolic type. For example, recent w ork on advection equations with structured and unstructured grids has shown that uctuation distribution schemes can capture steep gradients accurately, 6 .
The literature on nite element methods for viscoelastic ows is broad. Some of the more robust schemes of recent y ears have shown that it is possible to solve for highly elastic, smooth and non-smooth ows 1 , 2 . This has produced algorithms of EVSS 11 , spacetime Galerkin Least squares with discontinuous stress 12 , DEVSS 13 and DEVSS DG 14 and Recovery-Taylor Galerkin types 3 . Nevertheless, the FE approach does carry with it a heavy computational penalty in complex ows, that necessitates sophisticated numerical strategies in dealing with upwinding, accurate representation of velocity gradients and the coupling of the system. This is an important issue to address, speci cally as threedimensional 15 , 16 and multi-mode viscoelastic 12 , 17 computations are now being undertaken.
It is for this reason that attention has been devoted to alternative techniques, such a s that embodied in FV methodology, that require less memory and CPU time than do their FE counterparts. This method arose from the nite di erence domain, being extended to embrace conservation laws stated in integral form on control volumes see Hirsch 1 0 . This naturally incorporates the uxes of the system in a localised manner, as integrals on boundaries of control volumes, with source terms taken as associated area integrals, and is ideal for hyperbolic systems. The location of variables and juxtaposition with respect to control volume impact upon the equations constructed. The cell-centred choice may be equivalenced to a piecewise constant solution interpolation, whilst correspondingly a cell-vertex form equates to linear interpolation. In this respect, the commonly employed staggered grid system is an overlapping arrangement, that essentially mimics the cell-centred approach.
Experiences with FV methods for viscoelastic ow f a l l i n to two categories, those with a complete FV implementation and those of a hybrid form. The most common class is the former, invoking a full FV implementation for primitive v ariables of velocity, pressure and stress, such a s d o c u m e n ted by Eggleston et al. 18 , Darwish et al. 19 and Tanner and co-workers 20 , 21 . Hybrid approaches have been developed by Sato and Richardson 22 and Yoo and Na 23 . The majority of these studies investigate steady two-dimensional ows, with the exceptions of 16 , 24 . To date, most studies have concentrated on establishing the viability of the particular FV implementation, considering in particular stability issues, attempting to achieve high elasticity solutions to benchmark problems see for example, Sato and Richardson 22 , and Yoo and Na 23 for solving the 4:1 contraction ow. Accuracy of schemes has not been given extensive c o verage in the viscoelastic domain, and this we attend to here. Most studies adopt a time-stepping solution procedure bar Darwish et al. 19 and Yoo and Na 23 , and consider a staggered grid system to eliminate spurious pressure modes with SIMPLER-type algorithms to search for a steady solution. Rectangular grids are taken by most normally implying with structure and there are no other cell-vertex studies to our knowledge.
Most pertinent of those references cited above are the two sources, Sato and Richardson and Tanner and co-workers. The hybrid FE FV study of Sato and Richardson is one that employs a time-explicit FE method for momentum and FV for pressure and stress. A cell-centred FV scheme is solved implicitly in time for stress. This implementation uses a TVD Total Variation Diminishing 10 ux-corrected transport scheme applied to the advection terms of the constitutive equation, essentially a form of higher-order upwinding. The present study contrasts to this work via retaining an FE treatment of the pressure, and the alternative F V c hoices for stress outlined above. The articles by T anner and co-workers 20 , 21 , prove o f i n terest due to the arti cial di usion incorporated on both sides of the constitutive equation. This is a convergence stabilisation strategy, rather similar in style to the SU Streamline Upwind method of Marchal and Crochet 8 .
The nite element framework, upon which t h i s h ybrid algorithm is grafted, is a semiimplicit time-stepping Taylor Galerkin pressure-correction scheme of fractional stages. The FE treatment of the constitutive equation incorporates consistent P etrov Galerkin streamline upwinding SUPG and recovery for velocity gradients. In two dimensions, the nite element grid is constructed as a triangular tessellation, with pressure nodes located at the vertices and velocity stress components at both vertices and mid-side nodes. In the FE FV hybrid scheme, a cell vertex approach is adopted in the FV part for the constitutive equation. A t wo-step Lax Wendro time-stepping is built into this scheme, as with the FE scheme above, that is a popular choice of iterative smoother 5 . There is a natural complementarity to the structure of the scheme, as one switches between the two c hoices of FE or FV discretisation for stress. Four linear FV triangular cells are constructed as subcells of each parent quadratic FE triangular cell, by connecting the mid-side nodes. With stress variables located at the vertices of the FV cells, no interpolation is required to recover the FE nodal stress values.
A Cartesian benchmark ow problem is proposed in our investigation that displays analytical solutions. This problem is two-dimensional in nature and may be stated in pure convection form, or in the presence of source terms for an Oldroyd-B model. As such, this problem may b e s o l v ed for multiple scalar components by v arying the boundary conditions, each component being decoupled from the others. Such a problem has been developed to re ect greater complexity than the sink ow discussed in 25 , which i n c o n trast is one-dimensional. The possibility arises of investigating situations with di erent in ow side numbers, that is all important to distinguish between the merits of various uctuation distribution schemes. Both circumstances of frozen kinematics and coupled stress kinematics are addressed in this manner. Orders of accuracy and e ciency in attaining solutions are established. 
Governing equations
with L L L T = ru u u the velocity gradient.
To establish the theory, w e adopt the Oldroyd-B model to represent the stress. Extension to more complex models, such as Phan-Thien Tanner, Giesekus or FENE see for example 26 , is straightforward. The constitutive equation for the Oldroyd-B model is given by: ; 5
where U, T and P are vectors of nodal point v alues of the discretised velocity, extra stress and pressure. The velocity and extra stress are approximated by quadratic functions per nite element, using vertices and mid-side nodes. The pressure is approximated by a linear function using the vertices alone.
The momentum equations are discretised with the Galerkin nite element method. The di usive terms are treated in a semi-implicit manner to enhance stability, as discussed in 28 . The resulting matrix-vector equation for the momentum equation is solved with a Jacobi iterative method, using no more than ve iterative s w eeps 28 . When we use a nite volume method, the matrix A is the identity matrix, while for a nite element method it is a sparse matrix. The resulting matrix-vector equation is solved similarly as for the momentum equation. The vector b represents the discretisation of the right-hand side of Eq. 3, its precise form depending on the FV or FE discretisation. Using the hybrid FE FV, thus, avoids the need to solve a matrix-vector equation for the extra stress, and the right-hand side b is easier to construct. This is advantageous from an e ciency viewpoint, particularly for 3D or multi-mode computations. The details of the nite volume discretisation are outlined below in sections 4 and 5.
To benchmark the hybrid nite element nite volume scheme we compare its performance against a pure nite element T aylor Galerkin pressure-correction method, with SUPG for the stress equations, see 1 , termed FE SUPG. The SUPG upwind test function is given by u = g + u u u u r g ; , see detailed discussion in 27 , 28 . The pressure is xed at one point to eliminate the undetermined integration constant. For reasons of accuracy, Eq. 9 is solved by a direct solution method, using Choleski decomposition, whilst Eq. 10 is solved iteratively as above.
The truncation criteria we h a ve employed for the time stepping procedure are 
Flux uctuation distribution schemes
Recently, uctuation distribution has been introduced in 6 , using triangular meshes with a cell-vertex nite volume method. Originally, the method was developed for pure convection problems with a constant a d v ection speed a a a: @ @t = ,a a a r ; 12 where is some scalar quantity. Fluctuation distribution FD is the term used to describe the non-uniform distribution of the uctuation of a nite volume cell to its member nodes. The uctuation is a local ux imbalance causing a non-zero time derivative of the local solution. In our extension to the method, sources are present a s w ell see section 5, so the ux term does not vanish in equilibrium. Hence` ux distribution' is a more appropriate term to describe the present implementation.
Integration over a nite volume subcell T yields
a a a n n n d, T I , T where^ l is the area associated with node l. We will return to this in section 5. The coe cients T l are weights which determine the distribution of the ux R T to vertex l of triangle T. where the coe cients c j are positive. Positivity guarantees a maximum principle for the discrete steady state solution of the linear advection equation, thus prohibiting the occurrence of new extrema and imposing stability on the explicit scheme 6 . A stronger, but more easily veri able condition, is local positivity, which requires that the contribution of each triangle, taken separately, is positive. A linear positive s c heme is TVD. For nonlinear schemes, the positivity criterion is less stringent than TVD, whilst still maintaining the favourable properties of suppression of new extrema in the solution and guaranteeing stability of the explicit time-stepping scheme. Ensuring positivity of the ux distribution has been only an issue for the ux terms and may not be an appropriate criterium for source term treatment; the presence of sources may produce new, physically meaningful extrema that should not be suppressed. c linearity preservation: Linearity preservation requires that the scheme maintains the steady state solution exactly, whenever this is a linear function in space for an arbitrary triangulation of the domain. This is closely related to the notion of second order accuracy, commonly discussed under nite di erence schemes, although it is an accuracy requirement on the spatial discretisation only.
A linear scheme does not have to be linearity preserving. For a linear scheme, When written in the form 17, the two possibilities of having a linear scheme, are either for the coe cients T l to be independent o f , i n w h i c h case it is linearity preserving, or for At this point, it is convenient to divide linear schemes into two classes, those that satisfy positivity and the remainder that satisfy linearity preservation. Only a nonlinear scheme can satisfy both of these properties simultaneously.
Choices for l and l
In this section, we discuss some choices for the coe cients The various FD-schemes only di er for the case of two in ow s i d e s . W e will brie y discuss some of the FD-schemes below: one satisfying positivity, one satisfying linearity preservation and one satisfying both a nonlinear variant. An extensive description of these and other FD-schemes is provided in 6 .
N-scheme
The N-scheme, or Narrow-scheme, is a linear -scheme that is positive. It is optimal in the sense that it uses the maximum allowable time-step and the most narrow stencil. The resulting -coe cients of the N-scheme, for the case of two i n o w sides as illustrated in Fig. 3 . The closer advection speed a a a is to being parallel to one of the boundary sides, the larger is the contribution to the downstream node at that boundary.
PSI-scheme
The PSI-scheme is a non-linear scheme that is both positive and linearity preserving. It is equivalent to the N-scheme with a MinMod limiter 6 . This may b e i n terpreted as an 2 a a a n n n l :
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Note that using the constant linearised advection speed ensures a maximum of two i n o w and out ow sides on a FV triangle.
The hybrid Finite Element Finite Volume Method
The nite element mesh used consists of triangles equipped with quadratic functions for the velocity and stress, and linear functions for the pressure. The velocity and stress are located at the vertices and mid-side nodes, the pressure at the vertices. To apply the ux distribution schemes described in section 4 directly, w e require triangles with only vertices. A cell-vertex nite volume mesh can be constructed by dividing each parent nite element into four nite-volume subcells, as indicated in Fig. 4 . For stress, by allotting for linear rather than quadratic elements, one order of accuracy is sacri ced compared to the pure nite element method. The ux integral may b e e v aluated as discussed in section 4.2. Correspondingly, the source term integral is evaluated from the linear velocity and stress representations per FV-cell. Alternatively, as the FV-mesh is constructed directly from the parent FE-mesh with quadratic functions, we m a y still retain the quadratic functions for evaluation of the FV integrals.
Obviously
with respect to attenuation of optimal levels of accuracy.
In the original method of 6 , the integration of the time-derivative term is performed on median dual cells MDC. For node i the MDC is illustrated in Fig. 5 . This zone is constructed around a node on its control volume, by connecting midside positions to triangle centroids, and has area one third of the control volume. As the source terms are of a similar form, it would seem appropriate to treat these in a likewise fashion, by recourse to a MDC approach. However, this approach is found to be inconsistent: there is incompatibility d u e to the selection of di erent areas for the source and ux terms. To clarify this issue, we will consider the two nite elements illustrated in Fig. 6 starting from the steady-state solution.
The MDC approach a l w ays contributes a third of the source integral of both FV cells to node 1 at the bottom left corner. For a one-dimensional ow i n t h e y-direction, the whole ux of triangle 134 is sent t o n o d e 1 . The contributions are not in equilibrium and this produces considerable update to node 1. Thus, source terms must be treated in a consistent manner, that necessitates the same distribution scheme as used for the convection terms recall consistent u p winding in FE. As the time-derivative term is similar to the source terms, the argument again holds for that term. This is most probably the reason for the inaccuracy in the time-dependent solutions for pure convection problems reported in 29 . So, with accuracy in mind, the MDC approach m a y only be used for steady state solutions. For transient problems, the time-derivative term demands a consistent treatment to capture accuracy.
The above deliberations lead to the following modi cation of Eq. 17 when source terms are present:^ terms is performed by a n i n tegration rule with appropriate accuracy. For the consistent treatment of the time-derivative t e r m l = T l^ T , w i t ĥ T the area of control volume triangle T. For the MDC approach,^ l is equal to the area of the median dual cell around node l in triangle T.
Problem description
To test the accuracy of the nite volume method we h a ve d e v eloped a two-dimensional Cartesian test problem on a square of unit area. We use a structured, uniform, quadrilateralbased, triangular nite element m e s h , a s s h o wn in Fig. 7 for the 2x2 mesh. To test for accuracy, w e will use similar meshes consisting of 4x4, 8x8 and 16x16 elements, which h a ve mesh size side h of 0:5, 0:25, 0:125 and 0:0625, respectively. F or the velocity eld, illustrated in Fig. 8 , we de ne u x = x and u y = ,y. W e consider ow problems for both pure convection and that for the Oldroyd-B model. Boundary conditions for the stress or m ust be speci ed on the in ow boundaries x = x 0 and y = y 1 . F or Oldroyd-B, the equations are solved for both scenarios of xed uncoupled and calculated velocity eld coupled. For the time-stepping procedure initial conditions are generally taken as quiescent b y default. We compute results for three square domains, that generate varying ows, with di erent coordinates for the lower and upper boundary: the rst, y 0 = 1 , y 1 = 2; the second, y 0 = 0 :1, y 1 = 1 :1; and the third, y 0 = 0 , y 1 = 1, referred to as domain 1, 2 and 3, respectively. F or all domains the coordinates of the left and right boundary are x 0 = 1 a n d x 1 = 2 . We consider three alternative instances: bilinear c=1, non-integral power c=1.5 and biquadratic c=2, for which w e h a ve, 1 = 1 + xy; 2 = 1 + xy 1:5 ; 3 = 1 + xy 2 :
Pure convection problem
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Isolines of i are aligned with the velocity eld. As an example, isolines for 2 are illustrated in Fig. 9 . Isolines for 1 and 3 are of identical pattern to those of 2 , di ering only in contour levels. On the two i n o w boundaries, at x = x 0 and y = y 1 , the corresponding values of i are prescribed.
To measure accuracy we u s e jj jj 1 , the maximum norm of the di erence from the exact solution scaled by the maximum value of all i . Only the coe cients a 2 and c 2 can be chosen freely; we take a 2 = c 2 = 1 . On the two in ow boundaries, at x = x 0 and y = y 1 , the corresponding values of i are prescribed. For the non-dimensional numbers, we select We = 0 :1, Re = 1 , e = = 8 =9 a n d s = = 1 =9.
Oldroyd-B ow problem
Measures of accuracy are taken as above under the maximum norm.
7 Results for pure convection problem
For calibration, we concentrate on error norms that measure the departure from the analytical solution with mesh re nement under various settings. We consider both a linear integral evaluation, based on the linearised advection speed of section 4.2 with linear stress and velocity representation in the source terms, and a quadratic integral evaluation, based on quadratic velocity and stress representation obtained from the parent nite element, as discussed in section 5.
FE SUPG method
Here, we rst establish the performance characteristics for the nite element method with SUPG upwinding. The di erence from the exact solution for the pure convection problem with mesh re nement, a xed velocity eld and domain 1, are displayed in Fig. 11 and Table 1 . Unless otherwise stated all gures pertain to a xed velocity e l d b y default. Results are recorded for 2 and 3 only, as the computation for the bilinear 1 solution is exact. Fig. 11 shows almost Oh 3 c o n vergence in the maximum norm for 2 , as to be expected from the quadratic FE basis functions for scalar solutions . The maximum allowable nondimensional time step for the 16x16 mesh was t = 0 :002. To o b t a i n c o n vergence 698 time steps were necessary, which took 90 s of CPU-time on a Dec-alpha EV56 processor. We will take this CPU-time as a reference scale against which to compare the performance of the alternative implementations.
Comparison of ux distribution schemes
In this section, results for 2 in Fig. 11 and for 3 in Table 1 are presented on accuracy for the FV scheme variants, as described in section 4. The close tally between 2 and 3 results is evident. This includes error norms for the N-scheme linear, positive, LDB-scheme linear, linearity preserving and PSI-scheme nonlinear, linearity preserving, positive, respectively. The linearised advection velocity approach, as discussed in section 4.2, is assumed initially. As all components i obtain the same accuracy for the three schemes, the norms for 1 are omitted. What is immediately clear for this model problem, is that the linearity preservation property i s e s s e n tial to obtain the higher levels of accuracy. The PSI-and LDB-scheme display Oh 2 convergence, whilst the N-scheme only achieves Oh 0:8 . For this reason, under the present circumstance, henceforth we m a y disregard the N-scheme. Furthermore, it is notable that for the N-scheme and PSI-scheme -schemes, two to three times as many time steps were necessary for convergence, as can be observed from Table 2 . This is not caused by the inconsistent treatment for the time terms of the -schemes, as with the LDB-scheme an -scheme, using the inconsistent MDC approach for the time terms did not change the number of time steps signi cantly. T h us, we conclude that the LDB-scheme renders the fastest convergence rate. The non-dimensional time step used for the 16x16 mesh was t = 0 :005 for all the FV methods, which i s 2 :5 times the maximum allowable time step for the FE SUPG method. For the LDB-scheme, the number of time steps required for convergence was 150. Thus, even with the di erence in time step from FE SUPG taken into account, convergence of the LDB-scheme is considerably faster. Furthermore, the CPU-time resource demanded was much l o wer for the LDB-scheme, being less than 2 of the time for the FE SUPG implementation.
On the basis of this evidence, the average velocity assumption would seem reasonable.
However, as we shall demonstrate, these schemes may not display Oh 2 accuracy for all ows. Subsequently, w e restrict ourselves to the LDB-scheme, as this provides the best alternative on a performance level.
In uence of velocity parallelism to boundaries
First we consider the case of linear FV integral evaluation, taking into account a c hange in ow with domains 2 and 3. For domain 2, the ow in the neighbourhood of the lower boundary y 0 = 0 :1 i s nearly parallel to this station. Then, Oh 2 convergence with mesh re nement m a y be lost for the linear integral evaluation, as may be discerned from the error norm for 1 in Fig. 12 . For 1 , a s w ell as for the omitted 2 and 3 , o n l y a p p r o ximately Oh 1:4 is obtained.
For domain 3, the ow at the lower boundary y 0 = 0 i s parallel to that location. Fig. 12 shows, that in this case, the solution for 1 becomes more inaccurate with the linear integral evaluation. In fact, for the bilinear case 1 the anomalous result of Oh c o n vergence is observed, contrary to that of Oh 2 a s a n ticipated. This result corresponds to the accuracy of standard upwinding methods. This is clearly the more severe scenario, as 2 displays Oh 1:5 and 3 the anticipated Oh 2 accuracy. The accuracy for 2 is optimal, as the second derivative with respect to y is proportional to y ,1=2 , which indicates why Oh 1:5 convergence prevails.
In Fig. 13 the point of attention shifts to comparison between the linear and quadratic FV integral evaluations, displaying the increased accuracy for domain 2 when the quadratic option is invoked. The results prove to be exact for the bilinear case 1 and are hence not shown. For the remaining i , w e observe that Oh 2 c o n vergence is recovered once again.
For domain 3, once more, the optimal position of exact results is recovered for the bilinear case not shown. The two remaining components show the same optimal accuracy as the linear evaluation of the integrals. For the quadratic 3 component, we observe Oh 2 convergence, whilst the optimal order for 2 of Oh 1:5 is attained due to the singularity in the second derivative a t y = 0, as discussed above; optimality of order may be gathered from a Taylor series expansion of the solution. Therefore, we conclude that, for the velocity parallel to boundaries, the linear integral evaluation does not yield results of comparable quality to that developed for domain 1 ow. Here we h a ve successfully demonstrated that by including a more accurate representation of velocity and stress on the element boundaries, this de ciency may b e o verridden. Whether this is due to the improved accuracy in the stress or velocity remains to be established.
For the more accurate integral evaluation, the price is a degradation in e ciency: 0:14 compared to 0:02 time units for the linear evaluation, though as yet the implementation with quadratic evaluation has not been fully optimised. However, the increased e ciency compared to FE SUPG is manifest. The number of time steps, maximum allowable time step and relative CPU-time for the various distribution schemes and integral evaluation methods are summarised in Table 2. 8 Results for Oldroyd-B ow problem For this problem, we demonstrate the in uence of the inclusion of source terms alongside the uxes. We follow the pattern above and rst provide the performance characteristics for the benchmark FE SUPG method.
FE SUPG method
The results for the nite element method with SUPG upwinding and xed velocity eld are presented in Fig. 14 for domain 1 . We note the accuracy for the coarser meshes is between Oh and Oh 2 for the various stress components, and that this increases with increasing mesh re nement, to between Oh 2:2 a n d Oh 2:7 . The averaged estimates of slopes are Oh 2:4 , Oh 2 a n d Oh 1:6 f o r xx , xy and yy , respectively. These are noted to have reduced from the cubic order constant slope of the pure convection problem, that is without source terms. However, for the Oldroyd problem and ner meshes, the trend is improving towards cubic behaviour. The maximum allowable time step on the most re ned 16x16 mesh was t = 0 :002. Some 627 time steps were required for convergence, which equates to 1:2 time units.
In uence of velocity parallelism to boundaries
In Fig. 14 and Table 3 we compare the FV method employing linear integral evaluation with FE SUPG. This demonstrates that when sources are treated consistently in the FV scheme, almost second-order accuracy is obtained on domain 1 for all stress components. It is conspicuous that xy is more accurately represented by the FV than the FE scheme. For the linear integral evaluation, Fig. 15 and Table 4 show the loss of accuracy across all components for domain 2, where the velocity at the lower boundary is almost parallel to it. In this case, we observe Oh convergence for both xx and xy , w h i l s t f o r yy we h a ve approximately Oh 1:4 . Furthermore, we detect from Fig. 15 that, in contrast to the above, we obtain the desired Oh 2 c o n vergence with the quadratic integral evaluation in all stress components.
We conclude with the important result, that introducing source terms in a consistent manner, does not detract from the accuracy of the FV scheme. The same shortcomings, concerning the loss of accuracy when the velocity is almost parallel to a boundary, a r e observed as for the pure convection problem: these may b e o vercome in a likewise fashion. The reason for this degradation in accuracy may be attributed to the observation that, on the boundary, the nodes mainly receive contributions from only one FV-cell. This suggests the phenomenon is local to the boundary. If this is the case, then the special treatment with quadratic FV integral evaluation can be con ned to boundary points only. This is an issue that is consigned to further research.
Hybrid FE FV method
In this section, we include the solution of the pressure and velocity b y the FE pressurecorrection method of section 3, to demonstrate the e ective coupling of the FE and FV components of the hybrid scheme.
The corresponding results on accuracy for the stress are displayed in Fig. 16 . There, the stress for the hybrid scheme is compared with the case of xed velocity, w h i c h is referred to as the uncoupled case. For completeness, the accuracy results of the hybrid scheme for velocity and pressure are shown in Fig. 17 .
For all variables the accuracy attained is between Oh 2 a n d Oh 3 . The velocities and xx re ect almost Oh 3 accuracy, whilst for xy and yy the accuracy is somewhat more than Oh 2 . There is an improvement in order of accuracy from the uncoupled to hybrid cases, but this may be attributed to slightly more inaccurate solutions calculated on the coarser meshes, see Fig. 16 . For the pressure we observe Oh 2:6 .
We conclude that, the anticipated third and second-order accuracy for velocity and pressure from FE discretisation, respectively, is not in uenced detrimentally under the hybrid FE FV scheme. For the stress, a loss of one order of accuracy is anticipated by shifting from the quadratic nite element to the four nite volume subcells. Compared to the uncoupled case, the accuracy on the coarser meshes is somewhat lower for the hybrid scheme. For the ner meshes, however, comparable accuracy levels are achieved. The gains are in terms of e ciency. The e ciency of the hybrid scheme is dominated by the momentum and pressure-correction stage, which takes approximately the same CPUtime as does the FE SUPG for stress. As the FV implementation for stress alone takes 10 of the time for the FE alternative, overall this is negligible compared to the Navier Stokes solver solution time. Hence, a considerable gain in e ciency can be obtained with this hybrid FE FV scheme for large problems, involving either multi-mode or three-dimensional calculations.
Conclusions
We h a ve employed two model problems on various ow domains to establish the accuracy of a proposed hybrid FE FV scheme that is capable of producing second-order accurate and e cient solutions to viscoelastic ows. We h a ve been able to demonstrate that a cell-vertex FV method with ux distribution, based on subcells of the parent FE triangular mesh, can accommodate various types of ow speci cations and source terms, when treated in a consistent manner. It has been possible to draw distinction between ows with velocities parallel to boundaries and those without, the former proving a useful and stringent t e s t on accuracy. This has led to the advent of a superior hybrid implementation, with FV integral evaluation based on quadratic FE functions. We h a ve also drawn out the merits of positivity and linearity preservation properties for three ux distribution schemes. Linearity preservation is found to be critical to achieving second-order accuracy; this is true for both linear and nonlinear schemes. Positivity is found to lead to slower convergence rates to steady solutions, and also does not aid accuracy. T h i s i s a p r o p e r t y t h a t m a y w ell impinge on stability. A ttention to nonlinear stability and reaching high Weissenbergnumber solutions are further issues to address in a subsequent s t u d y , where it is anticipated that nonlinear FD schemes with positivity m a y w ell prove bene cial.
No loss of accuracy for velocity and pressure is observed in the hybrid FE FV compared to the FE SUPG scheme. There is no loss of accuracy in the FV method between uncoupled and hybrid implementations. Also there is less than one order di erence in accuracy of stress between hybrid FE FV compared to the FE SUPG scheme. Compared to the FE SUPG method the hybrid FE FV requires smaller time steps, less iterations and less CPU time per iteration. This o ers the possibility of considerable gains in e ciency with this hybrid FE FV scheme for large problems, particularly where either multi-mode or three-dimensional calculations are involved. 
