Abstract. We consider the motion of an elastic closed curve with constant enclosed area. This motion is governed by a system involving fourth order parabolic equations. We shall prove that this system has a unique classical solution for all time and the solution converges uniformly to a stationary solution together with its derivatives of any order.
Introduction
The variational problem for the total squared curvature functional defined on curves has been studied since the middle of the 18th century. Euler considered this problem for curves of a fixed length, and its solution is called an elastica. Since then, there have been many studies in this field, for example, on a closed elastica ( [6] , [7] ), a buckled elastic ring ( [2] , [15] ), a L 2 -gradient flow for the total squared curvature ( [13] ), a curve straightening flow ( [8] , [9] , [10] , [16] , [17] ), the motion of an elastic curve ( [5] ), as well as an area-preserving elastica in spectral geometry ( [11] , [18] , [19] ). In this paper, we consider the motion of an elastic curve under two constraints, which can also be viewed as the gradient flow towards area-preserving elasticae.
Let us consider a simple closed curve made of springy wire in the plane. The inner domain enclosed by the wire and its exterior are filled with two kinds of incompressible viscous fluids F i and F o , respectively. The wire is expected to change its shape so as to decrease its bending energy as efficiently as possible. On the other hand, by the assumption of incompressibility, the area of the inner domain is preserved. We are interested in the following question: "Can the wire change its shape so as to decrease its bending energy and preserve its enclosed area? Moreover, if it can, what shape will the wire become eventually? " The purpose of this paper is to analyze the dynamics of such a wire.
We regard the wire as a closed plane curve γ : S E(γ) = κ 2 (s) ds subject to the following two constraints:
(C1) γ is inextensible; (C2) the area enclosed by γ is preserved.
Here, κ and s denote the curvature of γ and the arc-length parameter, respectively. We call E the elastic energy of γ. By the area enclosed by γ, we mean the signed area defined by (3.3) . We shall derive in Section 3 the following system of equations that governs the gradient flow for the elastic energy E under two constraints (C1) and (C2):
where v(x, t) and λ(t) are unknown scalar functions. Here t denotes the time variable and n(x, t) denotes the unit normal vector of γ(x, t) given by the formula n = Rγ with R = 0 −1 1 0 , where γ is the unit tangent vector of γ. We find (γ(x, t), v(x, t), λ(t)) which satisfies (GT) with an initial data. However we impose an initial condition only on γ: γ(x, 0) = γ 0 (x). When γ 0 (x) is not a circle, we do not prescribe v(x, 0) = v 0 (x) and λ(0) = λ 0 , because γ(x, t) determines v(x, t) and λ(t) uniquely (see Lemma 4.1) . On the other hand, when γ 0 (x) is a circle with radius r, for any continuous function λ 0 (t), (γ(x, t), v(x, t), λ(t)) = (γ 0 (x), 1/r 2 − λ 0 (t)r, λ 0 (t)) satisfies (GT). Therefore we do not prescribe initial data for v(x, t) and λ(t) either in this case.
The main result of the paper is stated as follows: , where a is a constant vector and r is a positive constant. For each continuous function λ 0 (t), (GT) has a unique solution (γ(x, t), v(x, t), λ(t)) = (γ 0 (x), 1/r 2 − λ 0 (t)r, λ 0 (t)) . Moreover, this (γ, v, λ) also satisfies (AE).
. Then (GT) has a unique classical solution (γ(x, t), v(x, t), λ(t)) for all t > 0, and the solution γ(x, t) satisfies |(∂γ/∂x)(x, t)| ≡ 1. Moreover, when t → ∞, (γ(x, t), v(x, t), λ(t)) converges to a solution (γ(x)
We mention here results which are closely related to this paper. A. Polden ([13] ) considered the L 2 -gradient flow for the elastic energy without a constraint. The regularity estimates for a solution of (GT), which are used in Section 5, are inspired by [13] . Y. Wen ([16] , [17] ) considered the flow of closed curves with fixed length along the negative L 2 -gradient flow of the elastic energy. On the other hand, N. Koiso ([5] ) considered the motion of an elastic closed curve in R 3 , i.e., the negative gradient flow of the elastic energy subject to the single constraint (C1), which is the inextensibility condition. The derivation of the system of equations (GT) is similar to that of [5] . The gradient flow in [5] is governed by a system consisting of the first two equations in (GT) with λ = 0. He proved that this system has a unique classical solution for all t > 0, and the solution converges to an elastica as t → ∞ in the C ∞ topology. A difference between this paper and [5] is the area-preserving condition (C2), which brings an additional unknown function λ(t). By (C2), we immediately see that a circle is singular to our problem, i.e., if the initial data γ 0 (x) is a circle, in order to keep the length and the area constant, γ(x, t) must be a circle of the same radius for all t > 0 because of the isoperimetric inequality. Therefore we stated our results separately. When γ 0 (x) is not a circle, imposing the second constraint (C2) raises two new mathematical questions. First, it is natural to ask whether the system (GT) has any solution at least on a short time interval or not. One of the main contributions of this paper is to give an affirmative answer to this question. Indeed, we can construct a mild solution in the space 
) In doing so, we decompose v(x, t) as v(x, t) = u(x, t) + λ(t)w(x, t)
and obtain the expression
where u(x, t) and w(x, t) are determined by γ(x, t) uniquely. The denominator is positive whenever γ(x, t) is not a circle (see Lemma 4.1.) Hence the existence of a unique mild solution is guaranteed for T > 0 sufficiently small by the continuity of κ(x, t) and w(x, t) in the case where γ 0 (x) is not a circle. A second question is whether the denominator in (1.2) vanishes in finite time (or converges to 0 as t → ∞) or not. We shall prove that the denominator is bounded away from 0 (see Lemma 5.4) , hence the solution exists for all t > 0 and remains bounded. We note that the isoperimetric inequality plays a crucial role in the proof of Lemma 5.4. The convergence of the solution as t → ∞ can be verified in a way analogous to that in [5] . As mentioned above, there are many studies on the variational problem for the energy (1.1). For closed curves, Langer and Singer [6] have completely classified the closed elasticae and determined the knot types of elasticae.
There are a few studies on an area-preserving elastica, which corresponds to the stationary problem for our problem. For example, it has been studied by K. Watanabe ([18] , [19] ). In [18] , he has proved the existence of a minimizer γ, which is a smooth simple closed curve and has an even number of axes of symmetry, under the assumption
Here, L and M denote the perimeter of γ and the area enclosed by γ, respectively. In [19] , by assuming 0 < L 2 /4π − M < δ 0 , where δ 0 is sufficiently small, he proved further that the minimizer γ is an oval with four vertices. Recently, Matsumoto, Murai, and Yotsutani [11] derived explicit representations of the curvature κ of γ for each n ≥ 2, where γ is the solution of this variational problem and n is a number of axes of symmetry of γ. They assume the rotation number of γ to be one. Since the Euler-Lagrange equation in terms of κ becomes
where µ 1 and µ 2 are the Lagrange multipliers, κ can be represented by Jacobian elliptic functions. We shall prove in Section 3 that (AE), which is the stationary problem for (GT), is equivalent to (1.3). It may be interesting to look on our problem as a lower dimensional analogue to Canham's variational problem for the total squared mean curvature (the Willmore functional) of a (two dimensional) closed surface. Canham [1] proposed this variational problem as a model of the shape of a red blood cell. See also [4] for a dynamical aspect of this variational problem. This paper is organized as follows: In Section 2, we state several lemmas often used in this paper without proof, which have been proved in [5] . In Section 3, we formulate our problem and derive the system of equations (GT). The proof of Theorem 1.1 breaks into the following three parts: In Sections 4 and 5, we prove the short time existence and long time existence, respectively; finally, we prove the convergence of the solution of (GT) in Section 6. Moreover, we prove Proposition 1.1 also in Section 6.
Preliminaries
First, we define several notations as follows:
We sometimes use these notations for short. Let us define W m,q (S 1 L ) to be the usual Sobolev space on S 1 L , i.e. the Banach space of functions whose distributional derivatives up to order m belong to L q (S 1 L ). We shall state several lemmas often used in this paper without proof. These lemmas have been proved in [5] .
Lemma 2.1 (N. Koiso [5] ). Let a(x) and f (x) be continuous functions on
where N and C depend only on n, L and δ.
Moreover, when
Lemmas 2.1 and 2.2 are simple modification of Lemmas 4.1 and 4.2 in [5] . We change
We omit the proof.
Formulation
Let γ 0 (x) be a smooth closed plane curve parametrized by the arc-length parameter x ∈ S 1 L , so that |γ 0 (x)| ≡ 1. Let L and A 0 be the length of γ 0 and the signed area enclosed by γ 0 , respectively. (For the precise definition of A 0 , see (3.3) .) By the isoperimetric inequality, L and A 0 satisfy L 2 ≥ 4π |A 0 |. We consider the smooth deformation γ(·, t) of the curve γ 0 depending on the time variable t ≥ 0. Let γ(x, t) denote the position at time t of the point which was initially located at γ 0 (x): γ(x, 0) = γ 0 (x). Suppose that γ(x, t) satisfies two constraints (C1) and (C2). Since x is the arc-length parameter of γ 0 , the inextensibility condition (C1) is expressed as
This in turn yields that x is the arc-length parameter of γ(·, t) for any t ≥ 0, and hence the length of γ is given by L. Then the elastic energy E is given by
Moreover the signed area enclosed by γ(x, t) is expressed as
Here n(x, t) denotes the unit normal vector of γ(x, t), by which we mean that n = Rγ with
is a simple closed curve and it is parametrized counterclockwise, then (3.3) gives the positive area.) Thus the area-preserving condition (C2) is given by
We consider the gradient flow for the elastic energy (3.2) under the constraints (3.1) and (3.4). First we derive "the direction" that maximizes the decrease of the elastic energy.
"the direction"γ is given byγ = −γ (4) . However this direction does not fulfill two constraints (3.1) and (3.4). Therefore we wish to modify "the direction" by adding some terms. The condition (3.1) implies γ ·γ = 0. Hence,γ needs to be in the space
On the other hand, since
Hence we define the vector space W by
If γ(x, t) satisfies the constraints (3.1) and (3.4), thenγ ∈ V (t) ∩ W (t) for all t ≥ 0. The orthogonal complements of V and W with respect to the L 2 inner product are given by
where the second and third equations meanγ ∈ V andγ ∈ W , respectively. We claim that these equations are equivalent to the system (GT). First we consider the second equation. We use the relations obtained by differentiating (3.1) up to four times with respect to x and the Frenet-Serret formula: γ = κn and n = −κγ . Then the second equation becomes as follows:
we have the second equation of (GT). Next we turn to the third equation. By the Frenet-Serret formula, we can transform the left-hand side of the third equation as follows:
Therefore we obtain (GT) as desired.
Remark 3.1. Since we derive the second equation of (GT) as a necessary condition for the inextensibility condition (3.1), we need to check that a solution of (GT) satisfies the condition (3.1). On the other hand, a solution of (GT) satisfies the area-preserving condition (3.4) if and only if the third equation of (GT) holds.
We now prove that (AE) is equivalent to (1.3) . By the first equation of (AE), we have
Then the first equation of (AE) becomes as follows:
where C is a certain constant. Therefore we obtain
This equation is nothing but (1.3).
Short time existence
In this section, we shall prove that (GT) has a unique classical solution on some time interval [0, T ). As a first step, we shall construct a mild solution of (GT). For this purpose, we use a successive approximation method in
× R with p ≥ 3 and the contraction mapping principle. Before describing the successive approximation scheme, we show that v(x, t) and λ(t) are determined by the second and third equations of (GT) for each time t ≥ 0.
), λ(t)). On the other hand, if γ(x, t) is a circle with radius r, then the set of the solutions is expressed as
Proof. Let κ be the curvature of γ. Then (4.1) becomes as follows:
First, when γ is not a circle, we show that (4.3) has at most one solution. If both (v, λ) and (ṽ,λ) satisfy (4.3), then we have
where V := v −ṽ and Λ := λ −λ. Integrating by part, we obtain
Hence V is a constant, so that V ≡ V 0 . By (4.4),
where
κ dx denotes the rotation number of γ. (Note that the rotation number n is invariant. See Lemma 5.1.) If V 0 = 0, then κ = 0 or κ = 2πn/L. Since γ is neither a straight line nor a circle, these relations are not possible. Therefore V 0 = 0, so that v =ṽ. This implies λ =λ.
Next, we shall prove the existence of a solution of (4.3). Let u(x, t) and w(x, t) be the solutions of the equations
Note that by Lemma 2.1 κ determines u and w uniquely. Clearly v = u + λw satisfies (4.3) if and only if
Thus we see that w is a constant function. Then, by (4.5), κ(x) (κ(x)w + 1) = 0. If κ(x 0 ) = 0 at some point x 0 , then κ(x) = 0 in a neighborhood of x 0 , because κ(x)w + 1 = 0 for x close to x 0 . Hence the set {x | κ(x) = 0} is open. On the other hand, this set is closed, because κ(x) is continuous. Therefore, it holds either κ(x) = 0 for any
is a closed curve, γ(x, t) must be a circle. Then, by (4.5), we have u = κ 2 , and hence v = κ 2 − (λ/κ). Then (4.6) holds for any λ ∈ R, because the right-hand side of (4.6) is equal to 0. Therefore, in this case, the set of the solutions is given by (
Thus the proof is completed.
To construct a mild solution of (GT), we reduce (GT) to an integral equation. For this purpose, we define a closed linear operator 
. Then (GT) becomes as follows:
where f and g are given by
We choose α such that 3/4 + 1/(4p) < α < 7/8 and define the fractional power
. Since A has a bounded inverse, we can define the norm in X α by
(For the proof of these standard facts, see [3] and [12] .) We now assume that the initial closed curve γ 0 = (ϕ 0 , ψ 0 ) is not a circle, and
2 . Then, by Lemma 4.1, we can define v 0 and λ 0 as the solutions of
Moreover, from the assumption on γ 0 , there exists a positive constant δ 0 such that
To construct a mild solution of (GT), we define γ j , v j , and λ j inductively as follows:
where v j and λ j are the solutions of
To prove that γ j , v j and λ j are defined by (SA) for all j, we prepare several lemmas. Let
Proof. Note that
The right-hand side of (4.9) is estimated as follows. First, we have
But, we have
By the assumption on ε, it holds that
By these relations, we see that there exists a positive constant C depending only on ϕ 0 (α) , ψ 0 (α) and ε such that sup x∈S 1
Consequently, we obtain (4.8).
Suppose that γ j is defined by (SA). Then, by Lemma 4.1, λ j is given by
unless the denominator of (4.10) vanishes. Here u j and w j are the solutions of the equations
Let us put ε * := min{ε 1 , ε 2 }. By Lemma 4.2, we see that
Proof. First, we prove (4.11). By the assumption on ε * , we have
By the same arguments as in the proof of Lemma 4.2, we have max
where C is a positive constant depending only on ϕ 0 (α) , ψ 0 (α) , and ε * . Therefore we obtain (4.11). Next we turn to (4.12). 
Therefore we obtain (4.13) along the same line as in the derivation of (4.12). Similarly, it is easy to check that (4.14) and (4.15) hold.
Let us put
(For the proof of these estimates, see [3] .) We shall often use these estimates in the following arguments.
Lemma 4.4. Let T be a positive number such that
(4.16)
Let ϕ j , ψ j , v j , and λ j be defined by (SA). Then it holds that ϕ j ∈ C ([0, T ]; X α ) and
Proof. We shall prove the assertion by induction. Suppose that the conclusion holds for 0 ≤ n ≤ j. By virtue of Lemmas 4.2 and 4.3, it is sufficient to prove (
α . For this purpose, it is sufficient to check that
For ρ > 0, let us define
By Lemma 4.3, we have
The right-hand side of (4.17) converges to 0 as ρ → 0 uniformly on [δ, T ] for any 0 < δ < T . Since A α is a closed operator, it holds that
Therefore, ϕ j+1 ∈ X α . In the same way, we can prove ψ j+1 ∈ X α . Moreover, it is easy to check that (ϕ j+1 , ψ j+1 ) ∈ (C([0, T ]; X α )) 2 . Next, we prove the continuity of v j and λ j in t. By replacing γ 0 , v 0 , and λ 0 in the proof of Lemma 4.3 with γ j (s), v j (s), and λ j (s), respectively, we see that there exists a positive constant C depending only on ϕ 0 (α) , ψ 0 (α) , and ε * such that
Therefore the continuity of ϕ j and ψ j in t implies the continuity of v j , v j , and λ j in t. Finally, we show that max { ϕ j+1 − ϕ 0 (α) , ψ j+1 − ψ 0 (α) } ≤ ε * . By the assumption (4.16), we have
Similarly, we can prove ψ j+1 − ψ 0 (α) ≤ ε * . The proof of Lemma 4.4 is now completed.
Let us set
Let us define the norm
are Banach spaces. We define a map F : S ε * ,1 × S ε * ,2 → S ε * ,1 × S ε * ,2 as follows:
We shall prove that F is a contraction map. To do this, we make use of the following lemma. 
Proof. By replacing γ 0 , v 0 , and λ 0 in the proof of Lemma 4.3 with γ i , v i , and λ i respectively, we obtain (4.20) where the positive constant C depends only on ϕ 0 (α) , ψ 0 (α) , and ε * . Thus we derive (4.18) and (4.19) in the same way as in the proof of Lemma 4.3.
We are now in a position to prove that F is a contraction map. 
Proof. For any i and j, by virtue of Lemma 4.5, we have
By the assumption on T , we conclude that F is a contraction map.
By these lemmas, we can construct a mild solution of (GT) as follows: 
−(t−s)A g(ϕ(s), ψ(s), v(s), λ(s)) ds,
(GT-I)
Proof. By virtue of Lemma 4.6, using the contraction mapping principle, we deduce that there exists a unique fixed point of F: ϕ ∈ S ε * ,1 , ψ ∈ S ε * ,2 . We shall prove the convergence of v j and λ j . Let us define 
. Then it is easy to check that ϕ, ψ, v, and λ satisfy (GT-I).
Up to now, we have constructed a mild solution of (GT). Next we show that this mild solution is actually a strong solution of (GT). We prove this assertion as follows:
Lemma 4.8. f (ϕ, ψ, v, λ) and g(ϕ, ψ, v, λ) are locally Hölder continuous functions from
(0, T ) to L p (S 1 L ).
Lemma 4.9. ϕ and ψ belong to C([0, T ]; X
and satisfy (GT).
Since these arguments are standard, we omit the proof of Lemmas 4.8 and 4.9. Next we show that (ϕ, ψ) is indeed a classical solution of (GT). To prove the continuity of ∂ϕ/∂t and ∂ψ/∂t, we make use of the following lemma. 
Lemma 4.10 (D. Henry [3]). Let X be a Banach space and A be a sectorial operator on X. Suppose that u : [0, T ) → X satisfies u(t) − u(s) ≤ V (s)(t − s) µ for 0 < s < t < T < ∞ and 0 < µ ≤ 1, where V (·) is continuous on (0, T ) and satisfies

−(t−s)A u(s) ds is a continuously differentiable function from (0, T ) into D(A ν ) and satisfies
dU dt (t) (ν) ≤ Ct −ν u + C t 0 (t − s) µ−ν−1 V (s) ds for 0 < t < T.
Moreover, (d/dt)U (t) : (0, T ) → X ν is a locally Hölder continuous function.
We omit the proof. Using this lemma, we shall prove the following:
Lemma 4.11. ϕ and ψ are classical solutions of (GT).
Proof. Let ω(t) := C t
Here we choose β close to 1 − α. Let us set
By using Lemma 4.10, we see that ∂J 1 /∂t and ∂J 2 /∂t are locally Hölder continuous functions from (0, T ) into X θ for any 0 ≤ θ < β < 1 − α < 1/4 − 1/(4p). Since p ≥ 3, we can choose θ such that 1/8 < θ < β. Then, we can check that ∂ϕ/∂t and ∂ψ/∂t are locally Hölder continuous functions from (0, T ) into X θ with respect to t. Moreover, since
Therefore ∂ϕ/∂t and ∂ψ/∂t are also locally Hölder continuous on S 1 L . With these preparations, we can deduce the conclusion of the lemma by a standard argument.
We shall prove that the solution γ(x, t) satisfies the inextensibility condition (C1). The following lemma holds for any initial closed curve γ 0 with |γ 0 (x)| ≡ 1. 
. Then the solution γ(x, t) of (GT) satisfies |γ (x, t)| ≡ 1.
Proof. First we have
By the second equation of (GT), (4.21) becomes
where P 0 , P 1 and P 2 are bounded functions and defined by
Then, we can proceed in the same way as in [5] .
Long time existence
We shall prove that (GT) has a solution γ(x, t) for all t > 0. In this section, we assume that γ 0 satisfies
where L 2 /4π is the area of a circle with perimeter L. By the isoperimetric inequality, γ 0 (x) is not a circle whenever (5.1) holds. Let γ(x, t) be the solution of (GT) on [0, T ), where T > 0. First, we prepare several lemmas.
Lemma 5.1. The center of gravity of γ(x, t) is invariant.
Proof. The center of gravity of γ is given by
we obtain the conclusion.
Without loss of generality, we may assume that the center of gravity of γ 0 (x) is (0, 0).
Lemma 5.2. The rotation number of γ(x, t) is invariant.
Proof. We have proved that (GT) with an initial data γ 0 (x) has a unique classical solution (γ(x, t), v(x, t), λ(t)) for t ∈ [0, T ). Therefore γ(x, t) is regularly homotopic to γ 0 (x). This implies that the rotation number of γ(x, t) is equal to that of γ 0 (x) for any t ∈ [0, T ).
Now we suppose that the rotation number of γ 0 (x) is 1, so that 
where the equality holds if and only if κ = 2π/L a.e.
Proof. Since
κ L 2 is non-increasing. To prove (5.2), we consider the strain energy
where 2π/L is the curvature of a circle with perimeter L. By Lemma 5.2, we have
Hence we obtain (5.2). Moreover, if
and hence it holds that κ = 2π/L a.e.
If γ(x, t) is not a circle, by virtue of Lemma 4.1, λ(t) is expressed as (4.7)
. To derive the estimate of λ(t), we make use of the following lemma.
Lemma 5.4. Suppose that γ is a solution of (GT) on
Proof. Otherwise, there would exist
By the assumption,
, and hence we see
By Lemmas 2.1 and 5.3, we have sup x∈S
Hence we deduce that {w j } is equicontinuous. By the Ascoli-Arzelá theorem, there exists {w j n } ⊂ {w j } such that w j n converges to w ∞ as n → ∞ uniformly on S Next, we compute the value of w ∞ . By Lemma 5.
. Thus, {κ j } contains a subsequence which is still denoted by {κ j } for simplicity such that
Moreover, we get
and hence
Next, we consider the limit function κ ∞ . First, we prove that
Hence we obtain
Combining this with (5.10), we have
Thus, by (5.11) and the definition of κ ∞ , we can check that
By Lemma 5.3 and (5.12), we deduce that
e. Finally, we prove that γ j converges to a curve γ ∞ whose curvature is κ ∞ . Put γ j = (ϕ j , ψ j ). Let θ j be the angle between the tangent γ j and the x 1 -axis. Suppose γ j (0) = (0, 0) and
κ j (σ)dσ. By Lemma 5.3, it is easy to check that {θ j } is uniformly bounded and equicontinuous. Therefore, by the Ascoli-Arzelá theorem, we see that there exists {θ j n } ⊂ {θ j } such that θ j n converges to θ ∞ as n → ∞ uniformly on S In what follows, we write θ j instead of θ j n for simplicity. On the other hand, it holds that
L , respectively. Moreover, ϕ j (x) and ψ j (x) converge to cos θ ∞ (x) and sin θ ∞ (x) uniformly on S 1 L , respectively. Therefore we obtain
This contradicts the fact that the area enclosed by γ(x, t) is preserved, and the proof is now complete.
By virtue of Lemma 5.4, we can estimate λ(t), v(x, t) and v (x, t) as follows:
Lemma 5.5. There exists a positive constant C such that
Proof. First, we estimate λ. By Lemma 5.4, there exists a positive constant
Here, by Lemmas 2.1, 2.3 and 5.3, we have
Combining these three inequalities gives us an estimate for λ. Second we proceed to estimate v. By the proof of Lemma 5.4, we know that sup x∈S 1 
To prove that (GT) has a solution for all t > 0, we make use of the following lemma. Let us put H m := W m,2 for short.
Lemma 5.6. Suppose that γ(x, t) is a classical solution of (GT) and satisfies γ (3)
Then, for any integer n > 3, there exists a positive constant C 2 depending only on C 1 , γ 0 , n and T such that γ (n)
Proof. We prove the assertion by induction. Suppose that the conclusion holds for n > 3, so that γ
We shall estimate the second term of the right-hand side of (5.14). First, by Lemma 5.5,
Second we estimate (vγ )
By these inequalities and Lemma 2.2, we have
Therefore we obtain
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By the same arguments, we can estimate |γ
as follows:
Choosing ε so small that − .15) inf
Proof. For contradiction, suppose that there exists
where γ j := γ(·, t j ). By virtue of Lemma 5.3, we have
By (5.16), we deduce that {γ j · γ j } j is uniformly bounded and equicontinuous. By the Ascoli-Arzelá theorem, there exists γ j n jn ⊂ {γ j } j such that γ j n · γ j n converges to 0 as
L . This implies that γ j n converges to a circle, which contradicts A ≡ A 0 < L 2 /4π. Hence the proof is now complete.
Lemma 5.8. Suppose that γ is a classical solution of (GT) on [0, T ) for some T > 0.
Then there exist positive constants C 1 and C 2 depending only on γ 0 and T such that
Proof. In the proof of Lemma 5.3, we verified that
the normal direction (γ) N ofγ is expressed as follows:
From (5.19) and Lemma 5.1, it follows that
Hence it holds that sup x∈S
. Moreover, by (5.21) and (5.22), we obtain max sup
We estimate the right-hand side of (5.24). By (5.23), we have
By Lemma 5.7, there exists a positive constant δ 2 such that γ · γ L 1 ≥ δ 2 . Therefore we have
Next, we turn to the estimate of v − 2 |γ | 2 γ L 2 . The inequalities (5.23) and (5.25) imply
Hence we get
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Then, by Young's inequality, we obtain
hence we find 
Proof. By the Cauchy-Schwarz inequality, we have
We shall estimate the right-hand side of (5.27). First, it follows from Lemmas 5.3 and 5.5 that λn
We recall the following interpolation inequalities:
By these inequalities, we shall estimate
Choosing ε so small that −1 + 11 12 ε 12/11 < 0, we obtain
We divide the both sides of (5.28) by γ
L 2 . By using Lemma 5.8, we obtain
Integrating both sides from 0 to T , we obtain the assertion of the lemma by virtue of Lemma 5.3.
We now come to the main result of the section. 
Convergence
In this section, we shall prove that the solution γ(x, t) converges to a stationary solution of (GT). We assume that γ 0 (x) is not a circle. We begin by preparing several lemmas. Lemma 6.1. There exist positive constants C 1 and C 2 independent of t such that
Proof. In the proof of Lemma 5.8, we have shown (5.26). Then, by Lemma 5.5, we obtain (6.1). Moreover, by (5.26), (6.1) and the second equation of (GT), we obtain (6.2). Lemma 6.2. For any non-negative integer n, there exist positive constants C and N independent of t such that
Proof. We prove the assertion by induction. From (5.26), it follows that γ H 4 ≤ C(1 + γ L 2 ). Then, by Lemma 2.2, we have an estimate for v H 3 . Suppose that the conclusion holds for 0 ≤ n ≤ j. Then,
We estimate the right-hand side of (6.4). First, we get
In the same way, we obtain |λ| n (j+1)
Therefore, by (6.4), we have γ
Similarly, by using Lemma 2.2, we can prove the estimate of v H j+4 .
By these expressions, we shall prove the following lemma. 
Proof. First, we prove (6.6). By (6.5) and Lemma 5.4, we get λ ≤ C (I 1 + I 2 ), where
By (E2) and Lemma 2.1, we can estimateẇ,ẇ ,u, andu as follows:
Hence, by Lemma 6.1, we estimate I 1 and I 2 as follows:
Therefore we have an estimate forλ. Sincev =u + λẇ +λw, by the same arguments, we have (6.6). Finally, we prove (6.7). By Lemmas 2.2 and 6.2,
Similarly, we have
By virtue of these inequalities, we obtain (6.7).
Next, we shall prove the following key lemma.
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Lemma 6.4. For any integer n ≥ 0, it holds that
Proof. We prove the assertion by induction. First we have
Next, we prove that γ L 2 → 0 as t → ∞. Since the solution γ(x, t) satisfies two constraints, we have
By (6.8) and (6.10), we deduce that γ L 2 → 0 as t → ∞. In particular, γ L 2 is bounded. Hence, by (6.9), we have
Integrating the both sides of (6.11) from 0 to ∞ with respect to t, we obtain
Suppose it holds that
We estimate the second term of the right-hand side of (6.12). First,
But, by the assumption and Lemmas 6.2 and 6.3, we have γ C 2m ≤ C and
By these inequalities, we obtain
Next, we estimate (∂/∂t) (λn)
. By the same arguments,
By choosing ε = 4/5, we obtain
L 2 + C 2 . By combining the assumption with (6.13), we see that γ This completes the proof.
To prove the convergence of γ(x, t), we make use of the following proposition. Proof. We consider the operator M : Note that (v,λ) and (v ε , λ ε ) are uniquely determined, forγ is not a circle. Moreover (v ε , λ ε ) is linear with respect to φ and satisfies max {sup x |v ε |, sup x |v ε |, |λ ε |} ≤ C φ H 3 . Then, we can prove this proposition along the same line as in [14] .
By using Proposition 6.1 and Lemma 6.4, we can prove the following theorem: Next, we have to show that γ converges toγ in the C ∞ topology. But, by using Proposition 6.1, we can prove this assertion in the same way as in [5] .
We thus have completed the proof of Theorem 1.1. Concerning the case where γ 0 (x) is a circle, we have stated the result in Proposition 1.1. We close the paper by giving the proof of Proposition 1.1. Thus γ 0 satisfies (AE). Second, we claim that the circle obtained by translating and rotating γ 0 is not a solution of the initial value problem. Let us setγ 0 = C(t)+γ 0 (x+ω(t)), where C(t) is a vector valued function corresponding to translation and ω(t) is a scalar function corresponding to rotation. Ifγ 0 satisfies (AE), then C(t) is a constant vector and ω(t) is a constant. However,γ 0 (x) = C + γ 0 (x + ω) does not satisfy the initial condition unless C = 0 and ω = 0. Therefore we have completed the proof.
