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The practical solution of the two-body problem and the theoretical formulation of
the N-body equations which were the subject of the preceding chapters provide
the necessary theoretical and practical basis for actually solving the three-body
bound-state problem. This chapter contains a detailed description of the methods
which I have used to calculate three-body bound states, and some of the results
which were obtained using these methods.
The dierent methods described in this chapter each have their merits and
deciencies and each mark a certain stage in the development of the ability to solve
few-body problems, ultimately leading to a exible and ecient method, capable
of solving a wide range of problems. Initially (when doing an undergraduate
research project in collaboration with Bosveld under supervision of Kok [Bosveld
and Schellingerhout, 1989; Schellingerhout et al., 1989]), the conguration-space
Faddeev equations were formulated using polar coordinates. Only bound-state
energies for a number of spinless three-body systems were calculated. Later on, the
method was extended to be able to deal with realistic nucleon{nucleon interactions,
and to calculate observables. The idea of using a continuous variable to describe
the angular dependence instead of a partial-wave series came some time after that,
and was worked out in detail by Couperus [1992]. Working on the
6
Li problem led
to the insight that Cartesian coordinates would be a much more natural choice of
coordinates than the traditional polar coordinates. Soon, this idea was realized and
applied with considerable success to a wide variety of problems [Schellingerhout
et al., 1993; Schellingerhout, 1994].
In the following sections the mathematical three-body problem is formulated
(Sec. 5.1), the consequences of symmetries (Sec. 5.2), and the numerical solution
technique (Sec. 5.3) are described. Section 5.4 is concerned with the special di-
culties encountered when calculating observables. Finally, an overview of results
is given in Sec. 5.5. It contains a detailed study of the quality and the reliability of
the spline method, as well as a number of previously published, and unpublished,
practical results. A short summary and some concluding remarks are contained
in the nal section.
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Figure 5.1: Geometry of the three-body system (#
1
is chosen to be zero).
5.1 Formulation of the mathematical problem
In this section I will look at the conguration-space Faddeev equations for the
bound-state system in detail and discuss several useful forms of these equations.
I will begin by continuing the analysis of the previous chapter.
5.1.1 The equations
The Faddeev equations for spinless particles interacting via central potentials can,


















































































(dened by Eq. (4.112)) can be simplied signicantly by exploit-
ing the fact that the Faddeev amplitudes do not depend on M . The Faddeev
equations can be averaged over M , rendering the kernel rotationally invariant.





















































































































5.1 Formulation of the mathematical problem 99
which is very similar to the form found when the total-angular-momentum rep-
resentation, Eq. (4.104), is used, the dierence being that the dependence on the
continuous variable #
i
is described by an expansion onto a basis of bipolar har-
monics orientated in a specic way. This was already expressed by Eq. (4.114).
The advantage of the above expression over Eq. (5.3) is that the bipolar har-
monics need only be evaluated in a very special coordinate system, reducing them



















(#; 0) : (5.5)
This is especially useful when the total angular momentum L is small, because in





, can be calculated eciently using the
recursion relations (C.29) and (C.30).
5.1.2 Geometry
As a nal ingredient for evaluating the kernel K

ij
; relations between the dierent




) may be regarded
















). Another possibility is to introduce polar coordinates as in Eq. (4.122),
which simplies the kernel, since the hyperradius  is independent of the coordinate
system. It is then also possible to use 
j
as the integration variable, instead of

i































































































where the integration limits 
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100 Chapter 5 Three-body bound states




) for matrix elements.
The relations between the various coordinates can be derived by using the formulas






can be chosen positive without loss of generality. From the transformation






positive for some value of i it is positive for all other values of i as well, and that




is equal to "
ijk










































































where M was written to denote m
i





gration domain for the transformation from coordinate system j to k is therefore




























































If the particles carry (iso)spin, the angular-momentum considerations discussed
in Chapter 4 and in the rst subsections of the present chapter are inadequate.
In this subsection, the extension to particles (or composite systems) carrying spin
is performed. The spin of the constituents contributes to the total angular mo-
mentum of the system. There are two natural choices for coupling the spin to the
orbital angular momentum. The rst is known as L{S coupling, and leads to a


















































in the space of





























































is written to denote the spin of particle i, and s
jk
to denote the spin
of the pair jk. The subscript i on the ket symbol is written to denote to which
Jacobi coordinate system it corresponds.
The second coupling scheme is known as j{j coupling, and leads to a basis












The intermediate angular momenta j and j
0
are the total angular momentum of
the pair and of the spectator with respect to the pair, respectively. Note that this
state cannot be mapped trivially onto bipolar harmonics of a specic total orbital





































102 Chapter 5 Three-body bound states
where x^ =
p
2x+ 1, where s
jk




, and where the
object in braces is a nine-j symbol. Note that the overlap is independent of the
total magnetic quantum number M . The nine-j symbol may be calculated using
standard formulas [Edmonds, 1960]. However, it is conceptually much simpler
to write the recoupling coecients as the actual sums involving Clebsch{Gordan
coecients.
The evaluation of the kernel using L{S coupling is not much more dicult than
for the spinless case. Since the total spin and total orbital angular momentum are








































































which can be derived from completeness and symmetry relations of Clebsch-

















is independent of M
S
. Equation (5.19) contains (shown between braces) the spin-
less kernel that was calculated before. The rst factor is a recoupling coecient,



































(See Appendix C for a discussion on the calculation of recoupling coecients.)
Besides spin, the particles may have other internal quantum numbers. Of these,
isospin is the most important. It has the same algebraic structure as ordinary spin,
but does not contribute to the angular momentum and can therefore be included




























is the isospin eigenstate. (The isospin states are constructed
in the same way as the spin states.)
5.2 Symmetries of the Faddeev equations
In the previous chapter we have seen how translation and rotational invariance can
be exploited to reduce the nine-dimensional Schrodinger equation to either a -
nite set of coupled three-dimensional partial-dierential equations (using the total-
angular-momentum representation) or an innite set of coupled two-dimensional
partial-dierential equations (using the bipolar-harmonic expansion). Other useful
simplications originate from indistinguishability of particles and from conserva-
tion of parity.
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5.2.1 Identical particles
When two particles are identical, two of the three Faddeev equations are depen-









is plus or minus one, depending on whether the two particles have integer
spin (bosons) or half-odd integer spin (fermions). The second Faddeev equation
























Using the fact that for the bound state system









































































. This equation can be recognized as the third Faddeev






i = j 
3
i. A similar result is found
when P
23
















































(2) = 3, and P
23
(3) = 2. When all three particles are identical, two more



















was written to denote a cyclic permutation of all three particles. (Its
eigenvalue p
ijk
is +1 since it is an even permutation.)
104 Chapter 5 Three-body bound states
To investigate the eect on the coordinate-space representations of the Faddeev










(Note that the subscripts on the kets are used to denote which Jacobi coordinate
system is meant, and that in this equation k may be any of the three particles,





































































and isospins of the two particles in the pair, a and b.
Combining this result with the symmetries of the Faddeev amplitudes, we nd













(x; y) ; (5.37)




(x; y) =  
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(x; y) ; (5.39)
if all three particles are identical. Equation (5.37) for the special case where
fi; j; kg is a permutation of f1; 2; 3g and Eq. (5.39) imply a restriction of the
bipolar expansion to states having the correct symmetry under interchange of the






This restriction leads to a considerable reduction of the number of terms in the
bipolar series. For the total-angular-momentum representation the consequences
of such symmetries are that the domain on which the equation for a particular
Faddeev amplitude is dened can be reduced. The angular variable #
k
may be
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limited to the interval [0;

2






can be derived from the symmetry properties of the Faddeev
amplitudes.)
A nal simplication in the case of two or more identical particles is the fol-
lowing. The equation for Faddeev amplitude i can be simplied if particles j and




















This expression conrms that j 
i
i has the desired symmetry property since 1 +
pP
jk
is just twice the (anti)symmetrizing operator with respect to particles j and
k. This also means that provided the expansion of j 
i
i is restricted to include


















































































































If the interactions conserve parity, the total wave function can be decomposed in
components of denite parity. By applying the parity operator to the Faddeev
equations, an additional symmetry of the Faddeev amplitudes is found:
 
i
( x; y) =  
i
(x;y) ; (5.45)
Here  is the parity eigenvalue (i.e., 1) of the three-body system. In the case of
bipolar harmonics, this implies that the sum of the two orbital angular momenta
(i.e., `+ `
0
) must be even (odd) for a positive (negative) parity state. This holds
for all three Faddeev amplitudes simultaneously.
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5.3 Numerical solution
Having established the exact formulation of the Faddeev equations in conguration
space, we are in a position to consider the problem of solving these numerically.
I will not go into the discussion of various methods that are available, but con-
centrate on the spline method introduced in Chapter 2. Within the framework
of spline approximation and orthogonal collocation there are, however, many ap-
proaches possible. I will go into the various possibilities in some detail.
5.3.1 Partial-wave series
So far, the Faddeev equations were written as an innite set of coupled two-
dimensional partial-dierential equations (bipolar expansion) or as a nite set of
coupled three-dimensional partial-dierential equations (total-angular-momentum
representation). The latter can be solved immediately using a three-dimensional
spline expansion, but the former needs to be reduced to a nite set of equations,
before it can be treated numerically. The most systematic method of doing this
is to limit the pair total-angular-momentum to some maximum value. This will
certainly lead to a nite set of equations. Unfortunately, this cuto constitutes an
approximation, made before applying a numerical method. This approximation
is of a dierent nature than the approximation due to the spline method, and it
is very dicult to make precise statements about the convergence of the binding
energy or the wave function with increasing maximum pair angular momentum.
This is especially true for long-ranged potentials and loosely bound states, as we
will see later on. However, in nuclear physics, it is common practice to dene a
force model to be limited to a nite number of partial waves. (For example, the
original Reid soft-core potential was only dened for j  2 [Reid, 1968]; it was later
extended by Day [1981].) In this case, the Faddeev equations are automatically
restricted to these partial waves. This may be acceptable from a phenomenological
point of view, but it is in conict with meson-theoretical models of the nucleon{
nucleon interaction. Still, as will be shown later on, for short-ranged interactions
the error decreases rapidly when the number of partial waves is increased, which
makes the bipolar expansion a very powerful method for these cases.
5.3.2 Boundary conditions
The boundary conditions for the bound-state case are simply that the Faddeev
amplitudes should be zero at innity. This can be implemented in dierent man-
ners, as was the case for the two-body bound state problem. The simplest method
is to assume the wave function to be zero outside some hyperradius 
max
. This
leads to an error which decreases exponentially if the cuto radius is increased.
This method can be improved by matching to the asymptotic form Eq. (4.145).
However, since the potential does not vanish for y
i
! 1, this still implies an
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approximation, especially if the Faddeev amplitudes decrease slowly for y
i
! 1
(i.e., if the three-body bound state energy is close to the lowest two-body bound
state energy). The error will again decrease exponentially if the cuto radius is
increased. A third alternative is to transform the hyperradius  to a new variable,
by a transformation mapping [0;1) onto [0; 1). This leads to an exact solution,
provided the transformation parameter is chosen sensibly.
5.3.3 Polar coordinates
Historically, polar coordinates have been used to solve the Faddeev equations in
conguration space [Merkuriev et al., 1976; Payne et al., 1980]. This path was
initially followed by Bosveld and Schellingerhout [1989]. At a later stage Cartesian
coordinates were used as well [Carbonell et al., 1992; Schellingerhout, 1994]. In this
subsection I will describe the spline method in combination with polar coordinates.
A treatment using Cartesian coordinates as well as one using the total-angular-
momentum representation is given in the two subsequent subsections.
Discretization
Using the polar coordinates dened in Eq. (4.122), the Faddeev equations can be




















































~ = 1  e
 
;  > 0 , (5.47)

























































(~) =   
 1
log(1  ~) : (5.49)
The boundary conditions are that the Faddeev amplitudes must be zero at the




Now that the equations are fully dened, a numerical solution may be at-
tempted. As in the two-body case, I will use spline approximation and orthogonal
collocation. This method can be extended to a two-dimensional equation in a
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straightforward manner. The interval [0; 1]  [0;

2
















) with i = 1; : : : ; N

, and j = 1; : : : ; N

. This
two-dimensional grid can be seen as a product of a grid dened on the inter-










must be distributed so that the grids form proper
partitions of [0; 1] and [0;

2
], respectively. Mappings as given by Eq. (2.75) will




may be chosen independently.











































(0; ) =  

i
(1; ) =  

i






) = 0 : (5.51)
Note that the angular-momentum states (often called angular-momentum chan-
nels, not to be confused with the scattering channels),  are labeled by the Fad-
deev amplitude number i. This is to indicate that the channel states may dier
for dierent Faddeev amplitudes.




can be determined by applying orthogonal
collocation on the two-dimensional grid, i.e., by demanding that the equations are










is the set of collocation points of the






is the set of collocation points of the  grid. This procedure







(EI   T   V ) = P ; (5.52)


























































































































































































































In Eqs. (5.53c) and (5.53d) the potential is allowed to be nondiagonal in the
channel space. (This allows the treatment of tensor forces.) Note that the matrix
I can be seen as the spline representation of the unit operator, T is the kinetic
energy operator, V the potential, and P is the operator on the right-hand side of
the Faddeev equations, containing the potentials and the integrals. I will continue
by describing the solution of the eigenvalue equation (5.52).
Solving the matrix problem
The three-body problems of physical interest, such as the trinucleon bound states,
lead to eigenvalue problems of very large dimensions. For example, Chen et al.
[1985] calculate the triton for various realistic nucleon{nucleon interactions. Their
largest calculation has 28  28  34 ( 3  10
4
) degrees of freedom. Since there
are certainly more dicult three-body systems than the triton, this number is
a lower bound rather than an upper bound. Clearly, standard methods such as
the QZ algorithm [Golub and van Loan, 1983] will fail dramatically, because of
the excessive storage ( 10
9




An iterative method, if it could be found, would be much more ecient, since
it is then possible to exploit the banded structure of the matrices. Note that the






is the number of
channels coupled by the potential. (For central potentials this number is one, for





. Inversion I, T , or V can be performed using a banded Gauss elimination
procedure. Inversion of P should be avoided, since the CPU time required to
invert a banded matrix is O(NM
2
), where N is the order of the matrix, and M is






times more CPU time
than inversion of the other matrices.
Chen et al. [1985, 1986] introduced an iterative solution method based on the
Lanczos algorithm for nonsymmetric matrices. Such an iterative scheme consists
of a sequence of multiplications of the matrix with some trial vector. For example,
the eigenvalue problem in Eq. (5.52) can be written as




(T + V + P ) = E : (5.55)
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Repeated multiplication of the matrix on the left-hand side of Eq. (5.55) with some




; : : :g which
will eventually become suciently complete to successfully expand the vector  
describing the bound state. (This is known as the power method.)
Unfortunately, the bound-state eigenvalue is extremely small compared to the
largest eigenvalue, and the corresponding eigenvector will therefore be present in
the basis vectors in ever decreasing amounts. After a few iterations this component
will have disappeared in numerical noise, and the basis set will never be able to
describe the bound state accurately. The power method can be improved by
generating an orthogonal basis set (or biorthogonal, for nonsymmetric matrices;
cf. Appendix A) using the Lanczos method. However, after a limited number of
iterations the orthogonality is very dicult to sustain, and again we drown in
numerical noise.
It is therefore necessary to reformulate the eigenvalue problem such that the
ground state energy is among the largest eigenvalues in the spectrum. One scheme




I   T   V )
 1
P =  ; (5.56)
where E
0
is now some estimate of the bound-state energy, and  is a number,
which takes the role of eigenvalue. If  = 1 is an eigenvalue of the equation, E
0
is a bound-state energy, and the eigenvector  corresponding to eigenvalue  = 1
contains the spline expansion coecients corresponding to this particular bound
state. Note that this formulation is just the spline representation of the Faddeev
equations in their original form, without the driving term, and an extra parameter
. The set of basis vectors generated using the power method for this equation
is just the usual Born series for the Faddeev equations. For scattering at high
energies this series can be shown to converge. For the bound-state problem this
series need not necessarily converge, but at least the spectrum is bounded. (In
[Chen et al., 1986] the spectrum of the Lanczos approximation to the matrix is
shown.) In fact, it turns out that the Lanczos method converges rapidly in this
case.
Factorizability
The method just described was proposed by Chen et al. [1985], who used it with
great success in the trinucleon problem. However, it still requires huge computa-
tional power (i.e., high speed and large storage capacity, at that time available
only at a few sites in the world, such as Los Alamos). Prompted by a severely lim-
ited storage capacity of the computers at their disposal at that time, Bosveld and
Schellingerhout [1989] devised an improvement of the approach described earlier.
The central idea of this improvement is the fact that in the iteration process,
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is needed. The matrices themselves are not strictly needed in the form described
by Eq. (5.53). This allows one to exploit the fact that the various matrices can be
seen as combinations of simpler matrices, such as diagonal matrices, or matrices
acting in only in some of the four spaces that can be identied: ~ space (subscripts
m and p),  space (subscripts n and q), channel space (superscripts  and ), and
\partition-chain space" (superscripts i and j).








































































V is a matrix which is diagonal in all spaces but the channel space,
~
I is
dened only in ~ space, and
~
P is dened only in , channel, and partition-chain
space. The symbol \" was written in Eq. (5.57) to denote matrix multiplication,
and \






 1)  (1

~
P ) ; (5.61)
where the unit matrices are dened such that the objects between brackets are
dened in all four spaces. The product of (1
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A similar formula can be given for the multiplication of (
~
I 
 1) with a vector.
This direct product representation of P leads to a reduction in storage required










real numbers), and a reduction in CPU
time needed to perform a multiplication by a factor of ve. (The factor ve is the
width of the band of the matrix with respect to .) Unfortunately, the inversion
of the matrix (E
0














real numbers, which is much greater
than the storage needed for
~
P . Also, the amount of CPU time required to perform



















) number of operations needed to perform the multiplication P ).
A solution to this problem was found as follows. The matrix (E
0




I   T = A
 B + C 
D ; (5.63)














































































































A sum of two direct products can be diagonalized as follows:
A







 1 + 1
 )(U 












where  and  are diagonal matrices. Equation (5.68) is very useful, and is a key
ingredient in the \tensor trick" [Schellingerhout et al., 1989]. It can be used to
nd the inverse of (A
B + C 
D):
(A


















Although the matrix (
1+1
) is dened in all four spaces, it is diagonal, and








), which is much smaller than the time needed to multiply the
matrix P with a vector. Unfortunately, the potential V cannot be factorized in
general. This term is therefore moved to the right-hand side of the equation. In
other words, we will attempt to solve
(E
0
I   T )
 1
(P + V ) =  : (5.72)
Written in this form, all the matrices needed can be obtained eciently using the
methods described above.
There remains the question of the convergence of the Lanczos method for this
problem. Since 
 1
can be regarded as an overall strength parameter for the
potential (note that P and V both contain the potential), the following reasoning
can be used. If a potential of a certain strength supports a bound state at a certain
energy, there can (pathologies excluded) be innitely many stronger potentials
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supporting a bound state at that energy, but only a few weaker ones. If the
energy chosen is the ground-state energy, the eigenvalues  will therefore lie in
the interval [0; 1], and the eigenvector with eigenvalue  = 1 will correspond to
the ground-state solution. Hence, the ground state corresponds to the largest
eigenvalue, and can be found easily using the Lanczos method.
However, if the potential has a repulsive core, it usually support bound states
for negative strengths. If the repulsive core is very strong, the absolute value of
the strength at which a bound state occurs may be very small (i.e., there will be an
eigenvalue  =  c, where c is a large positive number). In that case, the ground
state cannot be found as easily. However, one still expects the Lanczos algorithm
to converge, albeit not as fast as for a purely attractive potential. Something
similar can be said for excited states: the more bound states have an energy lower
than the state we are interested in, the more dicult it will be to nd it using the
Lanczos method.
Summarizing, the method just described reduces the amount of storage and
CPU time needed to solve the eigenvalue problem dramatically. (In fact, the
reduction is comparable to that obtained when using separable potentials. See
Sec. 5.3.5 for a discussion.) The Lanczos algorithm will converge for any practical
calculation. For strongly repulsive potentials (such as found in nuclear systems),
the Lanczos process may convergence more slowly than for the original formulation
given by Payne. In Sec. 5.5, I will show some results which were obtained using
this method.
5.3.4 Cartesian coordinates
Although the method of using polar coordinates and exploiting direct products
proved to be very successful [Schellingerhout et al., 1989; Schellingerhout and Kok,
1990], it has some denite disadvantages. The convergence problems when dealing
with nuclear potentials were already noted. Moreover, it is very dicult to deal
with nonlocal interactions using polar coordinates, since the potential depends on
x
i
and does not separate in a ~- and a 
i
-dependent piece. (Note that there is
a one-to-one correspondence between factorizability of operators and the spline
matrices representing these operators; cf. Appendix A.)
Both problems could be resolved if one decides to work in Cartesian coordi-
nates. In that case there is no need to move all potential terms to the right-hand
side, so that the formulation shown in Eq. (5.56) can be used, and the convergence
of the Lanczos method improved. Also, a nonlocal potential can be handled e-
ciently, since it can be represented as a matrix independent of y
i
. Unfortunately,
the evaluation of the permuted Faddeev amplitudes present on the right-hand side
of the Faddeev amplitudes is very cumbersome in Cartesian coordinates, since the
invariance of the hyperradius  can no longer be exploited.
This dilemma can be resolved by using a hybrid method. If it is possible
to transform from Cartesian to polar coordinates and from polar to Cartesian
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coordinates eciently, a Cartesian form can be used for the equations. Polar
coordinates will then be used only to exploit the factorizability of the matrix P .
I will now discuss coordinate transformations in the context of the collocation
method.
Let us assume that we have two dierent spline bases on a d-dimensional space,
the rst dened on a rectangular domain of the variables fx
1
; : : : ; x
d
g, the second
on an equivalent domain of the variables fy
1
; : : : ; y
d
g. Let us now assume that we
have a spline expansion of some function  on the rst basis:
 (x
1

























We now want to nd a similar expansion on the second basis.
The collocation method suggests the following procedure: collocate in the col-








; : : : ; y
p
d











for all collocation points (y
p
1
; : : : ; y
p
d
). Next, nd the spline representation of  
in the new basis by applying the inverse spline matrices on the vector of collocated
function values.
I will now dene the transformations which were actually used to calculate


















(Note that I assume that the transformation parameter  is identical for all three
transformations, Eqs. (5.47), (5.75), and (5.76). This is just for the sake of sim-





































In Fig. 5.3 a rectangular grid in polar coordinates is plotted in the Cartesian
coordinate system.
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Figure 5.3: Plot of the polar grid in Cartesian coordinates.
Discretization
Due to the transformations Eqs. (5.75) and (5.76), the domain on which the equa-

























; 1) = 0 : (5.79)













i = 1; : : : ; N
x
, and j = 1; : : : ; N
y
. The \~x" grid and the \~y" grid are constructed






































are chosen to explicitly satisfy the boundary conditions.




can be determined by applying orthogonal
collocation on the two-dimensional grid, i.e., by demanding that the equations are










is the set of collocation points of the






is the set of collocation points of the ~y grid. This procedure








The eigenvalue problem that is obtained when using the spline method and Carte-
sian coordinates can be written in the form (5.52), where, in this case, the matrices
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Note that a vector in Cartesian representation may in principle have a size diering
from the corresponding vector in polar representation. Since the total matrix maps
a vector in Cartesian representation to function values on the Cartesian collocation
points, the resulting total matrix is square.
Factorization
The Cartesian representation leads to signicant changes in the structure of the
matrices in the eigenvalue equation. An improvement in the structure of the
kinetic energy operator can be expected, as can complications in the permutation
term. I will rst address the complications. The matrix P can be written as a

















































































































cannot be factorized, but they are diagonal in the
channel space, and extremely sparse in the other two spaces. Since there are only
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16 splines nonzero at a certain point in two-dimensional space, these matrices have









real numbers are needed to store these matrices. The only important
point to remember is that inverting these matrices is rather expensive, and has
to be avoided if possible. In conclusion, we nd that the permutation matrix can
again be factorized in matrices which each are much smaller than the total matrix.



















































































































Here we nd a very natural decomposition of the kinetic energy terms with re-
spect to the two Jacobi variables. This sum of two direct products can again be
diagonalized using the tensor trick described earlier. Also, it is a simple matter to
add the direct potential term to the kinetic energy term:













Again, the structure is retained. This is a very useful improvement over the
method with polar coordinates: not only can the direct term be kept on the left-
hand side and the convergence of the Lanczos method be improved, it is also
possible to use much more general interactions than before. For example, it is
a simple matter to work with the most common nonlocal interactions, such as
separable or momentum-dependent potentials.
Nonlocal potentials
Nonlocal potentials are found in many forms, of which two are very common. The
general integral operator form,











is the rst. Separable potentials are a special case of this class of potentials.
In meson-theoretical or phenomenological nucleon{nucleon interactions there are
often momentum-dependent terms. These are usually written as
V (x) = fp
2
; (x)g ; (5.94)
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where f; g denotes an anticommutator,  is some real function, and p
2
is the
square of the momentum operator, which is just the kinetic energy term. In other
words, these potentials involve rst- and second-order derivatives of the wave
function. Such derivatives are of course easily included in the spline method using
derivatives of the spline functions at the collocation points, just as for the case of
the kinetic energy terms.
Separable potentials have played an important role in few-body calculations,
since in momentum space they lead to a reduction of the two-dimensional Faddeev
integral equations to a set of coupled one-dimensional integral equations. This will
be discussed in Sec. 5.3.5. Another important eld where such separable potentials
occur is in the case of eective interactions between composite systems of fermions.
For example, in the case of the nucleon{alpha eective potentials, the scattering
data leads to potentials which are attractive and support an unphysical (Pauli-
forbidden) bound state, which must be removed. This can be done by projecting












i is the Pauli-forbidden state and   is a strength parameter. In the limit
 !1, the solution is equivalent to the solution obtained by projecting out this
state, as will be shown here. A more general discussion on this subject can be
found in Kukulin et al. [1976].
For large values of   the resolvent of H
0




















(provided E 6= E
f
) where G(E) is the resolvent for   = 0 and E
f
is the bound-
state energy of the Pauli-forbidden state. By applying this equation to the Faddeev
equation for Faddeev amplitude j 
i









































































which is just the embedding of the projection onto j 
f































































To prove that this equation gives the correct solution in the limit  !1, it must
be shown that (in this limit)
P
f
j	i = 0 ; (5.101a)
Q
f
(E  H)j	i = 0 ; (5.101b)
where Q
f
















j	i = 0 : (5.102)
which proves the rst of the two conditions in Eq. (5.101). To prove the second








































and add the three equations:












to this equation gives
Q
f
(E  H)j	i = 0 : (5.105)
This shows that the second necessary condition is satised, and that j	i is indeed
a solution of the Schrodinger equation in the restricted space, as claimed earlier.
5.3.5 Separable potentials and the Faddeev equations
In this subsection, I briey touch upon the use of separable potentials in the three-
body problem, and the simplications this leads to. The two-body T matrix for a
rank-one separable interaction V; dened by
V = jgihgj ; (5.106)
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can be written as follows:
T (z) = jgi(z)hgj ; (5.107)
with


















are considerably simplied if the interaction is separable. This can be seen by







































i is some state depending on the relative coordinates of the spectator



















































(Note that details about angular momentum and geometry have been left out, for




















































Summarizing: the introduction of separable interactions in the momentum-
space Faddeev equations leads to a reduction of the two-dimensional integral
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equations for the Faddeev amplitudes to one-dimensional integral equations for
the spectator functions. This simplies the numerical three-body problem signi-
cantly. However, it must be noted that Z
ij
is a general nonlocal operator, coupling









) real numbers, where N is the number of integration points
for the q variable, and N
r
is the rank of the potential. The number of oating-













is the number of iterations. Note that the
initialization time cannot be neglected in this case, since calculating the kernel Z
ij









Comparing these numbers to those for the direct solution in conguration
space exploiting the factorizability inherently present in the three-body problem,
we see that the storage requirements for solving the integral equations for separable
potentials are actually N
2
r
larger than for the direct solution. The computer time










). Note, however, that for practical calculations
(N = N
it




Finally, I will describe the solution using the total-angular-momentum represen-
tation, introduced in Chapter 4. For the special case of total angular momen-
tum zero, the total-angular-momentum representation takes a very simple form.
Couperus [1992] implemented the Faddeev equations for three spinless particles in
a zero total angular momentum state using polar coordinates, the transformation



























depend upon ~ and 
i

















































). (The relations between the dierent coordinate systems were described
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The boundary conditions are clearly that the Faddeev amplitudes should be zero
for ~ = 0, ~ = 1, 
i



















































= 0 : (5.119)
Discretization and factorization
I will only briey describe the matrix equation which is obtained after the spline
method is applied to Eq. (5.116), and I will restrict myself to the simple case of
three identical particles. There are three spaces: ~, , and # space, on which three
appropriate grids and spline bases are dened. The corresponding indices are:
(m; p), (n; q), and (o; r); the expansion vector can be written as  
pqr
.














































































































































































































). (Note that the potential
terms were moved to the right-hand side of Eq. (5.120).)
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The matrices on the right-hand side of Eq. (5.120) are sparse and operate in at




), there are at most




(#).) In fact, assuming for simplicity that
all three spline bases have N basis functions, the right-hand side can be stored
using O(N
3




The inversion of the left-hand side of Eq. (5.120) can also be done eciently,



















































































 1) ; (5.131)
where  
~












. The matrix in square brackets is
diagonal in ~ space. This can be exploited by considering every block on this

































In this equation, 
m
was written to denote the matrix element  
mm
. The matrix
on the right-hand side has the structure A
B+C
D, which can be diagonalized
using Eq. (5.68).
We can conclude that it is possible to diagonalize the matrix on the left-hand
side, in manner which is similar to what we have seen before. The diagonalizing
matrix is a product of a matrix operating only ~ space, and a matrix which is
diagonal in ~ space, whose matrix elements are direct products of matrices oper-
ating  and # spaces, respectively. The diagonalizing matrix can be stored as N
blocks of direct products of two NN matrices, i.e., using 2N
3
real numbers. The
total of diagonalizing matrix, the diagonal, and the inverse of the diagonalizing
matrix requires 5N
3
real numbers. The initialization of these matrices takes N
times O(N
3
) oating point operations, i.e., O(N
4
) oating point operations. Mul-




The results in this subsection can be summarized as follows. The total-angular-
momentum representation leads to a three-dimensional partial-dierential equa-
tion, which can be discretized to a matrix equation which can be solved eciently.
The storage requirements are O(N
3






bipolar representation, and the computer time needed is O(N
4






) for the bipolar representation. The total-angular-momentum rep-
resentation therefore becomes attractive if N
#
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5.4 Calculating observables
Once the spline expansion coecients of the approximate solution to the Faddeev
equations are obtained, it is in principle possible to calculate any observable by
quadrature. There are two essentially dierent approaches to this problem. The
rst is to use the Faddeev amplitudes in their natural coordinate systems, using
integration over the domain depicted in Fig. 5.2 and an integration over the hyper-
radius  (i.e., three-dimensional quadrature). The second is to construct the total
wave function by adding the three Faddeev components working in a particular





over the partial-wave series (i.e., two-dimensional quadrature
1
). Both methods
have their advantages and disadvantages. The rst method is more complicated
to implement, but does not involve a cuto of the partial-wave series for the total
wave function. The second method is very easy to implement, but necessarily
involves a cuto in the partial-wave series.
5.4.1 Three-dimensional quadrature
Evaluating expectation values of operators involves integrating over the internal
variables of the three-body system. The integrals are three dimensional since there
are three independent continuous coordinates in the three-body problem. Since
numerical integration procedures do not work well if the integrand has singularities
or discontinuities, the rst step is to subdivide the integration domain into regions
on which the integrand is suciently smooth (e.g., C
1
). The problem is then to
integrate over these subregions with an integrand which is C
1
on the interior
of the integration domain, but may be singular on the edges. The integrals over
subregions can be performed using Gauss{Legendre quadrature, with the necessary
adaptations to deal with singularities on the edges.
In the following I will discuss the types of integrals to be evaluated, the possible
sets of coordinates, and the problems to be resolved. The expectation value of the
potentials will be used as an example throughout the following.
Classication of the integrals
The expectation value of a two-body potential V
j














There are many possible choices of coordinate systems and integration measures
possible for the evaluation of this expectation value. For example, integrating with
1
Actually, there are three integrals involved here as well. The third is the angular integration
necessary to calculate the contributions of the permuted Faddeev components.






































































Note that the expression was averaged over M to obtain a rotationally invari-
ant expression. Substituting the partial-wave expansion and introducing polar






















































was changed to 
k
. For general observables,
the integration kernel K contains (derivatives of) the channel basis functions and





picted in Fig. 5.2. If j equals k, the above change of variables cannot be done,
and a dierent formulation must be found.
Integration measures
The angular integrals in Eq. (5.135) can be written in several other ways. The


























































































































i can be evaluated.































Having formulated the principal expressions, I now proceed to discuss the practical
considerations of numerical quadrature.
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Numerical integration
When evaluating integrals it is essential that the integrand is suciently smooth
(e.g., C
1
) on the integration domain. It is therefore necessary to subdivide the
integration domain into regions which do not contain knots of the splines used




. Next, for each of these regions, one of the
three equivalent integration schemes must be chosen. Inspection of Eqs. (5.136),
(5.137), and (5.138) reveals that none of these schemes can be used on every region
of the integration domain.
For example, Eq. (5.138), which appears to be the simplest (most of the



























j), since these points coincide with 
j






respectively. In these points the operator under consideration may be singular,
which will cause standard techniques to fail here.
The other two methods do not have this problem, since the integration mea-
sures contain a regularizing factor sin 2
j









the integrand near 
j
= 0 is eectively weighted with the factor 2
j
. (This can









.) Singularities in V
j





handled by choosing either Eq. (5.136) or Eq. (5.137).
































It is clear that the regions corresponding to the rst and the last interval in the 
i
grid are severely deformed. Actually, their width is of order h
2
(h is a measure for
the interval length, and proportional to 1=N , where N is the number of intervals),





























The integrand will therefore have variations of order h on a region of width h
2
.
This square-root behavior will cause numerical diculties in this region.
These two problems (singularities when using Eq. (5.138) and square-root be-
havior when using Eq. (5.136) or Eq. (5.137)) are of course related, and occur only
if the third angular variable is close to 0 or

2
. They can all be avoided by adapting
the integration method to the region under consideration. For example, when inte-
grating over the rst or the last interval of the 
i
grid, both Eq. (5.137) and (5.138)























j), respectively, so that neither singular nor square-root behavior
is present.
A few practical problems remain. Firstly, suppose an n-point Gauss rule is
used. Usually this would render an error which is asymptotically of order h
2n
.
However, when integrating close to the singularity of the potential, the intervals
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Figure 5.4: Deformation of the 
i





in the permuted coordinates are deformed, so that the typical length of an interval
is
p
h instead of h. This introduces an error of O(h
n
), so that the number of Gauss
points must be doubled in order to obtain the same order of convergence. Secondly,






] is dicult because, for high
angular momenta, the integrand oscillates rapidly in these regions. A simple
\solution" to this problem is to take more integration points in these regions, to
sweep these problems under the rug. The integration intervals of Fig. 5.4 can be
used to evaluate the two-dimensional integral in a straightforward manner, except
for those intervals which intersect the border of the integration domain 
. The
reason is that the integrand of the second integration (i.e., the result after one of
the two integrations has been carried) out has a discontinuous rst derivative, due
to the nonsmooth shape of the interval (cf. Fig. 5.4). The solution to this problem
is to split the integration intervals into smooth segments.
Compared to the angular integration, the radial integrals are fairly straightfor-
ward, since singularities are suciently smoothened out (there is a factor  from
the transition to polar coordinates, and the Faddeev amplitudes  contain a fac-
tor  near the origin). However, the integration near innity presents a problem.
Since the transformation
x = 1  e
 
; (5.141)
is used for the radial coordinates, the integration measure becomes:






Although the singularity is not as bad as it may seem (it is suciently suppressed
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by two factors (1  x)
=
present in the Faddeev amplitudes), so that the integral
is mathematically well dened, numerical integration is rather dicult due to the
presence of the logarithm. (In fact, logarithms are notorious trouble makers for
almost every numerical method.)
There are several ways to avoid these problems. For the present case, all
of them require cumbersome analytical analysis. Therefore, I decided to simply





















(log "  log 2) ; (5.144)
which is does not even have the correct leading behavior. More Gauss points
do not improve the situation much. If we assume that m equals one, the only
situation in which an error of order h
2n




where  is some positive constant. It is therefore necessary to subdivide the
integration domain near x = 1 into intervals which are much smaller than the
typical grid size, hence avoiding large errors. However, approximately h
 n
(which
is equivalent to N
n
) intervals of this size are needed to cover a signicant portion
of the integration domain. Since this is impossible from a practical point of view
(the problem is eectively transformed into an n-dimensional integral), a way must
be found to signicantly reduce the number of intervals.
The solution to this problem is to take steadily increasing interval sizes as the



















































where f is the integrand (in this case x logx), and  a point in ["; s"]. For the case
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which is nearly scale invariant. An error of order h
2n
can therefore be obtained if
s  1 is of order h. This scheme can be used to integrate from x = h
n
to x = h,
requiring approximately nN intervals. This number can be reduced by using only
a few extra intervals in this region, since the absolute error is very small.
5.4.2 Two-dimensional quadrature
If one manages to avoid all the problems present in three-dimensional quadrature
it is certainly a very good method. However, due to the many pitfalls, it is very
cumbersome to implement reliably. Also, dierent observables require dierent
three-dimensional integrals. From a programming management point of view, it
is therefore maybe better to use two-dimensional quadrature by constructing the
total wave function in a xed coordinate system. The disadvantage is of course
that the partial-wave series for the total wave function must be cut o. This
implies an approximation, even if a force model which acts in a limited number of
partial waves is used. This is caused by the fact that a particular channel state
in coordinate system i cannot be mapped onto a single channel state (or even a
nite number of channel states) in coordinate system j.
The advantage of two-dimensional quadrature becomes immediately clear, if
one looks at the programming eort required. The rst stage of calculating the
total wave function on a particular coordinate system is simply multiplying the





S, which is already present in the
computer code for determining this eigenvector. (The matrix
~
P must be extended
to include more channels, but this is a simple matter.) After that, all operations are
two-dimensional, and can often also be performed using matrices already present in
the program. Another interesting point is that one- and two-body observables can
be expressed in one of the two Jacobi variables, and most integrals can therefore
be collected in two families, leading to easily maintainable computer codes.
The convergence of the partial-wave series for the total Schrodinger wave func-
tion is expected to be rather slow, since the Schrodinger wave function has awk-
ward \cusp" behavior at the collision points.
Variational aspects of Faddeev calculations
Spline expansions produce very good wave functions over the entire conguration
space. This is very important if one wants to calculate certain observables. The
dierence of spline expansion and the exact solution is O(h
4
), as was shown in
the two-body case. This fact is also reected by the O(h
4
) error of the energy
eigenvalue. This makes the spline approximation to the wave function a very
good starting point for a \variational" calculation. The essentials are discussed
below.
First of all, the expectation value of the energy is expected to be closer to the
actual energy than the Faddeev eigenvalue, for the same reasons as discussed in
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 i   h jH j i = O(h
6
) : (5.149)
It is therefore important to note that in order to make a fair comparison of varia-
tional and nonvariational methods, one should compare the expectation values of
the observables, and not the Faddeev eigenvalue with the variational energies!
A second, often neglected, point is that the total wave function has nonzero
components in all partial waves, even if the Faddeev amplitudes are nonzero only
for a nite number of partial waves. In general, these components will lead to
additional binding energy. For a comparison with variational results, one should
therefore use the expectation value of the Hamiltonian for the full wave function,
unless the force model is dened to be zero beyond a certain number of partial
waves.
5.5 Results
In this section I will some results obtained with the methods described in this
chapter. I will begin with a study of convergence of the spline approximation
and the partial-wave series. After that, I will present a selection of results for








There are two approximations involved with solving the Faddeev equations using
bipolar harmonics and the spline method. The rst is the spline approximation,
the second is the cuto of the partial-wave series. The accuracy and convergence
of the spline approximation will be discussed rst.
Spline approximation





, and for large values of . However, based on the experience gained from the
study of the two-body problem and the knowledge of behavior of the Faddeev am-
plitudes at these points, or lines, optimal convergence may be expected provided
the scaling parameter  is chosen sensibly. Another possible source of problems
is the integral term on the right-hand side of Eq. (5.8). Due to the shape of the




. Assuming that the
Faddeev amplitude  
j
behaves as sin 2
j
, we nd that this integral has a disconti-
nuity in the third derivative. From the experience with nonsmooth potentials, it
is expected that this is suciently smooth not to slow down convergence.
This hypothesis can be tested using the harmonic oscillator potential, for which
exact solutions can be constructed for general N -body systems. As in the two-
body case, the potential must be cut o, but if a suciently large cuto radius is
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Table 5.1: Errors in the eigenvalue 
i
, the potential energy hV i
F
i




for the ground state of the harmonic oscillator with uniform grids and
5 =   log 0:3 (i.e., the discontinuity was placed exactly on a knot, cf. Eq. (5.75)),

































































chosen, the cuto eects (i.e., a shift in the energy, and a possible slowing down of
the convergence due to the discontinuous rst derivative) can be made negligibly
small. In addition to this, the cuto radius can be chosen to coincide with a knot in
the x
i
grid. The fully symmetric ground state of the harmonic oscillator contains
just one channel (i.e., ` = `
0
= 0), allowing a perfect separation of the error due
to spline approximation and the error due to cutting o of the partial-wave series.
However, since a cuto is used, small contributions to higher partial waves may
be expected.
In Table 5.1 the results for three particles interacting via two-particle harmonic
oscillator potentials are shown. The exact three-body binding energy for the
harmonic oscillator is E =  75 +
p
54 (cf. Appendix B). This value was used as
the trial eigenvalue. The equation was solved using Cartesian coordinates with
the direct potential term in the left-hand side. For this potential, which has zero
derivative at the origin, no problems are expected with calculating observables
using two-dimensional quadrature. (The cusps that were discussed earlier are
only a problem if the potential is singular or nite with a nonzero derivative
at the origin.) This is conrmed by the results shown in Table 5.1. (Note that a
superscript F was written to denote that the potential and Hamiltonian were taken
to act only in the partial waves for which the Faddeev equations were solved.) The
potential energy exhibits fourth-order convergence, and the total energy exhibits
convergence of a signicantly higher order, not disagreeing with the expected sixth
order. The normalization constants are not shown here, since they are equal to
one within the numerical uncertainties of the integration method used. (The
integration was performed on a sequence of three grids: the grid on which the
Faddeev amplitude was calculated, a grid with twice as many intervals (in all
directions), and a grid with four times as many intervals.) Note that the results
for one channel and three channels are virtually identical, in agreement with the
fact that the exact harmonic-oscillator ground state is nonzero only in the rst
channel.
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Table 5.2: Errors in the Faddeev eigenvalue and the expectation value of the
Hamiltonian for the ground state of three identical bosons interacting via the
MT-Vb potential as a function of the various grid sizes. All energies are in MeV.



















10 0:005868 0:000337  0:000071 0:000017 0:000203 0:000523
14 0:001559 0:000045  0:000035 0:000003 0:000055 0:000080
20 0:000362 0:000005  0:000007 0:000001 0:000013 0:000023
28 0:000078 0:000001  0:000002 0 0:000004  0:000009
Determination of optimal parameters
There are in principle ve parameters which can be varied to optimize the ac-
curacy of the wave function. They are the four grid scaling parameters and the
transformation scaling parameter . A logical restriction seems to be that the




should correspond to that for the  grid. In other








This reduces the number of parameters to three: a \radial" grid scaling param-
eter, an angular grid scaling parameter, and a transformation parameter. These
limitations might be too severe in extreme cases, such as systems where the two-
and three-body binding energies are very close. However, this limitation is use-
ful in the sense that it considerably simplies the search for optimal parameters.
Further optimization is in principle possible by releasing the restrictions described
here.
First, I will look at the sensitivity of the solution on the various grid sizes.
In Table 5.2 the discretization errors due to the four grids are shown. This is
done by varying one of the four grids while keeping all other parameters constant.
The numbers shown in this table are the dierences of the result for a calculation
using a grid with 40 intervals in every variable, except for the variable written
as a subscript on the \E" or \hHi
F
," with the result for a calculation using a
grid of 40 intervals on every grid: E
F
=  7:539736 MeV, hHi
F
=  7:539761 MeV.
Reducing the number of intervals for the  or  grid aects the expectation value of
the Hamiltonian by one eV or less. Clearly, the x grid is by far the most important,
the other grids need only have (approximately) half the number of intervals.
Of the three free parameters, one has a denite upper limit. The transforma-
tion parameter  must be smaller than a certain value, in order to regularize the
singularity at innity, just as in the two-body case. We may expect that =,
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Table 5.3: Convergence of the eigenvalue  as a function of = for the ground



























































=  E, must be at least one, to ensure optimal convergence. This is
conrmed by the results shown in Table 5.3. For this case, = = 2 appears to
be a safe minimum. There is, however, an additional problem: if one of the parti-
cles, say particle i, is bound very lightly to a tightly bound two-body system, the



















where in this case E
2
is the energy of the lowest lying two-body bound state, and
E
3
is the three-body bound state energy. For nuclear systems, this limit is hardly
dierent from the naive value, but there exist systems where this becomes very
important, as we will see later on.
It was found by Payne [1987] that the distribution of the angular grid is very
important. (The Faddeev amplitudes have much structure for small values of x,
i.e., for  close to

2
.) However, when Cartesian coordinates are used, the polar
coordinates are only used for the permuted terms, which in some sense involve
averaging over the angular coordinates, so that the angular distribution may be
expected to be less important for this case. (Instead, the distribution of the x
grid is very important, cf. Table 5.2.) This is conrmed by Table 5.4: the most






) and . (These are the two parameters
which inuence the distribution of the x grid.)
Convergence of the partial-wave series
The convergence of the partial-wave series is not expected to be as regular as it
is for the spline approximation. This is conrmed by the results shown in Table
5.5. In this table the ground-state energies for three identical bosons interacting
via the MT-Vb potential are shown. The second column shows the expectation
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Table 5.4: Errors in the eigenvalue  and the energy for the ground state of













































































































value of the energy if the force model is dened to be limited to the partial waves
included in the calculation of the Faddeev amplitudes, the fourth column shows
the expectation value of the full Hamiltonian. The third and fth column show
the dierences between successive lines of the preceding columns. Note that the
discretization error due to the spline approximation with 40 intervals is of the
order of 0:1 eV. Therefore, this table predicts the following energy for this system:
E =   7:736600(1) MeV : (5.152)
The error is in this case dominated by the way in which the expectation value
was calculated (two-dimensional quadrature, with a cuto at nine channels). It
should be noted that extrapolation to an innite number of channels is a very
tricky business, and should therefore be used with extreme care.
This brings us to the convergence of the partial-wave series for the total wave
function, which is even more dicult to make precise statements about than the
convergence for the Faddeev amplitudes, since cusps are expected in the wave
function. In Table 5.6 the convergence of the partial-wave series for the ground
state of three bosons interacting via the s-wave projected MT-Vb potential is
shown. Although the error decreases systematically, it is very dicult to extract
asymptotic behavior from such a sequence. The normalization factor, i.e., the
norm of the full wave function, based on normalized Faddeev amplitudes, can be
a useful guide in these matters.
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Table 5.5: Convergence of the partial wave series for a system of three identical










2  7:71470817(1) 0:17494722  7:736159(1) 0:013990
3  7:73384256(1) 0:01913439  7:736581(1) 0:000422
4  7:73613326(1) 0:00229070  7:736599(1) 0:000018
5  7:73649473(1) 0:00036147  7:736600(1) 0:000001
6  7:73656979(1) 0:00007506  7:736600(1) 0:000000
1  7:73659(1) 0:00002(1)  7:736600(1)
5.5.2 Long-ranged potentials
For a long time, it was believed that the Faddeev approach is very useful in nuclear
problems, but not in the atomic problems. Actually, nobody even tried to calculate
three-body bound states with the Coulomb potential, until Cravo and Fonseca
[1988]. Their attempt failed largely, due to the inability to represent the long-
ranged Coulomb force by a separable approximation. The rst successful three-
body Coulomb calculations within the Faddeev framework were performed by
Bosveld and Schellingerhout [Bosveld and Schellingerhout, 1989; Schellingerhout
et al., 1989]. In Table 5.7 the Faddeev eigenvalues and the expectation values
of the Hamiltonian are shown for the helium atom, which was modeled here as
having an innitely massive nucleus. Using (admittedly very tricky) extrapolation
to innitely many channels yields
E
F
=   2:9037243(3) a.u. ; (5.153a)
hHi =   2:9037243769(3) a.u. (5.153b)
(Note that the expectation values were calculated using three-dimensional quadra-
ture, and polar coordinates.) These results compare excellently with variational
results (such as hHi =  2:903724377033 a.u. [Frankowski and Pekeris, 1966], or
hHi =  2:90372437705(5) a.u. [Yeremin et al., 1988]), and favorably with the
hyperspherical result of Haftel and Mandelzweig [1988]. The separable approach
employed by Cravo and Fonseca [1988] does not converge to the correct value
(their result for eight separable terms and maximum two-particle angular momen-
tum ` = 7 is E =  2:90516 a.u. with a trend of increasing error with increasing
rank and number of channels). Note that one might expect problems with the
convergence of the partial-wave series for the Coulomb potential, due to its long-
ranged nature. However, this does not appear to be the case.
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Table 5.6: Convergence of the partial wave series for the total wave function of a









2  7:700164134 0:001673953576 5:2600
3  7:719355176 0:000515290906 3:2486
4  7:721691665 0:000180461972 2:8554
5  7:722061924 0:000069398072 2:6004
6  7:722139105 0:000028885145 2:4026
7  7:722159634 0:000012881327 2:2424
8  7:722166350 0:000006106836 2:1093
9  7:722168955 0:000003058971 1:9964
10  7:722170110 0:000001610995 1:8988
11  7:722170680 0:000000888376 1:8134
12  7:722170986 0:000000511159 1:7380
13  7:722171161 0:000000305917 1:6709
14  7:722171266 0:000000189879 1:6111
15  7:722171332 0:000000121888 1:5578
16  7:722171375 0:000000080706 1:5103
17  7:722171404 0:000000054977 1:4680
1  7:72217147






system. This system is
very lightly bound, and the wave function decreases therefore very slowly as one
of the electrons is separated from the other two particles. As a consequence, the
convergence with the number of channels is also much slower. The nal result
obtained using polar coordinates and three-dimensional quadrature is:
hHi =   0:262005061 a.u. ; (5.154)
which was obtained using 38 channels and a grid of 56  56 intervals, and which
should be compared to the variational result hHi =  0:2620050702325 a.u. of
Yeremin et al. [1988], and the hyperspherical result hHi =  0:262004857 a.u. of
Haftel and Mandelzweig [1989]. Extrapolation to an innite number of channels
is even more tricky than for the helium atom, because of the slow convergence.
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Table 5.7: Faddeev eigenvalues and expectation values of the Hamiltonian for the
helium atom with an innitely massive core.





2  2:9076743602  2:9076746287  2:90767472(4)
4  2:9044688739  2:9044691278  2:90446914(1)
8  2:9037413388  2:9037959292  2:903800(2)
12  2:9037396347  2:9037383471  2:90373827(3)
16  2:9037272403  2:9037255507  2:9037258193  2:90372591(5)
18  2:9037264317  2:9037247069  2:9037249770  2:90372507(4)




2  2:9034625864  2:9034625478  2:90346255(1)
4  2:9037029888  2:9037029767  2:90370298(1)
8  2:9037237448  2:9037236883  2:90372369(1)
12  2:9037242750  2:9037243111  2:90372431(1)
16  2:9037243293  2:9037243688  2:9037243735  2:9037243742(3)
18  2:9037243292  2:9037243704  2:9037243753  2:9037243761(3)
20  2:9037243286  2:9037243707  2:9037243759  2:9037243766(3)
The Coulombic systems form a highly interesting class of three-body prob-
lems. Extremely interesting are for example the muonic molecules. These are
numerically dicult for another reason: they consist of two heavy and one light
particle, introducing two spatial scales. Still, these systems can be treated using
conguration-space Faddeev methods [Schellingerhout and Kok, 1990].
It has been argued that for Coulombic systems the total-angular-momentum
representation is better suited if very accurate results are needed. Indeed, Coupe-
rus [1992] has shown that this method can be very ecient. He used the factor-
ization ideas described in this chapter which resulted in a very ecient algorithm.
(The storage requirements were on the order of a few coecient vectors, i.e.,
O(N
3
), and the CPU time required was only O(N
4
).) Using small computers
only, he arrived at the following results:
E
F
=   2:903726(2) a.u. ; (5.155a)
E
F
=   0:2620051(3) a.u. ; (5.155b)
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Table 5.8: Errors in various observables for the ground state of three identical
particles interacting via a square well potential, with S
r
= 0, and  =   log 0:2.
Note that the discontinuity is placed exactly on a knot.




10  0:000362184  2:96104  0:44292
15  0:000037281  2:962068  0:442928
20 0:000001564  2:9622874  0:4429293
30 0:000000139  2:9623758  0:4429295
40 0:000000448  2:9623904  0:4429295
60 0:000000119  2:9623958  0:4429296
80 0:000000037  2:9623968  0:4429296
120 0:000000003  2:9623972  0:4429296






system, respectively. The grids used were
28  40  20 (    , i.e., polar coordinates were used), and 20  80  10,
respectively. These results are of excellent quality, especially if one takes into
consideration that they were obtained on small computers. Unfortunately, the
expectation values of the Hamiltonian and other observables were not calculated.
5.5.3 More general potentials
In this subsection I will show that with Cartesian coordinates, it is possible to
signicantly extend the class of potentials that can be treated eciently. I will
discuss the extension to discontinuous and to nonlocal potentials.
Discontinuous potentials
The square-well potential is very dicult to solve when polar coordinates are used
[Bosveld and Schellingerhout, 1989]. However, by choosing Cartesian coordinates
and placing the discontinuity exactly on a knot, the convergence is signicantly
improved. This is illustrated in Table 5.8. (The binding energy 0:4429296 agrees
well with 0:6654
2
= 0:4427 : : : for a rank-three separable approximation of this
potential [Kok, 1969].) Although the convergence is not regular as is the case for
smooth potentials, it does appear to be at least second order.
Nonlocal potentials
Nonlocal potentials come in many forms. The most common are the separable po-
tentials which are constructed using a unitary pole expansion or the EST method,
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and the momentum-dependent potentials, which are common in meson-exchange
models of the nucleon{nucleon interaction. As an example of a separable potential
I have used the Yamaguchi potential. Other examples can be found in suppression
of Pauli-forbidden states in three-body models of
6
Li. Momentum-dependent po-
tentials are discussed in a comparison of properties of the trinucleon for dierent
nucleon{nucleon interactions.
The Emov eect
The Emov eect is a beautiful illustration of the richness of the three-body
system. In short it can be described as follows. If three particles interact via
pair potentials which have an innite scattering length, there are innitely many
three-body bound states, even if the potential is short ranged. More generally: if











bound states, where s
0
is a universal purely imaginary constant: s
0
 1:0062378i,
a is the scattering length, and x
0
is the range of the two-body potential. The
presence of these states can be explained in several ways, the most physical of
which is the presence of an attractive 
 2
eective potential, which follows from a
careful analysis of the conguration-space Faddeev equations expressed in hyper-
spherical coordinates [Emov, 1970a; 1970b; Phillips, 1977; Fedorov and Jensen,
1993]. (Note that the 
 2
potential is roughly cut o at x
0
and jaj, so that there
is denite ground state at nite energy, and the number of bound states is nite
unless jaj is innite.) A more mathematical explanation has been given by Amado
and Noble [1971], who consider the Faddeev equations in momentum space.









= 0:00179566 : : : : (5.157)
Due to their very loose binding, Emov states tend to be numerically elusive, but
they have been found using specialized numerical calculations (see, e.g., [Stelbovics
and Dodd, 1972], [Venema, 1980], and [Fedorov and Jensen, 1993]). To illustrate
the wide range of applicability of the spline method, I have calculated the three
lowest lying three-body states (of which one is an Emov state) of the Yamaguchi
potential, whose conguration-space representation reads:
V (r; r
0




The three-body spectrum for this potential with s = 1 is
E
0
=   0:06192530003(2) ; (5.159a)
E
1
=   0:00011636932(2) ; (5.159b)
E
2
=   0:00000022587(2) : (5.159c)
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The rst two values correspond to the ground- and rst excited three-body states,
the third to the rst Emov state. (The reason for the distinction between the
rst two states and the third, is that the rst two states are present for all s > 1
(s = 1 is the strength for which the scattering length is innite), whereas the third
exists only for a very small range of s: it disappears if s > 1:013) The results are
in almost perfect agreement with Venema [1980].
Nuclear potentials
Nucleon{nucleon potentials are dicult to handle numerically due to their com-
plicated structure, reected in the presence of a tensor force, strong short-ranged
repulsion, and nonlocalities. The spline method has proven to be very ecient
at dealing with these problems in the trinucleon bound states [Chen et al., 1985;
Friar et al., 1988]. By exploiting factorizability, the spline method becomes even
more eective and fully converged results for the three-body bound states are
easily obtained. In Table 5.9 some results are shown for the triton using various
nucleon{nucleon potentials.
2
The potentials in Table 5.9 are: (i) the Reid soft
core potential (RSC) [Reid, 1968] extended beyond j = 2 by Day [1981], (ii) the
Super soft core potential version c (SSC) [de Tourreil and Sprung, 1973], (iii) the
Nijmegen 1978 potential (Nijm 78) [Nagels et al., 1978], and (iv) the Paris poten-
tial (Paris) [Lacombe et al., 1980]. The partial-wave series is cut o at dierent
values for the two-body total-angular momentum j, to monitor the convergence.
(The model denoted by j  1

ignores the two-body p waves, and all partial waves
with j > 1.) The ve cases require 5, 10, 18, 34, and 50 channels, respectively.
The properties shown are the Faddeev eigenvalue, the expectation value of the re-
stricted Hamiltonian, the full Hamiltonian, and the point-nucleon Coulomb force,
and the mixed-symmetry S-wave as well as the D-wave probability [Derrick and
Blatt, 1958]. Except for the SSC Faddeev eigenvalue, all numbers where obtained
through extrapolation to an innite grid. (The numerically most dicult case was
the Paris potential, due to its extremely strong momentum-dependent terms. I
used a grid containing 2828 intervals for this potential. For the other potentials
20  20 intervals was sucient.) The j  6 cases yield binding energies ( hHi)
which are accurate to approximately 0:2 keV.
For the local RSC and SSC potentials my results agree very well with those
of Chen et al. [1985], who use 20  20 intervals for j  2 and 14  14 intervals
for j > 2. The agreement is near perfect for j  2 but there are dierences
 5 keV for j > 2. Ignoring the partial waves with j > 4, introduces an additional
error of up to 10 keV. For the nonlocal Nijm 78 and Paris potentials there are
disagreements with [Friar et al., 1988] up to 7 (due to nite grid size) plus 7 keV
(due to ignoring j > 4). In the next subsection, I will briey discuss some aspects
2
Because of practical considerations, I have not performed calculations including three-body
forces. Chen et al. [1986] have successfully performed such calculations using the spline method,
as have several other groups, using other methods.
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Table 5.9: Properties of
3
H using several models of the nucleon{nucleon interac-













RSC j  1

 7:0236(7)  7:0233(2)  6:8606(1) 0:635 1:67 9:33
j  1  6:8584(7)  6:8581(1)  7:2808(2) 0:630 1:59 9:11
j  2  7:2315(7)  7:2313(2)  7:3446(2) 0:643 1:47 9:41
j  4  7:3509(7)  7:3507(1)  7:3615(1) 0:647 1:43 9:49
j  6  7:3610(7)  7:3608(1)  7:3620(1) 0:647 1:43 9:50
SSC j  1

 7:4561  7:4561(2)  7:3873(2) 0:653 1:40 7:96
j  1  7:2782  7:2782(2)  7:4958(2) 0:648 1:29 7:75
j  2  7:4882  7:4883(2)  7:5260(2) 0:654 1:25 7:95
j  4  7:5342  7:5343(2)  7:5371(2) 0:655 1:24 7:98
j  6  7:5370  7:5370(2)  7:5373(2) 0:655 1:24 7:98
Nijm 78 j  1

 7:4865(6)  7:4863(1)  7:3163(2) 0:657 1:34 7:87
j  1  7:2853(5)  7:2851(1)  7:5815(2) 0:651 1:24 7:64
j  2  7:5389(5)  7:5387(2)  7:6147(2) 0:659 1:18 7:85
j  4  7:6221(5)  7:6220(1)  7:6261(1) 0:662 1:15 7:89
j  6  7:6260(5)  7:6259(1)  7:6263(1) 0:662 1:15 7:89
Paris j  1

 7:303(1)  7:3022(2)  7:0548(2) 0:648 8:42
j  1  7:108(1)  7:1076(2)  7:3519(2) 0:643 8:19
j  2  7:383(1)  7:3830(2)  7:4425(2) 0:652 8:42
j  4  7:464(1)  7:4635(2)  7:4702(2) 0:655 8:47
j  6  7:470(1)  7:4699(2)  7:4705(2) 0:655 8:47
of the three-nucleon bound states, using the new Nijmegen potentials [Stoks et al.,
1994].
5.5.4 Three-nucleon bound states
The nucleon{nucleon interaction in the isotriplet channel contains p{p, p{n, and n{
n components. The dierences between the p{p and the n{n interaction is | apart
from the Coulomb interaction | small. There is, however, a notable dierence
between the n{n and the n{p interaction. This is known as charge dependence




scattering lengths:  23:7 fm for n{p scattering
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Table 5.10: Properties of the triton using the Nijmegen nucleon{nucleon interac-








78 j  1

 7:4863(1)  7:3163(1) 1:34 7:87
93 j  1

 7:7582(3)  7:5944(1) 1:35 8:51
I j  1

 7:9951(1)  7:7752(1) 1:23 8:44
78 j  6  7:6259(1)  7:6263(1) 1:15 7:89
93 j  6  7:8641(2)  7:8651(2) 1:17 8:47
I j  6  8:0133(1)  8:0137(1) 1:08 8:38
78a j  6  7:6392(1)  7:6396(1) 1:15 7:90
93a j  6  7:6681(2)  7:6691(2) 1:28 8:49
Ia j  6  7:7391(1)  7:7395(1) 1:27 8:39
and  18 fm for n{nscattering. Most nucleon{nucleon potentials only describe the
more abundant and accurate p{p data, which leads to an underbinding in the



















































































































i. If the T =
3
2
























In Table 5.10 the eect of charge dependence is clearly demonstrated. The new
models (Nijm 93 and Nijm I [Stoks et al., 1994]
3
), which both t the scattering
data very well, produce triton binding energies which dier approximately 150 keV
from each other, if only the n{p potential is used. (The older Nijm 78 potential
produces approximately 250 keV less binding than the new Nijm 93 potential, and
3




partial wave at approxi-
mately  964 MeV, if nonrelativistic kinematics are used. The Nijm II potential is therefore not
very well suited for calculations with nonrelativistic kinematics, and is not included here.
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He (without and with Coulomb repulsion) using
the Nijm I potential. Energies are in MeV, probabilities in %. See text for details.
































 7:0537(2) 0:6628(1) 0:6820(2) 8:35
full  7:0703(2) 0:6766(2) 8:36










(Nijm 78a, Nijm 93a, and Nijm Ia), the dierences in the binding
energy are less than 100 keV. For the models with the n{p forces only, the reduced
mass of the neutron and the proton was taken to be the nucleon mass. For the










. Note that the results in Table 5.10 agree within 20 keV with the
results by Friar et al. [1993].
To investigate the inuence of the T =
3
2
components and the use of perturba-
tion theory for calculating the (point-nucleon) Coulomb energy, I have calculated
the triton and
3
He in various dierent ways. The results are shown in Table 5.11.




was calculated without Coulomb repulsion.) This table
shows that ignoring the T =
3
2
components leads to an error of less than 20 keV
for all cases. Note that in the T =
1
2
cases a choice for the nucleon mass must
























He. This choice has




He, but the disadvantage
of not being able to describe the deuteron correctly. (If the reduced mass of the
neutron and the proton is taken instead, the
3
H becomes approximately 8 keV less,
and the
3
He becomes approximately 9 keV more strongly bound.) Table 5.11 also
compares dierent methods for calculating
3




leads to 10 keV more underbinding of
3
He than is the case for
3
H. If the Coulomb




Li nucleus can be modeled as a three-body system (alpha particle plus
neutron plus proton). The three-body model has been rather successful at de-
scribing several aspects of this nucleus, but were either numerically unreliable, or
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used extremely simple force models. Using conguration-space Faddeev methods,
Schellingerhout et al. [1993] performed numerically complete calculations for a
rather large class of force models. The aim was to describe the nucleus suciently
reliably to be able to accurately predict the neutron polarization in
6
Li. This is
of importance to experiments of direct photon production with polarized beams
and targets, from which the polarized gluon distribution in a nucleon can be de-
termined. The polarized gluon distribution is needed to extract spin-dependent
quark and antiquark distributions from deep-inelastic lepton scattering experi-
ments. Polarized
6
Li was proposed as a dense isospin zero target for this purpose
[Masaike et al., 1990].
This system has a number of aspects which make it very dicult to solve ac-
curately: most alpha{nucleon interactions support a Pauli-forbidden bound state
which must be projected out, the binding is very loose (E   3:7 MeV), making
the convergence of the partial-wave series slow (150 channels are needed in the
general case to reach converged results), and in the most general form there are
three dierent particles. As a consequence, a very large number of channels is
needed, and nonlocal potentials must be dealt with eciently. These problems
could be handled very well, thanks to the spline method in Cartesian coordinates,
as described in this chapter.
The conclusion of this work is that the three-body model does describe
6
Li
very well, except for a slight underbinding, and a slightly wrong deformation of
the nucleus, (the quadrupole moment has the wrong sign) and that the neutron
is more than 90% polarized. This leads to a neutron polarization of nearly 50%
in a
6
LiD target, which makes this target very attractive indeed: although the
neutron polarization is not as high as that for the neutron in
3
He, it is a solid
(and therefore very dense) target, which has isospin zero.
5.6 Conclusion
In this chapter I have discussed the practical considerations relevant to solving
the conguration-space Faddeev equations for the bound-state problem. A very
ecient solution to the matrix eigenvalue problem was described, as well as sev-
eral renements and generalizations. The method was tested for a wide range of
problems and has proven to be extremely exible and ecient.
Future developments may be found in the inclusion of three-body forces, im-
provement of the total-angular-momentum method by introducing Cartesian co-
ordinates, tools for visualizing Faddeev amplitudes, and total wave functions.
Applications may be found in mesomolecular physics (muon-catalyzed fusion),
atomic physics (two-electron atoms, QED eects, relativistic eects), and nuclear
physics (
6
Li using potentials obtained from direct inversion of scattering data,
supersymmetric potentials; other nuclei, such as
11
Li). The wave functions can
also be used for all sorts of reaction calculations.
