A novel variable-separation method based on sparse representation for
  stochastic partial differential equations by Li, Qiuqi & Jiang, Lijian
ar
X
iv
:1
61
1.
04
09
3v
1 
 [m
ath
.N
A]
  1
3 N
ov
 20
16
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ABSTRACT
In this paper, we propose a novel variable-separation (NVS) method for generic multi-
variate functions. The idea of NVS is extended to to obtain the solution in tensor product
structure for stochastic partial differential equations (SPDEs). Compared with many widely
used variation-separation methods, NVS shares their merits but has less computation com-
plexity and better efficiency. NVS can be used to get the separated representation of the
solution for SPDE in a systematic enrichment manner. No iteration is performed at each
enrichment step. This is a significant improvement compared with proper generalized decom-
position. Because the stochastic functions of the separated representations obtained by NVS
depend on the previous terms, this impacts on the computation efficiency and brings great
challenge for numerical simulation for the problems in high stochastic dimensional spaces.
In order to overcome the difficulty, we propose an improved least angle regression algorithm
(ILARS) and a hierarchical sparse low rank tensor approximation (HSLRTA) method based
on sparse regularization. For ILARS, we explicitly give the selection of the optimal regular-
ization parameters at each step based on least angle regression algorithm (LARS) for lasso
problems such that ILARS is much more efficient. HSLRTA hierarchically decomposes a
high dimensional problem into some low dimensional problems and brings an accurate ap-
proximation for the solution to SPDEs in high dimensional stochastic spaces using limited
computer resource. A few numerical examples are presented to illustrate the efficacy of the
proposed methods.
keywords: Novel variable-separation , Sparse regularization, Improved least angle re-
gression algorithm, Hierarchical sparse low rank tensor approximation
1 Introduction
Many model inputs (e.g., model coefficients and forcing terms) often contain some uncertain-
ties because of lacking enough knowledge about the physical properties and measurement
noise. It is necessary to explore the uncertainty propagation for these models. Thus un-
certainty quantification is explosively growing in many branches of science and engineering.
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These models involving uncertainty can be often described by stochastic partial differential
equations (SPDEs), precisely speaking, partial differential equations with random inputs.
Many numerical methods have been proposed to solve SPDEs in recent years. To predict the
uncertainty propagation for the complex physical and engineering systems, spectral stochas-
tic methods have been extensively investigated in last two decades (e.g., [11, 22, 27, 38]).
Most of these methods use a suitable set of basis functions of basic random variables, which
are independent of the models. Many numerical methods have been proposed to compute
the approximate solution, such as L2 projection [12, 16], Galerkin projections [2, 9, 23],
regression [3] and stochastic interpolation [1, 30, 39, 37, 10].
Galerkin spectral stochastic methods rely on a fruitful marriage of probability theory
and approximation theory in functional analysis, which yield the accurate predictions and a
better control on numerical simulations through a posteriori error estimation and adaptive
approximation [17, 24, 35, 36]. When the physical model has high dimensional random
inputs, numerical simulations are generally prohibitive with the above mentioned techniques.
Moreover, a good knowledge of the mathematical structure of the physical model is required
to produce predictions of the behavior of the stochastic problem. In recent years, a proper
generalized decomposition (PGD) method has been proposed for solving SPDEs [26, 27,
28, 29], which can reduce the above mentioned limitations of Galerkin spectral stochastic
methods. This method is devoted to seek the approximation of the solution with the tensor
product structure under the form
u(x, ξ) :=
N∑
i=1
ζi(ξ)gi(x), (1.1)
which allows a priori computation of a quasi-optimal separated representation of the solu-
tion, where all the gi(x) are deterministic functions of the physical variables x and the ζi(ξ)
are functions of the random variables ξ. The main idea of the PGD method is devoted to
constructing optimal reduced basis from a double orthogonality criterium [29]. The PGD
method requires the solutions of a few uncoupled deterministic problems solved by clas-
sical deterministic solution techniques, and the solutions of stochastic algebraic equations
solved by classical spectral stochastic methods. However, PGD requires many iterations
with the arbitrary initial guess to compute ζi(ξ) and gi(x) at each enrichment step i. This
will negatively effect on the simulation efficiency. In this paper, we propose a novel variable-
separation (NVS) method to get a separated representation without the iteration at each
enrichment step. Moreover, NVS can alleviate the “curse of dimensionality” when dealing
with problems in high stochastic dimension spaces. In this work, we develop the strategy of
NVS for generic multivariate function. NVS gives a variable-separation for a random field,
and this can be used to get an affine representation for model’s inputs to achieve offline-
online computation decomposition, which is often desirable for uncertainty quantification of
stochastic models. Compared with classic variable-separation techniques such as Empirical
Interpolation Method (EIM), NVS shares the same merits as them, but it is much easier
for implementation than those classic methods. In NVS, the optimal parameter values and
interpolation nodes are not necessary. In addition, for the online computation of NVS, we
can compute the approximation straightforwardly through by the separated representation
instead of solving an algebraic system based on the optimal parameter values and interpo-
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lation nodes, which is necessary for EIM. NVS leads to very fast online computation. This
is very crucial for the many-query context such as optimization, process control and inverse
analysis.
Although NVS has some advantages over some classic variable-separation techniques, the
stochastic function ζk(ξ) in (1.1) obtained by NVS still depends on the previous functions
{ζi(ξ)}k−1i=1 . This can effect on the computation efficiency and may bring challenge for nu-
merical simulation especially when the number of terms N is large. To avoid this issue, we
find a surrogate for ζk(ξ) using a suitable set of basis functions (e.g., polynomial chaos basis
and radial basis functions) of the random variables. To this end, we propose two strate-
gies in the paper, i.e., improved least angle regression algorithm (ILARS) and hierarchical
sparse low rank tensor approximation (HSLRTA) method, to get the approximation ζˆk(ξ)
of ζk(ξ) such that {ζˆi(ξ)}Ni=1 are mutually independent. It is known that the number of
the effective basis functions may be small for many practical models [32]. The optimiza-
tion methods from compressive sensing are used to extract the effective basis functions and
obtain a sparse representation. There are roughly two classes of approaches to obtain the
sparse representation: optimization based on l0-norm and convex optimization [34, 7, 32].
The typical methods of the l0 optimization include orthogonal matching pursuit (OMP) and
iterative hard thresholding. The convex optimization based on l1-norm includes least an-
gle regression, coordinate descent and proximal methods. In this work, we consider least
angle regression (LARS) method for convex optimization based on l1-norm. Julien Mairal
described the core of LARS in [7] by seeking the solution such that a sub-gradient set con-
tains the zero. The selection of the regularization parameter λ is very important for LARS
method. The algorithm by Julien Mairal selected the new atoms by decreasing the value of
regularization parameter λ, but the way how to decrease the value of regularization param-
eter is still not clear. As we know, if the step size of decreasing the value of λ is too small,
it substantially impacts on the computation efficiency. On the other hand, we may not find
the non-zero coefficients exactly if the step size is too large. Therefore, it is crucial to select
the optimal regularization parameter λ at each step. In this work, we develop an improved
least angle regression (ILARS), which explicitly gives the selection of the optimal regulariza-
tion parameter λ at each step. However, the dimension of approximation spaces drastically
increases with respect to dimension of random inputs, which makes it infeasible to get a
good approximation of the model output w(ξ) by ILARS directly when the dimension of
random inputs is high because the computational cost becomes prohibitively expensive. To
overcome the high dimensionality difficulty, we propose a hierarchical sparse low rank tensor
approximation, which is devoted to constructing an accurate approximation of random fields
in a high dimensional stochastic space with limited computation resource.
Low rank approximation methods have recently been applied to approximating func-
tions in high dimensional tensor spaces [14, 8, 13, 19], and also have been used in several
applications about uncertainty propagation [26, 6, 29, 15, 20, 22]. In the context of low
rank approximation methods, the functions are approximated in suitable low rank tensor
subsets, which can give nice approximation properties for a large class of functions in prac-
tical applications. In order to construct approximations in these tensor subsets, one usually
uses least-squares methods based on sample evaluations of the function. Here, we adopt an
alternative construction that involves sparse l1-regularization with only a few function eval-
uations [5]. The sparse low rank tensor approximations (SLRTA) proposed in [5] requires a
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procedure of iterations at each step of sparse rank-one approximation with an initial guess.
Here we extend the idea of NVS to SLRTA in order to avoid the iteration procedure at each
step of sparse rank-one approximation. This provides an adaptive sparse low rank tensor
approximations (ASLRTA) method, which achieves much better efficiency than standard
SLRTA. When the optimal rank m is fairly large and the number of subsets of the random
variables ξ is not small, ASLRTA may not give a good approximation of model output. For
this situation, we introduce hierarchical sparse low rank tensor approximation (HSLRTA)
method to cope with the challenge. The proposed HSLRTA method can provide high rank
approximations for high dimensional stochastic problems.
The paper is structured as follows. In Section 2, we give some preliminaries and notations
for the paper. Section 3 is devoted to describing the details of NVS method. In Section 4, we
introduce sparse regularization methods including ILARS method. In Section 5, we present
the proposed ASLRTA and HSLRTA method based on sparse regularization methods . In
section 6, a few numerical examples are presented to illustrate the performance of all the
proposed methods. Finally, we make some conclusions and comments.
2 Preliminaries and notations
We consider a stochastic partial differential equation (SPDE) defined on a bounded physical
domain (e.g., space or space-time domain) of the form
L(x, ξ)u(x, ξ) = f(x, ξ), ∀ x ∈ D, ξ ∈ Ω, (2.2)
where ξ := (ξ1, · · · , ξd) is a set of d real-valued random variables, L(x, ξ) is a stochastic
differential operator, f(x, ξ) is the source term, and u(x, ξ) is the solution of SPDE. We
introduce the associated finite dimensional probability space (Ω,B, Pξ), where Ω ∈ Rd is the
event space, B is a σ−algebra on Ω, and Pξ is the probability measure. We note that the
solution u(x, ξ) of SPDE is a random field defined on the physical domain and takes values
in a Hilbert space V.
A weak formulation of (2.2) reads: find u : Ω→ V such that
a
(
u(ξ), v; ξ
)
= b(v; ξ), ∀ v ∈ V, (2.3)
where a(·; ·) and b(·; ·) are a bilinear form and linear form on V, respectively. We denote
the Hilbert space of the random variables with second order moments by L2Pξ(Ω), which is
defined by
L2Pξ(Ω) =
{
w : y ∈ Ω→ w(y) ∈ R;
∫
Ω
w(y)2Pξ(dy) <∞
}
.
The inner product in L2Pξ(Ω) is given by
(w, v)L2
Pξ
(Ω) :=
∫
Ω
w(y)v(y)Pξ(dy),
which induces the norm
‖w‖2L2 = ‖w‖2L2
Pξ
(Ω) := (w,w)L2Pξ(Ω)
.
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The solution u belongs to Hilbert space L2(Ω;V), which can be identified with the tensor
product space V ⊗ L2Pξ(Ω). For a simplicity of notation, we denote L2Pξ(Ω) by S. Then we
define an inner product in V ⊗ S by
(w, u)V⊗S = E[(w, u)V ] :=
∫
Ω
(w, u)VPξ(dy).
Thus the norm is defined by
‖u‖2V⊗S := (u, u)V⊗S.
We suppose that ξ can be split into r mutually independent sets of random variables
{ξk}rk=1, where ξk takes values in Ωk ∈ Rdk , and d =
∑r
k=1 dk. We denote the probability
space associated with ξk by (Ωk,Bk, Pξk), where Pξk is the probability law of ξk. Therefore,
the probability space (Ω,B, Pξ) associated with ξ has a product structure with Ω = ×rk=1Ωk
and Pξ = ⊗rk=1Pξk . Consequently, the Hilbert space S is a tensor Hilbert space with the
following tensor structure:
S = S1 ⊗ · · · ⊗ Sr, Sk := L2Pξk (Ωk), k = 1, · · · , r.
If the dk random variables ξk = (ξk,1, · · · , ξk,dk) are mutually independent and probability
space (Ωk,Bk, Pξk) has itself a product structure: Ωk = ×dki=1Ωk,i and Pξk = ⊗dki=1Pξk,i, the
Hilbert space Sk has the following tensor product structure:
Sk = Sk,1 ⊗ · · · ⊗ Sk,dk , where Sk,j := L2Pξk,j (Ωk,j) for j = 1, · · · , dk.
We introduce approximation spaces Sknk ⊂ Sk with orthonormal basis {φkj}nkj=1 such that
Sknk =
{
v(ξk) =
nk∑
j=1
vjφ
k
j (ξk); vj ∈ R
}
= {v(ξk) = φk(ξk)v;v ∈ Rnk},
where v denotes the vector of coefficients of v, and φk = (φk1, · · · , φknk) denotes the vector of
basis functions. Then the approximation space Sn ⊂ S is obtained by
Sn = S1n1 ⊗ · · · ⊗ Srnr =
{
v =
∑
i∈In
viφi; vi ∈ R
}
=
{
v(ξ) = 〈φ(ξ),v〉;v ∈ Rn1 ⊗ · · · ⊗ Rnr
}
,
where
In = ×rk=11 · · ·nk, φi =
(
φ1i1 ⊗ · · · ⊗ φrir
)
(ξ1 · · · ξr) =
∏r
j=1 φ
j
ij
(ξj),
φ(ξ) = (φ1(ξ1), · · · ,φr(ξr)) ∈ Rn1 ⊗ · · · ⊗ Rnr .
Here 〈·, ·〉 is the canonical inner product in Rn1 ⊗ · · · ⊗ Rnr .
Given the approximation space Sn, which is sufficiently rich to approximate our quantity
of interest G(ξ), we attempt to provide methods to approximate G(ξ) in Sn for high dimen-
sional applications using only limited information on G(ξ). As an alternative method, we will
approximate high dimensional functions using hierarchical sparse low rank approximations.
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3 A novel variable-separation
It is known that proper generalized decomposition (PGD) method [29] can be seen as a
approach for the apriori construction of separated representations of the solution defined in
tensor product spaces. Here we propose a novel variable-separation (NVS) method to get
a variable-separated representation for multivariate functions without using any iteration in
each term, which is required in PGD.
3.1 NVS for multivariable function
We first develop the novel variable-separation for multivariable functions, which can be ap-
plied to obtain an affine representation for model’s inputs (e.g., coefficients and source terms)
to achieve offline-online computation. Given G(x, ξ), we want to construct an approximation
in the form
G(x, ξ) ≈ GN(x, ξ) :=
N∑
i=1
ζi(ξ)gi(x), (3.4)
where ζi(ξ) only depends on ξ and gi(x) only depends on x.
Now we develop an algorithm to obtain ζi(ξ) and gi(x) for each term of the right-hand
side in (3.4). To this end, we initialize a residual r0(x, ξ) = G(x, ξ). At step k, we obtain
ζk(ξ) and gk(x) by taking
gk(x) = rk−1(x, ξ¯), (3.5)
where ξ¯ := argmaxξ∈Ξ ‖rk−1(x, ξ)‖L∞(D), and taking
ζk(ξ) =
rk−1(x¯, ξ)
gk(x¯)
, (3.6)
where x¯ ∈ D is a point satisfying
x¯ := arg sup
x∈D
|rk−1(x, ξ¯)| = arg sup
x∈D
|gk(x)|.
Then we take Gk(x, ξ) as follows
Gk(x, ξ) :=
k∑
i=1
gi(x)ζi(ξ), (3.7)
and update the residual rk(x, ξ) by
rk(x, ξ) = G(x, ξ)−Gk(x, ξ). (3.8)
When ‖rk(x, ξ)‖2V⊗S is small enough, we can stop the iteration procedure.
Remark 3.1. To obtain a set of (·, ·)V-orthonormal functions {gi(x); 1 ≤ i ≤ N}, we can
apply the Gram-Schmidt process to gk(x) and {gi(x); 1 ≤ i ≤ k − 1} under the (·, ·)V inner
product at each step k.
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We introduce the notion of n-width following Kolmogorov [4, 21] for convergence analysis.
Let F = {G(x, ξ) ∈ V : ξ ∈ Ω}. The Kolmogorov n-width of F in V is given by
dn(F ,V) := inf{E(F ; Yn) : Yn is a n-dimensional subspace of V},
where E(F ; Yn) is the angle between F and Yn. To prove the convergence rate for NVS, we
use the following lemma.
Lemma 3.1. [4] Assume that the set F has an exponentially small Kolmogorov n-width
dk(F ,V) ≤ Ce−αk with α > log 2, and {gi(x); 1 ≤ i ≤ k} is a set of (·, ·)V-orthonormal
functions, then there exists β > 0, C1 > 0 and j ≤ k such that
‖gj(x)‖V ≤ C1e−βk.
The following theorem shows that the approximation by NVS is convergent.
Theorem 3.2. Suppose that the assumptions in Lemma 3.1 hold and G(x, ξ) ∈ Hs(D) for
∀ξ ∈ Ω, where s > 1. Let ri(x, ξ) be given by (3.8) for i = 1, · · · , k. Then there exist β > 0,
C > 0 and j ≤ k such that
‖rj−1‖V⊗S ≤ Ce−βk.
Proof. By the maximization in the definition of ξ¯, we have
∀ξ ∈ Ω, |ζk(ξ)| ≤ 1. (3.9)
By (3.9) and the Lemma 3.1, there exist β > 0, C1 > 0 and j ≤ k such that
‖gj(x)‖V ≤ C1e−βk. (3.10)
Note that
‖rj−1‖2V⊗S =
∫
Ω
‖rj−1(x, ξ)‖2VPξ(dy)
≤|D|
∫
Ω
‖rj−1(x, ξ)‖2L∞(D)Pξ(dy)
≤|D|max
ξ∈Ξ
‖rj−1(x, ξ)‖2L∞(D)
=C2‖rj−1(x, ξj)‖2L∞(D) ( take C2 = |D| )
=C2‖gj(x)‖2L∞(D).
(3.11)
Due to the Sobolev imbedding of V = Hs(D) (s > 1) into L∞(D), we have
‖gj(x)‖L∞(D) ≤ C3‖gj(x)‖V . (3.12)
By (3.10), (3.11) and (3.12), there exist β > 0 and C =
√|D|C1C3 > 0 such that
‖rj−1‖V⊗S ≤ Ce−βk, (j ≤ k),
where C depends only on s and D. This completes the proof.
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Algorithm 1 NVS for multivariate functions
Input: The function G(x, ξ), a set of samples Ξ ∈ Ω, the error tolerance ε
Output: The separated representation GN(x, ξ) :=
∑N
i=1 gi(x)ζi(ξ)
1: Initialize the residual r0 = G(x, ξ), the iteration counter k = 1;
2: Take ξ¯ = argmaxξ∈Ξ ‖rk−1(x, ξ)‖V and x¯ such that gk(x¯) 6= 0, calculate ζk(ξ) = rk−1(x¯,ξ)gk(x¯)
and gk(x) = rk−1(x, ξ¯);
3: Update Ξ with Ξ = Ξ \ ξ¯, and take the approximation Gk(x, ξ) :=
∑k
i=1 gi(x)ζi(ξ) and
the residual rk = G(x, ξ)−Gk(x, ξ);
4: k → k + 1;
5: Return to Step 2 if ‖ri‖2V⊗S ≥ ε, otherwise terminate .
6: N = k;
The convergence analysis is based on the steps from equation (3.5) to (3.8), which imply a
practical algorithm for NVS. In practical computation, we can relax the condition to choose
ξ¯ and x¯ in those steps. We can randomly choose ξ¯ such that ξ¯ in each step i (i = 1, · · ·N)
is only different from previous steps. For x¯, we just want gk(x¯) 6= 0 in equation (3.6). We
describe the practical algorithm of NVS for multivariate functions in Algorithm 1.
Remark 3.2. When we apply Algorithm 1 to practical computation, we usually take a small
sample set Ξ scattered in the random space.
Remark 3.3. To get an affine representation for model’s inputs, NVS has the same merits as
Empirical Interpolation Method (EIM). But NVS is is much more efficient than EIM. This
is because that: (1) In NVS, there is no need to choose the suitable parameter values and
interpolation nodes based on a large training set; (2) for each ξ ∈ Ω, we can calculate the
approximation directly by (3.4) instead of solving an algebraic system, which is required in
EIM.
3.2 NVS for stochastic partial differential equations
The NVS can be applied to SPDE and give a variable-separation representation for solution.
Let the SPDE have the weak formulation (2.3), where we assume that the bilinear form
a(·, ·; ξ) and the associated linear form b(·; ξ) are affine with respect to ξ, i.e.,

a(w, v; ξ) =
ma∑
i=1
ki(ξ)ai(w, v), ∀w, v ∈ V, ∀ξ ∈ Ω,
b(v; ξ) =
mb∑
i=1
f i(ξ)bi(v), ∀v ∈ V, ∀ξ ∈ Ω.
(3.13)
In the above, for i = 1, · · · , ma, each ki(ξ) ∈ S is a stochastic function and each ai : V×V −→
R is a symmetric bilinear form independent of ξ. For i = 1, · · · , mb, each f i(ξ) ∈ S is a
stochastic function and each bi : V −→ R is continuous functional independent of ξ. When
a(·, ·; ξ) and b(·; ξ) are not affine with respect to ξ, such an affine expansion can be obtained
by using NVS presented in Section 3.1.
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Let Vh ⊂ V be a given finite dimensional approximation space. We find the numerical
solution to problem (2.3) under the form
u(x, ξ) ≈ uN(x, ξ) :=
N∑
i=1
ζi(ξ)gi(x), (3.14)
where ζi(ξ) ∈ S are stochastic functions and gi(x) ∈ Vh are deterministic functions. Let the
residual for NVS
e(ξ) := u(ξ)− uk−1(ξ).
By equation (2.3), we get
a
(
u(ξ)− uk−1(ξ) + uk−1(ξ), v; ξ
)
= b(v; ξ), ∀v ∈ Vh,
that is,
a
(
e(ξ), v; ξ
)
= b(v; ξ)− a(uk−1(ξ), v; ξ), ∀v ∈ Vh.
Let r(v; ξ) ∈ V∗h (the dual space of Vh) be the residual
r(v; ξ) : =
{
b(v; ξ), k = 1,
b(v; ξ)− a(uk−1(ξ), v; ξ), k ≥ 2. (3.15)
Then we get
a
(
e(ξ), v; ξ
)
= r(v; ξ), ∀v ∈ Vh. (3.16)
By Riesz representation theory, there exists a function eˆ(ξ) ∈ Vh such that(
eˆ(ξ), v
)
V
= r(v; ξ), ∀v ∈ Vh. (3.17)
Then we can rewrite the error residual equation (3.16) as
a
(
e(ξ), v; ξ
)
=
(
eˆ(ξ), v
)
V
, ∀v ∈ Vh.
Consequently, the dual norm of the residual r(v; ξ) can be evaluated through the Riesz
representation,
‖r(v; ξ)‖V∗ := sup
v∈Vh
r(v; ξ)
‖v‖V = ‖eˆ(ξ)‖V . (3.18)
The computation of the residual is crucial to NVS. To efficiently compute ‖eˆ(ξ)‖V , we apply
an offline-online procedure presented in [31, 33].
By (3.15) and (3.13), the residual can be expressed by
r(v; ξ) = b(v; ξ)− a(uk−1(ξ), v; ξ)
= b(v; ξ)−
k−1∑
i=1
ζi(ξ)a(gi, v; ξ)
=
mb∑
q=1
f q(ξ)bq(v)−
k−1∑
i=1
ζi(ξ)
ma∑
p=1
kp(ξ)ap(gi, v).
(3.19)
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By (3.19) and (3.17), we have
(eˆ(ξ), v)V =
mb∑
q=1
f q(ξ)bq(v)−
k−1∑
i=1
ζi(ξ)
ma∑
p=1
kp(ξ)ap(gi, v).
This implies that
eˆ(ξ) =
mb∑
q=1
f q(ξ)Cq +
k−1∑
i=1
ζi(ξ)
ma∑
p=1
kp(ξ)Lpi , (3.20)
where Cq is the Riesz representation of lq, i.e., (Cq, v)V = bq(v) for any v ∈ V, 1 ≤ q ≤ mb.
Similarly, Lpi is the Riesz representation of ap(gi, v), i.e., (Lpi , v)V = −ap(gi, v) for any v ∈ V,
where 1 ≤ i ≤ k − 1 and 1 ≤ p ≤ ma. The equation (3.20) gives rise to
‖eˆ(ξ)‖2V =
mb∑
q=1
mb∑
q′=1
f q(ξ)f q
′
(ξ)(Cq, Cq′)V +
k−1∑
i=1
ma∑
p=1
ζi(ξ)k
p(ξ)
× {2
mb∑
q=1
f q(ξ)(Cq,Lpi )V +
k−1∑
i′=1
ma∑
p′=1
ζi′(ξ)k
p′(ξ)(Lpi ,Lp
′
i′ )V}.
(3.21)
In the offline stage we compute Cq and Lpi , where 1 ≤ i ≤ k − 1, 1 ≤ q ≤ mb and
1 ≤ p ≤ ma. We store (Cq, Cq′)V , (Cq,Lpi )V , (Lpi ,Lp
′
i′ ) for online stage, where 1 ≤ i, i′ ≤ k− 1,
1 ≤ q, q′ ≤ mb, 1 ≤ p, p′ ≤ ma. In the online stage, we evaluate ‖eˆ(ξ)‖V for any ξ using
(3.21).
At step k, we choose
ξk : =
{
chosen randomly in Ω, k = 1,
argmax
ξ∈Ξ
‖eˆ(ξ)‖V , k ≥ 2.
Let eh(x) be equation (3.16) with ξ = ξk. We take gk(x) = eh(x) in (3.14). Let e(ξ) :=
eh(x)eξ(ξ). By equation (3.13), we get
a(e(ξ), v; ξ) = eξ(ξ)
ma∑
p=1
kp(ξ)ap(eh(x), v), (3.22)
By (3.16), (3.22) and (3.19), we have
eξ(ξ)
ma∑
p=1
kp(ξ)ap(eh(x), v) =
mb∑
q=1
f q(ξ)bq(v)−
k−1∑
i=1
ζi(ξ)
ma∑
p=1
kp(ξ)ap(gi, v), ∀ v ∈ Vh. (3.23)
We take v = eh(x) in equation (3.23), then it follows that
ζk(ξ) := eξ(ξ) =
∑mb
q=1 f
q(ξ)bq(eh(x))−
∑k−1
i=1 ζi(ξ)
∑ma
p=1 k
p(ξ)ap(gi, eh(x))∑ma
p=1 k
p(ξ)ap(eh(x), eh(x))
. (3.24)
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Algorithm 2 NVS for stochastic partial differential equation
Input: The stochastic differential operator L(x, ξ), the source term f(x, ξ), a set of samples
Ξ ∈ Ω, and the error tolerance ε
Output: The separated representation uN(x, ξ) :=
∑N
i=1 gi(x)ζi(ξ)
1: Initialize the residual r(v; ξ) := b(v; ξ), a random ξ1 ∈ Ω,
the iteration counter k = 1;
2: Calculate gk(x) = eh(x) by solving (3.16) with ξ = ξk, and ζk(ξ) = eξ(ξ) by (3.24);
3: Update Ξ with Ξ = Ξ \ ξk, and take the approximation uk(x, ξ) :=
∑k
i=1 gi(x)ζi(ξ);
4: Take the residual r(v; ξ) := b(v; ξ)− a(uk−1(ξ), v; ξ), ξk = argmaxξ∈Ξ ‖eˆ(ξ)‖V ;
5: k → k + 1;
6: return to Step 2 if ‖eˆ(ξk)‖V ≥ ε, otherwise terminate .
7: N = k;
Algorithm 2 describes the procedure for NVS to solve stochastic partial differential equa-
tions. For practical simulation, we can take a small sample set Ξ in Algorithm 2.
By (3.24), we find that ζk(ξ) depends on {ζi(ξ)}k−1i=1 computed previously, which effects on
the computation efficiency leads to great challenge for numerical simulation when the number
of terms N for (3.14) is great. To overcome the difficulty, we will propose improved least
angle regression algorithm (ILARS) and hierarchical sparse low rank tensor approximation
method (HSLRTA) to construct the surrogates {ζˆi(ξ)}Ni=1 for {ζi(ξ)}Ni=1, where {ζˆi(ξ)}Ni=1
are independent of each other.
4 Sparse regularization and ILARS for lasso problems
In this section, we will present ILARS method, which can be used to approximate each ζi(ξ)
in (3.24) under the form
ζi(ξ) ≈
N∑
i=1
v(i)φi(ξ),
for i = 1, · · · , N , where {φ1(ξ), · · · , φN(ξ)} is a set of basis functions for the given approxi-
mation space SN. For the presentation, we consider a real-valued model output w : Ω −→ R.
Let {ξ(j)}Mj=1 be a set ofM samples of ξ. For the construction of an approximation wN ∈ SN,
we can use the ordinary least-squares method and solve the following optimization problem:
‖w − wN‖2L2 = min
v∈SN
‖w − v‖2L2.
The ordinary least-squares method may not give good results because the solution is very
sensitive to samples. In the least-square method, it is required that the number of parameter
sample scales quadratically with the number of unknowns, i.e., M = O(N2), ref. [25]. In
order to avoid these issues, we will impose some sparse regularization on the optimization
problem.
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4.1 Sparse regularization
A sparse representation is the one that admits an accurate approximation with only a few
nonzero terms. If a stochastic function is sparse with respect to a particular basis, e.g.,
polynomial chaos, we can apply sparse regularization methods to get a sparse representation
with only a few samples. To this end, we consider a regularized least-squares functional
defined by
J (v) = ‖w − v‖2L2 + λL(v),
where L is a regularization functional, and λ denotes the regularization parameter. Then
the solution to the regularized least-squares problem solves the optimization problem, i.e.,
J (wN) = min
v∈SN
J (v). (4.25)
We denote the coefficients of an element v =
∑
N
i=1 viφi(ξ) ∈ SN by v = (v1, ..., vN)T ∈
R
N. Let z = (z1, ..., zM)
T ∈ RM be the vector of the evaluations for {w(ξ(i))}Mi=1 and
Φ = (Φ1, · · · , ΦN) ∈ RM×N the matrix with components (Φ)i,j = φj(ξ(i)). The ordinary
least-squares method can be written as
w = arg min
v∈RN
‖z− Φv‖22, (4.26)
and the algebraic version of regularized least-squares problem can be written as follows:
J(w) = min
v∈RN
J(v), where J(v) = ‖z− Φv‖22 + λL(v), (4.27)
where L(v) is a function corresponding to L(v).
Additional information such as smoothness and sparsity can be provided through reg-
ularization. We can obtain some special solutions by solving problem (4.25) with some
assumptions on the regularization function. The choice of regularization parameter λ is cru-
cial for solving (4.27). In this paper, we use cross validation to select an optimal value of
λ.
Suppose that an approximation
∑
N
i=1wiφi(ξ) of a function w(ξ) is sparse with respect to
the basis {φj}Nj=1. By sparse regularization, we can find the sparse approximation using M
(M ≪ N) realizations of w(ξ). An optimal m−sparse approximation of w can be obtained
by solving the constrained optimization problem
min
v∈RN
‖z− Φv‖22 subject to ‖v‖0 ≤ m, (4.28)
where
‖v‖0 = ♯{i ∈ {1, · · · ,N} : vi 6= 0}
gives the number of nonzero components of v. In general, the optimization problem (4.28)
is an NP-hard problem. With the so-called restricted isometry property (RIP), (4.28) can
be approximated by the following convex optimization problem:
min
v∈RN
‖z− Φv‖22 subject to ‖v‖1 ≤ δ, (4.29)
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where ‖v‖1 is the l1−norm of v. Since the convexity of l1−norm, we can consider the
equivalent optimization problem of (4.29), known as Lasso problem:
min
v∈RN
λ‖v‖1 + 1
2
‖z− Φv‖22, (4.30)
where λ corresponds to Lagrange multiplier and is related to δ. There are several opti-
mization algorithms for solving (4.30). In this paper, we introduce an improved least angle
regression algorithm (ILARS) based on sub-gradient for the lasso problem.
4.2 ILARS for lasso problem
Let L(v) = ‖v‖1. By equation (4.27), we have
J(v) = λ‖v‖1 + 1
2
‖z− Φv‖22. (4.31)
The sub-gradient set is given by the set of all vectors
∂J(v) := λs+ ΦT (Φv − z), (4.32)
where
s(i) =


+1, v(i) > 0,
[−1,+1], v(i) = 0, i = 1, · · · ,N,
−1, v(i) < 0.
We want to seek v and s such that 0 ∈ ∂J(v). Combining with the sub-gradient requirement,
we now introduce an improved least angle regression method, which is described in Algorithm
3.
Theorem 4.1. In Algorithm 3, if we have gotten the vector s, the solution support S, and
the sparse solution v at the (k − 1)th iteration, then the regularization parameter at the kth
iteration should be taken such that
λ = ‖(ΦT (z− Φv))Sc‖∞,
where Sc is the complementary set of S.
Proof. By equation (4.32) and the requirement 0 ∈ ∂J(v), we get
λs+ ΦT (Φv − z) = 0.
Then
s =
ΦT (z− Φv)
λ
.
In order to make s satisfy the condition in equation (4.32), i.e., all the entries in s are in the
range [−1, 1], we should take λ such that
λ = min
{
λˆ : −1 ≤ s(i) = Φ
T
i (z− Φv)
λˆ
≤ 1, i = 1, · · · , N
}
.
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Let I ∈ RN×1 be a vector with all the entries being 1. We note that sS = sign(vS), i.e.,
|sS| = IS is independent of λ on the support S. Thus we have
λ = ‖(ΦT (z− Φv))Sc‖∞.
Let
Eλ :=
{
λˆ : −1 ≤ s(i) = Φ
T
i (z− Φv)
λˆ
≤ 1, i = 1, · · · , N
}
.
It is obvious that λ = ‖(ΦT (z − Φv))Sc‖∞ ∈ Eλ. It remains to prove that λ = ‖(ΦT (z −
Φv))Sc‖∞ is the smallest one in the set Eλ. Suppose that there exists a λ0 ∈ Eλ such that
λ0 ≤ λ. Let j0 = argmaxj{|ΦTj (z − Φv)|, j ∈ Sc}. Thus s(j0) = ‖(Φ
T (z−Φv))Sc‖∞
λ0
= λ
λ0
> 1.
This contradicts with the fact that s are in the range [−1, 1]. So we conclude that λ =
‖(ΦT (z− Φv))Sc‖∞.
Algorithm 3 Improved least angle regression for lasso problem
Input: A matrix Φ, the vector z and the given regularization parameter λ0
Output: The sparse solution v, the solution support S, and the approximation
wN =
∑
N
i=1 v(i)φi(ξ)
1: Initialize the solution v = 0, λ = ‖ΦT (z)‖∞, and the solution support S = Ø,
the iteration counter k = 1;
2: Take λ = ‖(ΦT (z− Φv))Sc‖∞ and S = S ∪ argmaxj{|ΦTj (z− Φv)|, j ∈ Sc};
3: Update the solution with vS = (Φ
T
SΦS)
−1(ΦTSz−λsS) on the support, where sS = sign(vS);
4: If i ∈ S, s.t. vi = 0, let S = S \ {i ∈ S; vi = 0};
5: k → k + 1;
6: Return to Step 2 if λ > λ0, otherwise terminate;
7: vS = (Φ
T
SΦS)
−1(ΦTSz), wN =
∑
N
i=1 v(i)φi(ξ).
At each iteration in Algorithm 3, the choice of regularization parameter λ is based on
Theorem 4.1. We note that the number of steps required by ILARS is no more than the
dimensions of v.
In order to select the optimal regularization parameter λ0, the classical k−fold cross
validation method is usually considered. However, the k−fold cross validation method may
be time-consuming. This may be computationally expensive when applying an iterative
strategy, which is the case in the paper. To overcome this difficulty, we apply a fast leave-
one-out method [5] to determine optimal ILARS solution that only requires a single call to
the Algorithm 3 with a proper regularization parameter. The fast leave-one-out method is
described in Algorithm 4. For simplicity of presentation, we use the abbreviation FILARS
to denote ILARS using fast leave-one-out method.
When dealing with the problems in a high stochastic dimension space, the dimension of
approximation space SN grows exponentially with the dimension of the stochastic variable ξ,
which makes it difficulty to get a good approximation of the model output w(ξ) by FILARS
directly. To overcome the difficulty, in the next section we will introduce a hierarchical
sparse low rank tensor approximation based on the FILARS method by decomposing a high
dimensional stochastic problem into some low dimensional stochastic problems.
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Algorithm 4 Fast leave-one-out method to determine optimal ILARS solution
Input: A matrix Φ, the vector z, and the given relatively small regularization parameter λ0
Output: The optimal ILARS solution v, the solution support S, and the approximation
wN =
∑
N
i=1 v(i)φi(ξ)
1: Run Algorithm 3 with λ0 one time to obtain k solutions v1, · · · ,vk, with corresponding
sets of nonzero coefficients S1, · · · , Sk;
2: for j = 1, · · · , k do
3: Correct the nonzero coefficients vj with v
j
Sj
= (ΦTSjΦSj )
−1(ΦTSjz);
4: Compute hq = (ΦSj (Φ
T
Sj
ΦSj )
−1ΦTSj )qq;
5: Compute relative leave-one-out error ǫj =
1
M
∑M
q=1
(
(z)q−ΦSjv
j
Sj
(1−hq)σ(z)
)2
, where σ(z) is the
6: empirical standard deviation of z;
7: end for
8: Select optimal solution v such that v = vj
∗
Sj∗
with j∗ = argminj ǫj .
5 Hierarchical sparse low rank tensor approximation
In this section, we introduce the HSLRTA method, which can be used to approximating ζi(ξ)
in (3.24) with high dimensional random variable ξ. We attempt to seek a sparse rank-m
approximation of the model output w(ξ) under the form
wN(ξ) =
m∑
i=1
αivi(ξ) =
m∑
i=1
αi
r∏
k=1
w(i,k)(ξk), (5.33)
in the finite dimensional tensor space Sn = S1n1 ⊗ · · · ⊗ Srnr , where
w(i,k)(ξk) =
nk∑
j=1
w
(i,k)
j φ
k
j (ξk) = φ
kw(i,k) ∈ Sknk for i = 1, · · · , m.
Here w(i,k) denotes the vector of coefficients of w(i,k) with only a few nonzero coefficients, and
φk = (φk1, · · · , φknk) denotes the vector of basis functions. In Subsection 5.1, we construct such
an approximation by successively computing sparse rank-one approximation, i.e., vi(ξ) =∏r
k=1w
(i,k)(ξk).
5.1 Sparse low rank tensor approximation
We denote R1 the set of (elementary) rank-one tensors in Sn = S1n1 ⊗ · · · ⊗ Srnr , i.e.,
R1 =
{
v =
(
v(1) ⊗ · · · ⊗ v(r))(ξ) = r∏
k=1
v(k)(ξk) =
r∏
k=1
φkvk : v(k)(ξk) ∈ Sknk
}
,
where vk ∈ Rnk denotes the vector of coefficients of v(k). Let Rm be the set of (elementary)
rank-m tensors
Rm =
{ m∑
i=1
αivi(ξ) : vi(ξ) ∈ R1
}
.
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For k = 1, · · · , r, φk = (φk1, · · · , φknk) denotes the vector of basis functions. We compute
a sparse rank-one approximation v =
∏r
k=1 v
(k)(ξk) ∈ R1 of w by solving the following
l1-optimization problem:
min
v∈R1
‖w − v‖2L2 subject to ‖v1‖1 ≤ δ1, · · · , ‖vr‖1 ≤ δr, (5.34)
where v1 ∈ Rn1 , · · · ,vr ∈ Rnr and v = (φ1(ξ1)v1)⊗ · · · ⊗ (φ(r)(ξr)vr). We can consider the
following optimization problem equivalent to (5.34),
min
v∈R1
‖w − v‖2L2 +
r∑
k=1
λk‖vk‖1, (5.35)
where the regularization parameters λk > 0 (Lagrange multipliers) are related to δk. We can
solve the optimization problem (5.35) by an alternating minimization algorithm.
For k = 1, · · · , r − 1, we are devoted to constructing the vector vk of coefficients of v(k)
by solving the following optimization problem
min
vk∈Rnk
‖zk −Φ(k)vk‖22 + λk‖vk‖1, (5.36)
where zk ∈ Rnk denotes the vector of random evaluations of w(ξ) corresponding to Mk
samples of ξ such that, for each j ∈ {i ∈ {1, · · · , r} : i 6= k}, ξˆj is a fixed sample of dimension
dj, and {ξ(i)k }M
k
i=1 ∈ Ωk areMk different samples of dimension dk. The ℓ1 optimization problem
(5.36) can be solved by FILARS in Algorithm 4. Suppose that vˆk is the sparse solution of
the optimization problem (5.36), then we let w(k)(ξk) = φ
k(ξk)vˆ
k. For k = r, we solve the
following optimization problem
min
vr∈Rnr
‖zr − Φˆ(r)vr‖22 + λr‖vr‖1, (5.37)
which is used to construct the vector of coefficients of v(r), i.e., vr ∈ Rnr , where zr ∈ RMr
denotes the vector of random evaluations of w(ξ) corresponding to M r samples of ξ such
that, for each j ∈ {1, · · · , r − 1}, ξˆj is a fixed sample of dimension dj, and {ξ(i)r }Mri=1 are M r
different samples of dimension dr, and Φˆ
(r) is the matrix with components
(Φˆ(r))i,j = (Φ
(r))i,j
r−1∏
k=1
w(k)(ξˆk). (5.38)
Suppose vˆr is the sparse solution of the optimization problem (5.37), which is solved by
FILARS in Algorithm 4. We take w(r)(ξr) = φ
r(ξr)vˆ
r. Then the sparse rank-one approxi-
mations w1(ξ) of w(ξ) can be expressed by
w1(ξ) =
r∏
k=1
w(k)(ξk) =
r∏
k=1
φk(ξk)vˆ
k.
We summarize the main steps to construct a sparse rank-one approximation in Algorithm 5.
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Algorithm 5 The construction of a sparse rank-one approximation of a model output w(ξ)
Input: Vectors of evaluations {zk}rk=1, basis matrices {Φ(k)}r−1k=1
Output: The sparse rank-one approximations w1(ξ) =
∏r
k=1φ
k(ξk)vˆ
k
1: for k = 1, · · · , r − 1 do
2: Select the optimal regularization parameter λk using modified cross validation;
3: Solve the optimization problem (5.36) by Algorithm 4 with zk and
Φ(k) to obtain the optimal sparse solution vˆk and w(k)(ξk) = φ
k(ξk)vˆ
k;
4: end for
5: Construct the matrix Φˆ(r) with equation (5.38);
6: Solve the optimization problem (5.37) by Algorithm 4 with zr and Φ(r)
to obtain the optimal sparse solution vˆr and w(r)(ξk) = φ
r(ξr)vˆ
k;
7: Get the sparse rank-one approximations of w(ξ):
w1(ξ) =
∏r
k=1w
(k)(ξk) =
∏r
k=1φ
k(ξk)vˆ
k.
Remark 5.1. We can get different rank-one approximations by changing the regularization
of the optimization problem (5.36) and (5.37), the ordinary least-squares and regularized
least-squares will be used in the numerical examples in Section 6.
Now we want to construct a sparse rank-m approximation wm ∈ Rm of w under the form
(5.33). Suppose w0 = 0, and the approximation wi−1 of w is given. Such an approximation
can be constructed by successively computing the sparse rank-one approximation problems
as follows: for i = 1, · · · , m,
min
v∈R1
‖w−wi−1 − v‖2L2 +
r∑
k=1
λk‖vk‖1,
where v1 ∈ Rn1, · · · ,vr ∈Rnr and v = (φ1(ξ1)v1)⊗ · · · ⊗ (φr(ξr)vr).
(5.39)
Problem (5.39) can be solved by Algorithm 5, where {zk}rk=1 are the vectors of evaluations of
(w−wi−1)(ξ). We provide the details of the construction of a sparse rank-m approximation
in Algorithm 6.
Remark 5.2. Once the sequence of sparse rank-one approximations {vi}Mi=1 have been com-
puted, wm =
∑m
i=1 vi(ξ) usually gives a good approximation. If better approximation is
required, we can make a correction for the sparse rank-m approximation, i.e., take wm =∑m
i=1 βivi(ξ) instead of wm =
∑m
i=1 vi(ξ). Here wm =
∑m
i=1 βivi(ξ) can be computed by
solving the following optimization problem:
min
β∈Rm
‖w −
m∑
i=1
βivi(ξ)‖1 + λ‖β‖1.
Remark 5.3. As for the choice of samples of ξ and the construction of the inputs in Algorithm
6, we firstly take {ξ(i)k }M
k
i=1 ∈ Ωk to construct the basis matrices {Φ(k)}rk=1, and then take m
samples ξˆ(i) = (ξˆ
(i)
1 , · · · , ξˆ(i)r ), i = 1, · · · , m. For each i = 1, · · · , m and each k = 1, · · · , r, we
construct z(k,i) based on a set of samples such that ξ(j) = (ξˆ
(i)
1 , · · · , ξˆ(j−1)1 , ξ(j)k , ξˆ(j+1)1 · · · , ξˆ(i)r ),
j = 1, · · · ,Mk.
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Algorithm 6 The construction of a sparse rank-m approximation of a model output w(ξ)
Input: Maximal rank m, vectors of evaluations {z(k,i)}r,mk=1,i=1, basis matrices {Φ(k)}rk=1,
and and the error tolerance ε∗
Output: The sparse rank-m approximations:
wm(ξ) =
∑m
i=1 vi(ξ) =
∑m
i=1
∏r
k=1φ
(k,i)(ξk)vˆ
(k,i)
1: Initialization: Set w0 = 0;
2: for i = 1, · · · , m do
3: Evaluate the vectors {zki−1}rk=1 of evaluations of wi−1;
4: Compute the sparse rank-one approximation vi =
∏r
k=1φ
(k,i)(ξk)vˆ
(k,i) by Algorithm 5
with {z(k,i) − zki−1}rk=1 and basis matrices {Φ(k)}r−1k=1;
5: Get the sparse rank-i approximations wi(ξ) = wi−1(ξ) + vi(ξ) of w;
7: Set ε = E(vi(ξ));
8: if ε < ε∗;
9 m = i;
10: end if
6: end for
7: Get the sparse rank-m approximations of w(ξ): wm(ξ) =
∑m
i=1
∏r
k=1φ
(k,i)(ξk)vˆ
(k,i).
Remark 5.4. If the iteration procedure is terminated by the maximal rank m instead of the
error tolerance ε∗, Algorithm 6 may not give a better approximation by a tensor approxi-
mation with a rank higher than m. For this situation, we can select an optimal rank using
cross validation method.
We may not get a good approximation of the model output w(ξ) by Algorithm 6 in
general when the best rank m is large and r (the number of subsets of the random variables
ξ) is larger than 3. In order to overcome the difficulty, we introduce a hierarchical sparse
low rank tensor approximation method, where the “hierarchical” means hierarchical Tucker
tensor sets.
5.2 Hierarchical sparse low rank tensor approximation
In the approach of the hierarchical tensor formulation, we repeatedly use the concept of tensor
subspaces in higher levels, and divide the subspaces in a hierarchical manner so that the
dimension is reduced. The recursive use of the subspaces leads to a tree structure describing
the hierarchy of subspaces. Here we consider the linear tree T TTD depicted in Figure 5.1. In
this case, the largest level number (depth of the tree) is r−1. Without loss of the generality,
we present the HSLRTA for a generic multivariate function w(ξ1, · · · , ξr) ∈ S. Based on the
structure of hierarchical tensor, the idea of HSLRTA can be described as follows.
Given S = X1⊗Sr , where X1 = S1⊗· · ·⊗Sr−1, then w(ξ1, · · · , ξr) can be approximated
by
w(ξ1, · · · , ξr) =
m1∑
i1=1
wi11 (ξ1, · · · , ξr−1)vi11 (ξr) −→ level 1. (5.40)
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Figure 5.1: The linear tree T TTD .
Because wi11 (ξ1, · · · , ξr−1) ∈ X1 (i1 = 1, · · · , m1) and X1 = X2⊗Sr−1 (X2 = S1⊗· · ·⊗Sr−2),
then wi11 (ξ1, · · · , ξr) can be approximated by
wi11 (ξ1, · · · , ξr−1) =
m2∑
i2=1
wi22 (ξ1, · · · , ξr−2)vi22 (ξr−1) −→ level 2. (5.41)
Consequently, (5.40) can be rewritten as
w(ξ1, · · · , ξr) =
m1∑
i1=1
( m2∑
i2=1
wi22 (ξ1, · · · , ξr−2)vi22 (ξr−1)
){i1}
vi11 (ξr). (5.42)
We can similarly get
w
ir−2
r−2 (ξ1, ξ2) =
mr−1∑
ir−1=1
w
ir−1
r−1 (ξ1)v
ir−1
r−1 (ξ2) −→ level r − 1. (5.43)
Thus, (5.40) can be expressed by
w(ξ1, · · · , ξr) =
m1∑
i1=1
( m2∑
i2=1
· · ·
mr−2∑
ir−2=1
( mr−1∑
ir−1=1
w
ir−1
r−1 (ξ1)v
ir−1
r−1 (ξ2)
){ir−2}
v
ir−2
r−2 (ξ3) · · · vi22 (ξr−1)
){i1}
vi11 (ξr).
(5.44)
In this subsection, we seek a sparse approximation of w(ξ) under the form (5.44).
Here we describe the main steps of HSLRTA as follows:
• Step 1: At the maximal level r − 1, for each k = 1, · · · , mr−2, we use Algorithm 6 to
compute the sparse rank-mr−1 approximation of w
k
r−2(ξ1, ξ2), i.e.
wkr−2(ξ1, ξ2) =
( mr−1∑
ir−1=1
w
ir−1
r−1 (ξ1)v
ir−1
r−1 (ξ2)
){k}
.
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• Step 2: At the level r− 2, for each ir−3 = 1, · · · , mr−3, we just need to solve the following
optimization problem
(
suppose that the sparse rank-(k−1) approximation of wir−3r−3 (ξ1, ξ2, ξ3),
i.e., wˆk−1 =
∑k−1
i=1 w
i
r−2(ξ1, ξ2)v
i
r−2(ξ3), has been obtained, and start with wˆ0 = 0, where
1 ≤ k ≤ mr−2.
)
for the fixed sample ξˆ1 ∈ Ω1, ξˆ2 ∈ Ω2,
min
v∈R1
‖wir−3r−3 (ξˆ1, ξˆ2, ξ3)− wˆk−1 − wkr−2(ξˆ1, ξˆ2)v‖2L2 + λ‖v‖1,
where v ∈ Rn3 , and v = φ3(ξ3)v,
(5.45)
to get vkr−2(ξ3)φ
3(ξ3)v˜, where v˜ is the solution of the optimization problem (5.45), and get
the the sparse rank-k approximation of w
ir−3
r−3 (ξ1, ξ2, ξ3), i.e., wˆk =
∑k
i=1w
i
r−2(ξ1, ξ2)v
i
r−2(ξ3).
Thus we get the sparse rank-mr−2 approximation of w
ir−3
r−3 (ξ1, ξ2, ξ3), i.e.,
w
ir−3
r−3 (ξ1, ξ2, ξ3) =
(mr−2∑
i=1
( mr−1∑
ir−1=1
w
ir−1
r−1 (ξ1)v
ir−1
r−1 (ξ2)
){i}
vir−2(ξ3)
){ir−3}
.
• Step 3: Repeat the Step 2 until the procedure is back up to the level 1, and we get the
sparse approximation of w(ξ) under the form (5.44).
6 Numerical results
In this section, we present a few examples to illustrate the performance of the proposed
methods and make some comparisons for different strategies. In each example we seek a
function representation approximation to a model output given a set of uncertain parameters
with a known range or distribution. In Section 6.1, we use an example to illustrate the
performance of improved least angle regression algorithm and the hierarchical sparse low rank
tensor approximation (HSLRT), and demonstrate the advantages of FILARS and HSLRT
over the ordinary least-squares (OLS) and orthogonal matching pursuit (OMP), which are
well-known and widely used. In Section 6.2, we consider a multivariate function dependent
on the random variables ξ and the spatial variables x to present the performance of novel
variable-separation (NVS), where we use FILARS to get a good approximation of ζi(ξ)
in (3.4) for each i = 1, · · · , N . In Section 6.3, an elliptic PDE with a high dimensional
parameter is considered. NVS is used to get an approximation in the form (3.4) for the
solution to the elliptic PDE, then HSLRT is used to uncouple the dependence between
different terms {ζi(ξ)}Ni=1 for uncertainty quantification.
6.1 Rastrigin function
In this subsection, we consider a function example to illustrate the performance of the pro-
posed numerical algorithms in this work. Since the wavelet basis is able to simultaneously
capture the global and local features, it is a good choice for the approximation of oscillat-
ing functions. In this example, we construct an approximation of the Rastrigin function
with 6 variables by solving three different optimization problems: the ordinary least-squares
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problem, l0-norm optimization and l1-norm optimization. The orthogonal polynomials basis
functions are used in the approximation. The Rastrigin function is given by
w(ξ) = 60 +
6∑
i=1
(
ξ2i − 10 cos (2πξi)
)
,
where ξ1, · · · , ξ6 are independent random variables and uniformly distribute in [−1, 1]. We
note that the number of random sample evaluations required by OLS scales quadratically
with the number N+1 of the polynomial basis (Legendre polynomials for this example), i.e.,
M ∼ (N+1)2, where M is the number of samples. If the solution of OLS problem is sparse,
a good approximation can be obtained by solving the l0-norm optimization problem (4.28)
with only M ≪ N random samples. Here we use OMP to solve the l0-norm optimization
problem. As we know, l0-norm optimization problem is an NP-hard problem, it is will
cost too much to solve the l0-norm optimization problem when the number of orthogonal
polynomials basis functions is too large. Since the l0-norm optimization problem (4.28) can
be reasonably approximated by the l1-norm optimization problem under certain conditions,
we solve the l1-norm convex optimization problem instead of l0-norm optimization problem
to approximate the solution. In this subsection, the ILARS introduced in Section 4.2 is
used to solve the l1-norm optimization problem, then the fast leave-one-out method is used
to determine the optimal ILARS solution (FILARS). In order to make comparison for all
methods, we also apply the hierarchical sparse low rank tensor approximation (HSLRTA)
method to this example. For HSLRTA, we split ξ = (ξ1, · · · , ξ6) into 3 mutually independent
sets {ξi = (ξ2i−1, ξ2i)}3i=1 of random variables, then the largest level number is 2 according
to Section 5.2. Here we solve the l1-norm optimization problem (4.29) by solving several
sub-optimization problems, whose dimension of the random variables is only 2.
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Figure 6.2: Comparison of coefficients corresponding to the Legendre polynomial basis func-
tion using OLS, OMP, and FILARS for the 6 dimensional Rastrigin function, the maximal
polynomial degrees are p = 8 (left) and p = 10 (right), respectively.
Figure 6.2 plots the coefficients corresponding to the Legendre polynomial basis function
of the rastrigin function using OLS, OMP, and FILARS, respectively. From Figure 6.2, we
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Table 1: Comparison of the relative mean errors ε, the number of samples M , and the
offline CPU time for different approaches (OLS, OMP, FILARS and HSLRTA) and different
polynomial degrees p.
Strategies p ε offline CPU time M
OLS
8 7.60× 10−3 1.1830 s 7000
10 2.90× 10−3 5.9602 s 15000
12 2.33× 10−4 44.0064 s 22000
OMP
8 7.30× 10−3 0.8005 s 320
10 6.00× 10−4 2.1443 s 500
12 3.09× 10−5 6.3213 s 620
ILARS
8 4.90× 10−3 0.2216 s 320
10 4.00× 10−4 0.7370 s 500
12 2.41× 10−5 3.3276 s 620
HSLRTA
12 1.04× 10−4 0.4719 s 1500
14 6.30× 10−5 0.1739 s 1150
16 1.08× 10−5 0.1223 s 1300
find that: (1) the dominant coefficients are concentrated in the terms of Legendre polynomials
basis functions with lower degree; (2) for this example, l1-norm optimization problem (4.29)
gives almost the same solution as the l0-norm optimization problem (4.28), and the non-
zero coefficients can be accurately sought out by the FILARS. For these methods, they use
different numbers of samples for function evaluation to get the approximation. The numbers
of samples are listed in Table 1.
The relative mean errors ε, the number of samples M for function evaluation, and the
offline CPU time for different approaches (OLS, OMP, FILARS and HSLRTA) and different
polynomial degrees p are listed in Table 1. The offline CPU time for FILARS consists of
two parts: one is from ILARS, the other is from finding optimal ILARS solution using fast
leave-one-out method. The relative mean errors ε is defined by
ε =
1
N
N∑
i=1
|w(ξi)− wˆ(ξi)|
|w(ξi)| ,
where N = 1000 is the number of samples used to compute the mean error, and wˆ(ξ) is the
approximation of w(ξ) obtained by OLS, OMP, MFLARS, or HSLRTA. From Table 1, we
can see: (1) as the polynomial degree p increases, the relative mean error becomes smaller,
and it will need more offline CPU time and more samples to get the approximation for these
methods; (2) for HSLRTA method, as the polynomial degree p increases, the approxima-
tion error and the offline CPU time used to construct the approximation steadily decay,
and the number of samples keep relatively stable; (3) the solution of l0-norm optimization
problem (4.28) can be approximated well by solving the l1-norm optimization problem for
this example.
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6.2 A multivariate function dependent on both spatial variable
and random parameter
In this section, we consider a multivariate function with both spatial variable and random
parameter to illustrate the performance of NVS. We use FILARS to approximate {ζi(ξ)}Ni=1
and get the surrogates {ζˆi(ξ)}Ni=1 for online computation.
We consider the function defined by
G(x, ξ) :=
1
exp(x1ξ1/2 + x2ξ2/2 + x1x2ξ3/2)
, x ∈ D = (0, 1)2,
where the random vector ξ := (ξ1, ξ2, ξ3) ∈ R3 and ξi ∼ N(0, 1) (i = 1, 2, 3), i.e., normal
distribution with zero mean and unit variance. For the discretization of the spatial domain,
we use 50 × 50 uniform grid. The NVS in Algorithm 2 is used to get the approximation
in the variable-separation form (3.4). In order to get the mutually independent surrogates
{ζˆi(ξ)}Ni=1 for {ζi(ξ)}Ni=1, we use FILARS to obtain an accurate approximation of ζi(ξ) for
each i = 1, · · · , N . To approximate the random parameter space, we use Hermite polynomial
basis functions with total degree up to Ng = 9, thus the number of the total basis functions
is 220. With regard to FILARS, we take 1000 samples to get approximation for ζi(ξ) (i =
1, · · · , N).
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Figure 6.3: Comparison of the average residual corresponding to the different numbers of
the separated terms N for NVS method and NVS with FILARS method.
Table 2: Comparison of relative mean errors ε for different approaches with the number of
the separated terms N being 20.
Strategies NVS+ILARS NVS
ε 8.68 × 10−5 7.28× 10−5
Online CPU time per sample 0.0021s 0.3545s
Based on these representations, 10000 samples {ξ(i)}10000i=1 are chosen to compute the
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Figure 6.4: The relative L2-error by NVS method and NVS with FILARS method with the
number of the separated terms N being 20.
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Figure 6.5: Probability density of the scalar G(x0, ξ) for the reference, NVS and NVS with
FILARS method, where the variance of G(x0, ξ) is maximal (left) or minimal (right) for all
x ∈ D, the number of the separated terms N = 20.
24
average relative error. We define the average relative error as follows,
ε =
1
N
N∑
i=1
‖G(x, ξ(i))− G˜(x, ξ(i))‖L2
‖G(x, ξ(i))‖L2 ,
where N = 10000 and G˜(x, ξ(i)) is the approximation by NVS or NVS with FILARS. Let
rk be defined by (3.8). In Figure 6.3, we depict the average residual ‖rk‖2V⊗S versus number
of the separated terms N for NVS method and NVS with FILARS method based on 500
random samples. By the figure we have two observations: (1) the average residual becomes
smaller when the number of separated terms N increase for the both two methods; (2) the
curves of the average residual are nearly identical for the two methods. This implies that
FILARS can provide an accurate approximation for random functions {ζˆi(ξ)}Ni=1.
We list the average relative errors and the average online CPU time in Table 2. From the
table, we can see: (1) Both NVS and NVS with FILARS can achieve a good approximation
under the separated form; (2) the average CPU time per sample by NVS with FILARS is
much smaller than that by NVS, and the approximation obtained by FILRS achieves a good
trade-off in both approximation accuracy.
We plot the relative errors for the two methods in Figure 6.4 to visualize the individual
relative errors of the first 100 samples. By the figure, we can see that both the two methods
give good approximations.
Based on the 10000 random samples, the probability density estimates of G(x, ξ) at a
single measurement location are shown in Figure 6.5. From the figure, we find that both
NVS and NVS with FILARS can give the good approximations for the probability density.
6.3 An elliptic PDE with high-dimensional random variables
Let k(x, ξ) : D × Ω −→ R be a diffusion coefficient function. We consider the following
model elliptic equation for numerical computation,

−div(k(x, ξ)∇u(x, ξ)) = f(x, ξ) in D × Ω,
u(x, ξ) = 0 on Γ1,
k(x, ξ)∇u(x, ξ) · n = 0 on other boundaries,
(6.46)
where the source term f(x, ξ) is defined by
f(x, ξ) = 2 exp(x1 + x2 + 3) sin(ξ1ξ32).
Here the physical domain D = (0, 1)2, Dirichlet boundary Γ1 = (0, 1)× 1, and n denotes the
outward unit normal vector on ∂D \ Γ1. The diffusion coefficient k(x, ξ) is a random field,
which is characterized by a two point exponential covariance function cov[k], i.e.,
cov[k](x1, y1; x2, y2) = σ
2 exp
(− |x1 − x2|2
2l2x
− |y1 − y2|
2
2l2y
)
,
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where (xi, yi) (i = 1, 2) is the spatial coordinate in D. Here the variance σ
2 = 3, correlation
length lx = ly = 0.5. The random coefficient k(x, ξ) is obtained by truncated by a Karhunen-
Loe`ve expansion, i.e.,
k(x, ξ) := E[k] +
32∑
i=1
√
γibi(x)ξi. (6.47)
Here E[k] = 8 and the random vector ξ := (ξ1, ξ2, ..., ξ32) ∈ R32. Each ξi (i = 1, · · · , 32) is
uniformly distributed in the interval [−1, 1]. For the partition of spatial domain, 100× 100
grid is used to compute the reference solution and solve equation (3.16) to get {gi(x)}Ni=1.
Hence, the degree of freedom is Nf = 6241 for FEM. We apply the novel variable-separation
(NVS) method to get the variable separation representation of the solution for the elliptic
PDE (6.46). Then {ζi(ξ), gi(x)}Ni=1 are obtained by Algorithm 2, we note that {ζi(ξ)}Ni=1 are
determined by equation (3.24). Since ζk(ξ) depends on {ζi(ξ)}k−1i=1 , which will impact on the
computation efficiency, and bring great challenge for numerical simulation asN , i.e., the num-
ber of terms for (3.14) increase. To overcome the difficulty, we apply FILARS and HSLRTA
to construct the surrogates {ζˆi(ξ)}Ni=1 for {ζi(ξ)}Ni=1, where {ζˆi(ξ)}Ni=1 are mutually indepen-
dent. In order to reduce the high dimensionality difficulty of the random parameter, we use
HSLRTA to decompose a high-dimensional problem into a few low-dimensional problems. To
this end, we split ξ = (ξ1, · · · , ξ32) into 4 mutually independent sets {ξi = (ξ8i−7, · · · , ξ8i)}4i=1
of random variables. Thus, the largest level number is 3 according to Section 5.2. To ap-
proximate the random parameter space, we use Legendre polynomial basis functions with
total degree up to Ng = 5. If the l1-norm optimization problem (4.29) is solved by OLS
or FILARS directly, the the total basis functions is up to 435897. To circumvent the is-
sue caused by the large number of basis functions, we use HSLRTA and solve the l1-norm
optimization problem (4.29) through solving some sub-optimization problems with only 8
random variables.
Table 3: Comparison of the average residual corresponding to the different numbers of the
separated terms N for NVS method and NVS with HSLRTA method.
Number of the separated terms N NVS+HSLRTA NVS
N = 1 67.7055 67.7055
N = 2 0.1662 0.1660
N = 3 0.0420 0.0433
N = 4 0.0514 0.0481
N = 5 0.0056 0.0054
Table 4: Comparison of relative mean errors ε for different approaches with the number of
the separated terms N being 5.
Strategies FEM NVS+HSLRTA NVS
ε 6.50× 10−3 6.40 × 10−3
online CPU time per sample 2.8947s 0.0013s 0.3376s
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Figure 6.6: The relative L2-error for 100 random samples by NVS method and NVS with
HSLRTA method with the number of the separate terms N being 5.
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Figure 6.7: The mean and variance of the solution u(x, ξ) profiles for different methods, and
the number of the separate terms is N = 5, the first row are the mean profiles and the second
row are the variance profiles.
27
−15 −10 −5 0 5 10 15
0
0.05
0.1
0.15
0.2
0.25
u( [1, 1], ⋅ )
 
Th
e p
rob
ab
ility
 of
  u
( [1
, 1]
, ⋅ )
 
 
Reference
NVS
NVS+HSLRTA
−2 −1.5 −1 −0.5 0 0.5 1 1.5 2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
u( [0, 0], ⋅ )
 
Th
e p
rob
ab
ility
 of
  u
( [0
, 0]
, ⋅ )
 
 
Reference
NVS
NVS+HSLRTA
Figure 6.8: Probability density of u(x0, ξ) for reference, NVS and NVS with HSLRTA, where
the variance of u(x0, ξ) is maximal (left) or minimal (right) for all x ∈ D, the number of the
separated terms N = 5.
Based on these representations, we choose 105 samples {ξ(i)}105i=1 and compute the average
relative error, which is defined as follows,
εu =
1
N
N∑
i=1
‖u(x, ξ(i))− u˜(x, ξ(i))‖L2
‖u(x, ξ(i))‖L2 ,
where N = 105 and u˜(x, ξ(i)) is the solution by NVS or NVS with HSLRTA, and u(x, ξ(i))
is the reference solution solved by FEM on the 100× 100 grid.
In Table 3, we depict the average residual versus number of the separated terms N for
NVS method and NVS with HSLRTA method based on 500 random samples. Here the
average residual is defined by (3.16) with v = e(ξ). By the table, we can find that as the
number of separated terms N increase, the average residual becomes smaller for the both
two methods. This implies a good approximation for random functions {ζˆi(ξ)}Ni=1 using
HSLRTA. We list the average relative errors in Table 4 along with the average online CPU
time based on 100000 random samples. From the table, we find that: (1) Both NVS and
NVS with HSLRTA can provide very good approximations; (2) the approximation obtained
by HSLRTA achieves a good trade-off in both approximation accuracy and computation
efficiency, the average CPU time per sample by NVS with HSLRTA is much smaller than
that by NVS and FEM.
Figure 6.7 demonstrates the mean and variance of solution u(x, ξ) profiles for different
methods. By the figure, we find that: (1) the mean profiles for the three methods are all
nearly identical; (2) there is no clear difference for the variance profiles among the reference
solution, NVS solution and the solution by NVS with HSLRTA. To visualize the individual
relative errors of the first 100 samples, we plot the relative errors for the two methods in
Figure 6.6, which shows that both the two methods have good agreement.
The probability density estimate of u(x, ξ) based on 105 random samples at a single
measurement location are shown in Figure 6.8. From the figure, we can see that both
NVS and NVS with HSLRTA gives the same probability density as the reference probability
density.
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7 Conclusions
In the paper, we proposed a novel variable-separation (NVS) method to get a representation
for multivariable functions. To achieve offline-online computation decomposition, NVS can
be used to get a affine representation for model’s inputs. NVS shared the merits with the EIM
widely used for variable separation, but NVS is easier to implement than EIM. Firstly, the
optimal parameter values and interpolation nodes are not necessary for NVS. In addition, we
can compute the approximation directly by the separated representation instead of solving an
algebraic system based on the optimal parameter values and interpolation nodes for the online
computation, which is required for EIM. We developed the novel variable-separation method
to represent the solution in the tensor product structure for stochastic partial differential
equations in high stochastic dimension. While dealing with the SPDEs in high stochastic
dimension spaces, NVS can circumvent the curse of dimensionality, which results in the
dramatic increase in the dimension of stochastic approximation spaces. Compared with
proper generalized decomposition (PGD), NVS has no need to perform the suitable iterative
scheme to compute ζi(ξ) and gi(x) at each enrichment step i. Since The mutual dependance
of the stochastic functions {ζi(ξ)}Ni=1 would bring great challenge for numerical simulation
especially when the number of terms N for (3.14) is large. We developed improved least
angle regression algorithm (ILARS) and hierarchical sparse low rank tensor approximation
method (HSLRTA) based on parse regularization to get the approximation ζˆk(ξ) of ζk(ξ) such
that {ζˆi(ξ)}Ni=1 are mutually independent. For ILARS, we gave the selection of the optimal
regularization parameter at each step based on least angle regression algorithm (LARS) for
lasso problems. This significantly improved the efficiency of ILARS. HSLRTA was proposed
to construct an accurate approximation for high dimensional stochastic problems. We applied
the proposed methods to a few numerical models with random inputs. Careful numerical
analysis was carried out for these numerical examples. In the future, we will apply the
proposed methods to the nonlinear models and explore rigorous convergence analysis.
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