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Abstract
We ﬁrst investigate in a logistic model the effects of migration and spatial heterogeneity
of the environment on the total population size at equilibrium of a single species. Our study
shows that (i) the total population size is maximized at some intermediate migration rate, and
hence is a non-monotone function of the migration rate; (ii) heterogeneity of the environment
increases the population size. In the second part of this paper, these ﬁndings are applied to
ecological invasions. For a two-species Lotka–Volterra competition model with migration, we
show that (i) without migration, the invading species eliminates the resident species at every
point of the habitat, whereas when migration is present, for certain ranges of migration rates
the invader may be eliminated when it is rare; and (ii) without migration, the two species can
coexist at every point of the habitat, whereas when migration is present, for some ranges of
migration rates one of the species is extinguished for all initial conditions.
© 2005 Elsevier Inc. All rights reserved.
1. Introduction
In the ﬁrst part of this paper, we study the effects of migration and spatial het-
erogeneity of the environment on the total population size of a single species. More
precisely, we consider the semilinear elliptic equation
 + [m(x) − ] = 0 in ,  > 0 in , (1.1a)
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
n
= 0 on , (1.1b)
where the migration rate  is assumed to be a positive constant, the function  = (x, )
represents the density of the species at location x, and m(x) denotes its local intrinsic
growth rate. The habitat of the species  is a bounded region in RN with smooth
boundary , and n is the outward unit normal vector on . The zero-ﬂux boundary
condition (1.1b) means that no individuals cross the boundary of the habitat.
Though some of the analyses here cover the case
∫
 m(x) dx0, throughout this
paper, for the sake of clarity, we posit that
(A) m(x) is non-constant, bounded and measurable, and ∫  m(x) dx > 0.
For solutions of (1.1), we present the following results.
Theorem 1.1. Suppose that assumption (A) holds.
(a) For every  > 0, problem (1.1) has a unique positive solution (x, ) such that
 ∈ W 2,p() for every p1.
(b) As  → 0+, the solution (x, ) → m+(x) in Lp() for every p1, where
m+(x) = sup{m(x), 0}; as  → ∞, the solution (x, ) → 1||
∫
 m(x) dx in
W 2,p() for every p1.
(c) If m(x) is Hölder continuous in , then  ∈ C2(¯). Moreover, (x, ) → m+(x)
in L∞() as  → 0, and (x, ) → 1||
∫
 m(x) dx in C
2() as  → ∞.
We refer the proofs of parts (a) and (c) to [5] and the references therein. Since we
cannot locate the proof of the ﬁrst part of (b) in the literature, we prove it in the
beginning of Section 2.
In view of part (b) of Theorem 1.1, it is natural to introduce the function
F() ≡
⎧⎪⎨
⎪⎩
∫
 m+(x) dx,  = 0,∫
 (x, ) dx,  > 0,∫
 m(x) dx,  = ∞,
(1.2)
which can be interpreted as the total population size of the species. By assumption (A)
and part (b) of Theorem 1.1, F is a continuous, positive function in [0,∞].
If the spatial environment is homogeneous, i.e., m(x) is equal to some positive
constant m, then (x, ) ≡ m is the unique positive solution of (1.1) for every  > 0.
In this case, the total population size of the species is given by F() = ||m, which
is independent of . However, if the spatial environment is heterogeneous, i.e., m(x)
is a non-constant function, the story changes dramatically, as shown in
Theorem 1.2. Suppose that assumption (A) holds.
(a) The function F() satisﬁes F() > F(∞) for every  ∈ (0,∞).
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(b) If m(x)0 in , then for every  ∈ (0,∞), the function F() satisﬁes
F(0) = F(∞) < F(). (1.3)
Remark 1.3. Part (a) of Theorem 1.2 implies that spatial heterogeneity increases the
population size of species. To make this assertion precise, set m = ∫  m(x) dx/||,
and write F = F(,m) instead of F() to indicate the dependence of F on the
function m. Part (a) implies that F(,m) > F(,m) for every  > 0. In other words,
given any  > 0 and any function g with
∫
 g(x) dx = 0 and g ≡ 0, we have
F(,m + g) > F(,m) for every  = 0. Hence, with the migration rate ﬁxed, the
population size F(,m + g), as a function of , attains a strict absolute minimum at
 = 0.
Remark 1.4. Part (b) of Theorem 1.2 implies that when m(x) is non-negative, the
total population size is minimized at  = 0 and  = ∞, and maximized at some
intermediate value ∗. The value of ∗ is determined by the habitat  and m(x). For
 = [0, 1] and function m(x) = x + a with a = −0.2,−0.1, 0.0, 0.1, 0.2, numeri-
cal computation gives ∗ = 0.032, 0.042, 0.052, 0.062, 0.072, respectively. For same
 and m(x) = x2 + a with a = −0.2,−0.1, 0.0, 0.1, 0.2, corresponding ∗’s are
0.02, 0.029, 0.038, 0.047, 0.057.
From the biological point of view, the region {x ∈  : m(x) > 0} acts like a source
for species, whereas {x ∈  : m(x) < 0} can be thought as a sink. The case when
the growth rate m(x) changes sign seems to be as interesting as the case when m is
non-negative. If the function m(x) changes sign, then (1.2) and part (a) of Theorem
1.2 show that F() > F(∞) for every  ∈ [0,∞). Hence, F is minimized at  = ∞,
but is no longer minimized at  = 0. However, when  is an interval, the maximum
of F is still attained at some intermediate migration rate, as shown by
Theorem 1.5. Suppose that  = (0, 1), m ∈ C2[0, 1], m changes sign, and m(x) = 0
has only non-degenerate roots in [0, 1]. Then there exist positive constants 0 and c0
such that F() − F(0)c0 23 for every  ∈ (0, 0). Thus,
F(∞) < F(0) < sup
0<<∞
F(). (1.4)
Theorems 1.2 and 1.5 suggest that the total population size of species is usually
maximized at some intermediate migration rate, and it turns out that this fact has
interesting applications to multiple species in the context of ecological invasions. In
the second part of this paper, we apply Theorems 1.2 and 1.5 to study the Lotka–
Volterra competition-diffusion model
u
t
= u + u[m(x) − u − bv] in × (0,∞),
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v
t
= v + v[m(x) − cu − v] in × (0,∞),
u
n
= v
n
= 0 on × (0,∞),
u(x, 0) = u0(x), v(x, 0) = v0(x), (1.5)
where u(x, t) and v(x, t) represent the population densities of competing species 1 and
2 with respective migration rates  and , the function m(x) represents their common
intrinsic growth rate, and b and c are inter-speciﬁc competition coefﬁcients. We shall
assume that , , b, and c are positive constants, the growth rate m(x) satisﬁes (A),
and u0 and v0 are non-negative functions that are not identically equal to zero.
For the last two decades there has been tremendous interest, by both mathematicians
and ecologists, in two-species Lotka–Volterra competition models with spatially het-
erogeneous interactions, see [2–8,11–15,18,20,22–27,30,31,33,34,36,38] and references
therein.
To motivate our discussion, we assume for the moment that 0 < b, c < 1. If
m(x) ≡ m for some positive constant m, then every solution (u, v) of (1.5) con-
verges to
(
1−b
1−bcm,
1−c
1−bcm
)
for all diffusion rates , , and arbitrary initial data. Hence,
it is natural to investigate the asymptotic behavior of solutions of (1.5) when m(x) is
a non-constant positive function and 0 < b, c < 1.
If  =  = 0 in (1.5), we can regard (1.5) as a system of two ordinary differential
equations, solutions of which converge to
(
1−b
1−bcm(x),
1−c
1−bcm(x)
)
for every x ∈ . In
other words, the kinetic system of (1.5) has a unique, globally asymptotically stable
positive equilibrium (depending on x). It is shown in [24] that if  and  are sufﬁciently
small, the function m(x) is positive, and 0 < b, c < 1, then (1.5) has a unique,
globally asymptotic stable positive steady state (u∗, v∗). Moreover, (u∗, v∗) converges
to
(
1−b
1−bcm(x),
1−c
1−bcm(x)
)
in L∞() as  → 0 and  → 0. Loosely speaking, when
both migration rates  and  are small, the dynamics of (1.5) behaves rather similarly
to that of (1.5) with  =  = 0.
When both  and  are sufﬁciently large, it is not difﬁcult to see that (1.5) again
has a unique, globally asymptotically stable positive steady state (u∗∗, v∗∗). Moreover,
(u∗∗, v∗∗) converges to
(
1−b
1−bc
1
||
∫
 m(x) dx,
1−c
1−bc
1
||
∫
 m(x) dx
)
as  → ∞ and
 → ∞. In fact, when  and  are sufﬁciently large, the dynamics of (1.5) can be ap-
proximated by that of the corresponding “spatially averaged” ODE. Consult [1,9,10,17]
and references therein for the connection between the dynamics of PDEs with large
diffusion and that of corresponding “spatially averaged” ODEs.
Hence, it seems reasonable to expect that for other ranges of migration rates, the
dynamics of (1.5) still should be well behaved; e.g., the two competing species can
coexist, as in the case when  and  are both small or both large, or in the case when
m(x) is equal to some positive constant. However, as we shall see later, given any
non-constant positive function m(x), there exists a set of parameters b, c ∈ (0, 1) and
,  > 0 such that one of the semi-trivial steady states of (1.5) is the global attractor
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of (1.5). Therefore, the joint action of spatial heterogeneity and diffusion can drive
one of the species to extinction. Such “diffusion-driven extinction” phenomena have
been studied in [28,32] (see also [29] for recent work on the separatrix of competition-
diffusion models) where it was proved that there exist some initial data such that
without diffusion species 1 drives species 2 to extinction, whereas the opposite holds
for certain migration rates. In this paper, the spatial heterogeneity is incorporated in
the nonlinearity, and the extinction result here holds for arbitrary initial conditions.
We start by studying the joint effects of migration and spatial heterogeneity on the
invasion of the species 2 when it is rare. The case of species 1 is similar. Mathemati-
cally, this is equivalent to studying the stability of the semi-trivial steady state (, 0) of
(1.5), where  = (x, ) is the unique positive solution of (1.1). In this paper, unless
otherwise speciﬁed, by stability we mean linear stability. We ﬁrst recall the following
result in [11].
Theorem 1.6. Suppose that c = 1 and assumption (A) holds:
(a) The steady state (, 0) is stable when  < , and unstable when  > .
(b) If also b = 1, then (, 0) is globally asymptotically stable when  < .
In the rest of this paper, we are primarily interested in the case 0 < c < 1. As an
application of Theorem 1.2, the stability of (, 0) when c ∈ (0, 1) can be described by
Theorem 1.7. If assumption (A) holds and m(x) is non-negative, then there exists some
constant c∗ = c∗(m,) ∈ (0, 1) such that the following results hold.
(a) For every c ∈ (0, c∗), the steady state (, 0) is unstable when  > 0 and  > 0.
(b) For every c ∈ (c∗, 1), there exists ¯ = ¯(c,m,) > 0 such that (i) for every
 ∈ (0, ), the steady state (, 0) is unstable when  > 0; (ii) for every  > ¯, the
steady state (, 0) changes stability at least twice as  increases from 0 to .
Remark 1.8. In Section 4 we shall give a detailed description of the region in the
-plane where (, 0) is stable. The most interesting region is where c∗ < c < 1 and
 > ¯, where we have the following:
(a) If b > 1, it is well known that without migration, species 2 always drives species
1 to extinction. However, Theorem 1.7 shows that with migration, for some ranges
of migration rates, species 2 may fail to invade when rare.
(b) If b < 1, it is well known that, without migration, species 1 always coexists
with species 2. Surprisingly, as shown in Theorem 1.9, for certain migration rates,
species 2 is able to drive species 1 to extinction for arbitrary initial conditions.
For every c > 0, deﬁne
c = {(, ) ∈ (0,∞) × (0,∞) : (, 0) is linearly stable}. (1.6)
By Theorem 1.7, the set c is non-empty for every c ∈ (c∗, 1).
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Theorem 1.9. If assumption (A) holds and m(x) is non-negative, then for every c ∈
(c∗, 1), there exists b∗ = b∗(c,,m) ∈ (0, 1] such that if b ∈ (0, b∗) and (, ) ∈ c,
then (, 0) is globally asymptotically stable.
We conjecture that Theorem 1.9 holds with b∗ = 1.
For the case when m(x) changes sign, the stability of (, 0) is somewhat different.
Deﬁne
 =
∫
 m(x) dx∫
 m+(x) dx
. (1.7)
Theorem 1.10. Suppose that m(x) satisﬁes the assumptions in Theorem 1.5. Then there
exists some constant c∗ = c∗(m,) ∈ (0, ) such that
(a) for every c ∈ (0, c∗) and every  > 0 and  > 0, the steady state (, 0) is unstable;
(b) for every c ∈ (c∗, ), there exists ¯ = ¯(c,) > 0 such that (, 0) is unstable when
 > 0 and  ∈ (0, ¯), and for every ﬁxed  > ¯, the steady state (, 0) changes
stability at least twice as  increases from 0 to ;
(c) for every c ∈ [, 1), there exists ˆ = ˆ(c,) > 0 such that (, 0) is unstable when
 > 0 and  ∈ (0, ˆ), and for every ﬁxed  > ˆ, the steady state (, 0) changes
stability at least once as  increases from 0 to .
Remark 1.11. Parts (a) and (b) in Theorems 1.7 and 1.10 are almost identical. The
difference between these two theorems is part (c) of Theorem 1.10 which is void when
m(x) is non-negative since  = 1 in this case. This difference stems from the facts
that F(0) = F(∞) when m(x) is non-negative, and F(0) > F(∞) when m(x) changes
sign.
This paper is organized as follows: In Section 2 we establish Theorem 1.2, and
Section 3 is devoted to the proof of Theorem 1.5. Theorems 1.7 and 1.10 are proved
in Section 4. Finally, in Section 5 we study the global dynamics of (1.5) and establish
Theorem 1.9.
2. The population size of a single species: general m(x)
In this section, we study the population size of a single species, and our main goal
is to establish Theorem 1.2. Let  = (x, ) be the solution of (1.1). If m is merely
bounded measurable, the convergence of  → m+ as  → 0 cannot be in L∞ norm.
It turns out that the convergence holds in Lp norm for every p1, as shown in
Lemma 2.1. Suppose that assumption (A) holds. Then for every p1, ‖−m+‖Lp()
→ 0 as  → 0.
Proof. By the maximum principle [37], we have ‖‖L∞()‖m‖L∞() for every  > 0.
Hence, it sufﬁces to show that ‖ − m+‖L1() → 0 as  → 0. For every  > 0, using
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the molliﬁer of m, we can ﬁnd m˜ ∈ C1() such that
‖m˜‖L∞()‖m‖L∞(), ‖m˜ − m‖L1(). (2.1)
By (2.1) and assumption (A), we can choose  so small that ∫  m˜ dx > 0. Hence, for
every  > 0, the following equation
˜ + ˜
[
m˜(x) − ˜
]
= 0 in , ˜
n
∣∣∣∣∣

= 0 (2.2)
has a unique positive classical solution. It is well known that ˜ → m˜+ uniformly in ¯
as  → 0+. By the maximum principle, we have
‖˜‖L∞‖m˜‖L∞‖m‖L∞ . (2.3)
Claim. There exists some positive constant C1, independent of  and , such that
‖˜ − ‖L1()C1‖m˜ − m‖
1
3
L1(). (2.4)
To establish this assertion, by the equation of ˜ and  we have
∫

[
∇(˜ − ) · ∇ − (m − 2u)(˜ − )
]
dx
+
∫

(˜ − )2 dx =
∫

(m˜ − m)˜ dx (2.5)
for every  ∈ W 1,2(). Setting  = (˜ − )+ in (2.5), we have
∫

[
|∇(˜ − )+|2 − (m − 2u)(˜ − )2+
]
dx
+
∫

(˜ − )3+ dx =
∫

(m˜ − m)˜(˜ − )+ dx. (2.6)
By (1.1), we see that the least eigenvalue of the operator − − m +  with zero
Neumann boundary condition is zero. Hence, by the comparison principle [37], the
operator − − m + 2 with zero Neumann boundary condition is positive. By the
variational characterization of eigenvalues we see that the ﬁrst integral of (2.6) is
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non-negative. Therefore,
∫

(˜ − )3+ dx  ‖m‖L∞
∫

|m˜ − m|(˜ − )+ dx
 ‖m‖L∞‖m˜ − m‖L3/2‖(˜ − )+‖L3
 ‖m‖L∞ · (2‖m‖L∞) 13 ‖m˜ − m‖
2
3
L1
‖(˜ − )+‖L3 , (2.7)
from which it follows that
∫

(˜ − )3+ dxC2
∫

|m˜ − m| dx, (2.8)
where C2 is some positive constant independent of  and . Applying Hölder inequality
again we get
∫

(˜ − )+ dxC3
(∫

|m˜ − m| dx
) 1
3
. (2.9)
The estimate for
∫
 (˜ − )− is identical. This completes the proof of (2.4).
By (2.4) we have
‖ − m+‖L1()  ‖ − ˜‖L1() + ‖˜ − m˜+‖L1() + ‖m˜+ − m+‖L1()
 C1‖m˜ − m‖
1
3
L1() + ‖˜ − m˜+‖L1() + ‖m˜+ − m+‖L1()
 C1‖m˜ − m‖
1
3
L1() + ‖˜ − m˜+‖L1() + ‖m˜ − m‖L1(), (2.10)
where the last inequality follows from |m˜+ −m+| |m˜−m|. Since ˜ → m˜+ uniformly
as  → 0, we can ﬁnd ¯ = ¯() such that if  ¯, ‖˜ − m˜+‖L1. This along with
(2.1) and (2.10) implies that ‖ − m+‖L1C1
1
3 + 2. 
The following result is a consequence of elliptic regularity and Sobolev embedding
theorem [16]. Since the proof is rather standard, we omit it.
Lemma 2.2. If assumption (A) holds, then as  → ∞, (x, ) → 1||
∫
 m(x) dx in
W 2,p() ∩ C1,() for every p1 and every  ∈ (0, 1).
We are now ready for
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Proof of Theorem 1.2. Recall that u is a weak solution of (1.1), i.e.,

∫

∇ · ∇	 dx =
∫

[m(x) − ]	 dx (2.11)
for any 	 ∈ W 1,2(). Since  is positive in ¯ (via Harnack inequality [16]) and
 ∈ C1(), we can set 	 = −1 in (2.11) to get
∫

(x, ) dx =
∫

m(x) dx + 
∫

|∇|2
2
dx >
∫

m(x) dx, (2.12)
where the last inequality is strict since (x, ) is non-constant: if (x, ) were a constant
function, then m(x) must also be a constant function, which contradicts assumption (A).
This proves part (a). By Lemmas 2.1 and 2.2 we see that if m(x)0, F(0) = F(∞) =∫
 m(x) dx. This together with part (a) implies part (b). 
Remark 2.3. We conjecture that if assumption (A) holds and m is non-negative, then
there exists a unique ∗ > 0 such that F() is increasing in (0, ∗) and decreasing in
(∗,∞).
3. The population size of a single species: sign-changing m(x)
In this section, we study the case when m(x) changes sign and n = 1 and establish
Theorem 1.5. We ﬁrst consider the case when m(x) = 0 has exactly one root in
(0, 1). Without loss of generality, we may assume that there exists a ∈ (0, 1) such that
m(x) < 0 in (0, a), m(x) > 0 in (a, 1), and m′(a) = 1. We shall return to the general
case in the end of this section.
For x ∈ [0, 1], deﬁne
h1(x) = m(x) − c2 13 ec1
− 13 (x−x¯) −  23 g(x, ), (3.1a)
h2(x) = h1(x) − c21
1
3 , (3.1b)
where g(x, ) ∈ C2[a, 1] such that
g(x, ) ≡
⎧⎪⎨
⎪⎩
c4, axa + 2c21
1
3 ,
∈ [c3, c4], a + 2c21
1
3 xa + 3c21
1
3 ,
c3, a + 3c21
1
3 x1, (3.2)
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and there exists some universal constant K0 such that
‖gx‖L∞(a,1)K0c4
c21
1
3
, (3.3a)
‖gxx‖L∞(a,1)K0c4
c41
2
3
, (3.3b)
and ci (1 i4) are positive constants which will be determined along the proof in
the following manner: c1 will be chosen sufﬁciently large; both c2 and c3 will be
determined by c1 and are of the order c−11 ; c4 is also determined by c1 and is of the
order c41.
We choose a point x¯ ∈ (a, 1] as follows: if m is monotone increasing in (a, 1), we
deﬁne x¯ = 1; otherwise, m′(x) is negative somewhere in (a, 1). For this case, since
(x) → m(x) uniformly in [a, 1] as  → 0+, we can ﬁnd a critical point of  in
(a, 1), still denoted by x¯, such that xa + 
 and m(x)
 for sufﬁciently small  and
some 
 > 0 which is independent of .
Lemma 3.1. For sufﬁciently small , h2(x) = 0 has a unique root in [a, x¯], denoted
by x∗ = x∗(, ci).
Proof. Since m(a) = 0, we have h2(a) < 0. For sufﬁciently small ,
h2(x¯) = m(x¯) − c21
1
3 − c2 13 − c4 23  12m(x¯) 12
 > 0.
Hence, h2(x) = 0 has at least one root in (a, x¯).
To show the uniqueness, we note that
h′2(x) = m′(x) − c1c2ec1
− 13 (x−x¯) −  23 gx. (3.4)
Hence, h′2(x) is uniformly bounded for x close to but less than x¯, which implies that
all roots of h2 are uniformly bounded away from x¯.
We claim that if xˆ = xˆ() is a root of h2, then xˆ → a as  → 0+.
To show our assertion, since g is bounded and xˆ is uniformly bounded away from
x¯, we have m(xˆ)/
1
3 → c21 as  → 0. Since m′(a) = 1 and m(a) = 0, we thus have
(xˆ − a)/ 13 → c21 as  → 0. In particular, xˆa + 2c21
1
3 for sufﬁciently small . By
(3.3a), (3.4), and m′(a) = 1 we see that there exists 
1 > 0 such that h′2(x) 12 for
x ∈ [a, a + 
1] and sufﬁciently small . In particular, this implies that h2 = 0 has
a unique root in [a, a + 
1], which in turn establishes the uniqueness in the whole
interval [a, x¯] for sufﬁciently small . In particular, we have h2(x) > 0 for x > x∗.

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Our ﬁrst primary goal is to prove
Proposition 3.2. There exists K1 > 0 (independent of  and c1) such that for every
c1K1, there exists  = (c1) such that if , we have
∫ 1
x∗
[
(x) − m(x)] dx − 2
c1

2
3 . (3.5)
The proof of (3.5) is quite lengthy and is divided into a few steps. Note that  also
satisﬁes the equation
xx + [m(x) − ] = 0 in (0, x¯), x(0) = x(x¯) = 0. (3.6)
The main ingredient in the proof of (3.5) is to ﬁnd a weak subsolution (in H 1 sense)
to (3.6), i.e., some function  ∈ H 1(0, x¯) ∩ C[0, x¯] which satisﬁes

∫ x¯
0
x	x dx
∫ x¯
0
	[m(x) − ] dx ∀	 ∈ C1[0, x¯], 	0. (3.7)
Since m′(a) = 1 and c3gc4, for sufﬁciently small , we have
a + c21
1
3 x∗a + c21
1
3 + c5 23 (3.8)
for some c5 > 0 which is independent of . Hence, g(x∗, ) = c4, i.e., x∗ satisﬁes
m(x∗) − c21
1
2 − c4 23 − c2 13 ec1
− 13 (x∗−x¯) = 0. (3.9)
Therefore,
x∗ = a + c21
1
3 +
[
c4 − 12m′′(a)c41
]

2
3 + o( 23 ). (3.10)
Let x∗ = x∗() be chosen such that
h1(x
∗) + h′1(x∗)(x∗ − x∗) = 0. (3.11)
By (3.10) and (3.11) we ﬁnd
x∗ = a +
[
c4 + 12m′′(a)c41
]

2
3 + o( 23 ). (3.12)
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We construct a weak subsolution (in H 1 sense) to (3.6). In this connection, deﬁne
(x) =
⎧⎨
⎩
0, 0xx∗,
h1(x∗) + h′1(x∗)(x − x∗), x∗xx∗,
h1(x), x∗x x¯. (3.13)
To show that (x) is a weak subsolution, we establish the following properties of .
Lemma 3.3.  ∈ H 1(0, x¯) ∩ C[0, x¯], 0, and (x)m(x) for x ∈ [x∗, x∗].
Proof. From our construction it is easy to see that  ∈ H 1(0, x¯) ∩ C[0, x¯]. To show
that 0, we see that for x ∈ [x∗, x∗], (x∗) = 0 by the deﬁnition of x∗; (x∗) =
h1(x∗) = c21
1
3 > 0. Since  is a linear function in [x∗, x∗], we see that 0 in
[x∗, x∗]; if x ∈ [x∗, 1], (x) = h1(x) = h2(x)+c21
1
3 c21
1
3 since h2(x)0 for xx∗.
To verify the last property of , we set h3(x) = m(x)− (x). Since g(x, ) = c3 for
x ∈ [x∗, x∗], we can rewrite h3 as
h3(x) = h1(x) + c2 13 ec1
− 13 (x−x¯) + c4 23 − h1(x∗) − h′1(x∗)(x − x∗).
Hence, h3 satisﬁes
h3(x)c4
2
3 + [h1(x) − h1(x∗) − h′1(x∗)(x − x∗)] . (3.14)
By Taylor’s formula, there exists some  = (x) ∈ (x, x∗) such that
h3(x)c4
2
3 + 12h′′1()(x − x∗)2. (3.15)
Since g(x; ) = c4, ‖h′′1()‖‖m′′‖L∞ + 1. This together with the estimate x∗ −
a2c21
1
3 gives
h3(x)
[
c4 − 2c41(‖m′′‖L∞ + 1)
]

2
3 ∀x ∈ (x∗, x∗). (3.16)
Therefore, h3 > 0 in [x∗, x∗], provided that  is sufﬁciently small and
c4 := 3c41(‖m′′‖L∞ + 1). (3.17)
This completes the proof of Lemma 3.3. 
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Set
c1‖m′′‖L∞ + 3K0(‖m′′‖L∞ + 1),
c2 = ‖m′‖L∞c−11 ,
c3 = c−11 . (3.18)
Lemma 3.4. If  is sufﬁciently small, we have h′1(x¯)0 and
h1(m − h1) + h′′10 in [x∗, x¯]. (3.19)
Proof. To check that h′1(x¯)0, we note that for xa + 3c21
1
3 , g(x, ) = c3, and thus
h′1(x) = m′(x) − c1c2ec1
− 13 (x−x¯). (3.20)
Hence, by the choice of c2, we have h′1(x¯) = m′(x¯) − c1c20.
To establish (3.19), by direct calculation we have
h1(m − h1) + h′′1
=
(
h2 + c21
1
3
) [
c2
1
3 ec1
− 13 (x−x¯) +  23 g
]
+ m′′ − c21c2
2
3 ec1
− 13 (x−x¯) −  53 gxx
= c2 13 ec1
− 13 (x−x¯)h2(x) +  23 g(x)h2(x) + (c21g + m′′ − 
2
3 gxx). (3.21)
Since h2(x)0 and g(x)c3 for xx∗, by (3.3), (3.18), and (3.21) we have
h1(m − h1) + h′′1  
[
c21c3 − ‖m′′‖L∞ − K0c4c−41
]
=  [c1 − ‖m′′‖L∞ − 3K0(‖m′′‖L∞ + 1)] 0 (3.22)
by the choices of c1 and c3. 
Lemma 3.5. If  is sufﬁciently small,  is a weak subsolution of (3.6).
Proof. Since h′1(x∗) > 0, 	0, and h′1(x¯)0, we have

∫ x¯
0
x	x dx = h′1(x∗)
∫ x∗
x∗
	x dx + 
∫ x¯
x∗
h′1(x)	x dx
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= −h′1(x∗)	(x∗) + h′1(x¯)	(x¯) − 
∫ x¯
x∗
h′′1	 dx
 −
∫ x¯
x∗
h′′1	 dx. (3.23)
By Lemma 3.3, m in [x∗, x∗]. Hence, we have
∫ x¯
0
	[m(x) − ] dx =
∫ x¯
x∗
	[m(x) − ] dx +
∫ x∗
x∗
	[m(x) − ] dx

∫ x¯
x∗
h1	[m(x) − h1] dx. (3.24)
Therefore, by (3.23), (3.24), and Lemma 3.4 we have
∫ x¯
0
	[m(x) − ] dx − 
∫ x¯
0
x	x dx
∫ x¯
x∗
[
h1(m − h1) + h′′1(x)
]
	 dx0.
This proves Lemma 3.5. 
We are now ready for
Proof of Proposition 3.2. Since  is a weak subsolution of (3.6), by the sub-super
solution method [35] we have (x)(x) for every x ∈ [0, x¯]. In particular, this implies
that
∫ x¯
x∗
[(x) − m(x)] dx 
∫ x¯
x∗
[(x) − m(x)] dx
= −c2 13
∫ x¯
x∗
ec1
− 13 (x−x¯) dx −  23
∫ x¯
x∗
g(x, ) dx
 −c2c−11 
2
3 −  23
∫ x¯
x∗
g(x, ) dx. (3.25)
Since x∗ ∈
(
a + c21
1
3 , a + 3c21
1
3
)
, by (3.2) we have
∫ x¯
x∗
g(x, ) dx
∫ a+3c21 13
x∗
c4 +
∫ x¯
a+3c21
1
3
c32c1c4
1
3 + c3. (3.26)
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By (3.17), (3.18), (3.25), and (3.26) we get
∫ x¯
x∗
[(x) − m(x)] dx  −(c2c−11 + c3)
2
3 − 2c1c4
= −(‖m′‖L∞c−21 + c−11 )
2
3 − 6c51(‖m′′‖L∞ + 1).
(3.27)
Since x(1) = x(x¯) = 0, we have
∫ 1
x¯
[
 − m(x)] dx = 
∫ 1
x¯
xx

dx = 
∫ 1
x¯
2x
2
dx > 0. (3.28)
By choosing
c12‖m′‖L∞ , (3.29a)

[
12c61(‖m′′‖L∞ + 1)
]−3
, (3.29b)
we see that (3.5) follows from (3.27), (3.28), and (3.29). This completes the proof of
Proposition 3.2. 
It remains to estimate
∫ x∗
a
[
(x) − m(x)] and in this connection we have
Proposition 3.6. There exists K2 > 0 (independent of , c1) such that for every c1K2,
there exists ˜ = ˜(c1) such that if  ˜, we have
∫ x∗
a
[
(x) − m(x)] dxg1(c1) 23 , (3.30)
where g1 is some strictly increasing function with g1(0) = 0.
Note that x∗ − a is of the order  13 . Thus it is natural to introduce the new variable
y = − 13 (x − a) and set v(y, ) = − 13 ( 13 y + a) for y ∈ (−a− 13 , (1 − a)− 13 ).
Then v satisﬁes
vyy + v
[
−
1
3 m(a +  13 y) − v
]
= 0, y ∈
(
−a− 13 , (1 − a)− 13
)
. (3.31)
Lemma 3.7. There exists some positive constant c6 > 0 such that for >1,
−c6v(y) − − 13 m+(a +  13 y)c6, y ∈
(
−a− 13 , (1 − a)− 13
)
. (3.32)
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The proof of (3.32) is almost identical to that of Proposition A.1 in [23]. More
precisely, modifying the proof of Proposition A.1 in [23] we have
−c7 13 (x; ) − m+(x)c7 13 , (3.33)
which implies (3.32) after the scaling x = a+ 13 y. We refer to the proof of Proposition
A.1 for the details.
In particular, for every R > 0, since ‖− 13 m+(a +  13 ·)‖L∞(−R,R) is uniformly
bounded for sufﬁciently small , by (3.32) we see that ‖v(·; )‖L∞(−R,R) is uniformly
bounded for >1. Hence, we can apply the smoothness of m and the equation of v to
show that for every R > 0, ‖v(·, )‖C3[−R,R] is uniformly bounded for >1. Hence,
by Ascoli–Arzela Lemma and standard diagonal process argument, passing to some
subsequence if necessary, we may assume that v(y, ) → w(y) in C2([−R,R]) for
every R > 0 as  → 0, where w(y) is a smooth solution of
wyy + w(y+ − w) = 0, w(y) > 0, |w(y) − y+|c6, y ∈ (−∞,∞). (3.34)
Indeed, for every R > 0, the convergence of v to w in C2([−R,R]) is independent of
the sequence of  due to the following result.
Lemma 3.8. (3.34) has a unique solution and it also satisﬁes w(y) > y+.
Proof. We ﬁrst show that every solution of (3.34) satisﬁes w(y) > y+. To this end,
we argue by contradiction: suppose that there exists y0 > 0 such that w(y) > y+ for
y < y0 and w(y0) = y0. Hence, w′(y0)1. If w′(y0) = 1, both functions w(y) and y
satisfy
zyy + z(y − z) = 0, z(y0) = y0, zy(y0) = 1. (3.35)
Therefore, w(y) ≡ y, which is impossible. This implies that wy(y0) < 1. Hence, for
y > y0 but close to y0, we have w(y) < y. There are two possibilities here:
(a) There exists another y1 > y0 such that w(y) < y for y ∈ (y0, y1) and w(y1) = y1.
We show that this case cannot occur. To this end, set z(y) = y − w(y). Then z(y)
satisﬁes
zyy = [y − z(y)]z(y) > 0, z(y) > 0 in (y0, y1), z(y0) = z(y1) = 0. (3.36)
It is obvious that such z does not exist.
(b) w(y) < y for every y > y0. Since w(y) < y, we see that wyy < 0 for y > y0.
Therefore, wy(y)wy(y0) for y > y0. In particular, this ensures that
w(y)wy(y0)(y − y0) + w(y0) (3.37)
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for yy0. Since w(y)y − c6 for some c6 > 0, we have
y − c6wy(y0)(y − y0) + w(y0) (3.38)
for yy0, which is a contradiction since wy(y0) < 1. This completes the proof of
w(y) > y+.
It remains to prove the uniqueness of w. Again, we argue by contradiction: suppose
that (3.34) has two solutions, denoted by w and v such that w ≡ v. We ﬁrst show
that w − v cannot change sign more than once. If not, we may assume that there exist
a < b such that w − v > 0 in (a, b), w(a) = v(a) and w(b) = v(b). It is easy to
check that
[
vwy − wvy
]
y
+ wv(v − w) = 0 y ∈ (−∞,+∞). (3.39)
Note that w′(a)v′(a) and w′(b)v′(b). Integrating (3.39) in (a, b) and using w(a) =
v(a) and w(b) = v(b) we get
w(b)[w′(b) − v′(b)] − w(a)[w′(a) − v′(a)] +
∫ b
a
wv[v − w] dx = 0, (3.40)
which is a contradiction. Hence, w − v does not change sign more than once.
We further show that w − v does not change sign. If not, we may assume that there
exists b such w > v in (−∞, b) and w(b) = v(b). It is easy to see that for any solution
w of (3.3) we have w(y) → 0 and w′(y) → 0 as y → −∞. By letting a → −∞ in
(3.40) and applying w′(b)v′(b), we again reach a contradiction.
Therefore, without loss of generality, we may assume that w > v in R1. By (3.39)
we see that
[vwy − wvy]y > 0, y ∈ (−∞,∞). (3.41)
Since vwy − wvy → 0 as y → −∞, we see that vwy − wvy > 0 in R1, which
implies that w(y)/v(y) is strictly increasing. By (3.34), w(y)/y → 1 and v(y)/y → 1
as y → +∞. Hence, w(y)/v(y) → 1 as y → ∞. Therefore, w(y)/v(y) < 1 in R1.
However, this contradicts our assumption w > v. Hence, (3.34) has a unique solution.

We are now ready for
Proof of Proposition 3.6. By (3.8) we see that (x∗ − a)− 13 → c21 as  → 0+. Since
v(y, ) → w(y) uniformly in any compact subset of R1 and v(y, )−− 13 m(a + 13 y)
is bounded and converges to w(y)− y+ pointwisely as  → 0, by Lebesgue dominant
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convergence theorem we have
−
2
3
∫ x∗
a
[
(x) − m(x)] dx =
∫ (x∗−a)− 13
0
[
v(y; ) − − 13 m(a +  13 y)
]
dy
→
∫ c21
0
[w(y) − y] dy (3.42)
as  → 0+. In particular, for sufﬁciently small , we have
∫ x∗
a
[
(x) − (x − a)] dxg1(c1) 23 , (3.43)
where
g1(c1) ≡ 12
∫ c21
0
[w(y) − y] dy. (3.44)
Since w(y) > y+, g1(c1) is strictly increasing in c1. This completes the proof of
Proposition 3.6. 
We are now ready to complete
Proof of Theorem 1.5. For the case when m(x) = 0 changes sign exactly once in
(0, 1), by Propositions 3.2 and 3.6 we have
F() − F(0) =
∫ 1
0
[(x) − m+(x)] dx

∫ x∗
a
[(x) − m(x)] dx +
∫ 1
x∗
[(x) − m(x)] dx

[
g(c1) − 2
c1
]

2
3
 1
c1

2
3 , (3.45)
where c1 is chosen large such that
c1g(c1)3. (3.46)
For the general case, by the assumption we may write the roots of m(x) = 0 in
(0, 1) as follows: 0 < x1 < · · · < xk < 1, k2. If >1, (x; ) is sufﬁciently close
418 Y. Lou / J. Differential Equations 223 (2006) 400–426
to m+ in C[0, 1]. Hence, for each interval (xi, xi+1), 1 ik − 1, there exists x∗i =
x∗i () ∈ (xi, xi+1) such that x(x∗i ) = 0. Moreover, there exists 
i > 0 such that for
sufﬁciently small , if m(x∗i ) > 0, we can choose x∗i such that xi + 
ix∗i xi+1 − 
i
and m(x∗i )
i . This is possible since m′(xi) = 0, m′(xi+1) = 0, and (x) → m+(x)
uniformly as  → 0.
Set x∗0 = 0 and x∗k+1 = 1. Note that for every 0 ik,  satisﬁes
xx + [m(x) − ] = 0 x ∈ (x∗i , x∗i+1), x(x∗i ) = x(x∗i+1) = 0. (3.47)
Note that m(x) changes sign exactly once in (x∗i , x∗i+1), namely, at x = xi . Then,
for every subinterval (x∗i , x∗i+1), repeating the exact same proof as in the case when m
has exactly one root in (0, 1), we ﬁnd c0,i > 0 and i > 0 such that
∫ x∗i+1
x∗i
[
(x) − m+(x)
]
dxc0,i
2
3 ∀ < i . (3.48)
Set 0 = min0 ik i and c0 =
∑k
i=0 c0,i , we see that F()F(0) + c0
2
3 for
 < 0. The proof of Theorem 1.5 is now complete. 
4. The linear stability of (, 0)
In this section, we study the stability of the semi-trivial steady state (, 0) of (1.5)
and the main goal is to establish Theorems 1.7 and 1.10. We ﬁrst present
Proof of Theorem 1.7. For every  > 0, deﬁne
G() =
∫
 m(x) dx∫
 (x, ) dx
, (4.1)
and set
c∗ = inf
0<<∞ G(). (4.2)
By Theorem 1.2, we have
G(0) = G(∞) = 1, G() < 1 for every  ∈ (0,∞). (4.3)
Hence, c∗ ∈ (0, 1).
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The stability of (, 0) is determined by the sign of the smallest eigenvalue 1 of the
linear problem
	 + [m(x) − c]	 = −	 in , 	
n
∣∣∣∣

= 0. (4.4)
Let 	1 denote the eigenfunction corresponding to 1 with sup 	1 = 1, i.e.,
	1 + [m(x) − c]	1 = −1	1 in , (4.5a)
	1 > 0 in ,
	1
n
∣∣∣∣

= 0. (4.5b)
We ﬁrst prove part (a). If c < c∗, we have c
∫
 (x, ) dx <
∫
 m(x) dx for every
 ∈ (0,∞). Dividing (4.5a) by 	1 and integrating in , since 	1 is not a constant
function, we get
1|| = −
∫

|∇	1|2
	21
dx +
∫

[c(x, ) − m] dx <
∫

[c(x, ) − m] dx < 0
(4.6)
for every  > 0 and  > 0. This proves part (a).
Next we establish part (b). By (4.2) and (4.3) we see that if c ∈ (c∗, 1), G() = c
has at least two and at most ﬁnite many roots, denoted by 12 · · · 2k−12k
(counting multiplicity) with k1, and G() < c for  ∈ ⋃ki=1 (2i−1, 2i ), G() > c
for  /∈ ⋃ki=1 [2i−1, 2i].
Claim. For every  ∈ (2i−1, 2i ), there exists ∗i = ∗i () such that 1 > 0 when
 > ∗i , 1 = 0 when  = ∗i , and 1 < 0 when  < ∗i . Moreover, for every 1 ik,
lim
→2i−1+
∗i = lim→2i− 
∗
i = +∞. (4.7)
To prove our assertion, for every  > 0, we set
∗i () := inf{∈H 1:∫ (m−c)2 dx>0}
∫
 |∇|2 dx∫
 (m − c)2 dx
. (4.8)
If  ∈ (2i−1, 2i ), then G() < c, i.e.,
∫
 [m − c] dx < 0. Moreover, since m − 
is positive somewhere in  and 0 < c < 1, m − c is also positive somewhere in .
Therefore, for every  ∈ (2i−1, 2i ), we have ∗i () > 0 (see, e.g., [5]).
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Set ∗i () = 1/∗i (). By (4.8), there exists 	∗ > 0 such that
∗i 	∗ + [m − c]	∗ = 0 in ,
	∗
n
∣∣∣∣

= 0. (4.9)
By (4.5) and (4.9), we see that 1 = 0 when  = ∗i . Since 1 is strictly increasing in
, we have 1 > 0 when  > ∗i , and 1 < 0 when  < ∗i .
To prove (4.7), we argue by contradiction. Suppose not, passing to a subsequence
if necessary, we may assume that ∗i () → ∗0 as  → 2i−1+. By (4.8) we see
that ∗i () is uniformly bounded from the above in (2i−1, 2i ), i.e., ∗i () is uniformly
bounded from the below by some positive constant in (2i−1, 2i ). Hence ∗ > 0. By
standard elliptic regularity and Sobolev embedding theorem [16], we have 	∗ → 	 in
C2(¯) as  → 2i−1+, and 	 > 0 satisﬁes
−∗	 = [m(x) − c(x, 2i−1)]	 in , 	n = 0 on . (4.10)
Since G(2i−1) = 0, we have
∫

[
m − c(x, 2i−1)
]
dx = 0. As m(x)−c(x, 2i−1) is
not identically equal to zero, we see that such 	 does not exist, which is a contradiction.
This proves (4.7).
Deﬁne
(c) = min
1 ik
inf
∈(2i−1,2i )
∗i (). (4.11)
By our assertion, we have (c) > 0. To complete the proof of Theorem 1.7, we consider
two cases.
Case I.  < . For this case, we have  < ∗i () for every i and every  ∈ (2i−1, 2i ).
Hence, 1 < 0 for  ∈ ⋃1 ik (2i−1, 2i ) and  < ¯. For  /∈ ⋃1 ik (2i−1, 2i ),
we have G()c, and similar to the proof of part (a) we can show that 1 < 0 for
any  > 0. Therefore, if  < , 1 < 0 for any  > 0. This proves the ﬁrst part of part
(b).
Case II.  > . For this case, there exists some i such that  > min∈(2i−1,2i ) 
∗
i ().
We claim that ∗() −  changes sign at least twice in (2i−1, 2i ). If this assertion
holds, we see that 1 changes sign at least twice in (2i−1, 2i ), which implies that
(, 0) changes stability at least twice as  varies from 0 to . This would establish the
rest of part (b).
To prove our previous assertion, since ∗i () → +∞ as  → 2i−1 and  → 2i , it
sufﬁces to exclude the possibility that ∗i () ≡  in some interval [, ¯] ⊂ (2i−1, 2i ):
If this were the case, we see that 1 ≡ 0 for  ∈ [, ¯]. Since 1 is an analytic
function of , 1 ≡ 0 for  ∈ (2i−1, 2i ), which implies that ∗i () ≡  in (2i−1, 2i ).
However, this contradicts (4.7). 
The rest of this section is devoted to
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Proof of Theorem 1.10. The proof of Theorem 1.10 is quite similar to that of Theorem
1.7. Deﬁne , G() and c∗ as in (1.7), (4.1) and (4.2), respectively. By Theorem 1.5,
we have
G(0) = , G(∞) = 1, inf
0<<∞ G() < G(0), (4.12)
and G() < 1 for every  ∈ (0,∞). Hence,
c∗ ∈ (0, ) ⊂ (0, 1). (4.13)
The proof of part (a) is exactly the same as that of part (a) of Theorem 1.7 and is
omitted.
For part (b), by (4.13) we see that if c ∈ (c∗, ), G() = c has at least two and
at most ﬁnite many roots. The rest of proof is exactly the same as that of part (b) of
Theorem 1.7 and is also omitted.
For part (c), we see that if c ∈ (, 1), G() = c has at least one and at most ﬁ-
nite many roots, denoted by 12 · · · 2k−1 (counting multiplicity). Set 0 =
0. We see that G() < c for  ∈ ⋃ki=1 (2i−2, 2i−1), and G() > c for  /∈⋃k
i=1 [2i−2, 2i−1].
For every  ∈ (2i−2, 2i−1) and 1 ik, deﬁne ∗i () as in (4.8). Similarly as in
the proof of Theorem 1.7, we see that for every  ∈ (2i−2, 2i−1), we have ∗i () > 0.
Set ∗i () = 1/∗i (). Again, we have 1 > 0 when  > ∗i , and 1 < 0 when  < ∗i .
Deﬁne
(c) = min
1 ik
inf
∈(2i−2,2i−1)
∗i (). (4.14)
The intervals (2i−2, 2i−1) for i2 can be treated exactly the same as in the proof
of Theorem 1.7; for the interval (0, 1), lim→1− 
∗
i () = +∞ still holds; however,
lim→0+ i () is ﬁnite. To determine its value, set
ˆ = inf
{∈H 1:∫ (m−cm+)2 dx>0}
∫
 |∇|2 dx∫
 (m − cm+)2 dx
. (4.15)
Since c ∈ (, 1), we see that ∫  (m−cm+) dx < 0. As m−cm+ is positive somewhere,
ˆ > 0. Set ˆ = 1/ˆ. Since  → m+ in L∞ as  → 0, we see that if  → 0, ∗i () →
ˆ > 0. In conclusion, we have (c) > 0.
Similar to the proof of Theorem 1.7, we consider two cases.
Case I.  < . This case is the same as that in the proof of Theorem 1.7.
Case II.  > . For this case, there exists some i such that  > min∈(2i−2,2i−1) 
∗
i ().
It is easy to see that ∗() −  changes sign at least once in (2i−1, 2i ), and thus
(, 0) changes stability at least once as  varies from 0 to . This proves part (c) of
Theorem 1.10, and the proof of Theorem 1.10 is complete. 
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5. Global asymptotic stability of (, 0)
It is proved in Section 4 that for every c ∈ (c∗, 1), the set c is non-empty. In this
subsection, we study the global asymptotic stability of (, 0) for every (, ) ∈ c.
Before proving Theorem 1.9, we ﬁrst establish
Lemma 5.1. If assumption (A) holds and m(x) is non-negative, then for every c ∈
(c∗, 1), there exists a small positive constant 
 = 
(c,,m) such that if b ∈ (0, 
) and
(, ) ∈ c, then (, 0) is globally asymptotically stable.
Proof. By Theorem 1.7, we see that for c ∈ (c∗, 1) and (, ) ∈ c, (, 0) is stable.
From the proof of Theorem 1.7, for every (, ) ∈ c, we have  < . Hence, if
b ∈ (0, 1), the other semi-trivial steady state (0, (x, )) of (1.5) is unstable. Therefore,
since (1.5) is a monotone system, it sufﬁces to show that for every c ∈ (c∗, 1), there
exists 
 > 0 such that if b ∈ (0, 
) and (, ) ∈ c, (1.5) has no positive steady
state [19,21]. To this end, we argue by contradiction. Suppose not, we may assume
that there exist sequences bi, i , and i such that bi → 0+, (i , i ) ∈ c, and (1.5)
with (b, , ) = (bi, i , i ) has a positive steady state (ui, vi). Set i = (·, i ). Since
(i , i ) ∈ c, the principal eigenvalue i of the linear problem
−i	 + [−m(x) + ci]	 = 	 in , 	n
∣∣∣∣

= 0 (5.1)
satisﬁes i > 0. Moreover, we can choose the corresponding eigenfunction 	i such
that 	i > 0, sup 	i = 1, and 	i satisﬁes
−i	i + [−m(x) + ci]	i = i	i in ,
	i
n
∣∣∣∣

= 0. (5.2)
Dividing (5.2) by 	i and integrating in , we have
∫

(ci − m) dx = i
∫

|∇	i |2
	2i
dx + i || > 0. (5.3)
Hence, c
∫
 i dx
∫
 mdx. Since c ∈ (c∗, 1), by part (b) of Theorem 1.1, (4.1),
and (4.2), we see that there exist positive constants  and  such that i ∈ [, ] for
every i. Passing to a subsequence if necessary, we may assume that i → ˆ for some
ˆ > 0 as i → ∞.
Set ˆ = (·, ˆ). Since ci −m → cˆ−m in L∞, and cˆ−m is negative somewhere
in , if i → 0, by the proof of Lemma 3.1 in [22], we have i → min [cˆ−m] < 0.
However, this is a contradiction since i > 0. Therefore, there exists  > 0 such that
i for sufﬁciently large i. Again, passing to a subsequence if necessary, we may
assume that i → ˆ for some ˆ ∈ (0,∞] as i → ∞.
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By the maximum principle, both ui and vi are uniformly bounded. Hence, by standard
elliptic regularity and Sobolev embedding theorem, passing to some subsequence if
necessary, we may assume that (ui, vi) → (uˆ, vˆ) in L∞.
Set v˜i = vi/‖vi‖∞. Dividing the equation of vi by ‖vi‖∞, again by elliptic regularity
and Sobolev embedding theorem, we may assume that v˜i → v˜ in L∞. Hence, v˜ satisﬁes
v˜0, sup v˜ = 1, and
ˆv˜ + v˜(m − cuˆ − vˆ) = 0 in , v˜
n
∣∣∣∣

= 0. (5.4)
By Harnack inequality [16], we see that v˜ > 0 in .
Claim. ‖ui − i‖2/‖vi‖∞ → 0 as i → ∞.
By the equation of ui and i , we see that ui − i satisﬁes
i(ui − i ) + [m(x) − ui − i](ui − i ) = biuivi in . (5.5)
Multiplying (5.5) by ui − i and integrating in , we get
∫

[i |∇(ui − i )|2 + (−m + ui + i )(ui − i )2] dx = −bi
∫

uivi(ui − i ) dx.
(5.6)
Since i → ˆ, ui → ˆ, and i → ˆ, and the smallest eigenvalue of the operator
−ˆ− m + 2ˆ is strictly positive, we see that the smallest eigenvalue of the operator
−i − m + ui + i is uniformly bounded from below by some positive constant .
Hence, it follows from (5.6) that

∫

(ui − i )2 dxbi
∫

uivi |ui − i | dxbi‖ui‖∞‖vi‖∞
∫

|ui − i | dx. (5.7)
Hence, by Cauchy–Schwartz inequality, we get
‖ui − i‖2 ||1/2bi‖ui‖∞‖vi‖∞/. (5.8)
Since bi → 0 and ui is uniformly bounded, we have ‖ui − i‖2/‖vi‖ → 0 as i → ∞.
This proves our assertion.
Multiplying the equation of vi by 	i , integrating in , by (5.2) and i > 0 we get
c
∫

vi	i (i − ui) dx
∫

v2i 	i dx. (5.9)
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Dividing both sides of (5.9) by ‖vi‖2∞, we have
c
∫

v˜i	i
i − ui
‖vi‖∞ dx
∫

v˜2i 	i dx. (5.10)
By elliptic regularity, we see that 	i → 	 in L∞, and 	0 and sup 	 = 1. Now,
passing to the limit in (5.10), by previous assertion we get
∫

v˜2	 dx0, (5.11)
which is a contradiction. This completes the proof of Lemma 5.1. 
We are ready for
Proof of Theorem 1.9. For every c ∈ (c∗, 1), set
b∗ = sup {b ∈ (0, 1] : (1.5) has no positive steady state for every (, ) ∈ c} . (5.12)
By Lemma 5.1, b∗ is well deﬁned and b∗ ∈ (0, 1].
Claim. If c ∈ (c∗, 1), (1.5) has no positive solution for every b ∈ (0, b∗) and every
(, ) ∈ c.
To establish our assertion, we argue by contradiction. Suppose that for some c ∈
(c∗, 1), there exist bˆ ∈ (0, b∗) and (ˆ, ˆ) ∈ c such that (1.5) with (b, , ) = (bˆ, ˆ, ˆ)
has at least a positive steady state (uˆ, vˆ). Then for every b > bˆ, (uˆ, vˆ) satisﬁes
ˆuˆ + uˆ[m(x) − uˆ − bvˆ]0 in ,
ˆvˆ + vˆ[m(x) − vˆ − cuˆ] = 0 in . (5.13)
Since (ˆ, ˆ) ∈ c, we have ˆ < ˆ. By b < 1 and the comparison principle we see that
(0, (x, ˆ)) is linearly unstable, i.e., the least eigenvalue 1 of the linear eigenvalue
problem
−ˆ	 + 	[−m(x) + b(x, ˆ)] = 1	 in , 	n
∣∣∣∣

= 0 (5.14)
satisﬁes 1 < 0. Denote the eigenfunction corresponding to 1 by 	1, which can be
chosen positive and sup 	1 = 1.
Set (u, v) = (	1, (x, ˆ)). Then (u, v) satisﬁes
ˆu + u[m(x) − u − bv] = 	1(−1 − 	1)0 (5.15)
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for small  > 0, and
ˆv + v[m(x) − cu − v] = −(x, ˆ)	10. (5.16)
Since uˆu and v vˆ, and they all satisfy zero-ﬂux boundary conditions, by super-
solution and subsolution method [35] we see that (1.5) has a positive solution for every
b ∈ (bˆ, b∗) and (ˆ, ˆ) ∈ c. However, this contradicts the deﬁnition of b∗. 
Hence, (1.5) has no positive steady state if c ∈ (c∗, 1), b ∈ (0, b∗) and (, ) ∈ c.
Since ((x, ), 0) is asymptotically stable while (0, (x, )) is unstable, from [19] we
see that ((x, ), 0) is globally asymptotically stable. This completes the proof of
Theorem 1.9. 
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