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ON NECESSARY AND SUFFICIENT CONDITIONS RELATING
THE ADJOINT OF A COLUMN TO A ROW OF LINEAR
RELATIONS
RYTIS JURSˇE˙NAS
Abstract. A row and a column of two linear relations in Hilbert spaces are
presented respectively as a sum and an intersection of two linear relations. As
an application, necessary and sufficient conditions for the adjoint of a column
to be a row are examined. Several outcomes are discussed as well.
1. Introduction
If
(
C1
C2
)
is a densely defined column of two operators C1 and C2 then by [7,
Proposition 4.3-3◦] the adjoint of the column is the closure of the row
(
C∗1 C
∗
2
)
,
i.e. (
C1
C2
)∗
=
(
C∗1 C
∗
2
)
(1.1)
iff the closure of the column is the column of the closures C1 and C2; we label the
latter condition by (C). Here the closure is in general assumed in the sense of linear
relations, so that Ci, i ∈ {1, 2}, is allowed to be nonclosable as an operator. In [3,
Proposition 4.1], the statement is extended to linear relations Ci, by showing that
the adjoint of the column is the row
(
C∗1 C
∗
2
)
, i.e.(
C1
C2
)∗
=
(
C∗1 C
∗
2
)
(1.2)
iff the adjoint of the column is a row.
In this note we consider columns and rows of two linear relations, but it will
become clear from the exposition that our method extends naturally to the case of
a finite number ≥ 2 of linear relations. We prove that (1.2) is true iff (C) holds and
in addition domC1 + domC2 is closed; we label the latter condition by (C
′). In
other words the row
(
C∗1 C
∗
2
)
is closed iff (C′) holds. Some consequences of the
theorem are also discussed. For example, it is known from [7, Corollary 3.4] that,
for a row
(
R1 R2
)
of two operators R1 and R2 to be closable it is necessary that
R1 and R2 be closable. We obtain that, if in addition domR
∗
1 + domR
∗
2 is closed,
then the condition is also sufficient.
The main technical ingredient in the present note is a demonstration that the
column
(
C1
C2
)
appears to be the intersection A1∩A2 of linear relations Ai := Q
−1
i Ci
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for some projections Qi. Likewise, the row
(
C∗1 C
∗
2
)
is the componentwise sum
A∗1 +̂A
∗
2, and similarly for an arbitrary row
(
R1 R2
)
. From here we conclude that
(1.1) holds iff A1 ∩ A2 = A1 ∩ A2, which is (C). Moreover, because A
∗
1 +̂A
∗
2 is
closed iff so is A1 +̂A2, we deduce (C
′). The reader may refer e.g. to [6] for the
discussion as to when the equality A1 ∩ A2 = A1 ∩ A2 holds true for subsets of a
topological space. For example, it is true iff ∂A1 ∩ ∂A2 ⊆ ∂(A1 ∩ A2), where ∂
denotes the boundary of a set. However, we are not able to extract from this a
readable iff argument in full generality, unless A1 ⊆ A2 or A2 ⊆ A1 or Ci (and
hence Ai) is a singular linear relation. On the other hand, if domC1 ⊆ domC2,
mulC2 = mulC2, and domC2 is closed, then by [3, Lemma 4.1] these conditions
are sufficient to satisfy (C) and (C′).
Let us mention that rows and columns of operators or linear relations appear as
building blocks in matrix theory of operators, e.g. [7, 9, 8]. They prove to be useful
in applications as well, for example in extension theory for sums of nonnegative
linear relations [4, Lemma 3.1, Eq. (3.8)].
2. Notation. Main tools
Symbols H, Hi, K, Ki denote Hilbert spaces. The index i ∈ {1, 2}. The scalar
product in H is denoted by 〈·, ·〉
H
. The Cartesian product space H×K is identified
with the Hilbert sum H ⊕ K equipped with the usual cross-product topology. A
linear relation from H to K is a linear subset of H× K with domain, range, kernel,
multivalued part indicated by dom, ran, ker, mul. The adjoint linear relation is
labeled by the asterisk, the closure (double adjoint) by the overbar. A (linear)
operator is a linear relation with a trivial multivalued part. An operator is closable
if its closure is an operator. The inverse A−1 of a linear relation A from H to K is a
linear relation from K to H which consists of pairs (k, h) such that (h, k) ∈ A. The
inverse in the sense of linear relations exists even if kerA is nontrivial. We always
regard the inverses in this way.
The (operatorwise) sum A1 + A2 of linear relations Ai from H to K is a linear
relation consisting of pairs (h, k1 + k2) with (h, ki) ∈ Ai. The componentwise sum
A1 +̂A2 consists of (h1 + h2, k1 + k2) with (hi, ki) ∈ Ai. When computing the
adjoint of a product and a componentwise sum of linear relations we rely on the
next two lemmas:
Lemma 2.1. [1, Lemma 2.9] Let Kl, l ∈ {0, 1, 2, 3}, be Hilbert spaces, S ⊆ K1×K2
a closed linear relation.
(i) If domS is closed, then (SX)∗ = X∗S∗ for every X ⊆ K0 × K1 such that
ranX ⊆ domS.
(ii) If ranS is closed, then (Y S)∗ = S∗Y ∗ for every Y ⊆ K2 × K3 such that
domY ⊆ ranS.
Lemma 2.2. [2, Lemma 2.10] Let A1 and A2 be linear relations in a Hilbert space
H. The following statements are equivalent:
(i) A1 +̂A2 is closed;
(ii) A∗1 +̂A
∗
2 is closed.
We remark that Lemma 2.2 remains valid for linear relations from H to K. Also
(A1 +̂A2)
∗ = A∗1 ∩A
∗
2 and hence (A1 ∩ A2)
∗ = A∗
1
+̂A∗
2
(2.1)
for linear relations Ai from H to K.
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3. Main result
We recall the definitions of the main objects of our study.
Definition 3.1. Given Ri ⊆ Hi × K, the row of R1 and R2 is a linear relation(
R1 R2
)
⊆ H× K , H = H1 × H2
defined by (
R1 R2
)
:= {((h1, h2), k1 + k2) ∈ H× K | (hi, ki) ∈ Ri} .
Definition 3.2. Given Ci ⊆ H× Ki, the column of C1 and C2 is a linear relation(
C1
C2
)
⊆ H× K , K = K1 × K2
defined by (
C1
C2
)
:= {(h, (k1, k2)) ∈ H× K | (h, ki) ∈ Ci} .
Next we consider the operator Pi from H = H1×H2 to Hi defined by (h1, h2) 7→
hi. Notice that, if we identify H1 × {0} with H1 and {0} × H2 with H2, then Pi
becomes an orthogonal projection in H onto Hi. However, in what follows we regard
Pi as a single-valued linear relation from H to Hi. It is easy to verify that in this
case the adjoint operator P ∗i from Hi to H is described as follows:
Lemma 3.3. The adjoint P ∗i of Pi is the operator from Hi to H given by
P ∗1 = IH1 ⊕ 0 , P
∗
2 = 0⊕ IH2 .
In particular, P˜i := P
∗
i is isometric, i.e. P˜
−1
i ⊆ P˜
∗
i .
Equivalently one may say that Pi is coisometric.
Proof. As a linear relation, P ∗1 consists of (h
′
1, ĥ⋆) ∈ H1 × H, with ĥ⋆ = (h⋆, h
′
⋆),
such that (∀ĥ = (h1, h2) ∈ H) 〈ĥ, ĥ⋆〉H = 〈h1, h
′
1〉H1 ; hence h⋆ = h
′
1 and h
′
⋆ = 0.
Because P1P
∗
1 = IH1 but P
∗
1 P1 = IH1 ⊕ 0 ( IH we get that P
∗
1 is isometric. Similar
considerations apply to P ∗2 . 
In case Hi (resp. H = H1×H2) is replaced by Ki (resp. K = K1×K2) we use the
symbol Qi in place of Pi, as well as Q˜i in place of P˜i. We do so because we keep
the spaces Ki and Hi fixed, while Qi and Pi act in (generally) different spaces.
We now describe a row and a column in terms of standard operations of linear
relations; namely, a sum and an intersection.
Lemma 3.4. (
R1 R2
)
= R1P˜
−1
1
+̂R2P˜
−1
2
= R1P1 +R2P2 .
Proof. We have
P˜−1
1
= {((h1, 0), h1) |h1 ∈ H1} , P˜
−1
2
= {((0, h2), h2) |h2 ∈ H2}
so
R1P˜
−1
1
={((h1, 0), k1) | (h1, k1) ∈ R1} ,
R2P˜
−1
2
={((0, h2), k2) | (h2, k2) ∈ R2}
and hence
R1P˜
−1
1
+̂R2P˜
−1
2
=
(
R1 R2
)
.
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By definition,
(
R1 R2
)
consists of (ĥ, k1 + k2) such that (Piĥ, ki) ∈ Ri. But
RiPi = {(ĥ, ki) | (Piĥ, ki) ∈ Ri}
so
(Piĥ, ki) ∈ Ri ⇐⇒ (ĥ, ki) ∈ RiPi
and then (
R1 R2
)
={(ĥ, k1 + k2) | (ĥ, ki) ∈ RiPi} = R1P1 +R2P2 . 
Lemma 3.5. (
C1
C2
)
= (Q−1
1
C1) ∩ (Q
−1
2
C2) .
Proof. By definition,
(
C1
C2
)
consists of (h, k̂) such that (h,Qik̂) ∈ Ci. But
Q−1i Ci = {(h, k̂) | (h,Qik̂) ∈ Ci}
so
(h,Qik̂) ∈ Ci ⇐⇒ (h, k̂) ∈ Q
−1
i Ci
and then (
C1
C2
)
={(h, k̂) | (h, k̂) ∈ Q−1i Ci} = (Q
−1
1
C1) ∩ (Q
−1
2
C2) . 
Theorem 3.6. The following statements hold:
(i)
(
R1 R2
)∗
=
(
R∗1
R∗2
)
.
(ii)
(
C1
C2
)∗
⊇
(
C∗1 C
∗
2
)
, with the equality iff
(
C1
C2
)
=
(
C1
C2
)
. (C)
(iii)
(
C∗1 C
∗
2
)
is closed iff
domC1 + domC2 is closed . (C
′)
Proof. (i) By applying Lemma 3.4 and (2.1)(
R1 R2
)∗
= (R1P˜
−1
1
+̂R2P˜
−1
2
)∗ = (R1P˜
−1
1
)∗ ∩ (R2P˜
−1
2
)∗ .
Because P˜−1i is closed, and because dom P˜i = Hi is closed and contains domRi, by
applying Lemmas 2.1(ii) and 3.3 we get that
(RiP˜
−1
i )
∗ = P˜ ∗−1i R
∗
i = P
−1
i R
∗
i .
Therefore, by Lemma 3.5(
R1 R2
)∗
= (P−1
1
R∗1) ∩ (P
−1
2
R∗2) =
(
R∗1
R∗2
)
.
(ii) Let Ai := Q
−1
i Ci. Observe that the adjoint and the closure
A∗i = (Q
−1
i Ci)
∗ = C∗i Q˜
−1
i and Ai = Q
−1
i Ci = Q
−1
i Ci
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by applying Lemma 2.1. We have by Lemma 3.5 and (2.1)(
C1
C2
)
= A1 ∩ A2 ⊆ A1 ∩ A2 = (A
∗
1 +̂A
∗
2)
∗ .
Taking the adjoints this implies that(
C1
C2
)∗
= (A1 ∩ A2)
∗ ⊇ A∗
1
+̂A∗
2
.
By applying Lemmas 3.3 and 3.4(
C1
C2
)∗
⊇ C∗
1
Q˜−1
1
+̂C∗
2
Q˜−1
2
=
(
C∗1 C
∗
2
)
⊇
(
C∗1 C
∗
2
)
.
Next, because (
C1
C2
)∗
= (A1 ∩ A2)
∗ = (A1 ∩ A2)
∗ ,
(A1 ∩ A2)
∗ = A∗
1
+̂A∗
2
=
(
C∗1 C
∗
2
)
we have the following: If (C), that is, if A1 ∩A2 = A1 ∩A2, then(
C1
C2
)∗
=
(
C∗1 C
∗
2
)
.
Conversely, if the latter equality holds, then
(A1 ∩ A2)
∗ = (A1 ∩ A2)
∗ =⇒ A1 ∩A2 = A1 ∩A2 = A1 ∩A2
i.e. (C) holds.
(iii) Finally,
(
C∗1 C
∗
2
)
is closed iff A∗1 +̂A
∗
2 is closed. According to Lemma 2.2
this can happen iff A1 +̂A2 is closed. But
A1 +̂A2 = (domC1 + domC2)× K , K = K1 × K2
so
(
C∗1 C
∗
2
)
is closed iff (C′). 
Wemention that (i) could be also shown by using the second equality in Lemma 3.4
and then by applying Lemma 3.3.
As already remarked, (i) is known from [4, Proposition 2.1(i)] (see also [3, Propo-
sition 4.1]); (ii) is stated in [7, Proposition 4.3-3◦] for a densely defined column of
operators; (iii) seems to be new (to the best of our knowledge).
4. Some corollaries
In this section we discuss some consequences following from Theorem 3.6.
Corollary 4.1. The following statements are equivalent:
(i)
(
C1
C2
)∗
=
(
C∗1 C
∗
2
)
.
(ii) (C) and (C′) hold.
(iii)
(
C1
C2
)∗
is a row.
Proof. (i) ⇔ (ii) is due to Theorem 3.6. (i) ⇒ (iii) is obvious. (iii) ⇒ (i) is shown
in [3, Proposition 4.1]. 
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Let us repeat that (C) is equivalent to
A1 ∩ A2 = A1 ∩ A2 with Ai := Q
−1
i Ci , Ai = Q
−1
i Ci .
This equality does not hold for all Ci, as in general one only has the inclusion ⊆.
Therefore, (C) is equivalent to showing that A1 ∩ A2 ⊇ A1∩A2. In general it might
be not easy to verify the latter inclusion, but in some special cases the condition
could be stated more explicitly. The most obvious one is e.g. A1 ⊆ A2, that is,
domC1 ⊆ domC2 and ran(C2 | domC1) = K2. Another example is domC1 ⊆ domC2
but ran(C2 | domC1) ⊆ K2 and C2 is singular:
Example 4.2. (cf. [3, Corollary 4.4]) Assume that C2 is a singular linear relation
([5, Eq. (3.3)]) of the form C2 = M×N for some M ⊆ H and N ⊆ K2; M, N need
not be closed. Then
A1 ∩ A2 = C1 | domC1∩M ×N , A1 ∩ A2 = C1 | domC1∩M ×N
and conditions (C) and (C′) read
(C) C1 | domC1∩M = C1 | domC1∩M and (C
′) domC1 +M is closed.
For instance, if domC1 ⊆M, then
domC1 ⊆ domC1 = dom C1 ⊆M
and therefore (i) in Corollary 4.1 holds:(
C1
M×N
)∗
=A∗1 +̂ ({0} ×N
⊥)×M⊥ =
(
C∗1 N
⊥ ×M⊥
)
=A∗1 +̂ ({0} ×N
⊥)× {0} =
(
C∗1 N
⊥ × {0}
)
=
(
C1
H×N
)∗
where M⊥ (resp. N⊥) is the orthogonal complement in H (resp. K2) of M (resp.
N). We remark that the third equality is due to the implication domC1 ⊆ M ⇒
mulC∗1 ⊇M
⊥, and that H×N in the last equality can be replaced by domC1 ×N
due to the definition of the row.
In [3, Lemma 4.1] sufficient conditions to have (i) in Corollary 4.1 are given.
Namely:
(a) domC1 ⊆ domC2;
(b) mulC2 = mulC2;
(c) domC2 is closed.
We see that (a) and (c) together imply (C′). We also see that in the previous
example (b) need not hold.
Another example taken from [3] is the following:
Example 4.3. Let Bi ∈ [H] (bounded), Bi > 0, ranB1 ∩ ranB2 = {0}. Taking
Ci := B
−1
i = Ci we see that ranB1 ∔ ranB2 (direct sum) cannot be closed, since
the spectrum σ(Bi) ⊆ [0,∞] and B
∗
i = Bi, and therefore ranBi is not closed. Thus
(C′) does not hold. But (C) does hold, since Ai = (BiQi)
−1 is closed; hence(
B−1
1
B−1
2
)∗
=
(
B∗−1
1
B∗−1
2
)
)
(
B∗−1
1
B∗−1
2
)
.
Note that in this example K1 = K2 = H.
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It follows from Theorem 3.6(i) that the column of two closed linear relations is
closed. In particular, the column of two closable operators is a closable operator.
For a row we have a different situation (cf. [3, Corollaries 4.1, 4.2]):
Corollary 4.4. The following statements hold:
(i)
(
R1 R2
)
=
(
R1 R2
)
.
(ii)
(
R1 R2
)
⊆
(
R1 R2
)
, with the equality iff
domR∗1 + domR
∗
2 is closed . (R)
Proof. (i) Because R∗i is closed, the column of R
∗
1 and R
∗
2 is closed; hence (C) holds
(with R∗i in place of Ci). Thus the equality follows from Theorem 3.6(i) and (ii).
(ii) This is due to (i) and Theorem 3.6(iii) (with R∗i in place of Ci). 
In particular, the equality in Corollary 4.4(ii) holds if domR∗1 ⊆ domR
∗
2 and
domR∗2 is closed.
Because
mul
(
R1 R2
)
= mulR1 +mulR2
it follows that the row is an operator iff Ri is an operator for each i ∈ {1, 2}. In
this direction we deduce the next corollary (cf. [7, Corollary 3.4]).
Corollary 4.5. Let R1 and R2 be operators. For a row
(
R1 R2
)
to be closable it
is necessary and, in case (R) holds, also sufficient that R1 and R2 are closable.
Proof. Necessity: Assume that
(
R1 R2
)
is closable, that is,
(
R1 R2
)
is an oper-
ator. Then by Corollary 4.4(ii)
mul
(
R1 R2
)
= mulR1 +mulR2 ⊆ mul
(
R2 R2
)
= {0} ;
hence mulRi = {0} and Ri is closable.
Sufficiency: Assume mulRi = {0} and (R). Then again by Corollary 4.4(ii), the
closure
(
R1 R2
)
=
(
R1 R2
)
is an operator. 
We note that, if R1 and R2 are closable operators and (R) holds, then necessarily
domR∗1 + domR
∗
2 = K. To see this, let Li be dense linear subsets of K, and such
that L1 + L2 =: M is closed. Then M
⊥ = L⊥1 ∩ L
⊥
2 = {0} implies that M = K. If
in particular domR∗1 ⊆ domR
∗
2, then R2 is bounded everywhere defined, and we
arrive at [7, Proposition 3.5].
For not necessarily closed operators C1 and C2, we trivially have that the column
of C1 and C2 is closable iff A1 ∩ A2 is an operator. On the other hand, because
mul
(
C1
C2
)
= mulC1 ×mulC2
to make
(
C1
C2
)
closable Theorem 3.6(i)-(ii) shows that it is necessary but not suf-
ficient that Ci be an operator (see also [7, Proposition 4.3-2
◦]). Under additional
conditions, however, the present necessary condition becomes also sufficient.
Corollary 4.6. Let C1 and C2 be operators such that C2 is closable and ( a), ( c)
hold. For a column
(
C1
C2
)
to be closable it is necessary and sufficient that C1 is
closable.
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Proof. By hypothesis, condition (C) holds. Thus
mul
(
C1
C2
)
= mulC1 × {0}
and the claim follows. 
5. Application to block relations
As an example of application of Corollaries 4.1, 4.5, 4.6 to matrices of linear
relations we have the next two corollaries. We recall from [3] that a linear relation
A from H = H1 × H2 to K = K1 × K2 generated by the block is defined by
A :=
(
A11 A12
A21 A22
)
=
(
CA1
CA2
)
=
(
RA1 RA2
)
with
CAi :=
(
Ai1 Ai2
)
, RAi :=
(
A1i
A2i
)
and Aij ⊆ Hj × Ki; i, j ∈ {1, 2}. Below we label by R
′
Ai the row
(
A∗
1i A
∗
2i
)
.
Observe that R′Ai ⊆ R
∗
Ai by Theorem 3.6.
Corollary 5.1. 1◦ The adjoint(
A11 A12
A21 A22
)∗
⊇
(
A∗11 A
∗
21
A∗12 A
∗
22
)
(5.1)
with the equality iff
(Ci)
(
A1i
A2i
)
=
(
A1i
A2i
)
and
(C′i) domA1i + domA2i is closed.
2◦ The closure (
A11 A12
A21 A22
)
=
(
A11 A12
A21 A22
)
iff (Ci) and (C
′
i) hold and in addition
(C′′i ) domA
∗
i1 + domA
∗
i2 is closed.
Proof. 1◦ First note that the inclusion in (5.1) is due to
(Aij)
∗ =
(
CA1
CA2
)∗
⊇
(
C∗A1 C
∗
A2
)
= (A∗ji)
by Theorem 3.6. According to [3, Corollary 6.1], there is equality in (5.1) iff R∗Ai =
R′Ai, which is (Ci) and (C
′
i) by Corollary 4.1.
2◦ By 1◦ we have (Aij) = (Aij) iff R
∗
Ai = R
′
Ai and R
∗
A′i = R
′
A′i, with A
′ = (A′ij)
and A′ij := A
∗
ji; hence iff (Ci), (C
′
i), and (C
′′
i ) hold. 
Corollary 5.2. Let A be an operator. For A to be closable it is necessary and, in
case
domR∗A1 + domR
∗
A2 is closed,
also sufficient that RA1 and RA2 are closable. In particular, if
(ai) domA1i ⊆ domA2i and
(bi) A2i is closable and
(ci) domA2i is closed
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then RAi is closable iff so is A1i.
Proof. This is an application of Corollaries 4.5, 4.6 to
(
RA1 RA2
)
. 
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