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Introduction
Rendering graphics is a mathematically intensive task that, if tackled solely by the CPU, could cause performance to slow down. To offload this work from the CPU and onto hardware that has been optimized for the task, personal computers, workstations, and game consoles use a GPU. * The GPU is a combination of a coprocessor and tightly coupled high-speed memory (GRAM) that is responsible for rasterizing images through a graphics pipeline. The CPU is still required for other classes of work (e.g., solving the physics-based equations in a CFD simulation or a state-of-the-art video game).
GPUs can be grouped into the following two classes:
1. Low-end units that provide support for two-dimensional (2-D) applications (e.g., Microsoft Word, XTerm, and Telnet, surfing the web, and watching videos).
2. High-end units equipped with Z-buffers and full hardware support for sophisticated threedimensional (3-D) applications. Up until a few years ago, these were very pricey and usually were only found in midrange to high-end products from companies like SGI.
As a result of advances in manufacturing technology and their widespread use in game consoles and PCs that have been optimized to play video games, the cost of high-end GPUs has declined dramatically. The rest of this report will assume that these are the units being discussed.
Historically, GPUs operated within a fixed-functionality pipeline, with limited capabilities for rendering. Modern GPUs consist of fully programmable floating-point pipelines with notable computational power and memory bandwidth. These architectural advances equip the GPU for more than just graphics. GPUs are best suited for applications that are highly parallel, computationally intensive, and have highly regular memory-access patterns.
Over the past few years, GPUs have surpassed CPUs in performance, in absolute terms and in relative speedup over time (i.e., at a rate greater than predicted for CPUs by Moore's Law).
Researchers and code developers are intrigued by the potential to use GPUs as an attached processor for the purpose of speeding up nongraphics algorithms. GPUs have been leveraged into a number of nongraphical applications, including signal and image processing, bioinformatics, CFD, chemical dispersion, database operations, and mathematical libraries (e.g., BLAS).
This report discusses the current uses of GPUs and their potential for use in general-purpose computing. Section 2 describes the evolution of the architecture of the GPU as it lends itself to general-purpose computation. Sections 3 and 4 discuss some limitations and issues that must be considered when harnessing the GPU's power for nongraphics applications. Some software and programming tools that have been helpful in the programming of GPUs are explored in sections 5 and 6. Section 7 outlines some applications that have proven to be well-suited for computation on the GPU. Lastly, section 8 discusses performance results that various researchers have reported when using GPUs for nongraphics applications.
GPU
Driven by the economics of the game industry, GPUs have become an affordable and attractive platform for research techniques to increase the speed of general computation. The performance of GPUs has increased yearly and is projected to continue at rates that surpass the performance growth rate of CPUs (figure 1). Current GPUs have achieved significant gains in performance and memory bandwidth over CPUs. Stanford University, in their protein-folding simulation project, has observed performance gains of up to 40× that of an Intel Pentium 4 CPU while using high-end ATI GPUs (1). According to Fan et al. (2) , the performance advantage of GPUs over CPUs can be attributed to the following:
1. "A current GPU has as many as 16 pixel processors and 6 vertex processors that execute four-dimensional (4-D) vector* floating-point instructions in parallel.
2. Pipeline constraint is enforced to ensure that data elements stream through the processors without stalls.
3. Unlike the CPU, which has long been recognized to have a memory bottleneck for massive computation, the GPU uses fast on-board texture memory, which has one order of magnitude higher bandwidth."
In his survey, Owens gives credit for the GPUs' better performance to the "highly data-parallel nature of graphics computations," which "enables GPUs to use additional transistors more directly for computation, achieving higher arithmetic intensity with the same transistor count" (3) . Because of the performance disparity, the GPU has been established as an economical evolving research platform and its power is being used for general-purpose computation.
With the GPU as a computing device dedicated to rendering graphics tasks, it is important to understand its architecture. Early GPUs were the size of a large file cabinet. Over the years, advances in technology have shrunk them to the point that GPUs and their associated chips will fit onto a small printed circuit card, and, in some cases, are found directly on a computer's motherboard. The GPU renders a graphics task through a pipeline (figure 2) consisting of a vertex processor, a rasterizer, a fragment processor, and a frame buffer. In order to enhance the performance of the GPU, it is now common practice for the GPU to contain multiple vertex and fragment processors working in parallel. The newest GPU architectures are merging the vertex and fragment processors into a single unified pool of processors, which leads to more optimal performance because of the increased capacity of the GPU to respond to the varying shading demands of an application. The vertex processor assigns or modifies color and texture coordinates for each vertex and performs any necessary updates of a vertex's positional data. The GPU stores pixel properties, such as texture, in the high-speed graphics memory, which uses a combination of multibanking, data streaming, specialized cache designs, and other techniques to provide superior levels of bandwidth and latency (4) . A nonprogrammable unit with fixedfunctionality within the pipeline then transforms the streams of vertices of a 3-D geometric scene description to a 2-D screen position (5) . The vertices are then grouped into geometric primitives (normally, triangles or quadrilaterals) and sent to the rasterizer, which generates a stream of fragments for each pixel covered by the primitive. In the fragment processing stage, a battery of tests is conducted on each fragment to determine if it will affect the final image. If all tests pass, the fragment is written to the frame buffer. GPUs employ the paradigm of stream programming, which allows high-efficiency parallel programming without the complicated software engineering and design issues (6) . GPUs also have been labeled as vector processors operating within the SIMD programming model. The basic architecture of GPUs has remained stagnant for the last 20 years; however, they have gained flexibility with increased programmability, with modern GPUs containing programmable vertex and fragment processors. 
GPGPU
The increased flexibility of GPUs has created a new area of research that explores their performance for general-purpose computation. This area of research entitled general-purpose computation on GPUs, or GPGPU, is a highly evolving one because of GPU's cost effectiveness and computational power (7) . Historically, the graphics pipeline described earlier was a "fixed function pipeline, where the limited number of operations available at each stage of the graphics pipeline was hard-wired for specific tasks" (3). Evolution has allowed a more flexible programmable pipeline, to emerge with efforts concentrating primarily on the vertex and fragment stages. The light and transformation operations on vertices that were present in the vertex stage of the earlier design of the graphics pipeline have been replaced by a user-defined vertex program; moreover, the fixed fragment operations that took place in the fragment stage have been replaced with a user-defined fragment program. "A programmer can now implement custom transformation, lighting, or texturing algorithms by writing programs called shaders" (8).
Owens' survey highlights the "vital step for enabling general-purpose computation" on GPUs as being "the introduction of fully programmable hardware and an assembly language for specifying programs to run on each vertex or fragment" (3) . GPUs now include fully programmable processing units with support for 32-bit floating-point precision. Each generation of GPUs is expanding on its already favorable qualities as the next generations from NVIDIA and ATI (the major players in this part of the market) are expected to support 64-bit floatingpoint precision (9, 10) . The speed, increasing precision, and rapidly expanding programmability of GPUs continue to promote them as a platform for general-purpose computation.
Limitations
Although the expanding capabilities of modern GPUs make them a compelling platform for general-purpose computation, limitations and difficulties exist and must be considered. GPUs are highly specialized devices and were designed to make images of 3-D scenes; the evolution and tuning of these devices have mainly been to optimize the highly parallel tasks of computer graphics. Although various applications have been enabled by this performance tuning, many applications are outside the narrow focus and are not well-suited for computation on a GPU. The lack of integers, logical operations, and fixed-point arithmetic renders the GPU ineligible for many computationally intensive tasks. Furthermore, "the lack of double precision hampers or prevents GPUs from being applicable to many very large-scale computational science problems" (3) . In addition to their limited applicability, GPUs are not trivial to program; they require the programmer to consider an application that is normally nongraphics in graphics terms, which requires the programmer to be knowledgeable of the design, evolution, and limitations of the underlying GPU architecture. However, by hiding many of their architectural features, the vendors of GPUs have made it almost impossible to predict on an a priori basis what the potential performance of a specific algorithm on a specific GPU should be. This architectural black box makes it difficult to identify the correct chip for the job and determine when it is time to stop tuning the code and move to a new project. A multidisciplinary effort by developers in computer graphics and the field of interest is usually required to program efficiently. Since the GPU is designed to process images for the screen, "it may handle as many pixels as the maximum resolution of the image it can process", which translates to "the largest size for a dimension of a data stream is 2,048 floating-point elements" (11) . This limitation, as well as the number of input parameters that can be passed to a GPU function being limited to eight, affects the GPUs' relevance to large-scale scientific problems. Transferring results back to main memory has proven to take a considerable amount of time on GPUs, although this limitation has been significantly alleviated by the higher bandwidth offered with PCI-Express ports.
The Curse of Memory
Most HPC applications require large amounts of memory (several gigabytes to many terabytes) and multiple fast processors (frequently with a combined peak speed exceeding gigaflops, with the largest systems having peak speeds that exceed 10 teraflops). It is instructive to look at how such systems are programmed. There are three main approaches to parallelizing applications on the distributed memory parallel architectures used in most of today's HPC systems:
1. Pseudo shared memory, also called globally addressable distributed memory, such as UPC, CAF, Global Arrays (used in NWCHEM), and the SCALAPACK library. * This approach assumes that the application requires a large amount of memory and, therefore, spreads the data across multiple nodes. However, it treats the data as though they were in multiple gigantic arrays that span nodes. In most cases, this will result in fine-grained communication. Although some systems have a system interconnection that can support such a communication pattern with an acceptable level of performance, these interconnections tend to be more expensive and, therefore, are not commonly found. As a result, this programming paradigm is used less frequently than the third approach.
2. Replicating a significant portion of the data on each of the nodes is required for some applications in chemistry, ray tracing, applications using databases, etc. Although this allows one to achieve high levels of speedup through parallelization, it limits the maximum problem size to what will fit in the memory on a single node. As such, this approach is only used when it is not possible to use the third approach.
3. Domain decomposition allows one to break large grids into a large number of smaller grids (normally called subdomains). Each of these subdomains is then worked on by a separate processor. This allows one to efficiently work on very large problem sizes, since the communication occurs primarily at the end of each time step (coarse-grained communication) and the amount of data being transferred is proportional to the surface area of each subdomain (12) . For the remainder of this section, it will be assumed that this is the programming paradigm being used.
Even with domain decomposition, it is desirable to minimize the amount of communication.
Ideally, the amount of communication should be kept to a size and structure that allow it to be fully overlapped with computation. This implies that, as the delivered performance (on a perprocessor basis) increases, the amount of work assigned to each processor should also increase. In particular, if using a GPU as an attached processor will improve the overall per-processor performance of an application (ignoring communications costs) by a factor of 10 or more, then it is reasonable to assume that the amount of work assigned to each processor will consume most of the available memory. In fact, one might even want to increase the amount of memory each node is equipped with. Currently, most clusters are equipped with at least 512 MB of main memory per processor (1 GB on a dual-processor node).
As far back as 1995, the term "memory wall" was coined to describe the observation that the speed of the CPU was increasing faster than the speed of main memory (13) . As a result, the delivered performance of today's microprocessors is highly dependent upon an application's * Additional information on these can be found at http://upc.gwu.edu, http://www.co-array.org, http://www.emsl.gov/docs/nwchem /nwchem.html, and http://www.netlib.org/scalapack, respectively. ability to "live" out of cache. In other words, unless there is a significant amount of data reuse in one or more levels of cache, there simply is an insufficient amount of memory bandwidth to keep the processor busy. Even with a reasonable level of data reuse, the memory latency associated with a cache miss missing all the way back to main memory would normally be considered excessive (hundreds of possibly even a few thousand, CPU cycles). This problem is normally addressed through some combination of stream buffers, nonblocking cache misses (allowing multiple misses to overlap their latencies), and/or pre-fetching (14) .
If the memory wall is a problem for the CPU, then one can imagine the potential for it to be an even bigger problem when one is talking about any attached processor, with which one hopes to significantly accelerate the performance of an application. The good news is that most GPUs, and all high-end GPUs, are equipped with a significant amount of dedicated graphics memory (also sometimes referred to as video memory or GRAM). Additionally, this graphics memory is organized into multiple banks (4) . As such, it supports multiple memory accesses per cycle, while the tight coupling between the GPU and the graphics memory keeps the latency low. The effective latency is reduced even further when the GPU streams data into and out of the graphics memory. All of this is reminiscent of vector processors, except there are no vector registers. Now for the bad news: high-end GPUs are routinely equipped with 128 or 256 MB of graphics memory (older, less expensive, and/or GPUs meant for use in portable devices will usually have significantly less graphics memory, e.g., 16-64 MB). The problem is that since this is significantly smaller (by at least a factor of 2) than the size of per-processor main memory (when one is using GPUs for nongraphics applications), one must anticipate the need to stream data between main memory and the graphics memory. This data will move through the PCI-Express bus or one of the older buses that are totally inadequate for this task (e.g., AGP, PCI, or PCI-X). Although the PCI-Express bus provides significantly better bidirectional bandwidth and latency than its predecessors, it is still in no way capable of supplying the voracious appetite of a stateof-the-art GPU for data. This demonstrates the importance of implementing the algorithm in a manner that supports a high level of data reuse in terms of the graphics memory. If the algorithm uses functions such as matrix multiply and fast Fourier transform (FFT), this should not be difficult. However, when one is using level 1 BLAS functions such as dot product, there is little or no potential for data reuse within a single call. In general, such a function would be considered poorly suited for use on a GPU. However, it is sometimes possible to group successive or concurrent calls to such functions in a manner that produces the necessary level of data reuse. Therefore, although this does not preclude the use of GPUs and other attached processors, it can represent a significant obstacle to the successful use of these devices for nongraphics applications. Clearly, one of the simplest solutions is to buy the GPUs with the largest amount of graphics memory possible. Some GPUs can be purchased with 512 MB of graphics memory, and at least one device supports more than 1 GB of graphics memory (9, 10) .
Anticipating the Speedup
What kind of speedup might one reasonably expect to see when using GPUs in a cluster computer? In this discussion, we make the following assumptions:
• A high end GPU is being used.
• The algorithm lends itself to the GPU and parallelization using MPI on the cluster.
• Implementing the GPU will maximize the amount of work allocated to each processor, possibly requiring the cluster to be equipped with additional memory per processor.
• The system interconnect used by MPI (e.g., Myrinet, Infiniband, or Quadrix) cannot easily be enhanced for clusters equipped with attached processors, such as a GPU.
• The CPU-only implementation and the GPU-augmented implementation represent best efforts.
For a specified problem, this means that in order to keep the time spent on communication in balance with the computation and therefore maintain the potential to fully overlap the two, one will be restricted to using fewer GPU-equipped nodes than were used with the conventional cluster solution. In other words, the predicted speedup would be S G /S C × N G /N C where:
• S G is the speed of the application on a per-processor basis when run on the GPU,
• S C is the speed of the application on a per-processor basis when run on the CPU,
• N G is the number of nodes used when using the GPU (for a fixed total problem size), and
• N C is the number of nodes used when using just the CPUs (for a fixed total problem size).
The subscripts G and C represent the GPU-and the CPU-only-based solutions, S is the speed per processor in some appropriate unit (e.g., GFLOPS or time steps per hour), and N are the number of GPUs or CPUs being used. As we have been explaining, N G < N C , and one might hope that S G would be a factor of 10 or more times greater than S C . Therefore, it would be reasonable to assume that the overall speedup will be at least a factor of 2 smaller than the per-node speedup.
In reality, for programs that are highly successful at taking advantage of an attached processor, such as a GPU, one should investigate the options for improving the performance of the system interconnect (e.g., using a newer interconnect from the same vendor, a faster interconnect from a different vendor, or multiple rails of the same interconnect).
Software
According to Owens, "successful programming for any development platform requires at least three basic components: a high-level language for code development, a debugging environment, and profiling tools" (3) . Because high-level GPU programming languages are designed with graphics as a central theme, the languages are often referred to as shading languages. As this nomenclature suggests, these languages compile a shader program into a vertex shader and a fragment shader to produce the image described by the shader program. Cg, HLSL, OpenGL are all such shading languages that allow the programmer to write GPU programs in a more familiar C-like programming environment. Sh is a shading language that offers a C++-like programming environment. All of these languages remain close to the specialized nature of GPUs and contain graphics-specific constructs, i.e., vertices, fragments, and textures. ASHLI operates one level higher than the aforementioned shading languages and reads as input shaders written in HLSL or OpenGL and "automatically compiles and partitions the input shaders to run on a programmable GPU" (3).
Currently, the two major standards for the GPU interface are OpenGL and DirectX. These standards were designed to program graphics operations; thus, it is not trivial to use them for nongraphical applications. Because GPU programming requires a programmer to view their GPGPU application in terms of geometric primitives, languages and libraries have been developed to provide GPGPU functionality while relieving the programmer of the GPU-specific details. BrookGPU is a programming language extension to the ANSI C standard that can use the GPU as a compilation target. BrookGPU affords the programmer advantages such as code reuse, as code can execute on the CPU or the GPU using the OpenGL or DirectX interfaces, and an indirection layer relieves the user of having to know whether the code is executing on an NVIDIA or an ATI chip (15) . Scout is a GPU programming language designed for scientific visualization that "allows runtime mapping of mathematical operations over data sets for visualization" (16) . Accelerator and Computer Graphics in Scientific programming (CGiS) have similar aims at simplifying GPU programming through high-level data-parallel implementations. The Glift template library simplifies GPU data structure design and separates GPU algorithms from data structures so that interfacing with CPU-based parallel data structures is possible. Several attributes of each of these programming tools are contained table 1. Significant efforts have been made to ameliorate the demanding task of GPU programming so that GPGPU developers can utilize the computational power of the GPU at a higher level of programming. Appendices A-G highlight examples of nongraphical paradigms implemented in several of the aforementioned programming languages.
A related issue is the limited amount of memory a GPU has for holding the shader program. This limitation is similar to a program running on the microprocessor. If the inner loop fits into the level 1 instruction cache, then it has a chance of running efficiently. However, with a GPU, if the shader program does not fit into the GPU's program memory, the shader program will not run at all. It is important to remember that the size of this memory is driven by the needs of graphics applications.
Debugging on GPUs was fairly limited until the recent surge of tools, yet the need for effective tools was much greater. The most commonly used debugging tool for programs running on a CPU, the print statement/printf function, has no counterpart on the GPU. It was established that because GPUs are now being used for general-purpose computing, a GPU debugger should be similar in capabilities to a CPU debugger. Variable watches, program break points, and singlestep execution were deemed important features. Along with these standard features for CPU debuggers, an effective GPU debugger should include some other features, because of the interactive aspect of GPU programming. "The ideal GPGPU debugger would automate printfstyle (the values of interest are printed to the screen) debugging, including programmable scale and bias for values outside the display, while also retaining the true data value at each point if it is needed" (3). Several tools have been developed for GPU debugging; however, nearly all are missing one or more of the aforementioned important features. gDEBugger and GLIntercept are tools for debugging OpenGL programs, the Microsoft shader debugger provides the functionality of runtime variable watches and breakpoints for shaders, and the Shadesmith fragment program debugger was the first debugger to implement the printf-style paradigm. Although there is still work to be done in the area of debugger development, the tools that currently exist have proven sufficient to validate vertex and fragment programs. As the GPGPU field emerges, the debugging tools will be challenged to become more robust. High-level GPU programming
GPU Programming Model
While programming on the CPU requires a sequential programming model, the GPU achieves its superior performance through data parallelism, which employs the stream programming model. The stream programming model structures programs in a manner that affords high efficiency in computation and communication (29) . It exploits the parallelism of the application by structuring the data into streams and performing computation on the streams with kernels. BrookGPU offers a stream programming system for GPUs (3) . It implements stream programming concepts with streams as variables and kernels and reductions as functions that operate on streams; it automatically maps kernels and streams into fragment programs and texture memory.
Because typical scenes have more fragments than vertices, the highest volume of arithmetic computation is done in the fragment processing stage. A GPGPU program is structured as follows (3): 1. Initially, the programmer defines the data-parallel portions of the application and segments the application into independent parallel sections. Each of these sections can be considered a kernel and is implemented as a fragment program. The input and output of each kernel program is one or more data arrays, which are stored in textures in GPU memory. The data in these textures are considered as streams, and a kernel is invoked in parallel on each stream element.
2. By passing vertices to the GPU of geometric primitives (typically quadrilaterals) orientated parallel to the image plane and sized to match the desired size of the output array, the range of computation is defined, thus invoking a kernel.
3. The rasterizer generates a fragment for every pixel location in the primitive.
4. Each of the generated fragments is then processed by the active kernel fragment program. The fragment program can read from arbitrary global memory locations but can only write to memory locations corresponding to the fragment's location in the frame buffer.
5. The output of the fragment program is a value (or vector of values) per fragment. This output may be stored as a texture and used for the next pass through the pipeline or it may be the final result of the application.
GPGPU Applications
The performance advantages of GPUs have been explored within various applications, including physical based simulations, signal and image processing, geometric computing, and databases and data mining. The increased demand and deployment of GPUs in the last several years has resulted in increasing experimental research with graphics hardware. Several groups have used the GPU to successfully implement physically based simulations. The Center for High Performance Computing at Stony Brook University developed a parallel flow simulation using the Lattice-Boltzmann model (LBM) on a GPU cluster and simulated the dispersion of air-borne contaminants in the Times Square area of New York City. The numerical method employed by the LBM is highly parallelizable, which lends it well to computation on the GPU; moreover, the specification of boundary shapes is not governed by strict conditions. In order to implement this model, the LBM operations (e.g., streaming, collision, and boundary conditions) are formulated into fragment programs to be executed by the fragment processor during the rendering process.
The fragment program fetches current state information from the appropriate textures (arrays), computes the LBM equations to evaluate the new states, and then passes the results to a pixel buffer. After the fragment pass is completed, the results are copied back to textures for use in the next step. This group was able to produce results using 30 GPU nodes that were 4.6× faster than the same implementation of a 480 × 400 × 80 LBM on a CPU cluster that contained 64 Pentium Xeon 2.4-GHz processors and 2.5-GB memory (2) . The demanding applications of signal and image processing benefit from the high computational rates of the GPU. Image segmentation has been a prominent research area within these applications and GPGPU segmentation approaches have provided speedups of more than 10× by coupling the fast computation of the GPU to an interactive volume renderer. Database and data mining algorithms are known to be highly computation and memory intensive, which makes them attractive candidates for GPU computation. The high memory bandwidth has accelerated the performance of many essential database queries-Govindaraju et al. (30) compared the performance of SQL queries on an NVIDIA GeForce 6800 against a 2.8-GHz Intel Xeon processor, and these comparisons indicate as much as an order of magnitude improvement for the GPU over a SIMD-optimized CPU implementation. As GPUs evolve and become better equipped for general-purpose computation, the success of their use within applications continues to rely on the developer's understanding of the circumstances under which the GPU is likely to outperform the CPU. Goodnight notes that "efficient GPGPU applications almost always take advantage of the vector processing and memory access capabilities of the GPU" (8). Table 2 summarizes the results discussed in section 7 of this report and several other examples of code that were ported to GPUs. Unfortunately, there do not appear to be many examples of applications being run on GPU-equipped clusters. In table 2, we have attempted to provide opportunities to make the following types of comparisons:
Results
• The same problem run on a CPU or cluster of CPUs vs. on a GPU or GPU-equipped clusters
• Performance results obtained when using different languages
• Performance as a function of problem size
It is interesting to note that, frequently, the delivered performance on a GPU can be heavily influenced by the problem size. In general, the larger the problem, the better the performance. In many cases, for smaller problem sizes, using the GPU can actually result in a slower run. Additionally, it should be pointed out that the optimal algorithm for the GPU is frequently not the algorithm of choice for the CPU. One final note to point out is that we have made no attempt to compare the performance of competing GPUs.
Conclusion
As general-purpose computation on graphics hardware continues to grow as a research area, the research community is continually being challenged to think about non-graphics problems from a graphics perspective and attempt to effectively design algorithms that are well suited for graphics architecture. Simultaneously, GPU vendors are expected to increase programmability and generality of future generations of GPUs without sacrificing the specialized architecture and heightened performance that have compelled its surge into the non-graphics research arena. As the field of GPGPU computing matures, researchers are hopeful that the GPU continues to be a sturdy platform for enhanced computation and performance. 
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Glossary AGP
A bus designed by Intel specifically for connecting graphics processors to the CPU and main memory. Unfortunately, its characteristics make it poorly suited for the needs of generalpurpose programming using GPUs.
ASHLI
Advanced shading language -one of several languages designed to facilitate the programming of GPUs.
ANSI C
The C standard as adopted by the American National Standards Institute. Supersedes the informal standard version of C known as Kernighan and Ritchie C.
ATI
The name of one of the two main companies that manufacture GPUs (recently acquired by Advanced Micro Devices, AMD).
BLAS
A commonly used library of linear algebra subroutines that run on a single processor, although parallelized implementations have been created under such names as PBLAS and SCALAPACK.
BrookGPU
One of several languages designed to facilitate programming GPUs.
CAF
Co-array Fortran -an example of a language that conforms to the PGAS programming model.
CFD
Computational fluid dynamics CG C for graphics -one of several languages designed to facilitate programming GPUs.
CGiS
Computer Graphics in Scientific programming
CPU
Central processing unit FFT Fast Fourier transform
GPGPU
General-purpose computation on GPUs
GPU
Graphics processing unit GRAM Graphics RAM -a high-speed memory optimized for the requirements of processing graphical data. 
