This paper introduces a novel conceptual system to predict the energy cost of residential buildings in the Kingdom of Saudi Arabia (KSA). The paper briefly describes the main models of the developed system to maintain continuity and focuses on the energy cost prediction model. The developed system aims to assist architects in designing residential buildings to minimise energy costs under Saudi Arabian environmental conditions. The system was built based on data collected from house owners in six cities in the eastern province of KSA. The initial results of validating the model demonstrate the system's capabilities in assisting architects in the selection of the optimum architectural design.
Introduction
The Kingdom of Saudi Arabia (KSA) is witnessing rapid growth in population along with a high level of economic development, especially with respect to the construction of residential buildings. Globally, the building sector consumes approximately 40% of the entire energy consumption, whereas the residential sec-tor in Saudi Arabia consumes approximately half of the power consumption, as depicted in Table 1 . This figure is expected to increase annually by 5 to 8% [1] . In addition, the production of oil is expected to equal domestic oil consumption by 2035. Therefore, the government of Saudi Arabia and several major companies launched the Saudi Energy Efficiency Program, which aims to decrease energy intensity by approximately 30% until 2030.
The strongest demand for oil in Saudi Arabia comes from the electricity sector, which has one of the highest per capita consumption rates in the world at approximately 6,980 K (kWh)/capita [1] . It is estimated that since 2011, more than half a million barrels/day of oil has been consumed for power generation, with summer peak demand at 900,000 barrels/day [1] . With regard to nat- ural gas, half of consumption has been used to generate power locally, while the remaining amount is utilised in other forms of energy transformation (heating and refining, and non-energy use) [2] . In an attempt to reduce electricity consumption, a new consumption approach for all categories of service is applied according to the Council of Ministers' Decree No. 95 (see Table 2 ). As shown in Table 2 , the domestic prices for electricity begin at 5 Halalah/kWh for residential users, the lowest rate in the world, thereby making renewable energy alternatives economically infeasible in Saudi Arabia.
From an architectural design point of view, the literature suggests that several common issues in the design of residential buildings are the main cause of high energy consumption in the Saudi building sector [3] . The energy efficiency of residential buildings has not been given serious attention in Saudi Arabia compared to other countries [3] . In addition, fixing the deficiencies in the existing architectural design of constructed facilities is costly and time-consuming.
Constructing a new facility includes numerous stages, including conceptual design, detailed design, planning, construction, and operation and maintenance. Accurately predicting the costs of energy, construction, and maintenance is difficult at the conceptual stage because of the lack of required information. As the project moves from one stage to another, more information becomes available, thereby enabling more accurate cost estimates. Meanwhile, making changes in the architectural design becomes more difficult as the project moves from the conceptual stage towards the construction stage.
Predicting energy cost in the conceptual architectural design for residential buildings is an essential element that can assist the architect in selecting the optimum alternative design that offers the minimum energy consumption while meeting the functional purpose of the designed facility. Predicting energy cost at the conceptual design stage in the absence of sufficient information is a difficult task for designers. The difficulty arises due to the complexity of the energy consumption curve [4] and the lack of complete design information regarding elements such as lighting and HVAC systems, etc.
Literature Review
Many studies have examined the energy consumption of buildings in Saudi Arabia [3, 5, 6] . Taleb and Sharples [3] studied the present status of water and energy consumption of residential facilities in Saudi Arabia to create strategies for supplying sustainable residential buildings in the near future. The study identified design-related mistakes commonly found in buildings in Saudi Arabia. The authors recommended several options to improve energy efficiency, such as enhanced thermal insulation of external walls and roofs, efficient glazing systems, proper shading, and energyefficient lighting. Ashraf and Almaziad [5] investigated the effect of facades on the energy consumption of a multi-story educational building using an energy simulation tool. Alrashed and Asif [6] examined the factors affecting the energy consumption of residential buildings, including weather conditions, dwelling types, envelopes, air-conditioning systems and cooking appliances. The study was grounded on a 2012 survey of the actual monthly energy consumption of 115 dwellings, including 62 villas, 28 apartments, and 25 traditional houses. The authors encouraged the use of mini-split air-conditioning systems and double-glazing systems. However, these studies do not provide a measuring tool to evaluate architectural design that minimises energy cost at the conceptual design stage. Furthermore, the software market lacks practical computer applications that can assist architects in KSA in selecting the optimum design for residential buildings to minimise energy cost at the conceptual stage of a project. The main limitations of the available modelling software are its inaccuracy; the need for large amounts of data required for modelling, which may not be available at the conceptual stage; and the time required to complete the modelling process, which can be tedious depending on the scale of the building [7] .
Recent advances in information technology have led to a new breed of computer-based tools. Artificial neural networks (ANNs) are one of the best and most widely utilised tools in the development of prediction models in different fields [8, 9] . These networks have been used in the development of many applications for predicting energy consumption [3, [10] [11] [12] [13] [14] [15] [16] . ANNs can predict the energy consumption in buildings more reliably than other ordinary simulation models and regression techniques [13] . For example, Abdel-Aal et al. [10] proposed the Abductory Induction Mechanism (AIM), a forecasting model used to estimate monthly domestic electric energy consumption in the eastern province of Saudi Arabia. The model considered only of weather parameters and demographic and economic indices. Nasr et al. [11] proposed a similar ANN model to forecast electric energy consumption in Lebanon based on an electric energy consumption time series and weatherdependent variables. Meng et al. [4] proposed a hybrid growth model to forecast the extracted increasing trend for China's monthly electric energy consumption. However, these models did not consider the architectural design and integration of architectural elements in the prediction of monthly electric energy consumption.
Kumar et al. [13] utilised ANN to explore the total heat load and the total carbon emissions of a six-story building. Karatasou et al. [14] described the possibility of enhancing the performance of ANN in predicting buildings' energy consumption by incorporating statistical processes such as hypothesis testing, information criteria and cross validation. Ekici and Aksoy [15] , employing a backpropagation three-layered ANN to predict the heating energy requirements of various building samples, noted a prediction rate of 94.8 to 98.5%. Mena-Yedra et al. [7] developed an ANN-based short-term model to forecast the electricity demand of a solar energy research centre, finding results within the acceptable range.
In addition to ANN, advances in CAD tools make the estimation of quantities of building design more accurate, faster, and accessible. Building Information Modelling (BIM) is one such tool that could be of significant value when estimating energy cost and selecting among alternatives. BIM is a decision tool that shares the resources of knowledge about a facility during its life cycle. BIM is used comprehensively in the building industry, especially for the life-cycle costing (LCC) of construction buildings. Kehily et al. [8] revealed a generic template that could be integrated with a 4D BIM process to consider certain documented barriers for the successful application of LCC in practice. William et al. [9] studied the challenges in estimating costs using BIM, while Shin and Cho [17] evaluated the usability of BIM to carry out life-cycle analysis (LCA) and LCC in the early stages of a construction project.
DesignBuilder is an example of a physical simulation modelling approach software that is widely used for Building Energy Simulation (BES). It is user-friendly and has a menu-driven interface that combines the simulation algorithms of the energy simulators BLAST and DOE-2 [7] . The main drawbacks of DesignBuilder are as follows: (1) it is inaccurate due to assumptions and approximations [7] ; (2) it requires large amounts of data for modelling, which may not be available at the conceptual stage; and (3) it requires a significant amount of time to complete the modelling process, which can be tedious depending on the scale of the building [7] .
Notably, the aforementioned studies independently and/or collectively considered weather factors, economic indicators, and the time series of electric energy consumption, heat load, carbon emissions, dwelling types, envelopes, air-conditioning systems and cooking appliances. However, those models did not provide a practical tool to be used by architects at the conceptual stage. The main requirements and specifications of such a tool can be summarised as follows: (1) it should require simple data that are available at a conceptual stage, such as building area, glazing type, wall insulation (yes/no), and air conditioner type, rather than detailed design; (2) it should be easy to use and not require professional personnel in modelling; (3) it should be easily integrated with the available 3D software; (4) it should be built based on actual energy cost data to predict the energy cost of the design under consideration rather than based on assumptions, as is the case of available commercial software; and (5) it should allow the user to explore different design scenarios. Accordingly, this study proposes a novel user-friendly framework to overcome the limitations of the current practice in predicting the energy cost of residential buildings at the conceptual stage. This framework is designed to assist architects and engineers in selecting the optimum architectural design for res- idential buildings in Saudi Arabia to minimise energy cost.
Overview of the Developed System
As depicted in Fig. 1 , the proposed system incorporates four models: (1) Building Information Model (BIM), (2) Artificial Neural Network Model (ANNM), (3) Database Model (DBM), and (4) Graphical User Interface Model (GUIM). Integrating BIM and ANN to predict energy cost is novel in construction, as it has not been reported in the literature. This approach is intended to predict the energy cost of residential buildings in Saudi Arabia at the conceptual stage of architectural design.
BIM is incorporated into the system to enable the designer to produce different scenarios of architectural design and to provide the ANN energy cost prediction model with the necessary input to predict energy cost. BIM is also used for the digital representation of the characteristics of the designs under consideration, the implementation of the architectural design, and the visualisation of the design to assist the designer in evaluating different design elements. The developed ANNM is used to predict the energy cost of the architectural design defined in BIM.
The Database Model (DBM) is designed to store the necessary information exported from BIM to ANNM and to allow for an easy information exchange between them. The stored information consists of the properties of physical components of the architectural design such as building material, glazing type, windows area, envelope system type, etc., and hosts information related to energy cost. The function of GUIM is to obtain nongraphic data such as the number of occupants (family size) and building location. The graphical user interface (GUI) is implemented in a way that eases data entry and minimises redundancy in data input. As presented in Fig. 2 , GUI contains a series of screens, which are built by utilising object-oriented programming.
Energy Cost Prediction Model
Predicting the energy cost of the architectural design of residential buildings at the conceptual design stage is a complex task for designers. The complexity is attributed to (1) the lack of sufficient design information at this stage with regard to lighting, HVAC systems, structure system, envelope system, etc; (2) the complexity of the energy consumption curve [4] , in which identifying the pattern that connects energy consumption with its impacting factors, including building area, building envelope, structure system, insulation, etc., is difficult; and (3) the difficulty of conducting accurate nonlinear overlapping between inputs and outputs in actual situations. This task is also affected by other important factors, including weather conditions, the thermal properties of physical materials and occupants' activities and behaviour [18] . In addition, there are several nonlinear inter-relationships among the involved variables, which often lead to a noisy environment that overemphasises the difficulty in finding the exact interaction among them [19] . The literature indicated that the advantages of ANN in comparison with other methods in solving such problems lies in its capacity to model complex relationships between inputs and outputs [19] , as in the case of predicting energy cost. Therefore, ANN was chosen due to its capability of solving such a complex problem.
A commercial neural network software called "Neural Designer" version 2.9.5 was used to develop the energy cost prediction model. This software offers many features that ease the modelling process and provides the mathematical expression of the developed model in Python Programming Language. The main tasks performed using this software include building the model, training, testing, selecting the best model, and validating the selected model on new data. The best model was selected by conducting a systematic search approach among a number of network models with different network architectures. Five ANN models were tested to develop the most accurate Multi-layer Perception Model (MLPM). Fig. 3 presents the main steps of the development of the energy cost prediction model.
Identifying factors influencing the energy cost of residential buildings
To develop the energy cost prediction model, factors influencing the cost of energy in residential buildings were first identified. These factors were identified by reviewing the literature and interviewing a group of local experts from different disciplines in KSA. In this study, only factors related to architectural design were used to develop the proposed model. The identified factors were used as inputs, whereas the actual energy cost was considered as an output. The identified factors are:
1. Age of the existing residential building 2. Location (six cities were considered) 3. Building area 4. Number of occupants (family size) 5. Glazing type (single, double, and triple) 6. Insulation (wall) (yes/no) 7. Building envelope system (five types were considered) 6. Train the network built in step 5. 7. Test and validate the network. 8. Repeat steps 5-7 and select the network with the highest accuracy.
Implementation of artificial neural network 4.2.1. Data collection and filtering
Due to the difficulty of obtaining architectural information about the residential buildings from the Saudi Electric Company (SEC) along with the actual cost of energy consumption, a field study was conducted to gather the required information to develop the model. The data collection process was conducted through survey work, private telephone calls, messages to certain persons, and an online questionnaire. The collected data consist of the input parameters and one output parameter (average monthly energy cost). The input parameters are the factors that influence the energy cost as stated above. Two hundred data sets were initially collected from different locations for different types of homes and different family sizes.
The collected data were then filtered by removing the incomplete and outlier data points before use in ANNM. Tukey's method was used to define outlier data as the values that fall too far from the central point (median). The maximum distance to the centre of the data was defined in different ways according to the purpose of the developed prediction model.
The purpose of data filtering is to reduce the noise or errors from the measured process data. Data filtering is an important step because measurement noise limits the usefulness of important features in practice. Ultimately, 185 data sets were used to build the model. The collected data were organised in Microsoft Excel worksheets to allow an easy application of the ANN software used to build the model. Table 1 shows the minima, maxima, means, and standard deviations of the numeric variables in the data set. As can be seen, a uniform distribution of all the variables indicates that a model with good accuracy can be developed. In the ANN software, the columns representing the factors influencing energy cost were defined as "input", whereas the column representing the energy cost was defined as "Target" or output. The option "yes/no" for the choice of certain inputs (e.g., whether the wall is insulated) was replaced by 0 and 1 to represent 'no' and 'yes', respectively. Similarly, the locations of the six cities were replaced by the numbers 1 to 6. A graphical representation of the developed network architecture is depicted in Fig. 4 . The selected network contains a scaling, an unscaling layer, and a neural network. The yellow circles represent scaling neurons, the green circles represent the principal components, the blue circles represent the perceptron neurons and the red circles represent the unscaling neurons. The model consists of 10 inputs and one output (energy cost). The complexity, represented by the numbers of hidden neurons, is 3:3:3:3:3:3:8:1.
Defining the input data into neural network software

Building and setting the model parameter (training, testing, and validation)
The collected data set used for developing the prediction model contains the information required for estimating the energy cost of residential buildings. The variables in the collected data set were independent vari- ables, whereas the target was treated as a dependent variable. The independent data were defined as inputs, while the target was the output variable. In designing a predictive model, the first step is to divide the collected data into three groups. The first group contains the training data sets used to construct different candidate models. The second subset is the testing set, which is used for testing the selected model exhibiting the best properties. The third subset is the validating set, which is used to validate the final model in the new data set.
In developing the proposed model, 144 data sets of the collected data were utilised for training instances to construct the model; 16 data sets were used for selecting the optimal model among others by using a systematic research approach; and 26 data sets were left out and used for validation (Table 3 ).
Training the network
The algorithm used to train the model was the quasiNewton method, which does not require the calculation of second derivatives. Instead, this method computes an approximation of the inverse Hessian at each iteration of the algorithm using only gradient information. The use of gradient descent minimises the sum of squared errors by updating the network bias and weight. Fig. 5 depicts the losses in each iteration. The initial value of the training loss is 0.123135, and the final value after 76 iterations is 0.120227, while the corresponding values of the selection loss are 0.18544 and 0.17722, respectively.
Testing and validating the network
The accuracy of the selected model is presented in Fig. 6 , in which the x-axis represents the data sets used for learning and testing the developed model and the y-axis represents the energy cost (SAR). The red line represents the developed model outcomes in predicting energy cost compared to the actual energy cost. The shaded red area shows the confidence level of 95%, as calculated for predictions. The confidence band calculation uses model values fitted to the data (blue curve), which equals two standard deviations (2*sigma) of model residuals. Furthermore, linear regression analysis was applied as a standard method to test the loss of a model. The analysis was between the scaled neural network outputs and the matching targets for an independent testing data group. The analysis provides three parameters for each output variable. The first two parameters, a and b, referred to the y-intercept, whereas the slope of the best linear regression corresponded to scaled outputs and targets. The third parameter, R 2 , is the correlation coefficient between the model outputs and the targets. For the perfect fit (outputs exactly equal to targets), the slope would be one and the y-intercept would be zero.
If R 2 = 1, there is a best correlation between the model outputs and the targets in the testing subset. The closer the intercept is to zero, R 2 , and the slope is to one indicate a good quality model. The values obtained for the developed model are intercept = 0.0265, slope = 0.813, and correlation=.0.837. Fig. 7 illustrates the linear regression for the scaled output (Energy Cost). The predicted values are plotted against the actual ones as squares. The coloured blue line indicates the best linear fit, whereas the grey one indicates perfect fit. Note that some scaled outputs fall outside the range defined by the scaled targets and thus are not plotted. In addition, the developed energy cost model was tested in a set of new data that was never seen by the model. Fig. 8 shows the comparison of predicted and actual results when new data were used to validate the model in 26 actual cases. Clearly, the model provides very good prediction. The standard deviation of residual is 143 SAR, and 80% of the prediction has an error of less than 20%, indicating that the proposed model has predicted the energy cost reasonably well and is reliable for further analysis of the network. This accuracy is in agreement with the identified class five-cost estimate (18R-97) provided by the Association for the Advancement of Cost Engineering International [20] .
Sensitivity analysis
The sensitivity analysis is the process of testing that provides a measure of the comparative importance among the neural model's inputs. The analysis demonstrates the responses of the outputs of the developed model to the variation of the model inputs. The sensitivity analysis is conducted by varying the input of the variable under consideration between its minimum and its maximum values while keeping all the remaining inputs constant at their respective means. Varying the input of the variable under consideration between its minimum value and its maximum value is valuable for binary inputs (such as yes/no input) or inputs, which have a non-Gaussian distribution. This process is reiterated for each input. The sensitivity analysis generates a report that summarises the responses of the model outputs for each variation in the input values. Fig. 9 reports the standard deviation of the model outcomes for the input that was varied to create it. The network output is the value of the standard deviation for each of the X number of variations. For instance, in this paper, the test is set to 50 steps per side; therefore, the developed model is tested 100 times for each model input, keeping the other inputs fixed at their mean values, while the tested input is varied between the minimum and the maximum for a total of 101 tests. The unit of sensitivity value is the unit of the model output (monthly energy cost). As presented in Fig. 9 , the input that has more influence on the outputs (energy cost) is building area, followed by central air conditioning type.
In addition, the generated report shows the network output(s) over the range of the varied input. Fig. 10 depicts the developed model output(s) over the range of the varied input for building area and number of occupants, respectively. As can be seen from the figure, the correlation between the increase in the building area and the energy consumption is linear, whereas the relation of the energy cost with the number of occupants slows as the number of occupants exceeds 17. For space limitations, only the relation of two inputs with the model output is presented. Notably, the training data are used as a data set, while loading the best weight is selected to load the network weights, which was saved during a training run before the network is tested. In addition, min/max is chosen to vary each input between its minimum and maximum values. Standard deviations of one are selected to add and subtract from the mean of an input when calculating the range over which the input is varied. A value of 50 is entered to establish the number of the steps required on each side of the mean.
Identification of the Optimum Architectural Design
The following are the steps taken by the proposed system to identify the optimum architectural design to minimise energy cost:
Step 1: implementing the architectural design in the BIM model
Step 2: exporting the necessary design-related information from BIM to ANNM. The exported information includes building area, thermal insulation used in walls, air conditioning type to be used, glazing system (single, double, or triple), and wall system (red bricks, white bricks, concrete bricks, and ready mixed concrete blocks)
Step 3: executing the developed ANNM to predict the energy cost of the design under consideration
Step 4: repeating steps 2 and 3 for different architectural designs until the optimum architectural design to minimise the energy cost is found.
Results and Discussion
To validate the proposed system, an actual case project involving an existing residential unit in Dhahran city was used. The necessary information to perform the validation was collected from the owner, including design plan, area of the building, year of construction, glazing system, wall type, AC type and numbers, number of occupants, and average monthly energy cost.
Upon gathering the required information, a 3D model was built using DesignBuilder and the energy consumption was calculated. In this software, the parameters used to develop the ANN model were building area, location, number of occupants, glazing system, insulation, building envelope system, and air conditioner type and number.
In the second step, the gathered information, except the average monthly energy cost, was used as input data for the developed ANN model. The output of the developed ANN-based model shows that the model provides general accuracy (78%) in estimating the energy cost of the residential buildings in the eastern province, as presented in Fig. 8 .
One of the features of the developed model is that it can be used as a stand-alone application for predicting the energy cost of residential buildings (see Fig. 2 ) and also in conjunction with BIM at the design stage to help the designers select the optimum design to minimise energy cost. At the design stage, the ANN model retrieves the required data to select the optimum design from two sources. The first source is the data related to the design under consideration, exported from the BIM model. These data include building area, glazing system, air conditioning type, envelope system and thermal insulation. The second source is the data entered by the user by using GUI, which include location and number of occupants.
Conclusion/Recommendation of Future Work
This paper describes the development, testing, and validation of a conceptual system to assist architects in selecting the optimum alternative design that minimises the cost of energy consumption of residential buildings in KSA. The proposed system incorporates 3D BIM and an ANN-based model to predict energy cost. Five different ANN models with different characteristics of hidden layers and numbers of neurons were tested. The most accurate model to predict the energy cost was the model with an R 2 value of more than 78%. The ANN model was built using actual data on energy consumption collected from six cities across the eastern province of KSA. The model can be used as a stand-alone application in estimating the energy cost of residential buildings. Future work may investigate the effect of other factors on the energy cost of residential buildings, including roof design and material, building orientation, floor material, etc.
Compared with the existing physical simulation modelling approach, the developed model has many features: (1) the proposed model is developed based on actual data rather than assumptions and approximations; (2) the developed model can be applied using simple information that is available at the conceptual stage; (3) the developed model requires less time for the estimation; and (4) the proposed model does not require professionals to perform the modelling, which make it a more practical and simpler tool.
