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Abstrakt
Tato bakala´rˇska´ pra´ce se zaby´va´ detekc´ı objekt˚u pomoc´ı Kinectu. Kinect je pohyb sn´ımaj´ıc´ı
zarˇ´ızeni od spolecˇnosti Microsoft pro hrac´ı konzoli Xbox 360. C´ılem pra´ce bylo zhodnotit
existuj´ıc´ı prˇ´ıstupy a postupy pouzˇ´ıvaj´ıc´ı pro detekci nejen obraz z kamery, ale i hloubko-
vou mapu (RGB–D senzor). Bl´ızˇe se pra´ce zaby´va´ na´strojem RoboEarth, jeho instalac´ı,
nastaven´ım, tvorbou 3D modelu a detekc´ı. Samotna´ detekce byla v pra´ci zkouma´na expe-
rimenta´lneˇ a take´ vyhodnocena.
Abstract
This bachelor’s thesis deals with the object detection using Kinect. Kinect is a motion
sensing input device by Microsoft company for the Xbox 360 video game console. The
objective of this work was to evaluate the existing approaches and practices for the detection
not only using the image from the camera but also depth map (RGB–D sensor). The work
deals in details with RoboEarth tool, its installation, settings, creation of 3D model and the
detection. Performance of the RoboEarth tool was in the work investigated experimentally
and also evaluated.
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Kapitola 1
U´vod
Na detekciu objektov je mozˇne´ nahliadat’ ako na klasifikacˇny´ proble´m, kde potrebujeme
rozliˇsovat’ v sce´ne hl’adany´ objekt od iny´ch objektov. Cˇlovek tento proble´m prirodzene riesˇi
bez va¨cˇsˇ´ıch proble´mov. Pocˇ´ıtacˇ ako stroj tu´to schopnost’ nema´, takzˇe sa ho cˇlovek snazˇ´ı
naucˇit’ cˇo najlepsˇie tu´to vlastnost’ napodobit’. Disponuje lepsˇ´ımi predpokladmi ako su´cˇasne´
pocˇ´ıtacˇe. Ocˇi bezˇne´ho cˇloveka maju´ podstatne lepsˇiu rozliˇsovaciu schopnost’ ako aky´kol’vek
fotoapara´t cˇi kamera. Taktiezˇ tre´novanie prebieha u cˇloveka na neporovnatel’ne va¨cˇsˇej sade
da´t, pocˇ´ıtacˇe ich maju´ zva¨cˇsˇa len hr´stku. Tomu vsˇak ale nemus´ı byt’ vzˇdy tak.
Ta´to pra´ca pojedna´va o detekcii pomocou Kinectu a to tak, zˇe su´ tu uvedene´ meto´dy
a postupy spa´jaju´ce pri detekcii obrazovu´ a h´lbkovu´ informa´ciu. Jej ciel’om bolo vytvorit’ a
predviest’ taky´to robustny´ detektor v akcii. Ako referencˇny´ syste´m tejto pra´ce bol zvoleny´
RoboEarth. Predstavuje sa tu jeho z´ıskanie, vytvorenie 3D modelu pre tre´novanie detek-
toru, samotna´ detekcia a samozrejme aj vyhodnotenie jeho u´spesˇnosti. RoboEarth pracuje
s obrazom ako s mnozˇinou kl’´ucˇovy´ch bodov z´ıskany´ch a op´ısany´ch meto´dou SURF, ktore´ si
na za´klade informa´cie z h´lbkovej mapy prevedene´ do 3D priestoru. Koresˇponduju´ce body sa
vyberu´ algoritmom najblizˇsˇieho suseda (k-ANN) a na za´klade ich geometricky´ch vlastnost´ı.
Pra´ca je delena´ do kapitol, kde po U´vode 1 nasleduje kapitola 2 predstavuju´ca Kinect
a niektore´ loka´lne pr´ıznaky. Dˇalˇsia kapitola 3 predstavuje strucˇny´ popis meto´d a postupov
pre detekciu. Kapitola 4 opisuje na´stroj RoboEarth. Na´vrh syste´mu, opis experimentov
kapitola 5. Predposledna´ kapitola 6 predstavuje vyhodnotenie experimentov. A v za´vere 7
su´ zhrnute´ z´ıskane´ poznatky.
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Kapitola 2
Detekcia objektov s pouzˇit´ım
Kinectu
V tejto kapitole bude predstaveny´ samotny´ Kinect, princ´ıpy detekcie a opisu vy´znamny´ch
bodov v obraze pouzˇit´ım SIFT a SURF.
2.1 Detekcia objektov
Detekcia objektov vsˇeobecne spada´ do oboru pocˇ´ıtacˇove´ho videnia. Pod pojmom objekt sa
da´ cha´pat’ napr´ıklad l’udska´ tva´r, auto, poha´r, atd’.,cˇizˇe cˇokol’vek zachytene´ v obraze. Ja
sa v mojej pra´ci budem venovat’ detekcii objektov s ktory´mi sa moˆzˇeme stretnu´t’ bezˇne
doma, ako su´ sˇa´lky a roˆzne krabicˇky. Taky´to druh detekcie sa moˆzˇe uplatnˇovat’ napr´ıklad
v robotike, kde sa robot poku´sˇa na´jst’ objekt ktory´ ma´ priniest’.
Nedefinoval som ale, cˇo vlastne pod detekciou ma´me rozumiet’. Detekciou moˆzˇeme
cha´pat’ cˇinnost’, kedy sa snazˇ´ıme v obraze na´jst’ hl’adany´ objekt. Ak sa na´m to podar´ı,
je tiezˇ nutne´ v tomto obraze tento objekt alebo objekty oznacˇit’ (obr. 2.1). Takto by sme
mohli cha´pat’ vsˇeobecne detekciu, ale existuju´ aj ine´ pr´ıpady, kedy moˆzˇeme hovorit’ o detek-
cii. Jedny´m z nich je ked’ vieme, zˇe v danom obraze je hl’adany´ objekt a mus´ıme urcˇit’ len
poz´ıciu pr´ıpadne natocˇenie. Tomu sa hovori lokaliza´cia pr´ıpadne odhadnutie poz´ıcie. Moˆzˇe
to byt’ sekvencia po sebe idu´cich sn´ımkov s objektom a my ma´me tento objekt sledovat’. Ja
sa zameriam na pr´ıpady, kedy nevieme cˇi sa objekt v obraze skutocˇne nacha´dza.
S detekciou a jej vyhodnocovan´ım sa spa´ja niekol’ko sˇpecificky´ch pojmov[14]. True po-
sitive rate(TPR), tiezˇ nazy´vany´ recall je pomer medzi pocˇtom spra´vnych detekci´ı(True
positive) a pocˇtom vsˇetky´ch detekci´ı, ktore´ mohli nastat’. Moˆzˇeme to interpretovat’ ako
mieru spra´vnosti detekcie. Positive predictive value(PPV) viac nazy´vany´ precision je pomer
spra´vnych detekci´ı k vsˇetky´m detekcia´m ktore´ nastali. Pre zhodnotenie ty´chto parametrov
je mozˇne´ zostavit’ krivku ROC (Receiver–Operating Charakteristic).
2.2 Kinect
Kinect[16] je pohyb sn´ımaju´ce zariadenie od spolocˇnosti Microsoft, poˆvodne urcˇene´ len pre
ich hraciu konzolu Xbox 360. Nova´ verzia predpoklada´ aj mozˇne´ pripojenie k pocˇ´ıtacˇu
s operacˇny´m syste´mom Windows. Jeho ciel’om je, aby bolo mozˇne´ ovla´dat’ veci intuit´ıvne,
pohybom. Kinect sa dokonca dostal do Guinessovej knihy rekordov, ked’ sa za prvy´ch
60 dn´ı predalo celkovo 8 milio´nov kusov. Hlavne´ cˇasti su´ RGB kamera, h´lbkovy´ senzor
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Obra´zok 2.1: Uka´zˇka detekcie z pra´c [5] a [7].
a vsˇesmerovy´ mikrofo´n. Hl´bkovy´ senzor sa sklada´ z infracˇervene´ho projekcˇne´ho laseru kom-
binovane´ho s monochromaticky´m CMOS senzorom, ktory´ zachyta´va 3D da´ta v aky´chkol’vek
svetelny´ch podmienkach. Ta´to konsˇtrukcia (obr. 2.3) umozˇnˇuje sn´ımanie farebne´ho obrazu
sce´ny synchronizovane´ho s obrazom h´lbkovej mapy. Mapa ma´ rovnake´ rozl´ıˇsenia v pixloch
ako farebny´ obraz, kde hodnota pixlu predstavuje vzdialenost’ od kamery, cˇ´ım va¨cˇsˇia ty´m je
objekt blizˇsˇie. Vhodna´ reprezenta´cia taky´chto da´t sa uka´zalo ako mracˇno bodov, podrob-
nejˇsie op´ısane´ v kap. 2.4.
Obra´zok 2.2: Kinect. Zdroj:
<http://blog.robotiq.com/Portals/13401/images/Kinect-resized-600.jpg>.
Technicke´ informa´cie:
• RGB kamera : farebny´, 8 bit h´lbka, rozl´ıˇsenie 640x480
• Hl´bkovy´ senzor : monochromaticky´, 11 bit h´lbka, rozl´ıˇsenie 640x480, 2048 u´rovn´ı
citlivosti
• Frame rate : 30 sn´ımkov/s
• Rozsah sn´ımania h´lbkovej mapy : 40cm – 2,4m1
• Rozhranie : USB
Po uveden´ı tohoto zariadenia na trh zo strany open source komunity, presnejˇsie firmou
Adafruit, zazneli hlasy o vytvorenie slobodny´ch ovla´dacˇov, dokonca ta´to firma vyp´ısala aj
1Urcˇene´ mojimi experimentami
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Obra´zok 2.3: Konsˇtrukcia Kinectu. Zdroj:
<http://vipultaneja.com/wp-content/uploads/2010/11/kinect-3.jpg>.
penˇazˇnu´ odmenu pre toho, komu sa to prve´mu podar´ı. Tento pocˇin bol zo zacˇiatku cha´pany´
zo strany Microsoftu ako hacknutie, to sa vsˇak vysvetlilo ako nedorozumenie. V novembri
2010 bola odmena vyplatena´ a v ju´ni 2011 Microsoft vydal vy´vojovu´ sadu pre nekomercˇne´
u´cˇely pre svoj operacˇny´ syste´m Windows.
Najva¨cˇsˇie uplatnenie mimo sveta pocˇ´ıtacˇovy´ch konzol nasˇiel Kinect ako 3D sn´ımac´ı
senzor v robotike. Svedcˇia o tom fotky robotov (obr. 2.4) a cˇla´nky, ktore´ boli na tu´to te´mu
za posledny´ rok vydane´. Da´ sa povedat’, zˇe Kinect spoˆsobil na tomto poli vd’aka svojej
pouzˇitel’nosti a cene revolu´ciu. O to viac je mozˇne´ sa tesˇit’ na uvedenie Kinectu2, ktory´
sl’ubuje vysˇsˇie rozl´ıˇsenie, vysˇsˇ´ı frame-rate sn´ımania, mozˇno dokonca aj sn´ımanie pohybu
pier.
Firma Asus pod veden´ım PrimeSense, ta´to firma je zodpovedna´ za software interpretuju´c
gesta´ pre ovla´danie bez dotykov pomocou Kinectu, vydala podobne´ zariadenie kompatibilne´
s PC na´zvom WAVI Xtion.
2.3 SIFT a SURF
Scale Invariant Feature Tranform skratkou SIFT[9], je meto´da pre detekciu a popis vy´znam-
ny´ch bodov(InP) v obraze. Touto meto´dou z´ıskane´ body sa vyznacˇuju´ invariantnost’ou vocˇi
mierke, rota´cii a cˇiastocˇne i osvetlen´ı. Ako jadro detekcie bodu pouzˇ´ıva rozdiel gaussia-
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Obra´zok 2.4: Roboti s Kinectom. Zdroj:<http://www.cornellsun.com/node/47587> a
<http://www.hsi.gatech.edu/hrl-wiki/index.php/Kinect_Sensor_Mount>
nov(Diffrence of Gaussian - DoG) na scale-space. Kazˇde´mu InP je priradena´ orienta´cia a
mierka. Naznacˇenie detekcie a vy´pocˇtu deskriptorov InP je mozˇne´ vidiet’ na obra´zku 2.5.
V kazˇdom bode okolia je vypocˇ´ıtany´ gradient urcˇeny´ vel’kost’ou a orienta´ciou. Toto okolie
sa rozdel´ı na podoblasti, v ktory´ch sa vypocˇ´ıta histogram gradientov ktory´ ma 8 binov.
Gradient sa prirad´ı pra´ve jedne´mu z binov podl’a najmensˇieho rozdielu uhlu. Autori SIFTu
uva´dzaju´ ako najlepsˇiu variantu pouzˇit’ 16x16 pole vzorkov rozdelene´ do 4x4 pol’a deskrip-
toru.
Speeded–Up Robust Features skratkou SURF[1], je meto´da pre detekciu a popis vy´znam-
ny´ch bodov(InP) v obraze insˇpirovana´ SIFTom, taktiezˇ invariantna´ vocˇi mierke a rota´cii. Ich
hlavnou prioritou pre u´pravu bolo ury´chlenie vy´pocˇtu. Preto ako za´klad detekcie kl’´ucˇovy´ch
bodov, realizovali pomocou aproxima´cie Hessianovej matice na integra´lnom obraze umozˇnˇuj-
u´c ry´chly vy´pocˇet konvolu´cii s box-filtrov. Integra´lny obraz je sˇpecia´lna reprezenta´cia ob-
razu, ktora´ umozˇnˇuje vypocˇ´ıtat’ sumu intenz´ıt vo vy´reze len sˇtyrmi pr´ıstupmi do pama¨te
a troma opera´ciami nad nimi. Zachovanie neza´vislosti na mierky, riesˇia pouzˇit´ım postupne
zva¨cˇsˇuju´ceho sa filtra(9x9, 15x15, 21x21, 27x27) na rovnaky´ obra´zok, cˇ´ım dostavaju´ scale-
space na ktory´, pouzˇiju´ rozdiel gaussianov. Kl’´ucˇove´ body sa na´jdu ako pri SIFTe hl’adan´ım
loka´lnych max´ım. Orienta´cia sa urcˇi vy´pocˇtom najlepsˇej odozvy Haarovy´ch vlniek smere
x a y v kruhovej oblasti okolo bodu s polomerom 6s kde s je mierka v ktorej bol bod
detekovany´. Vy´pocˇet deskriptoru zahajujeme vytvoren´ım sˇtvorcovej oblasti o hrane 20s
okolo kl’´ucˇove´ho bodu a jej natocˇen´ı podl’a orienta´cie. Regio´n rozdel´ıme na 4x4 podregio´ny
a pre kazˇdy´ urcˇime odozvu Haarovy´ch vlniek oblasti 5x5. Kazˇdy´ podregio´n ma´ 4-D vek-
tor v z´ıskany v = (
∑
dx,
∑
dy,
∑ |dx|,∑ |dy|) spojen´ım ty´chto 4x4 podregio´nov z´ıskame
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Obra´zok 2.5: SIFT: Tvorba scale–space, Tvorba deskriptoru[9].
vy´sledny´ deskriptor o 64 dimenzia´ch. Uka´zˇka Hessianovej matice a Haarovy´ch vlniek je na
obra´zku 2.6.
Obra´zok 2.6: Aproxima´cia druhej deriva´cie Gaussovej funkcie v smere y(Lyy) a xy(Lxy) ,
Haarove vlnky pre vy´pocˇet odozvy v smere x a y,
Tvorba deskriptoru[1].
2.4 Mracˇno bodov
Mracˇno bodov, anglicky Point cloud[17] je mnozˇina bodov v 3D priestore, kde kazˇdy´ bod
nesie informa´ciu o svojej polohe (su´radnicu X, Y, Z) a typicky sa pouzˇ´ıva pre defin´ıciu
povrchu objektu. Pre vytvorenie take´hoto mracˇna sa najcˇastejˇsie pouzˇ´ıvaju´ 3D skenery,
ktore´ doka´zˇu vytvorit’ vel’mi rozsiahle a presne´ mracˇna´ bodov. Uplatnˇuju´ sa pri tvorbe
3D CAD modelov, v medic´ıne, v metrolo´gii/kontroly kvality, vizualiza´cii, anima´cii a vo
vykresl’ovan´ı pocˇ´ıtacˇovej grafiky. Mracˇna´ bodov sa ale priamo nepouzˇ´ıvaju´, prevedu´ sa na
polygona´lnu alebo trojuholn´ıkovu´ siet’. Jedine´ odvetvie kde sa priamo pouzˇ´ıvaju´ je kontrola
kvality v priemysle a to tak, zˇe mracˇno bodov vyrobenej cˇasti sa porovna´ s jeho CAD
modelom a vyhodnotia sa rozdiely.
Point Cloud Libery(PCL)[19] je open source multiplatformova´ knihovnˇa pre pra´cu
s mracˇnami bodov. Zahrnˇuje algoritmy filtrovania, extrakciu pr´ıznakov, rekonsˇtrukcie po-
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Obra´zok 2.7: Uka´zˇka mracˇna bodov[19],
<http://www.3dvia.com>.
vrchu, registra´ciu, porovna´vanie modelu a segmenta´ciu. Je vyda´vana´ pod licenciou BSD,
cˇo znamena´ zˇe je vol’ne dostupna´ pre komercˇne´ a vedecke´ u´cˇely. Implementacˇny´ jazyk je
C++.
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Kapitola 3
Existuju´ce meto´dy detekcie
objektov s Kinectom
S pr´ıchodom Kinectu sa objavilo niekol’ko meto´d a postupov vyuzˇ´ıvaju´cich pre detekciu
obrazovu´ a h´lbkovu´ informa´ciu. Niekol’ko z nich bude predstaveny´ch v tejto kapitole.
3.1 Meto´da pouzˇ´ıvaju´ca HOG
Meto´da[8][7] pop´ısana´ v publika´cii washingtonskej univerzite pouzˇ´ıva ako za´kladnu´ mysˇlien-
ku Histogram of Oriented Gradient[2], kde si tu´to meto´du upravuju´ na za´klade cˇla´nku[4].
Ta´to verzia zohl’adnˇuje ako na kontrast citlive´ tak necitlive´ pr´ıznaky, kde orienta´cia gra-
dientov v kazˇdej bunke(mriezˇka 8x8 pixlov) su´ zako´dovane´ pouzˇit´ım 9 pri 0◦ − 180◦ a
18 pri 0◦ − 360◦ kvantizacˇny´ch u´rovn´ı. Ty´m z´ıskaju´ 108–D vektor pr´ıznakov. Z toho sa
vsˇak pouzˇ´ıva len 31–D. Prvy´ch 27–D zodpoveda´ rozdielnej orienta´cii kana´lov(18 citlivy´ch a
9 necitlivy´ch pr´ıznakov na kontrast). Posledne 4–D predstavuju´ celkovu´ energiu gradientu
v sˇtyroch blokoch o vel’kosti 2x2 bunky. Taktiezˇ ako v poˆvodnej meto´de sa pouzˇije pre
klasifika´ciu support vector machine(SVM).
Ako jadro klasifika´toru pouzˇ´ıvaju´ klasicke´ detekcˇne´ okno[2][4], kde syste´m vyhodno-
cuje hodnotiacu funkciu pre kazˇdu´ poz´ıciu a sˇka´lu obrazu a prahuje sko´re pre obdrzˇanie
ohranicˇuju´ceho ra´mcˇeka. Detekcˇne´ okno ma´ konsˇtantnu´ vel’kost’ a prehl’ada´va 20 u´rovni
sˇka´lovej obrazovej pyramı´dy. Pre efektivitu je hodnotiaca funkcia linea´rna.
Vy´konnost’ klasifika´toru vel’mi zavis´ı na da´tach na ktory´ch bol tre´novany´. S jedne´ho
obra´zku sa da vygenerovat’ 105 negat´ıvnych pr´ıkladov pre detekcˇne´ okno. Preto bol apli-
kovany´ postup hard negative mining. Spocˇ´ıva v tom, zˇe pozit´ıvne pr´ıklady je hl’adany´ ob-
jekt. Pocˇiatocˇne´ negat´ıvne pr´ıklady su´ na´hodne vybrane´ z mnozˇiny obrazov pozadia, alebo
objektu patriacemu do inej triedy. Natre´novany´ klasifika´tor je pouzˇity´ pre detekciu a su´
vybrane´ falosˇne pozit´ıvne(false positiv) pr´ıpady s najvysˇsˇ´ım sko´re(hard negatives). Hard
negatives su zvolene´ ako negat´ıvne pr´ıklady a klasifika´tor sa natre´nuje znovu. To sa opakuje
5x azˇ obdrzˇ´ıme konecˇny´ klasifika´tor. Uka´zˇku detekcie je mozˇne´ vidiet’ na obra´zku 3.1.
Na h´lbkovej mape sa taktiezˇ pocˇ´ıtaju´ HOGi, ale je nutna´ predpr´ıprava. Pretozˇe h´lbkova´
mapa nema´ niektore´ hodnoty definovane´, mus´ı sa aplikovat’ rekurz´ıvny medianovy´ filter
s mriezˇkou 5x5, aby tieto hodnoty dopocˇ´ıtal. Vy´sledok je mozˇne´ vidiet’ na obra´zku 3.2.
Doka´zˇu taktiezˇ urcˇit’ skutocˇne´ rozmery objektu. Ak d je vzdialenost’ od kamery ktora´
je nepriamo u´merna´ mierke o pre obraz v urcˇitej mierke s moˆzˇeme nap´ısat’ c = osd, kde c je
konsˇtanta. Pri konsˇtantnom detekcˇnom okne moˆzˇeme taktiezˇ o prehla´sit’ za konsˇtantne´. Tak
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Obra´zok 3.1: Uka´zˇka detekcie
Vl’avo: Viac tried, Vpravo: Jednej triedy s viacery´mi vy´skytmi[8].
Obra´zok 3.2: Origina´lny obraz(vl’avo) a upraveny´ obraz pouzˇit´ım rekurz´ıvneho
medianove´ho filtra(vpravo). Cˇierne pixle v l’avom obra´zku su´ chy´baju´ce hodnoty h´lbkovej
mapy[8].
potom normalizovanu´ h´lbku moˆzˇeme vyjadrit’ ako ds . Pre kazˇdy´ pixel v obraze je hodnota
d konsˇtantna´, tak normalizovany´ h´lbkovy´ histogram moˆzˇe vybrat’ spra´vnu sˇka´lu obra´zku
z obrazovej pyramı´dy.
3.2 Meto´da pouzˇ´ıvaju´ca kl’ucˇove´ body
Meto´da pop´ısana´ v publika´cii[13] pouzˇ´ıva loka´lne deskriptory bodov SIFT[9] zo slovn´ıkovy´m
stromom. Toto rozsˇiruje o segmenta´ciu zauj´ımavy´ch oblasti´ı (obr. 3.3), v ktory´ch sa budu´
hl’adat’ kandida´ti detekcie:
Kombina´cia 2D-3D: Detekuje horizonta´lne rovne´ plochy z da´t Kinectu a urcˇia sa zhluky
bodov v tomto mracˇne bodov. Na tieto zauj´ımave´ miesta sa pomocou back-projection
nanesie ulozˇeny´ sn´ımok.
Over-Segmentation-Based: Na zacˇiatku su´ na´jdene´ SIFT kl’´ucˇove´ body na ktore´ sa apli-
kuje algoritmus pre rast oblasti pre z´ıskanie odhadu zhlukov. Tento algoritmus zacˇ´ına
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na bode, ktory´ nepatr´ı zˇiadnemu zhluku a prida´va body, ktore´ su´ v preddefinovanom
rozsahu r okolo origina´lneho bodu. Toto sa opakuje pre vsˇetky novo pridane´ body.
Vy´sledkom su silne texturovane´
”
ostrovy“ v obraze.
Obra´zok 3.3: Vl’avo: Zauj´ımave´ oblasti s pouzˇit´ım back-projection z 3D bodov, Vpravo:
Over-segmentation zalozˇenej na rastu´cej oblasti[13].
V tomto pr´ıpade sa k detekcii pristupuje ako k proble´mu hl’adania dokumentu, cˇo podl’a
nich zlepsˇuje vy´sledky pri roˆznych podmienkach osvetlenia a preplnenosti sce´ny. Strom je
zostaveny´ tak, zˇe jeho korenˇ je zlozˇeny´ zo vsˇetky´ch pr´ıznakov v databa´ze. Listy su konkre´tne
objekty. Pre pr´ıznak sd ktory´ chceme klasifikovat’ pomocou databa´zy moˆzˇeme vel’mi ry´chlo
na´jst’ podobnu´ mnozˇinu deskriptorov, ktore´ su´ od seba minima´lne vzdialene´. Pre efektivitu
sa neporovna´va deskriptor s celou mnozˇinou deskriptorov, ale len s jej t’azˇiskom.
3.3 Meto´da pouzˇ´ıvaju´ca Template matching
DOT(Dominant Orientation Templates) [6] je meto´da vytvorena´ pre 3D detekciu objektov.
Ako pr´ıznaky sa pouzˇ´ıvaju´ gradienty, pretozˇe maju´ vysˇsˇiu rozliˇsovaciu schopnost’ ako ine´
pr´ıznaky a su´ dostatocˇne robustne´ vocˇi zmena´m osvetlenia a sˇumu. Taktiezˇ su´ to pr´ıznaky,
ktore´ umozˇnˇuju´ detekovat’ objekty bez textu´ry.
Ich sˇablo´na je zlozˇena´ s n regio´nov. Sˇablo´na a regio´n maju´ sˇtvorcovy´ tvar. Experi-
menta´lne urcˇili ako najlepsˇ´ı regio´n o hrane 7 pixlov.
Obra´zok 3.4: L’ava´ 4-ica: Uka´zˇka pra´ce s obrazom. Prava´ 4-ica: Uka´zˇka pra´ce
s h´lbkovou mapou[5].
V kazˇdom regio´ne urcˇia najva¨cˇsˇ´ı gradient a ten podl’a jeho orienta´cie priradia do jedne´ho
urcˇite´ho smeru, cˇ´ım rozdelia priestor do m zodpovedaju´cich si oblast´ı. Taktiezˇ si ukladaju´
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informa´ciu o regio´ne cˇo predstavuje uniformnu´(jednotnu´) oblast’. Ako m pouzˇ´ıvaju´ 7, tak si
moˆzˇu tieto informa´cie ulozˇit’ do 1 bytu: Jeden bit z i ∈ 0 . . . 6 je nastaveny´ na jednicˇku a i = 7
je nastaveny´ na jednicˇku ak regio´n predstavuje uniformnu´ oblast’. Takto ulozˇene´ sˇablo´ny je
mozˇne´ vel’mi ry´chlo porovna´vat’ s rovnako predpocˇ´ıtany´mi regio´nmi zo vstupne´ho obrazu
pomocou logickej opera´cie AND. V cˇla´nku taktiezˇ uva´dzaju´, zˇe pri pouzˇit´ı SSE-insˇtrukci´ı
doka´zˇe syste´m porovnat’ 16 regio´nov v 3 SSE opera´cia´ch a jedny´m pr´ıstupom do look-up
tabul’ky s 16 vstupmi.
Pri pra´ci kde ma´me k dispoz´ıci´ı aj h´lbkovu´ mapu[5] sa pre zvy´sˇenie robustnosti pocˇ´ıtaju´
gradienty v kazˇdom farebnom kana´li obra´zku samostatne a ako normalizovany´ gradient
sa pouzˇije ten s najva¨cˇsˇou hodnotou. Pre samotnu´ pra´cu s h´lbkovou mapou pouzˇ´ıvaju´
kvantovane´ norma´ly povrchu. Tie umozˇnˇuju´ reprezentovat’ objekty umiestnene´ bl´ızko aj
d’aleko od kamery, zatial’ cˇo ich sˇtruktu´ra je zachovana´. Kvantovanie prebieha porovna´van´ım
uhlov medzi z´ıskanou norma´lou a predpocˇitany´mi vektormi, ktore´ su´ usporiadane´ do kuzˇel’a
vrcholom smeruju´cim ku kamere. Uka´zˇku je mozˇne´ vidiet’ na obra´zku 3.4.
Z meto´dy DOT vycha´dza aj meto´da BiGG[12].
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Kapitola 4
RoboEarth
V tejto kapitole bude predstaveny´ na´stroj RoboEarth a to jeho insˇtala´cia a konfigura´cia.
Taktiezˇ tu bude predstavena´ cˇast’ RoboEarthu, ktora´ umozˇnˇuje vytva´rat’ 3D model objektu.
S jeho pomocou doka´zˇeme natre´novat’ detektor RoboEarthu, cˇo bude taktiezˇ v tejto kapitole
predstavene´.
Obra´zok 4.1: Logo projektu RoboEarth[3].
4.1 O projekte
RoboEarth[15] ako projekt, ktore´ho hlavnou mysˇlienkou je postavit’
”
internet pre robo-
tov“, cez ktory´ budu´ medzi sebou zdielat’ informa´cie a ucˇit’ sa o chovan´ı a prostred´ı iny´ch
robotov, pod heslom
”
Sku´senost’ je najlepsˇ´ı ucˇitel’“. RoboEarth poskytuje kompletnu´ in-
frasˇtruktu´ru[3] pre cloud robotiku, ako databa´zu dostupnu´ z internetu a na´stroje pre pra´cu
s nˇou. V tejto databa´ze je mozˇne´ udrzˇovat’ informa´cie pre rozpozna´vanie objektov (obra´zky,
modely objektov), naviga´ciu (mapy, modely sveta), u´lohy (popis akci´ı a strate´gi´ı pre mani-
pula´ciu) a pr´ıdavne´ informa´cie (anota´cie obrazu, sˇtruktu´ry z oﬄine ucˇenia). Projekt zatial’
precha´dza bu´rlivy´m vy´vojom. Syste´m je implementovany´ v jazyku C++. RoboEarth bol
prispoˆsobeny´ aj pre ROS[10], ktory´ je op´ısany´ v kap. 4.2.
4.2 ROS.org
ROS (Robot Operating System)[18] je sada na´strojov a knizˇn´ıc pre tvorbu roboticky´ch
aplika´ci´ı od spolocˇnosti Willow Garage. Umozˇnˇuje simula´cie hardware, ovla´dacˇov pre zari-
adenia, knizˇnice, vizualiza´cie a mnoho viac. Hlavne´ programovacie jazyky su´ C++ a Python.
ROS je vyda´vany´ ako open source pod licenciou BSD.
Za´kladnou organizacˇnou jednotkou ROS je bal´ıcˇek (package), ten moˆzˇe obsahovat’:
knizˇnicu, na´stroj, spustitel’ny´ bina´rny su´bor atd’. Kazˇdy´ bal´ıcˇek mus´ı obsahovat’ su´bor
manifest.xml ,ktory´ obsahuje popis bal´ıcˇku a jeho za´vislosti. Mnozˇina bal´ıcˇkov ROS
sa nazy´va stack. Stack taktiezˇ obsahuje svoj su´bor pre popis ako bal´ıcˇek, ale s na´zvom
stack.xml.
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Koncept chovania ROS obsahuje uzly (Nodes), te´my(Topics) a spra´vy(Messages). Uzol
moˆzˇeme cha´pat’ ako jeden spusteny´ program, ktory´ vykona´va pozˇadovanu´ cˇinnost’. Te´my
su´ ako zbernice da´t. Uzol moˆzˇe z nich prij´ımat’ alebo do nich odosielat’ da´ta vo forme spra´v.
Graficke´ vyjadrenie komunika´cie je na obra´zku 4.2.
Obra´zok 4.2: Komunika´cia v ROS[18].
ROS obsahuje aj niekol’ko bal´ıcˇkov pre rozpozna´vanie v obraze. Bohuzˇial’ sa ale tieto
bal´ıcˇky dnes uzˇ neudrzˇuju´, ale spolocˇnost’ Willow Garage vyv´ıja novy´ syste´m s na´zvom
Ecto, v ktorom sa nacha´dza sekcia pre rozpozna´vanie.
4.3 Insˇtala´cia RoboEarth
Samotnu´ insˇtala´ciu zaha´jime kontrolou svojho operacˇne´ho syste´mu a ROSu. ROS oficia´lne
podporuje len operacˇny´ syste´m Ubuntu a to v rozsahu jeho verzii 10.04 do 11.101. Na ostatne´
syste´my je ho mozˇne´ taktiezˇ nainsˇtalovat’, ale len zo zdrojovy´ch ko´dov. ROS ma´ aktua´lnu
verziu s na´zvom
”
ROS Fuerte“ vydanu´ 23. apr´ıla 2012, ktora´ je vy´voja´rmi doporucˇena´
insˇtalovat’ a pouzˇ´ıvat’, avsˇak momenta´lne esˇte nie su´ pripravene´ podporne´ balicˇky pouzˇ´ıvane´
RoboEarth. Preto je nutne´ instalovat’ nizˇsˇiu verziu
”
ROS Electric Emys“ vydanu´ 30. augusta
2011. RoboEarth je oficia´lne podporovany´ len pre Ubuntu 10.10. Ja som ale exterimenta´lne
zistil, zˇe syste´m funguje aj pre Ubuntu 11.04 a 11.10 bez rozdielu. Na´vod pre insˇtala´ciu
ROS je mozˇne´ najst’ na jeho stra´nke2.
Pre stiahnutie RoboEarth je potrebne´ mat’ insˇtalovany´ na´stroj rosinstall, ktory´ slu´zˇi
ako verzovac´ı syste´m pre ROSu.
Ko´d 4.1: Stiahnutie RoboEarth
$ rosinstall ~/ ros_workspace/roboearth /opt/ros/electric ’http
://www.ros.org/wiki/roboearth?action=AttachFile&do=get&
target=roboearth.rosinstall ’
$ source ~/ ros_workspace/roboearth/setup.bash
Cesta /opt/ros/electric urcˇuje adresa´r, kde sa nacha´dza ROS. Cesta
~/ros workspace/roboearth urcˇuje miesto, kde chceme nainsˇtalovat’ RoboEarth. Pr´ıkaz
source sa pouzˇije pre nainicializovanie premenny´ch v aktua´lnom termina´li. Tento pr´ıkaz
je vhodne´ vlozˇit’ do ~/.bashrc alebo ~/.bash login, aby sme nemuseli inicializovat’ rucˇne
pre kazˇdy´ novo otvoreny´ termina´l. Predty´m je esˇte nutne´ nainsˇtalovat’ niekol’ko podporny´ch
bal´ıcˇkov ROS: Taktiezˇ je nutne´ skontrolovat’, cˇi ma´me nainsˇtalovany´ bal´ıcˇek predstavuju´ci
ovla´dacˇe pre Kinect s na´zvom ros-electric-openni-kinect.
1U´daj zo dnˇa 24.3.2011
2<www.ros.org/wiki/electric/Installation/Ubuntu>
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Ko´d 4.2: Insˇtala´cia podpory pre RoboEarth
sudo apt -get install ros -electric -ias -common ros -electric -
perception -pcl -addons ros -electric -simulator -gazebo ros -
electric -vision -opencv ros -electric -octomap -mapping
U mnˇa nastala chyba
”
zamrznutia“ pri st’ahovan´ı. Na tento proble´m existuje riesˇenie na
stra´nkach RoboEarth. Prijat’ certifika´t od ipvs.informatik.uni-stuttgart.de
Ko´d 4.3: Stiahnutie certifika´tu
$ svn info https:// i p v s . i n f o rma t i k . uni−s t u t t g a r t . de/ roboea r t h / repos /
p u b l i c / t a g s / l a t e s t
Press ’p’
Ak vsˇetko prebehlo v poriadku prejdeme k samotnej kompila´cii RoboEarth a jeho
za´vislosti. Pouzˇijeme na to na´stroj ROSu rosmake, pri ktorom je nutne´ aby vsˇetky za´visle´
bal´ıcˇky boli umiestnene´ v adresa´roch ktore´ ROS pouzˇ´ıva. Pr´ıkaz je jednoduchy´:
$ rosmake roboearth
Aj pri kompila´cii nastala chyba, ktora´ taktiezˇ mala svoje riesˇenie na stra´nke RoboEarth:
Ko´d 4.4: Chyba v bal´ıcˇku Artoolkit
../../../ include/AR/sys/videoLinuxV4L.h:24:28: fatal error:
linux/videodev.h: No such file or directory
$ roscd artoolkit
$ sed -i ’s,# include <linux/videodev.h>,#include <libv4l1 -
videodev.h>,g’ /build/artoolkit/include/AR/sys/
videoLinuxV4L.h
$ sed -i ’s,# include <linux/videodev.h>,#include <libv4l1 -
videodev.h>,g’ /build/artoolkit/lib/SRC/VideoLinuxV4L/video
.c
Ak vsˇetko presˇlo bez proble´mov, ma´me nainsˇtalovany´ RoboEarth.
4.4 Tvorba 3D modelu v RoboEarth
Model sa v RoboEarth sklada´ zo sady mracˇien bodov. Na zacˇiatku je nutne´ spustit’ vsˇetky
uzly potrebne´ pre tvorbu 3D modelu. Ovla´dacˇ pre Kinect, uzol pre zostavenie su´radnicove´ho
priestoru a GUI. Je treba poznamenat’, zˇe RoboEarth obsahuje aj uzol pre nahra´vanie a
st’ahovanie modelu on-line, ale v mojom pr´ıpade budem uvazˇovat’ len o modeloch ulozˇeny´ch
a ukladany´ch loka´lne. Pr´ıprava: Vytlacˇ´ıme si podlozˇku so znacˇkami, ktoru´ je mozˇne´ na´jst’
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na stra´nkach RoboEarth3 a skompletujeme ju. Je nutne´, aby hrana cˇierneho sˇtvorca mala
80 mm a logo RoboEarth bolo v strede. Polozˇ´ıme objekt na logo. Objekt nesmie zakry´vat’
zˇiadnu cˇast’ cˇiernych sˇtvorcov. Kinect umiestnime asi 60 cm od objektu, asi s na´klonom 30◦
smerom dole od horizontu. Kinect by mal byt’ umiestneny´ staticky, aby sa nemenili svetelne´
podmienky. Moja konfigura´cia pri nahra´van´ı je na obra´zku 4.3. Model samotny´ sa sklada´
zo sady bina´rnych su´borov s pr´ıponou .pcd, z nich kazˇdy´ obsahuje jedno mracˇno bodov a
taktiezˇ farby jednotlivy´ch bodov a su´boru meta.xml, ktory´ obsahuje meno modelu, jeho
typ a pocˇet su´borov s mracˇnami bodov z ktory´ch model pozosta´va. Obsahuje aj polozˇku
mer´ıtka, ale ta´ sa v su´cˇasnej implementa´cii nepouzˇ´ıva.
Obra´zok 4.3: Nahra´vacia platforma.
Ovla´dacˇ pre Kinect:
$ roslaunch openni_launch openni.launch
Slu´zˇi pre komunika´ciu s Kinectom a preva´dza surove´ RGB/IR pru´dy na RGB a h´lbkovy´
obraz, rozdielovy´ obraz a mracˇno bodov. Toto mracˇno bodov sa pouzˇ´ıva na vstupe Robo-
Earth.
Ar bounding box:
$ rosrun ar_bounding_box ar_kinect
Ar bounding box slu´zˇi na detekciu sady vzorov a nasledne´ vytvorenie su´radnicove´ho syste´mu
a jeho ohranicˇenie. S jeho pomocou je mozˇne´ ohranicˇit’ sn´ımane´ mracˇno bodov, urcˇit’ jeho
umiestnenie v su´radnicovom syste´me a nakoniec tu´to informa´ciu poslat’ samotne´mu re-
corde´ru. Ta´to cˇast’ je zalozˇena´ na knizˇnici ARToolKit, ktora´ sa pouzˇ´ıva pre tvorbu aplika´cie
rozsˇ´ırenej reality. Riesˇi proble´m urcˇenia poz´ıcie a orienta´cie kamery pomocou markerov
v rea´lnom cˇase.
GUI:
$ rosrun re_object_recorder record_gui
3 Podlozˇka zo znacˇkami <http://www.ros.org/wiki/re_object_recorder?action=AttachFile&do=
get&target=marker_template.pdf>
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S jeho pomocou je mozˇne´ vytvorit’, upravit’, ulozˇit’ alebo odoslat’ na server RoboEarth
model objektu. Po spusten´ı a nacˇ´ıtan´ı modelu uvid´ıme okno vizualiza´cie a ovla´dac´ı panel
(obr. 4.4). Pozna´mka: Pri spusten´ı moˆzˇeme dostat’ okno zo spra´vou:
”
Depth registration
Obra´zok 4.4: GUI rekorde´ru.
is disabled in openi driver. This will probably lead to badly aligned pointcloud“. To sa da´
vyriesˇit’ tak, zˇe si spust´ıme:
$ rosrun dynamic_reconfigure reconfigure_gui
a na´jdeme polozˇku /camera/driver a tam zasˇkrtneme checkbox depth registration. Po
resˇtarte GUI recorderu by malo byt’ vsˇetko v poriadku.
Tlacˇidla´ na karte Recording :
Start Recording Spust´ı nahra´vanie mracˇien bodov. Kazˇde´ mracˇno ma´ svoje cˇ´ıslo v Re-
corder Views a je vizualizovany´ v okne
”
object point cloud“. Ty´mto tlacˇ´ıdlom sa
taktiezˇ nahra´vanie zastavuje.
Reset Vymazˇe doteraz nahrane´ mracˇna´.
Save Model Vytvor´ı z nahrany´ch mracˇien model a ten ulozˇ´ı na disk. Tu je ale nutne´
podotknu´t’, zˇe aby bolo mozˇne´ model ulozˇit’, musia byt’ na karte Uploading vyplnene´
na´lezˇitosti Object Name a Object Class. Napr´ıklad pre hrncˇek, ma´me triedu
”
cup“ a
jeho na´zov
”
RedCup“. Na´zvy musia byt’ bez medzier (bielych znakov).
Import Model Importuje model z loka´lneho disku do recordera. Je treba zvolit’ adresa´r
v ktorom sa nachadzaju´ su´bory s mracˇnami a meta.xml.
Hodnotu polozˇky Bounding Box Size(in m) nie je vhodne´ menit’, pretozˇe parameter je
sˇtandardne nastaveny´ pre podlozˇku z RoboEarth. Parameter Maximum number of scans. je
sˇtandardne nastaveny´ na 100, cˇo je dostacˇuju´ce. Podl’a mojich experimetov je vhodne´ volit’
hodnotu v rozsahu od 30 do 70, podl’a toho cˇi skenujeme cely´ objekt alebo len jeho cˇast’.
Nahra´vanie prebieha tak, zˇe podlozˇku pomaly ota´cˇame s objektom v jej strede (okolo osy
kolmej k povrchu podlozˇky). Za´rovenˇ moˆzˇeme sledovat’ vizualizovane´ mracˇna´ bodov a ako
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sa z nich postupne rysuje objekt. To je vhodne´ priebezˇne sledovat’ z doˆvodu, zˇe nahrany´
povrch nepatr´ı vzˇdy len objektu ale aj podlozˇke. To je mozˇne´ skorigovat’ tak, zˇe v poli
Recorded Views na´jdeme chybne´ mracˇno bodov. Po kliknut´ı na ake´kol’vek mracˇno sa jeho
body zvy´raznia na cˇerveno a kla´vesou Delete je mozˇne´ toto mracˇno bodov odstra´nit’. Po
odhadnut´ı z vizualiza´cie, zˇe model je uzˇ pre nasˇe u´cˇely dostacˇuju´ci zastav´ıme nahra´vanie.
Ak ma´me vyplnene´ u´daje o modele, ulozˇ´ıme si ho. Tak sa vytvoria vsˇetky pcd–su´bory
s mracˇnami bodov a meta.xml.
Pri nahra´van´ı sa vyskytli taktiezˇ chyby. Najcˇastejˇsia
”
distance X/X too large: XXXX “,
cˇo znamena´, zˇe Ar Kinect nebol schopny´ na´jst’ 3 sˇtvorce pre urcˇenie su´radnicove´ho syste´mu.
Ty´m, zˇe som zvy´sˇil osvetlenie sce´ny sa mi podarilo uvedenu´ chybu odstra´nit’.
Obra´zok 4.5: Vy´sledky tvorby 3D modelov.
4.5 Detekcia objektov v RoboEarth
Detekcia v RoboEarth je preva´dzkovana´ pomocou 3 uzlov, ktore´ je treba spustit’. Samotnu´
detekciu ale preva´dza len jeden, ostatne´ sprostredkova´vaju´ vstupne´ da´ta a vykresl’uju´
vy´sledky detekcie. Na´zov tohoto uzlu v ROSe je re kinect object. Sklada´ sa z 3 zdro-
jovy´ch su´borov.
slam main obsahuje hlavnu´ triedu ROSCom s meto´dami model path cb a kinect cb, ktore´
reaguju´ na prijatie ROS spra´vy.
recognitionmodel je zlozˇeny´ z hlavicˇkove´ho a zdrojove´ho su´boru. Nacha´dzaju´ sa tu meto´dy
pre zabezpecˇenie priebehu samotnej detekcie, u´lohu tu zohra´va matchAspects pre mo-
del a samotny´ aspekt4, findCorrespondences, naiveNearestNeighbor,
compareSURFDescriptors a d’al’ˇsie
4Aspekt je v RoboEarth-e oznacˇenie, pre jeden pohl’ad na objekt, obsahuje jedno mracˇno bodov.
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kinect cb je meto´da, ktora´ sa zavola´ pri obdrzˇan´ı mracˇna bodov sce´ny. Meto´da vola´
funkcie pre vy´pocˇet zhody nacˇ´ıtany´ch modelov a vy´sledky o nich posiela uzlu
re object detector gui, ktory´ vizualizuje vy´sledky.
Tlacˇidla´ okna Object Detector GUI :
Resend Model List slu´zˇi pre opa¨tovne´ zaslanie informa´cie o modeloch, ktore´ boli cez
uzˇ´ıvatel’ske´ rozhranie zadane´.
Add Local Model sa pouzˇ´ıva pre nacˇ´ıtanie nove´ho modelu pre natre´novanie z loka´lneho
disku. Po zvolen´ı sa jeho meno objav´ı v zozname a z´ıskane´ informa´cie sa posˇlu´ uzlu
re kinect.
Download pomocou neho je mozˇne´ stiahnut’ a nacˇ´ıtat’ modely zo serverov RoboEarth.
Po spusten´ı uzlu re object detector gui sa na´m zobraz´ı okno na obra´zku 4.6. Po vy-
brat´ı zodpovedaju´ceho 3D modelu sa zacˇnu´ nacˇ´ıtat’ .pcd su´bory podl’a meta.xml. U kazˇde´ho
pohl’adu prebehne detekcia a popis kl’´ucˇovy´ch bodov. Tie sa ulozˇia a su´cˇasne namapuju´ po-
mocou 3D informa´cie do priestoru z 2D. Nacˇ´ıtany´ model je ulozˇeny´ v sˇtruktu´re Recognitio-
nModel a obsahuje vektor sˇtruktu´r ObjectAspect, ktore´ho polozˇky su´ jednotlive´ pohl’ady.
V d’alˇsej kapitole pop´ıˇseme jadro detekcie.
Obra´zok 4.6: GUI detektoru.
Samotna´ detekcia zacˇ´ına v meto´de kinect cb, ktora´ sa spust´ı pri obdrzˇan´ı obrazu
sce´ny mracˇnom bodov. Na zacˇiatok vykona´ extrakciu 2D sn´ımku z mracˇna, na ktorom
su´ vypocˇ´ıtane´ kl’´ucˇove´ body SURFu. Tieto body sa namapuju´ z 2D priestoru do 3D pries-
toru, podl’a umiestenia kl’´ucˇovy´ch bodov. Potom sa vyberie prvy´ ulozˇeny´ model, ktory´
pouzˇije svoju meto´du matchAspects na zistenie cˇi jeden z jeho aspektov nie je zhodny´
s aspektom sce´ny. Samotny´ aspekt modelu ma´ tiezˇ meto´du matchAspects, ktora´ tieto
aspekty porovna´. A to tak, zˇe pomocou meto´dy findCorrespondences zist´ıme sadu pa´rov
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odpovedaju´cich si bodov. Koresˇpondencie sa hl’adaju´ algoritmom najblizˇsˇieho suseda (k-
ANN) k = 2, ktory´ fakticky pouzˇije len toho lepsˇieho z dvojice. Implementa´cia je v meto´de
naiveNearestNeighbor a ta´ fyzicky porovna´va deskriptory pomocou compareSURFDescr-
iptors. Ak ma´me zistene´ tieto dvojice koresˇponduju´cich si deskriptorov, zacˇnu´ sa hl’adat’
3 zodpovedaju´ce si koresˇpondencie, ktore´ musia sp´lnat’ pravidlo, zˇe vzdialenosti koresˇponde-
nci´ı v aspekte modelu musia byt’ va¨cˇsˇie ako hodnota parametra DISTANCE TRASHOLD a vz-
dialenost’ medzi koresˇpondenciami mensˇia ako hodnota EPSILON. Vzdialenost’ je pocˇ´ıtana´
ako Euklidova´. Ak vsˇetko prebehlo spra´vne nakoniec sa urcˇ´ı transforma´cia aspektu sce´ny
oproti aspektu modelu.
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Kapitola 5
Na´vrh riesˇenia a experimentov
V na´vrhu moˆjho riesˇenia som uvazˇoval o detektore, ktory´ by pouzˇ´ıval loka´lne pr´ıznaky
popisuju´ce vy´znamne´ body v obraze. Zvazˇoval som SIFT a SURF. Pretozˇe autori SURFu
sl’ubuju´ vysˇsˇiu ry´chlost’ rozhodol som sa pre neho. Ota´zku ako reprezentovat’ da´ta z Kinectu
za mnˇa vhodne vyriesˇil on sa´m. Presnejˇsie knihovnˇa PCL, ktora´ poskytuje vsˇetko potrebne´.
Ako tre´novacie da´ta by sa mohol zostavit’ 3D model objektu, reprezentovany´ mnozˇinou
kl’´ucˇovy´ch bodov. Detekcia by prebiehala ako hl’adanie odpovedaju´cich si pr´ıznakov model
vs. sce´na, ktore´ lezˇia rovnako geometricky rozmiestnene´.
Pri hl’adan´ı d’alˇs´ıch informa´ci´ı som narazil na syste´m pripomı´naju´ci navrhovany´. Jeho
meno bolo RoboEarth. Model objektu nie je zlozˇity´ a jeho z´ıskanie zahr´nˇa ry´chlu a jedno-
duchu´ procedu´ru. Vd’aka tomu je mozˇne preva´dzat’ detekciu zo vsˇetky´ch stra´n bez rozdielu.
Preto som sa rozhodol pouzˇit’ ho ako za´klad pre moju pra´cu, overit’ jeho vlastnosti pomocou
experimentov.
5.1 Vol’ba objektov
Pre moje experimenty ako testovacie objekty som pouzˇil 5 objektov, ktore´ je mozˇne´ vi-
diet’ na obra´zku 5.1. Zvolil som si ich na´hodne, aby som pokryl triedu objektov krabicˇka,
fl’asˇka a sˇa´lka, pretozˇe vy´voja´ri RoboEartha doporucˇuju´ jeho pouzˇitie na detekciu objektov
bezˇne´ho zˇivota. Kazˇdy´ z ty´chto objektov bol samostatne nahra´vany´ pomocou rekorde´ra
z RoboEarthu.
5.2 Parametre detektoru
Dva parametre, ktore´ je mozˇne´ v detektore menit’ su´ EPSILON a DISTANCE TRASHOLD. V mo-
jich experimentoch som menil len parameter EPSILON, pretozˇe som chcel zistit’ citlivost’
koresˇpondenci´ı medzi modelom a sce´nou. V za´kladnej insˇtala´cii je parameter nastaveny´ na
hodnotu 0.001, ktoru´ som pri mojich experimentoch len zvysˇoval v rozsahu 0.001 do 0.1.
5.3 Sce´ny
Experimenta´lne sce´ny boli dve. Jedna predstavovala jednoduchu´ sce´nu, v ktorej neboli
rusˇive´ efekty ako nerovnosti a ine´ objekty. Budem ju nazy´vat’ sce´na1. Druha´ bola preplnena´,
nacha´dzali sa v nej aj ine´ objekty. V tejto sce´ne sa muselo sku´mat’ viac kl’´ucˇovy´ch bodov, na
rozdiel od prvej, kde kl’´ucˇove´ body vznikali hlavne na povrchu sledovane´ho objektu. Budem
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Obra´zok 5.1: Objekty. Zl’ava: balzam, hrncˇek, cˇaj, kecˇup, l’adovy´ cˇaj.
ju nazy´vat’ sce´na2. U oboch sce´n bol Kinect umiestneny´ 60 cm od objektu a vo vy´sˇke 10 cm
od vodorovnej plochy, na ktorej bol objekt umiestneny´. S Kinectom sa pri experimentovan´ı
nehy´balo. Pohybovalo sa len s objektami, ktore´ som sku´mal. Obe sce´ny boli taktiezˇ umelo
prisvetl’ovane´. Je treba podotknu´t’, zˇe na vsˇetky´ch sn´ımkoch sa nata´cˇany´ objekt nacha´dzal,
neodstranˇoval som ho zo sce´ny ani som ho voˆbec nezakry´val.
Detektor bol otestovany´ ako si porad´ı s jedny´m z objektov v kazˇdej zo sce´n, dvojicou
objektov a zo vsˇetky´mi piatimi objektami v sce´ne1.
Obra´zok 5.2: Sce´na1, Sce´na2.
5.4 Prostredie
Vsˇetky experimenty som realizoval na konfigura´cii: CPU Intel Core i5-2500K, RAM 16GB,
GPU Sapphire Radeon HD 6870 1GB, OS Ubuntu 11.04(64bit) s ROS Electric.
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5.5 Nahra´vanie sce´ny
Nahra´vanie prebiehalo pomocou na´stroja v ROSe s na´zvom rosbag. Tento program produ-
kuje bag-su´bor, ktory´ je vlastne sada spra´v ROSu. Nahra´vanie prebiehalo v komprimovanej
podobe takzˇe 70 seku´nd bezˇiaci bag-su´bor ma´ priblizˇne 221 MB, namiesto 1 GB bez kom-
prima´cie. Nahra´val som len rostopic camera/depth registered/points, ten predstavuje
spojenie RGB sn´ımku a mracˇna bodov. Pocˇet nahrany´ch sn´ımkov bolo od 72 do 890 na
jeden bag-su´bor podl’a toho, ako ry´chlo sa mi podarilo objektom otocˇit’. Pocˇ´ıtal som 4
sekundy na jedno natocˇenie. Ota´cˇanie som vykona´val manua´lne. Pomocou rosbag bola aj
spa¨tne spu´sˇt’ana´ sada sn´ımkov ako vstup pre detektor.
$ rosbag record -j -O <bag_su´bor> "camera/depth_registered/points"
$ rosbag play <bag_su´bor>
5.6 Anota´cia vstupny´ch da´t
Pre vyhodnotenie spra´vnosti detekcie bolo nutne´ vstupne´ da´ta anotovat’. Pre tento u´cˇel som
si zvolil viperGT1. Najskoˆr som vsˇak spustil detektor na
”
necˇisto“ pre z´ıskanie sn´ımkov ktore´
do neho vstupuju´. Tieto sn´ımky som pomocou programu mencoder previedol na video su´bor.
Ten vsˇak nebol esˇte vhodny´ pre anota´ciu, preto bol na´sledne konvertovany´ v programe
Avidemux. Po anota´cii viperGT vracia su´bor v XML forma´te, z ktore´ho pre moje u´cˇely
som pouzˇil len vy´cˇet su´radn´ıc ohranicˇuju´cich ra´mcˇekov. Tie som ulozˇil do su´borov forma´tu
na´zvu objN <meno objektu>.map, kde N je cˇ´ıslovanie objektov v sce´ne.
5.7 U´pravy Roboearth
Aby bolo mozˇne´ vyhodnotit’ tieto experimenty, bolo nutne´ upravit’ alebo pridat’ do Robo-
Earthu niektore´ cˇasti.
Za´kladna´ insˇtala´cia RoboEarth informa´ciu o dobe detekcie neposkytuje, preto ju bolo
nutne´ doplnit’. V mojom pr´ıpade je to merany´ cˇas, doba od obdrzˇania mracˇna bodov
sce´ny do poslania vy´sledkov uzlu, zabezpecˇuju´ceho zobrazenie vy´sledkov. Pouzˇil som triedu
ros::Time ktora´ sa nacha´dza v ROSe. Po behu detekcie je vytvoreny´ su´bor duration.txt
ktory´ na kazˇdom riadku obsahuje dobu detekcie pre jeden sn´ımok v sekunda´ch. Podobna´
konsˇtrukcia bola zvolana´ aj pri meran´ı cˇasu vy´pocˇtu SURFu a porovna´van´ı modelu.
Poz´ıciu detekcie RoboEarth v za´kladnej insˇtala´cii urcˇuje len vizua´lne, cˇo je vlastne len
ofarbenie cˇasti sce´ny zodpovedaju´ce aspektu detekovane´ho modelu, ktory´ je transformovany´
do sce´ny. RoboEarth obsahuje cˇast’, ktora´ vy´sledny´ sn´ımok ofarb´ı. Tu´to cˇast’ som vyuzˇil
tak, zˇe si vypocˇ´ıtavam minimum a maximum z mnozˇiny bodov pre ofarbovanie a z ty´chto
vy´sledkov pomocou funkcie z OpenCV cv::line zostav´ım l´ınie ohranicˇuju´ceho ra´mcˇeka,
ktory´ nanesiem do obrazu sce´ny. Viac obra´zok 5.3. Dˇalej si pre u´cˇely vizua´lneho overe-
nia uklada´m obra´zky vy´stupu detektoru. Po spracovan´ı jednej sady testovany´ch sn´ımkov
obdrzˇ´ıme su´bor det.txt, ktory´ obsahuje informa´cie o detekcii. Sˇtruktu´ra kazˇde´ho riadku
je:
cislo snimku meno objektu x suradnica y suradnica dlzka sirka
1ViperGT je dostupny´ na <http://viper-toolkit.sourceforge.net/>
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x suradnica,y suradnica – je l’ava horna´ su´radnica ohranicˇuju´ceho ra´mcˇeka
Nakoniec v adresa´ri xout je ulozˇena´ sada vy´stupny´ch sn´ımkov z detektoru vo forma´te
na´zvu OUT NNN.png kde N je cˇislica od 0 – 9.
Obra´zok 5.3: Vl’avo: Poˆvodne´ oznacˇenie detekovane´ho objektu.
Vpravo: Oznacˇenie detekovane´ho objektu po mojej u´prave.
O nacˇ´ıtanie objektu sa stara´ uzol re kinect object detector podl’a informa´cie, ktoru´
mu posˇle re object detector gui pomocou ROS–spra´vy. Pre moje u´cˇely som potreboval
aby sa model nacˇ´ıtaval automaticky po spusten´ı uzlu, preto som meto´du model path cb
triedy ROSCom, ktora´ slu´zˇi pre nacˇ´ıtanie pozmenil tak, aby neprij´ımala ako parameter ROS–
spra´vu, ale ako obycˇajny´ textovy´ ret’azec(std::string). Odstra´nil som jej registra´ciu ako
odberatel’a ty´chto spra´v a jej volanie umiestnil do konsˇtruktoru ROSCom. Ako jej parameter
som uviedol konsˇtantny´ ret’azec predstavuju´ci absolu´tnu cestu k modelu v mojom syste´me.
5.8 Proces experimentu
Experiment zacˇ´ıname tak, zˇe spust´ıme kolekciu ros-uzlov roscore. Zvol´ıme hodnotu para-
metru EPSILON a skompilujeme syste´m. Na´sledne spust´ıme ROS–uzly pre detekciu okrem
uzla predstavuju´ceho ovla´dacˇ Kinectu. Pocˇka´me azˇ sa detektor natre´nuje a spust´ıme rosbag
s pr´ıslusˇn´ım bag-su´borom. Po jeho skoncˇen´ı ma´me su´bory det.txt a duration.txt a zlozˇku
xout naplnenu´ sn´ımkami z vy´stupu detektoru.
5.9 Proces vyhodnocovania experimentu
Vyhodnotenie som vykona´val pomocou skriptov nap´ısany´ch v jazyku Python a BASH. Pre
z´ıskanie doby detekcie pouzˇijeme skript countTime.py takto:
$ ./countTime.py <subor_forma´tu_duration.txt>
Pretozˇe v su´bore det.txt sa moˆzˇu nacha´dzat’ vy´sledky pre viacere´ objekty bolo prevedene´
rozdelenie na sˇpecificke´ det-su´bory det <meno objektu> a to podl’a mena objektu. Tu´to
opera´ciu preva´dza separeDet.py.
$ ./separeDet.py <su´bor_formatu_det.txt>
Pre samotne´ vyhodnotenie u´spesˇnosti detekcie pouzˇijeme checkAnnotation.py:
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$ ./checkAnnotation.py <det_su´bor_jedneho_objektu.txt> <xml subor anotacie>
Skript checkAnnotation.py nacˇ´ıta detekcˇny´ su´bor a anotacˇny´ su´bor. Hl’adaju´ sa rovnake´
cˇ´ısla sn´ımkov, v ktory´ch prebehla detekcia a boli anotovane´. Porovnaju´ sa ohranicˇuju´ceho
ra´mcˇeky a ich percentua´lne prekrytie. Ak prekrytie dosiahne viac ako 80% prehla´sime, zˇe
detekcia je korektna´ a zvy´sˇime pocˇ´ıtadlo true positive. V pr´ıpadoch, zˇe je prekrytie mensˇie
zvy´sˇime pocˇ´ıtadlo false positiv. Skript nepocˇ´ıta pocˇet vy´skytov false negativ ale udrzˇuje
si celkovy´ pocˇet anotovany´ch sn´ımkov, cˇo predstavuje su´cˇet true positive a false negative.
Hodnotiace parametre detekcie tj. presnost’ a odozva vypocˇ´ıtame pomocou rovn´ıc (5.1) a
(5.2):
presnost =
True positive
True positive + False positive
(5.1)
odozva =
True positive
True positive + False negative
(5.2)
Aby som vykona´vanie asponˇ cˇiastocˇne automatizoval vytvoril som skripty one exp.sh
a one exp multi.sh, ktore´ zahrnˇuju´ kompila´ciu RoboEarthu, natre´novanie a spustenie de-
tekcie. Na koniec, vy´pis vyhodnotenia tohoto behu detekcie. Pre jeden beh experimentu
je nutne´ zvolit’ parameter EPSILON skontrolovat’ meno modelu, cestu k su´boru s anota´ciou
objektu a spra´vnost’ bag-su´boru.
Po skoncˇen´ı skriptu mame adresa´r s menom parametru EPSILON v zlozˇke spustenia
skriptu, v ktorom su´ vsˇetky vy´sledky dane´ho experimentu a taktiezˇ na´m do termina´lu vyp´ıˇse
na´lezˇitosti: true positive, false positive, celkovy´ pocˇet anotovany´ch sn´ımkov, priemerna´ doba
detekcie, odozvu a presnost’.
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Kapitola 6
Vy´sledky
Po vykonan´ı 20 cyklov experimentu kazˇde´ho modelu(modelov), bolo mozˇne´ zostavit’ grafy
6.1, 6.2 a 6.3. Ako moˆzˇeme vidiet’ detektor v sce´ne1 dosahoval vysoku´ presnost’ (azˇ 80%).
Odozva sa pohybovala okolo 50% zo vsˇetky´ch mozˇny´ch pr´ıpadov detekcie.
U sce´ny2 je vidiet’, zˇe len objekt kecˇup a balzam dosiahli nad 80% presnosti, dokonca
v pr´ıpade objektu kecˇupu bola lepsˇia ako v sce´ne1. Objekt l’adovy´ cˇaj nedosiahol ani 10%
presnosti a odozvy, dokonca objekt sˇa´lka nebol voˆbec detekovany´. Vsˇeobecne taktiezˇ po-
klesla odozva u vsˇetky´ch objektov.
Detekcia viacery´ch objektov dosahovala nadpolovicˇnu´ presnost’ dokonca pri spojen´ı ob-
jektov kecˇup s cˇajom azˇ 80%.
Experimenta´lne som tiezˇ urcˇil, zˇe kazˇdy´ objekt vykazoval najlepsˇie vy´sledky(presnost’ a
odozvu) pri inej hodnote parametru EPSILON.
Objekty1:
• Balzam : 0.02, 0.03
• Kecˇup : 0.009, 0.015
• Cˇaj : 0.04, 0.09
• L’ad. cˇaj 0.2 : 0.04
• Sˇa´lka : 0.1, X
Je potrebne´ podotknu´t’, zˇe pri objekte kecˇup nasta´vala detekcia len z jeho prednej strany
kde ma´ etiketu, zadna´ strana a boky su´ uniformne´, takzˇe detektor kl’´ucˇovy´ch bodov SURFu
na ty´chto strana´ch nicˇ nenacha´dzal. Celkovo moˆzˇeme povedat’, zˇe vy´sledky zo sce´ny2 boli
horsˇie. Podl’a moˆjho na´zoru to malo za pr´ıcˇinu osvetlenie, ked’zˇe deskriptor SURFu nie
je u´plne invariantny´ na podmienky osvetlenia. Taktiezˇ objekty ktore´ maju´ kontrastnejˇs´ı
povrch dopadli lepsˇie. Pr´ıkladmi su´ objekty kecˇup s bielou na cˇervenej a balzam so zelenou
na bielej.
V tabul’ke 6.1 su´ uvedene´ priemerne´ hodnoty z´ıskane´ s doby behu jednej detekcie. Tu´to
dobu ovplyvnˇuje hlavne pocˇet aspektov, ktore´ museli byt’ sku´mane´. Priemerna´ doba spra-
cova´vania jedne´ho aspektu bola v scene´1 2 ms a u sce´ny 3 ms. Rozdiel je spoˆsobeny´ ty´m,
zˇe detektor musel sku´mat’ vysˇsˇ´ı pocˇet kl’ucˇovy´ch bodov.
Zistil som, zˇe vy´pocˇet SURFov trval v priemere u sce´ny1 66 ms a 97 ms v sce´ne2, cˇo
znamena´, zˇe detektor venoval viac ako 80% cˇasu detekcii a popisu kl’´ucˇovy´ch bodov sce´ny.
1Parameter pri sce´ne1 a sce´ne2.
27
 
Pr
es
no
sť
 [%
]
0
20
40
60
80
100
Objekty
balzam šálka ľad. čaj kečup čaj
Odozva
Presnosť
Obra´zok 6.1: Vy´sledky detekcie v sce´ne1.
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Obra´zok 6.2: Vy´sledky detekcie v sce´ne2.
Celkovo ak moˆzˇem hodnotit’ najlepsˇie fungovala detekcia u objektu balzam a kecˇup.
Najhorsˇie u sˇa´lky. Pri nahra´van´ı aj detekci´ı robilo najva¨cˇsˇie proble´my osvetlenie a textu´ra
objektu. Vy´sledkami ma prekvapil objekt l’adovy´ cˇaj, s odozvou 0.68% a presnost’ou 9.93%
v sce´ne2, pretozˇe som si myslel, zˇe na´pis bude pre detekciu postacˇuju´ci aj v preplnenej
sce´ne. Syste´m pri nahra´van´ı hla´sil, zˇe nemoˆzˇe na´jst’ znacˇky na podlozˇke, preto bola prva´
konfigura´cia nahra´vania ktoru´ som sku´sil, doplnena´ o dve lampy, ktore´ proble´m vyriesˇili.
Boli pr´ıpady kedy objekty(sˇa´lka, lad’. cˇaj ) v sce´ne neboli detekovane´ a stacˇilo im len zvy´sˇit’
osvetlenie. Nahra´vanie testovac´ıch da´t prebiehalo bez proble´mov. Ovla´danie syste´mu je
podl’a mnˇa pr´ıliˇs
”
skostnatele´“. Pri zmene parametru EPSILON bolo nutne´ prekompilovat’
cely´ syste´m, cˇo trvalo priblizˇne dve minu´ty. Taktiezˇ si mysl´ım, zˇe syste´m take´hoto druhu
by mal umozˇnˇovat’
”
zabu´danie“ objektov, pr´ıpadne odlozˇenie s hl’adiska vyuzˇitia zdrojov.
Z ty´chto doˆvodov si mysl´ım, zˇe syste´m nie je urcˇeny´ pre detekciu v sce´nach s dynamicky´m
osvetlen´ım.
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Obra´zok 6.3: Vy´sledky pri detekcii viacery´ch objektov v sce´ne1.
Objekt pocˇet aspektov sce´na1 [ms] sce´na2 [ms]
balzam 48 90 167
sˇa´lka 31 80 114
l’ad.cˇaj 29 82 117
kecˇup 47 87 125
cˇaj 43 84 141
Objekty sce´na1 [ms]
kecˇup sˇa´lka 102
sˇa´lka cˇaj 108
kecˇup cˇaj 110
Vsˇetky obj. 222
Tabul’ka 6.1: Doba detekcie
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Kapitola 7
Za´ver
Ciel’om tejto pra´ce bolo zhrnu´t’ do dnesˇnej doby prezentovane´ meto´dy a postupy pri detekcii
objektov vyuzˇ´ıvaju´ce ako obrazovu´ tak h´lbkovu´ informa´ciu z obrazu. Taktiezˇ natre´novat’
robustny´ detektor a vyhodnotit’ jeho vy´kon. Bolo uka´zane´, zˇe detektor zo syste´mu Robo-
Earth si porad´ı s detekciou ako jedne´ho tak viacery´ch objektov su´cˇasne. Vy´razne lepsˇieho
vy´konu dosahoval v jednoduchej sce´ne.
Bolo zistene´, zˇe najva¨cˇsˇie proble´my pri detekcii robia syste´mu textu´ra objektu a osvet-
lenie. Algoritmus SURF a pouzˇitie jeho deskriptoru pri cˇistom porovnan´ı bodov z modelu a
sce´ny uka´zalo na jeho rezervy. Mozˇno by pomohlo zhlukovanie SURF deskriptorov, kde by
sa do vy´znamne´ho bodu ukladal len index zhluku, do ktore´ho deskriptor spada´, pr´ıpadne
priamo stred zhluku kde by vel’kost’ deskriptora bola zachovana´. To by znamenalo aj upra-
vit’ metriku porovna´vania. Taktiezˇ vy´pocˇet SURFov je zlozˇita´ opera´cia a bolo by vhodne´
aplikovat’ ury´chlenie jeho vy´pocˇtu napr´ıklad na grafickej karte[11].
Dˇalej by som videl mozˇnosti zlepsˇenia v rozcˇlenen´ı detekcˇne´ho uzla re kinect object
na vla´kna. RoboEarth vsˇetko vykona´va sekvencˇne pre kazˇdy´ obdrzˇany´ obraz sce´ny.
Kazˇdy´ mnou sku´many´ objekt vykazoval najvysˇsˇiu odozvu pri odliˇsnej hodnote parame-
tra EPSILON. Tento parameter je umiestneny´ v ko´de staticky a pocˇas behu detekcie ho nie
je mozˇne´ menit’. Opa¨tovna´ rekompila´cia RoboEarth pri zmene parametru trva´ okolo dvoch
minu´t. Dalo by sa to riesˇit’ napr. cez GUI, kde by sa zadala hodnota parametru a ta´ by sa
pomocou ROS-spravy poslal detektoru, alebo by ta´to hodnota mohla byt’ su´cˇast’ou modelu.
Dˇalˇsiu nevy´hodu vid´ım v tom, zˇe syste´m nevie
”
zabu´dat’“ objekty za behu. Pre vymazanie
je nutne´ cely´ syste´m resˇtartovat’.
Aj ked’ prva´ verzia syste´mu RoboEarth vysˇla len v septembri minule´ho roku, pracuje
sa na nˇom sta´le. Svedcˇ´ı o tom fakt, zˇe za posledny´ rok cˇo som s ty´mto syste´mom pracoval
sa syste´m menil a opravoval. Buducnost’ na´m uka´zˇe na aku´ u´rovenˇ sa syste´m dostane.
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Pr´ıloha A
Obsah CD
Prilozˇene´ CD obsahuje:
• upravene´ su´bory detektoru RoboEarth
• skripty pre vyhodnotenie detekcie
• skript pre uka´zˇku jedne´ho experimentu
• jeden model objektu vytvoreny´ pomocou RoboEarth
• jeden testovac´ı bag-su´bor slu´zˇiaci ako vstup pre detektor
• PDF a LATEXverzia tejto pra´ce
• su´bor README s popisom pouzˇitia
• strucˇny´ plaga´t prezentuju´ci pra´cu
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