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Quantitative assessment of time-lapse seismic for CO2 saturation distribution in 
the subsurface requires a rock physics model that predicts the changes in the elastic 
properties corresponding to the variations in the reservoir properties. However, the 
applicability of theoretical rock physics models (e.g., Gassmann’s equation) at the 
seismic scale requires validation with field data. For this, high-resolution in situ 
seismic data can be used.  
This thesis presents several approaches to investigate the applicability of 
theoretical rock physics models for time-lapse seismic analysis by performing 
quantitative and qualitative analysis of real and synthetic time-lapse borehole seismic 
for pilot CO2 sequestration projects. First, a comprehensive analysis of the pre-existing 
data set for the Frio pilot CO2 injection project is performed. For this project, a site-
specific rock physics model is not yet established. However, the data shows that the 
high-resolution time-lapse seismic (e.g., vertical seismic profile and crosswell) 
integrated with other information (e.g., core and well log) can be used to constrain the 
velocity–saturation relation with considerable certainty. 
Second, a tailored time-lapse VSP processing sequence is developed to obtain 
quantitative results for the CO2 induced changes in the reservoir using three 
independent parameters (i.e., transit time delays, first arrivals amplitudes and 
reflections amplitudes). A modelling study is conducted to confirm the obtained elastic 
changes and investigate the effect of seismic resolution and gas plume geometry on 
the obtained geophysical parameters. The results show an agreement between the 
modelling and the field data for all the three independent parameters, thus, confirming 
the obtained velocity changes. Moreover, the effects of the plume size and seismic 
resolution are found to be pronounced on the reflection amplitude. Additionally, the 
seismic modelling allowed the approximate size of the CO2 plume to be inferred using 
reflection behaviour from VSP. Next, a crosswell time-lapse traveltime tomography is 
performed to obtain a high-resolution P-wave and S-wave velocity changes upon CO2 
injection. The results show a substantial velocity reduction for both P-wave and S-
wave at the injection well.    
Subsequently, using the results from petrophysical data and time-lapse VSP 
seismic, the applicability of Gassmann’s poroelasticity theory is investigated for the 
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Frio project. The results show a significant discrepancy between the rock physics 
model predictions derived using Gassmann’s equation and the field data. Investigating 
the input parameters, uncertainty in CO2 saturation and assumptions involved in 
Gassmann’s poroelasticity theory suggest that invoking rock frame changes possibly 
induced by CO2 injection could explain this discrepancy.  
The S-wave velocities changes that accompany the large P-wave velocities 
from crosswell seismic is utilized to investigate the discrepancy observed. Thus, 
supported by the crosswell S-wave velocity changes a methodology to estimate 
changes in the rock frame is proposed. The rock physics model is defined based on 
rock microstructure diagnostic models which have physically meaningful parameters 
that can be updated based on the magnitude of the frame weakening obtained from the 
field data. Results show that rock frame weakening could be related to minute changes 
in grain contact cement. These changes could be induced by several mechanisms, with 
CO2-brine-rock interaction (i.e., dissolution of rock frame forming minerals) as a 
possible cause. The obtained velocity-saturation relation could describe the field time-
lapse velocity changes for both VSP and crosswell using a patchy saturation model.  
Last, the Otway 2C project analysis is performed for a set of offset VSP data 
simulated in a full-waveform 3D time-lapse seismic model by incorporating the 
learnings from the Frio project. The sensitivity analysis reveals that time-lapse changes 
could be obtained using offset VSP data for the injection of 15,000 tons of CO2/CH4. 
The results show that the gas plume is detectable using transit time delays, first arrivals 
amplitudes, and reflections amplitudes. It is found that constraining the velocity-
saturation relation using the transit time delays is possible if the receivers are at the 
injection well. However, the uncertainty in the measurement compared to the expected 
signal limit the interpretation of the velocity changes. Comparison between the Frio 
project and Otway 2C shows how the magnitude of the heterogeneity (e.g., P-wave 
velocity changes, thickness of the gas plume) in subsurface and the survey geometry 
control our ability to obtain quantitative geophysical data for rock physics modelling.  
In summary, current time-lapse monitoring issues for CO2 sequestrations, 
namely, quantitative and qualitative interpretation using real and synthetic borehole 
seismic data, rock physics modelling, CO2-brine-rock interaction effects on the rock 
frame have been investigated. This research will benefit current and future time-lapse 
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CHAPTER 1. INTRODUCTION 
1.1 CO2 SEQUESTRATION REVIEW  
In the past 15 years’ carbon dioxide capture and storage (CCS) has been the 
focus of substantial research interest and is gaining further momentum currently as the 
world demands further action to reduce greenhouse gas emissions. Several CO2 storage 
options are possible in the subsurface. These options are CO2 injection into brine 
aquifers (offshore or onshore), using CO2 for enhanced-oil-recovery (EOR), injection 
into depleted oil and gas reservoir and enhanced recovery of coal bed methane (Benson 
and Cole 2008). 
The sequestration of CO2 into brine aquifers and depleted hydrocarbon 
reservoirs has been recognized as a  viable option in term of storage capacity, 
abundance and technological capabilities (Bachu and Adams 2003). Currently, there 
are several sequestration projects which are either in commercial operation (large 
scale) or experimental (small scale) such as Sleipner, In Salah, Ketzin, Otway, Frio 
and Nagaoka (Michael et al. 2010). The first large-scale commercial CO2 sequestration 
project started in 1996 in the Sleipner field in the North Sea offshore Norway. The 
CO2 was injected in the Utsira sand which is a brine aquifer at a depth of about 1000 
m (Arts et al. 2004). The injected CO2 volume was so significant that the CO2 plume 
was easily detectable using surface seismic. However, quantitative interpretation of 
seismic data is still an ongoing challenge, especially for characterisation of thin CO2 
layers (Chadwick et al. 2010).  
CO2 injected into the subsurface requires a verification strategy to be certain that 
it remains trapped in the subsurface within the desired geologic formation and does 
not migrate into overlying layers, fresh water aquifers or into the atmosphere (Benson 
and Cole 2008, Michael et al. 2010, Wildenborg et al. 2013). Consequently, detailed 
geological characterization, CO2 flow simulations and various modelling aspects (e.g., 
geophysical, geochemical, geomechanical) are implemented ahead of actual injection 
in any proposed storage site (Xu, Apps, and Pruess 2004, Ghomian, Pope, and 




et al. 2001). Then, the injection is only performed if the modelling results provided an 
assurance of CO2 containment within the desired formation.  
Such studies are based on geological and geophysical information about the 
subsurface, which are always incomplete due to various inherent uncertainties (e.g., 
geological complexity, dynamic versus static model, fluid flow properties, tools 
resolutions and inversion) (Wildenborg et al. 2013). Thus, the model must be refined 
after the actual injection is performed. To achieve this, a monitoring campaign which 
account for the actual CO2 distribution in space and time during and after the injection 
is needed. Monitoring technologies may include downhole pressure and temperature, 
well logs, geochemical sampling and tracer’s injections and active time-lapse seismic 
methods. In particular, time-lapse seismic has been identified as an effective tool for 
such requirements as it has the potential to track CO2 plume extent over time 
(Wildenborg et al. 2013, Michael et al. 2010, Lumley 2010). 
Demonstration or experimental small-scale CCS projects are aimed at 
investigating the aspects of CO2 injection and monitoring in a controlled environment 
(Kazemeini, Juhlin, and Fomel 2010, Hovorka, Sakurai, et al. 2006, Kikuta et al. 
2005). This comes from the fact that a firm scientific knowledge needs to be 
established regarding the coupled mechanisms in the subsurface such as geochemical, 
hydrological and geomechanical processes (Benson and Cole 2008), using various 
monitoring methods. Moreover, such small-scale projects could be viewed as an 
analogue to CO2 leakage scenarios. Among these experimental projects, the ones 
involving the injection of CO2 into brine aquifers such as the Frio brine pilot, and 
recently the Otway 2C CO2 injection projects, which are utilized in this research, 
present a valuable opportunity for time-lapse monitoring research. This is because of 
the absence of the complexity of hydrocarbon fluids that may have properties similar 
to those of the injected CO2 in the reservoir, which could mask the CO2 effect on the 
elastic properties and further complicate the monitoring campaign (Lumley et al. 
2008).  
In the last decade, time-lapse seismic was used successfully to detect CO2 
plumes extent and saturation distribution using both surface seismic, Vertical Seismic 
Profile (VSP) and crosswell seismic (Lüth et al. 2011, Arts et al. 2004, Daley et al. 
2008, Ajo-Franklin et al. 2013, Saito et al. 2006). However, quantitative interpertation 




1.2 MOTIVATION  
Interpretation of the time-lapse seismic data is often qualitative and the use of 
time-lapse data to estimate the change in the spatial distribution of saturation and 
pressure, so-called quantitative interpretation, remains a challenge (Lumley 2010).  
A common practice to quantitatively relate observed time-lapse seismic changes 
to reservoir properties is using a rock physics model that predicts the changes in the 
elastic properties corresponding to the changes in the reservoir properties (Johansen et 
al. 2013). A conventional way is to use Gassmann poroelasticity theory (Gassmann 
1951) to calculate fluid substitution effects assuming a uniform fluid saturation (i.e., 
low-frequency range) (Smith, Sondergeld, and Rai 2003, Han and Batzle 2004). 
However, at the seismic scale the applicability of the Gassmann equation (Gassmann 
1951) is still not well understood and may require validation using in situ field data 
(Han and Batzle 2004).  
This is because of the many assumptions involved in Gassmann’s poroelasticity 
theory such as the homogeneity of the medium at both microscopic and macroscopic 
scale and micro-scale isotropy of both the dry rock frame and the fluids. These 
assumptions are not likely to hold for almost any sedimentary rocks (Brown and 
Korringa 1975). In other words, effective rock properties calculated at one scale (e.g., 
from well logs) using Gassmann’s poroelasticity theory (Gassmann 1951, Biot 1956) 
might not be applicable at other seismic scales (e.g., surface seismic, VSP and 
crosswell). This is because at the seismic scale the seismic wave samples larger 
volumes of rocks compared to well logs. For this, a verification of the applicability of 
Gassmann’s equations using in situ field data is in order. This problem arises in many 
time-lapse monitoring projects such as enhanced oil recovery (EOR), production 
monitoring (Yang et al. 2014, Lumley 2001)  and more recently CO2 sequestration 
monitoring (Arts et al. 2004, Ivanova et al. 2012, Daley et al. 2008).  
Another assumption of Gassmann’s poroelasticity theory (Gassmann 1951, Biot 
1956) is that the rock frame properties do not change with a change of the pore fluid 
(Mavko, Mukerji, and Dvorkin 2009). However, recently many studies have discussed 
the geochemical interactions upon CO2 injection that may result in changes in the rock 
frame strength in both carbonate and sandstones (e.g., Vanorio, Nur, and Ebert 2011, 




2015) depneding on their microstructure and mineralogy (Vialle, Dvorkin, and Mavko 
2013, Steefel and Maher 2009, Molins et al. 2012, Wellman et al. 2003). Such rock 
frame changes masked within the time-lapse response caused by the fluids 
replacement, especially with VP, may cause large errors in the quantitative 
interpretation of time-lapse seismic as we will show in Chapter 6.  
Other than the porous rock frame properties, the fluids properties and their 
spatial distribution in the pore space of the rock is an important factor as it could have 
a large effect on the elastic wave velocities response (Knight and Nolen-Hoeksema 
1990, Batzle and Wang 1992). CO2 properties (i.e., bulk moduli, density and viscosity) 
change based on temperature and pressure. If the pressure and temperature in the 
reservoir are above the CO2 critical point, then the CO2 would be in a supercritical state 
(Span and Wagner 1996). In such state CO2 properties are difficult to estimate 
especially if the CO2 is present with other fluids such as brine or hydrocarbons (Maxim 
Lebedev 2013). This is discussed in more details in section 2.3.  
The “Velocity-saturation relationship” (VSR) is often referred to in quantitative 
assessment of CO2 saturation using P-wave velocity with Gassmann’s equation 
(Mavko, Mukerji, and Dvorkin 2009). When two or more immiscible fluids exist in 
the pore space, then, Gassmann equation for uniform saturation might be inapplicable 
(Johnson 2001). In such cases the VSR will be dependent on many factors of which 
the geometrical distribution of fluid phases within the porous media, frequency of the 
seismic measurement, permeability of the rock and fluids viscosity are key parameters 
(Mavko, Mukerji, and Dvorkin 2009); with the geometrical distribution of the fluid 
phases as the most challenging quantity to estimate or obtain for in situ conditions. 
Because the wave elastic response here is frequency dependent, then measurement at 
different frequency could have different wave elastic response ranging from “uniform” 
response where the fluids mixture can be assumed uniform to a “patchy” response with 
the fluids completely unmixed. It is often required either to calculate or assume if the 
VSR is patchy or uniform for a given measurement frequency, as depending on this 
the prediction of the fluid saturation can differ greatly, especially at low saturations 
and for CCS saturations due to the often large compressibility difference between brine 
and injected CO2 at reservoir conditions (Daley et al. 2008, Konishi et al. 2008, 




A motivation for this research is that geophysical data acquired during CO2 
sequestration in saline aquifers such as Ketzin, Nagaoka, Otway and Frio (Michael et 
al. 2010) provide high-resolution in situ data for calibration with theoretical rock 
physics. Thus, they present an attractive opportunity to investigate the applicability of 
theoretical models at the seismic scale. The use of high-resolution Vertical Seismic 
Profiling (VSP) rather than surface seismic in such small scale projects minimizes 
typical time-lapse monitoring challenges by providing better vertical and lateral 
resolution associated with high-frequency content and high signal-to-noise ratio 
(O'Brien, Kilbride, and Lim 2004). Moreover, crosswell seismic could provide a high-
resolution image of the subsurface for calibrating rock physics models to obtain CO2 
saturation effects on rocks. The challenges described above are best investigated using 
an inversion and modelling schemes as shown in Figure 1-1. This is an iterative 
process, and several cycles of refining the inversion and modelling schemes to match 
with the time-lapse data may be required. 
The studies conducted in this research are summarised in Figure 1-2 and they all 
aim to investigate the challenging aspect of CO2 monitoring discussed above to 
ultimately understand the CO2 saturation effect on the elastic properties of rocks. The 







Figure 1-1: Time-lapse CO2 monitoring from geophysical data to geophysical and 
petrophysical parameters. Modified from JafarGandomi and Curtis (2012). 
 




















The focus of this research is the analysis of the effect of CO2 saturation on the 
elastic properties of rocks using borehole seismic data.  For this the following 
objectives are proposed:  
 Study the effect of resolution and CO2 plume geometry on the obtained 
parameters seismic.  
 Quantify the effect of CO2 saturation on seismic velocities from field seismic 
data. 
 Investigate the effect of CO2-brine-rock interaction on the rock frame 
properties.  
 Estimate CO2 saturation at both VSP and crosswell seismic scale from field 
data.  
 Investigate the time-lapse signal obtained from offset VSP from a 3D time-
lapse synthetic and its use to recover the velocity-saturation relation used in 
the synthetic modelling.    
To achieve these objectives, we investigate two CO2 injection projects using 
several theoretical and practical approaches for CO2 time-lapse monitoring using 
several synthetic and real data sets. The choice of Carbon Capture and Storage (CCS) 
projects for this research and the data driven approach is given next.  
1.4 APPROACH 
This research uses field data, seismic modelling and rock physics modelling to 
achieve the proposed objectives stated earlier. We utilize available data for two pilot 
CO2 injection project; that is the Frio-I brine pilot and Otway 2C sequestration project. 
Because each project is unique based on data availability, data quality, objectives, 
previous learnings etc., the approach is project specific.  
The main objective for the Frio project is establishing a site-specific rock physics 
model for the injection interval and investigate its applicability at the field scale using 
time-lapse VSP and crosswell seismic. This is because previous analysis was based on 
an analogous rock physics model for the formation and quantitative interpretation of 




and Trautz 2008). Moreover, recent geochemical studies conducted highlighted the 
possibility of fluid-rock-interaction which could affect the rock frame properties in the 
Frio project (Kharaka et al. 2006, Ilgen and Cygan 2016). These effects must be taken 
into account in rock physics modelling for time-lapse quantitative interpretation. For 
this we revisit multiple datasets provided by LBNL, which were not published 
elsewhere and those available in the literature. The step-by-step approach we applied 
is as follows:  
 Investigation of the reservoir rock petrophysical properties and analysis of 
field observations which my aid constraining the choice of a rock physics 
model and subsequent VSR (Chapter 3). We start by analysing the 
petrophysical data from available literature and that provided by LBNL. A 
quality control of the well logs and core data is performed. Then, we perform 
lithological and sedimentary microstructure evaluation using well log 
crossplots.  
 Obtain high resolution quantitative measurement of velocity changes caused 
by CO2 injection from the time-lapse seismic data (VSP and crosswell). For 
the VSP data, we expect the resolution of the seismic and plume geometry 
would have an effect on the estimated velocity changes. For this, the effects 
of seismic resolution and gas plume geometry on the obtained measurement 
are investigated at the VSP scale closely. Crosswell traveltime tomography 
is then performed to verify their results and to be utilized later the rock 
physics modelling (Chapter 4).  
 Investigate the applicability of Gassmann’s poroelasticity theory (uniform 
saturation) at the field scale by first creating a site-specific rock physics 
model of the Frio formation. Then, the petrophysical data and quantitative 
data from seismic are integrated to verify the model applicability and 
investigate causes of discrepancy (Chapter 5).  
 We estimate quantitatively rock frame weakening possibly induced by CO2-
brine-rock interaction. This is achieved by employing the changes in VS 
calculated from crosswell traveltime tomography. Then, a rock physics 
model based on rock microstructure diagnostics is proposed which allows 
the frame microstructure to be updated based on the magnitude of the rock 




incorporating rock frame weakening effects. The results of this approach are 
to be compared to those obtained using Gassmann’s poroelasticity theory. 
Finally, CO2 saturation at both the VSP and crosswell scale is estimated 
using both patchy and uniform saturation models (Chapter 6).  
The Otway 2C project has a similar injection depth as the Frio brine pilot project, 
both involve the injection of a relatively small amount of CO2 in a fully brine saturated 
interval (for Otway 2C several stages of monitoring are proposed and palnned to be 
conducted after the injection of a predefined CO2/CH4 mixture volume of 5000, 10,000 
and 15,000 tons) and part of the monitoring campaign would invlove the use of sparse-
VSP shots for monitoring. Due to these similarities, we aim to utilize the learning from 
the research conducted in Chapter 4,5 and 6 for the Frio data set in a sensetivity 
analysis of the Otway 2C project in Chapter 7.  For the Otway 2C project a site-specific 
rock physics model has been defined previously (Caspari et al. 2015) but not yet 
verified if it can be constrained using offset VSP time-lapse seismic data. Moreover, a 
comprehensive synthetic seismic data set is available which incorporate the rock 
physics model and reservoir simulation results for a realistic CO2/CH4 gas injection 
(Pevzner et al. 2015, Glubokovskikh et al. 2016). The approach for Otway 2C study is 
as follows:  
 Investigate the time-lapse signal that could be obtained from offset VSP as a 
sensitivity study for the proposed field data geometry to be conducted. This 
involves assessing the strength of the time-lapse signal that could be 
observed. Then, the associated P-wave velocity changes are estimated from 
the VSP data obtained signal.  
 We compare the synthetic data results the parameters used in the model.  
 Finally, the feasibility of using these attributes in constraining the rock 
physics model is discussed taking into account the proposed field data 
geometry.  








Figure 1-3: Flow chart of the research approach for the Frio project and Otway 2C 
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1.5 THESIS OUTLINE  
The thesis is organized in eight chapters with each chapter targeting an aspect of 
my research with a number of objectives to be accomplished at the end. The thesis is 
structured as follows:  
Chapter 2: This chapter is an evaluation and summary of the theoretical 
models, which will be implemented throughout my research. The focus here is 
presenting the underlying theory and concepts for the rock physics modelling, seismic 
methods, seismic theory and seismic modelling related to this research. As these 
concepts are well-established and published, the aim is to provide an overview of these 
concepts to underpin this research.   
Chapter 3 gives an overview of the Frio CO2 injection project geophysical data 
obtained and geological and petrophysical information available. The objective of this 
chapter is to provide a comprehensive treatment of the petrophysical measurements 
obtained from previously published work on the Frio project and the data set provided 
by LBNL. Moreover, a quality control over the available data is performed to verify 
their accuracy.   
Chapter 4 deals with the processing of the time-lapse VSP and crosswell data 
of the Frio CO2 injection project to obtain geophysical parameters for quantitative 
interpretation that will be carried out in Chapter 5 and 6. Here a modelling study is 
performed to assess the effect of resolution and CO2 plume geometry on the obtained 
geophysical parameters using time-lapse VSP. This is illustrated by investigation of 
reflection amplitude change for different models and comparing to field observations. 
The majority of the chapter is focused on the VSP method as it provides several high 
accuracy independent measurements.  
Chapter 5 investigates the applicability of Gassmann’s fluids substitution 
theory for the Frio CO2 case study. The first part deals with utilizing the geophysical 
and petrophysical parameters obtained in Chapter 3 and 4, respectively, to obtain a 
constrained rock physics model for the “Frio-C” injection interval. Then, the velocity-
saturation relation predicted from this rock physics model is compared to the 
geophysical parameters obtained from the VSP time-lapse data (e.g., VP, IP and 




Chapter 6 utilizes an approach to obtain the elastic properties of the Frio “C” 
based on the rock microstructure diagnostic. The motivation for this chapter is driven 
by the observed large discrepancy between the site-specific rock physics model 
obtained in Chapter 5 and the real data at both the VSP and crosswell scales which 
suggested that rock frame weakening occurred after CO2 injection.  
Chapter 7 investigates the application of the learnings from the Frio CO2 
injection project to the Otway 2C injection project. A review of the previous work and 
rock physics model of the injection interval is provided. Then, a realistic synthetic 
time-lapse VSP data set (provided by Curtin University staff) is analysed with a similar 
approach to that utilized earlier for the Frio project to obtain the CO2 plume extent and 
velocity changes. The results obtained from the synthetic study are utilised to analyse 
the possibility of using time-lapse VSP data to recover the velocity-saturation 
relationship used for the modelling. The results are finally discussed in the context of 










CHAPTER 2. BACKGROUND THEORY AND 
CONCEPTS 
In this chapter, a summary of the theoretical concepts and methods used in this 
thesis is given. The chapter consist of three main topics: 
The first topic (section 2.1) is a brief description of the trapping mechanism of 
CO2 in the subsurface and as they are related to many of the underlying aspects of this 
research.  
 The second topic (section 2.2) deals with the elastic properties of the porous 
rock frame. We first present the elastic bounds for both mineral and fluids mixtures. 
Then, we deal with the theoretical models used to derive reservoir rock elastic 
properties, mainly grain contact models. Next, we discuss fluid properties at reservoir 
conditions in section 2.3. Then, we present Gassmann’s fluid substitution equations 
and the concepts of uniform and patchy saturation in section 2.4.  
The third topic (sections 0, 2.6 and 2.7) deals with the elastic wave propagation 
and theoretical concepts of the seismic method. We describe briefly some of the 
seismic theory concept, the elastic wave equation and modelling methods of interest 
in this thesis. Then, the VSP method is described in more details here as it is used 
extensively in this research.  Finally, a review of the crosswell method is given.  
All models and concepts treated here are described briefly to underpin this 
research since these models are well-established and treated in several publications 
which will be referenced as appropriate in each section.  
2.1 CO2 trapping mechanisms  
Understanding the mechanisms that allow the trapping of CO2 in the subsurface, 
their effectiveness, capacity and effects on subsurface rocks is essential for any CO2 
injection project planning. An important concept is the amount of CO2 trapped by each 
mechanism and how it affects the CO2 plume distribution in the subsurface 




effect after injection into the subsurface as stated by Bachu, Gunter, and Perkins (1994) 
are: 
 Microscopic: pore scale (molecular diffusion and dispersion). 
 Macroscopic: well scale (mixing of CO2 and water around the injection well). 
 Megascopic: aquifer scale (gravity segregation by density and viscous 
fingering due to mobility difference).  
In this research the macroscopic scale displacement mechanism is important as 
many measurements utilized in this research will be that acquired at or close to the 
injection well.  The trapping mechanisms are described below and a summary of their 
contribution over time is shown in Figure 2-1. 
2.1.1 Stratigraphic and structural trapping 
The presence of a structure which prevents CO2 from migrating to the surface is 
usually considered a pre-request for any CCS project. Structural trapping here refers 
to the presence of a thick non-permeable layer, which could effectively prevent upward 
migration of CO2 to the surface or unwanted location in the subsurface, while 
stratigraphic traps refer to a unit which may trap CO2 due to pinch-out of a porous 
formation overlain by non-porous sealing units. In many cases, shaley formations can 
provide an effective sealing capacity of CO2 due to their very low permeability. 
Usually, the CO2 will be trapped below such a structural trap as a thin layer which may 
migrate along the barrier depending on the structural relief. This trapping mechanism 
usually dominates in the early stages of a CO2 sequestration project as Figure 2-1 
shows.  
2.1.2 Solubility trapping  
CO2 could dissolve in water forming an acidic solution thus removing the CO2 
fluid phase. In such cases solubility trapping could halt CO2 plume migration as once 
CO2 is dissolved into brine, it becomes driven by the hydrodynamics of the aquifer 
rather than its buoyancy (Bachu and Adams 2003). CO2 solubility is dependent on 
many factors such as pressure, temperature, salinity and the contact surface area 




2.1.3 Mineral trapping  
Mineral or geomechanical trapping is the most preferred type of trapping 
mechanisms as it could immobilize CO2 by precipitation of minerals. It occurs when 
dissolved CO2 reacts with rock-forming minerals. The dissolution of carbonate 
initially dominates the reaction (if present) which may increase the porosity of the rock 
frame as:  
 
CO2 (g) + H2O + CaCO3 (s) 
⇔ 2Ca2+ + 2HCO3-. 
(2-1) 
 Such interaction is considered rapid and could result in changes in the 
microstructure of the rock frame within a short timeframe especially near the injection 
well (Kharaka et al. 2006). This reaction contribution in CO2 trapping is not shown in 
Figure 2-1 as although this process is very rapid; it could be volumetrically 
insignificant depending on the initial minerals assembly of the porous rock (Ilgen and 
Cygan 2016). Then, dissolution of feldspar becomes the dominant reaction and 
carbonate participation takes place (Benson and Cole 2008). An example of a possible 
reaction of silicate minerals with CO2 is the CO2-Calcium feldspar reaction:  
 
CaA12Si2O8[Ca feldspar] + CO2 + 2H2O 
→  AI2 Si2 O5 (OH)4 [kaolinite] + CaCO3 [calcite]. 
(2-2) 
This method of trapping is a long-term process, and simulation studies from 
several studies indicated that up to 90% of the injected CO2 could be trapped over the 
period of thousands of years (Bachu, Gunter, and Perkins 1994). CO2-fluid-rock 
interaction and their possible effects on the porous rock frame and time-lapse 
monitoring will be discussed in more details in Chapter 6. 
2.1.4 Capillary or residual trapping  
This trapping mechanism includes residual trapping, the hysteresis of the relative 
permeability and hysteresis due to capillary pressure (Gershenzon et al. 2014, 
Saadatpoor, Bryant, and Sepehrnoori 2010). The mechanism occurs predominately at 
the trailing edge of the CO2 plume as brine imbibes into the CO2 plume. This type of 
trapping could result in a significant volume of CO2 trapped especially in dipping 




referred to as local capillary trapping could also be of great importance (Saadatpoor, 
Bryant, and Sepehrnoori 2010). It is induced by heterogeneity intrinsic to sedimentary 
rocks (i.e., capillary entry pressure is larger than average) thus causing CO2 to be 
trapped underneath it.  This type of trapping has an advantage over residual trapping 
in that the CO2 trapped could have a saturation which is larger than the residual CO2 
saturation. Moreover, in the case of seal integrity failure of a structural trap this CO2 
will not migrate upwards (Saadatpoor, Bryant, and Sepehrnoori 2010). These trapping 
mechanisms may give rise to CO2 patches in the subsurface at different scales.   Recent 
studies from the Frio-I brine pilot CO2 injection project have shown that the small 
amount of CO2 injected (1600 tons) in the formation has been trapped efficiently by 
this mechanism (Daley et al. 2008, Xu et al. 2010).  
2.2 EFFECTIVE ELASTIC PROPERTIES 
Rock physics relationships play an important role as a link between reservoir 
rocks, pore fluid properties and geophysical measurements. Rock physics relationships 
provide the link between elastic measurements at different frequencies and the intrinsic 
 
Figure 2-1: Trapping mechanisms and their contribution to store CO2 with time. The 
relative contribution of each process is dependent on many factors such as 




properties of the rock such as porosity, pore fluids and mineralogy (Jalal Khazanehdari 
2010).  A rock physics model is defined by knowing the elastic properties of the rock 
frame and the fluid phases. Here we present the theories and approaches that are used 
in this thesis to derive the elastic properties of the rock frame and fluids mixtures. The 
rock frame response to fluids replacement is discussed later in section 2.4.  
2.2.1 Bounds and mixing laws 
The elastic properties of a mixture of several elastic constituents are defined by 
three main components; the volume fraction of the each constitutes, their elastic 
moduli and the geometry of each constitute (Mavko, Mukerji, and Dvorkin 2009).  
However, the geometrical arrangement of the constitutes is never known exactly. Thus, 
several theories were developed to overcome this by considering upper and lower 
limits or using ideal geometries for the constitutes.  
The bulk modulus of the rock matrix can be calculated if the mineral composition 
of the rock is known; otherwise, indirect calculations can be used. Core data are the 
best source of mineral constitutes analysis, then if not available well logs such as 
gamma ray can be used to calculate simply the volume fraction of assumed minerals 
such as clay and quartz (Smith, Sondergeld, and Rai 2003).   
2.2.1.1 Voigt, Reuss bounds and the Voigt-Reuss-Hill average  
The Voigt and Reuss bounds are the simplest bounds that can be used to predict 
theoretically the effective elastic moduli of a mixture of constitutes of grains and pores. 
The bounds need two input parameters which are the volume fraction of the constitutes 
and their elastic moduli (Mavko, Mukerji, and Dvorkin 2009).  
The Voigt bound represents the stiff or upper bound and represent the case of 
isostrain average because it results in the ratio of average stress to the average strain 
with the same strain assumed for all constitutes (Mavko, Mukerji, and Dvorkin 2009). 
The Voigt bound written for MV effective elastic moduli N constitutes, with fi 
representing the volume fraction of each phase and Mi as the effective elastic moduli 
of each phase:  









The Reuss lower bound or the isostress average gives the ratio of the average 
stress to the average strain with the same stress assumed for all constitutes. This Reuss 












The bound in the Reuss average can describe a modulus M  such as K, µ then 
utilize them to compute any other moduli (Mavko, Mukerji, and Dvorkin 2009).  
The Voigt-Reuss-Hill (VRH) average is the simple arithmetic average of the 
Voigt and Reuss bounds. This average is useful as it usually gives good results as we 
usually seek an estimated value rather than a range in many of the calculations (Mavko, 
Mukerji, and Dvorkin 2009). The VRH average MVRH is written as:  
𝑀𝑉𝑅𝐻 =
𝑀𝑉 +  𝑀𝑅
2
, 
with MV and MR representing the Voigt and Reuss averages, respectively.   
2.2.1.2 Hashin-Shtrikman bounds  
The Hashin-Shtrikman bounds (Hashin and Shtrikman 1963) are the narrowest 
bounds that can be predicted for an isotropic mixture of grains and pores without 
specifying any geometrical details of the constitutes in relation to each other’s. The 
result for the effective elastic moduli will always be within the bounds for any volume 
fraction of constitutes. These bounds are very useful as they limit the possibility of 
going out of the physically possible results for any combination of constituents 
(Mavko, Mukerji, and Dvorkin 2009). The upper and lower bounds are written as:  
 KHS+ =  Λ(μmax),    K
HS− = Λ(μmin), (2-5) 
 
 𝜇𝐻𝑆+ = 𝛤(𝜁 (𝐾𝑚𝑎𝑥, 𝜇𝑚𝑎𝑥)),   𝜇
𝐻𝑆− = 𝛤(𝜁(𝐾𝑚𝑖𝑛, 𝜇𝑚𝑖𝑛)), (2-6) 
where  
 
𝛬(𝑧) =  〈
1
𝐾(𝑟) + 4𝑧/3







𝛤(𝑧) =  〈
1
𝜇(𝑟) + 𝑧
〉−1 − 𝑧, 







with, µmax and µmin as the maximum and minimum shear modulus of the constitutes; 
Kmax and Kmin as the maximum and minimum bulk modulus of the constitutes; r 
representing the different constitutes and ‹.› is the average over the medium (Mavko, 
Mukerji, and Dvorkin 2009). 
The bounds are more precise if used for mixture with elastic moduli of the same 
order of magnitude. Thus, using the Hashin-Shtrikman bounds with one of the 
constitutes being a fluid or gas gives less useful bounds due to the large separation 
between the upper and lower bounds. We illustrate the bounds discussed here and in 
the previous section for the bulk moduli and shear moduli in Figure 2-2 and Figure 
2-3, respectively, for two constituents of which one is a fluid or gas.  
 
 
Figure 2-2 The effective bulk modulus for two constitutes of which the second is 
fluid or gas using Voigt, Reuss bounds and their average. Also shown the Hashin-
Shtrikman (HS) lower and upper bounds. If one of the constituents is a fluid or gas 




2.2.1.3 Wood’s formula 
Wood’s formula represents the case where we have a fluid suspension or a fluid 
mixture with the heterogeneities being small compared to the wavelength of the 
















and ρ as the density of the composite written as  
 
𝜌 =  ∑ 𝑓𝑖
𝑁
𝑖=1
𝜌𝑖 , (2-9) 
 
Figure 2-3 The effective shear modulus for two constitutes of which the second is 
fluid or gas using Voigt, Reuss bounds and their average. Also shown the Hashin-
Shtrikman bounds. The Reuss bound is equal to the Hashin-Shtrikman lower bounds 




with fi, Ki and ρi as the volume fraction, bulk moduli and densities of the various 
constituents, respectively.  
2.2.2 Dry frame elastic properties  
The porous rock frame elastic properties are the low-frequency drained modulus 
of a rock (Smith, Sondergeld, and Rai 2003). This value is used in fluid substitution to 
predict the elastic moduli of the saturated porous rock. The value for the frame bulk 
modulus can be calculated using many approaches. The most accurate is usually 
measurements performed on core plugs samples; other approaches involve using 
simplified theoretical models, bounds and empirical relationships. 
In here, we present the elastic contact theory models. These models 
fundamentally have two end members. The zero porosity end member that is primarily 
the mineral properties, while the high porosity end member is calculated using elastic 
contact theory (Avseth, Mukerji, and Mavko 2010). Then the interpolation between 
these two end members could describe elastic properties of the rock frame at other 
porosity values between those two end members. It is well noted in the literature that 
this interpolation could be inadequate for situations where there is only small amount 
of cement present, as this would give rise to a substantial increase in the frame 
stiffness, which is not predicted by such an interpolation (Avseth, Mukerji, and Mavko 
2010). 
These contact models are usually applicable for a range of porosities that does 
not exceed the critical porosity (ϕc). If values exceeded this critical porosity, one must 
consider this due to the large difference in the elastic moduli behaviour beyond ϕc. The 
critical porosity separates the rock frame behaviour from a load-bearing (frame-
supported) at porosities lower than ϕc and as a suspension (fluid-supported) if the 
porosity is higher than ϕc as shown in Figure 2-4 (Nur et al. 1998).  
We note here an important aspect of contact theory models which are known to 
overestimate the shear moduli that is controlled by the tangential contact stiffness 
(Avseth and Bachrach 2005, Makse et al. 2004, Makse et al. 1999). Thus, in this 
research, we calibrate the effective shear moduli obtained from contact models by a 
shear reduction factor. This shear reduction factor takes into account the grains which 
have no tangential contact stiffness. In general, we assume these models to be 




In the next subsections, we provide the theoretical background of some of the 
contact theory models which will be used in my research.  
2.2.2.1 The Hertz-Mindlin Model  
The classical Hertz-Mindlin model gives the effective modulus of random pack 
of spheres at normal compression with the radius of the contact area, 𝑎 and the normal 
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with µ as the shear modulus of the grains and ν is their Poisson ratio. 
The force acting between two particles in a random pack of identical spheres 













with the normal stiffness defined as  
 
Figure 2-4 The physical meaning of critical porosity and the domain of contact 
medium theories. No frame support is present at values higher than the critical 


































In the case of a frictionless spheres with η=0, thus Sτ=0 the effective bulk and 


















and the effective Poisson ratio is, νeff =0.25. 
2.2.2.2 Contact-cement and constant cement models  
The contact-cement model was proposed by Dvorkin and Nur (1996). The model 
is based on the cementation theory (Dvorkin, Mavko, and Nur 1991, Dvorkin, Nur, 
and Yin 1994) and the contact model of Hertz and Mindlin. The model requires an 
input of the starting critical porosity and a contact per grain (coordination number). 

















with 𝑀𝑐 and 𝜇𝑐 as the P-wave and S-wave modulus of the cement, respectively. The  
?̂?𝑛 and ?̂?𝜏 are proportional to a two-grain contact normal and shear stiffness, 
respectively. These two parameters depend on the grain properties and the amount and 
properties of the contact cement as follows (Mavko, Mukerji, and Dvorkin 2009) 
 ?̂?𝑛 = 𝐴𝑛𝛼
2 + 𝐵𝑛 𝛼 + 𝐶𝑛 
𝐴𝑛 = −0.024153 Λ𝑛
−1.3646 
𝐵𝑛 = 0.20405 Λ𝑛
−0.89008 











 ?̂?𝜏 = 𝐴𝜏𝛼
2 + 𝐵𝜏 𝛼 + 𝐶𝜏 
𝐴𝑛 = −0.01(2.26𝜐
2 + 2.07𝜐 + 2.3) Λ𝑛
0.079𝜐2+0.1754𝜐−1.342 
𝐵𝜏 = (0.0573𝜐











where 𝜇 and  𝜐 are the shear modulus and Poisson ratio of the grains, respectively. 𝜇𝑐 
and 𝜐𝑐 are the shear modulus and Poisson ratio of the cement, respectively. 
The contact cement model provides schemes for cement deposition based on the 
parameter α which is the ratio of the radius of the cement layer to the grain radius. 
Relating this parameter to the porosity of cemented and uncemented sand, we could 
obtain two schemes. Scheme 1 assumes all cement is deposited at grain contact, which 
would significantly increase the stiffness of the rock frame as given in equation (2-21). 
Conversely, scheme 2, assumes the cement to be deposited as a shell around the grains 
as in equation (2-22).  
 
𝛼 = 2 [
𝑆𝜙0







𝛼 = 2 [
2𝑆𝜙0
3𝑛(1 − 𝜙0 )
]1/2, (2-22) 
here S is the cement saturation that is the fraction of pore space occupied by cement 
(in the originally uncemented sand).  
We can see that the contact-cement model predicts that all cement is contributing 
at grain contact in both schemes. Thus, one of the most significant results of the 
cementation theory is that cement at grain contact causes a sharp increase in the rock 
frame strength for the first few percent of cement. However, pore filling material could 
sometimes be of little contribution and do not strengthen strongly the rock frame. For 
such cases, the constant-cement model by Avseth et al. (2000) could be used to 
describe the elastic properties of the rock frame.   
The constant-cement model departs from the contact-cement model from the 
porosity of the cemented sand obtained using the contact-cement model at  𝝓𝑏 given 
an initial critical porosity (𝝓𝑐) using either Scheme 1 or 2. The elastic moduli for the 
constant-cement model (Avseth et al. 2000) are written as 












































with Ks and 𝜇s as the mineral phase bulk and shear moduli, respectively; KCOC and 
𝜇𝐶𝑂𝐶  are the bulk and shear moduli for the cemented sand calculated from the contact-
cement model equations in (2-17) and (2-18). The constant-cement model is described 







Figure 2-5: Schematic representation of the contact models discussed. (a) initial sand 
pack, (b) contact-cement model scheme 1 and 2, (c) constant-cement model for 
scheme 1 and 2. Figure 2-6 shows the models in the rock microstructure diagnostic 





2.3 FLUID PROPERTIES  
The fluids in the rock pores influence the rocks elastic properties substantially. Fluid 
properties change with changing composition, pressure and temperature parameters. 
Their properties are calculated using a combination of thermodynamic relationships, 
empirical trends or direct lab measurements. Accurate fluid properties (e.g., density, 
bulk modulus and viscosity) are essential for modelling a porous rock behaviour in 
term of seismic velocities, rock density, dispersion and attenuation of the seismic 
waves (Batzle and Wang 1992).  
In this research, we deal with CO2 (or CO2/CH4 mixture) and brine as all the projects 
investigated involve injection of CO2 into brine aquifers.  Brine density is a function 
of salinity, temperature and pressure. Thus, for brine properties we use the equations 
of Batzle and Wang (1992) if experimental values are not provided in the literature or 
the data we have for each CO2 injection project reservoir conditions and brine salinity.  
CO2 properties are difficult to obtain especially if CO2 is at a supercritical state. 
If in situ or lab measurements are not available for the CO2 properties, given 
knowledge of the reservoir pressure and temperature, we refer to use the 
 
Figure 2-6: Rock microstructure diagnostics and schematic representation of the three 
theoretical models for high porosity sands. The thickening of the circles represents the 
addition of cement from the initial sand pack. The slope of the contact cement line depends 




thermophysical properties of fluid systems (The National Institute of Standards and 
Technology 2014) that is based on the CO2 equation of state by  Span and Wagner 
(1996). CO2 has a critical point that is at the temperature of 31oC and a pressure of 7.4 
MPa (Yam and Schmitt 2011). Above this pressure and temperature point CO2 is 
considered at a supercritical state and has the physical properties of both gas and liquid 
as  Figure 2-7 shows. Note that the transition in the physical properties for pressure 
and temperature above this critical point is close the liquid state for density and gas 
state for the bulk moduli. 
2.4 FLUID SUBSTITUTION 
Fluid substitution is an algorithm designed to compute elastic moduli of a rock 
saturated with one fluid from the moduli of a rock saturated with another fluid (Avseth, 
Mukerji, and Mavko 2010). These effects could be the results of changes in the fluids 
composition, temperature and pressure (Batzle and Wang 1992) and distribution 
within the pore space (Avseth, Mukerji, and Mavko 2010). Thus, we discuss the next 
the theories and concepts related to fluid substitution.   
 
Figure 2-7: CO2 bulk modulus and density phase diagram based on the equation of 
state of Span and Wagner (1996). The Frio reservoir conditions are indicated by the 




2.4.1 Biot-Gassmann’s poroelasticity theory 
The Biot-Gassmann equations Gassmann (1951), (Biot 1956) are the most used 
equations for the prediction of changes in elastic properties  - mainly bulk modulus- 
due to variable pore fluid saturations (Han and Batzle 2004). Gassmann’s equations 
can be written in many forms, one being as  
and 
where 𝐾𝑠𝑎𝑡 is the saturated rock effective bulk modulus, Kdry is the effective bulk 
modulus of dry rock, Kg is the bulk modulus of mineral material [sometimes referred 
to as Kgrain], 𝜙 is the porosity, μdry is the dry rock shear modulus and μsat is the effective 
shear modulus of the saturated rock (Mavko, Mukerji, and Dvorkin 2009). Equation 
(2-26) state that the shear moduli is independent of the fluid saturation. This equation 
comes from the underlying assumptions used to derive Gassmann’s equation (Han and 
Batzle 2004, Berryman 1999). There are several assumptions involved when applying 
Gassmann’s equation (Mavko, Mukerji, and Dvorkin 2009) as: 
 Gassmann’s equation assumes a homogenous and isotropic rock. That is, both 
for the rock frame and the fluid.   
 Pores are connected and allow for pressure equilibration. This pressure 
equilibration must be within a length scale which is much greater than the pore 
space and much less than the wavelength of the seismic wave passing through 
(Smith, Sondergeld, and Rai 2003). This assumption of Gassmann is very 
important, because it is dependent on both formation properties and the 
frequency of the seismic measurement. As such, Gassmann’s equations could 
be valid for seismic frequencies, but may or might not be for sonic frequencies. 
 The drained frame properties do not change with the change of pore fluid.  
Several extensions of Gassmann’s equations have been introduced to account for 
many situations (e.g., anisotropy, mixed mineralogy, clay-filled rocks etc.), those are 















could be obtained by any of the elastic bounds discussed in section 2.2.1.1 and 2.2.1.2 
given knowledge about the mineralogical composition of the rock.  
Gassmann’s equations are often used to obtain the dry frame elastic properties 
by utilizing wireline log data (VP, VS, ρ) or core measurements. This is achieved by 
inverting Gassmann pore-elasticity theory (Gassmann 1951) given in equation (2-25) 
for the dry frame (i.e., drained) bulk modulus Kdry while the shear modulus μdry is kept 
constant for both the dry and saturated frame (Smith, Sondergeld, and Rai 2003) as  
where, Kg is the grains bulk modulus, Kf the fluid bulk modulus, Ksat and μsat are the 
bulk modulus and shear modulus calculated from the fluids saturated rock 
measurements and ϕ is porosity.  
2.4.2 Elastic moduli of partially saturated rocks 
Gassmann’s equations defined earlier are strictly valid for a single fluid 
occupying all of the pore space in a representative volume of the rock. Thus, if two or 
more immiscible fluids exist in the pore space (e.g., CO2 and brine) then an effective 
fluid mixture bulk moduli can be used using Wood’s equation (Wood 1955) given in 
section 2.2.1.3 to substitute in Gassmann’s equations to obtain the so called 
“Gassmann-Wood” (GW).  
Wood’s equation assumes that the pressure between the fluids is equilibrated in 
the porous rocks for a given wavelength. Thus, Gassmann-Wood is only valid when 
the fluids are mixed at a very fine scale as such that the fluid patches length scale (d) 
is much smaller than the critical fluid-diffusion scale 𝐿𝑐, defined as  
















 𝜇𝑠𝑎𝑡 = 𝜇𝑑𝑟𝑦, (2-28) 







with η as the viscosity, 𝑘 is the permeability and Kfl is the fluid bulk modulus.  
Conversely, if d >> 𝐿𝑐, and the fluids heterogeneities (patches) are separated 
with no pressure communication, then, each fluid patch will have its own bulk moduli, 
however, the shear moduli will be spatially uniform and unaffected by fluid changes 
for the different patches as given by equation (2-26). Then the effective bulk modulus 
can be calculated using the so-called Hill’s equation (Smith, Sondergeld, and Rai 
2003)  
where N is the number of patches with different fluid content and Ki, is the saturated 
bulk modulus for ith component given by Gassmann’s equation (2-25) and xi is the 
volume fraction of this component. The uniform (i.e., Gassmann-Wood) and patchy 
(i.e., Gassmann-Hill) bounds are given in Figure 2-8.  
This means that partial saturation may occur depending on the combination of 
diffusion length scale and heterogeneity scale of the partially saturated formation. 
Taking the diffusivity and frequency as constants for a given case, the geometrical 
distribution of the fluids phases (e.g., brine and CO2), that is whether the fluids are 
finely mixed or if CO2 form patches, can result in a different seismic velocity response 
(Cairns et al. 2010). Alternatively, changing the frequency of the seismic wave can 
result in a different seismic velocity response. Thus, if the a patch size with d ~ Lc, 
then at such an intermediate frequency, patchy saturation models such as white White 
(1975) and the continuous random media (CRM) models   (Toms et al. 2006) could be 
used to predict the seismic response of a partially saturated porous rock for the region 
between the GW and GH bounds in Figure 2-8.  
White (1975) assumes that there are two concentric spheres with the volume of 
the outer sphere equals the volume of an elementary cube. The computed bulk modulus 
from White’s model is an average and does not take into account gas pockets 
interactions (Carcione, Helle, and Pham 2003). Dutta and Odé (1979) proposed a more 






















and they corrected White’s model for the low-frequency limit. This modified model is 
referred to as White and Dutta-Odé (WDO) model.  
All these models assume a regular distribution of fluids patches in the medium. 
However, it is known that fluids patches in case of injection into subsurface reservoirs 
will be dependent on many factors such as the heterogeneity of the rock (Müller and 
Gurevich 2004). Thus, a realistic approach is to introduce random patches rather than 
periodical which is geologically plausible.  
Random distribution of fluids in a porous rock is considered more realistic and 
reasonable than periodic distribution in case of patchy saturation (Müller and Gurevich 
2004, Toms, Mueller, and Gurevich 2007). Two models were developed to describe 
the effect of random distribution of mesoscopic fluid heterogeneities (Toms et al. 
2006). The random patchy saturation model was developed as a 1D model where it 
described the system as an alternating fluids layers of random thicknesses by Müller 
and Gurevich (2004). Following this, a 3D random patchy saturation model was 
developed  as an extension of the 1D model with a more realistic fluid patches system 
(Toms, Müller, and Gurevich 2005). The 1D patchy saturation dynamic-equivalent P-
wave modulus 𝐻1𝐷(𝜔), is written by Müller and Gurevich (2004) as 





and the effective slow P-wave number (kD) is given as  











where Si is the saturation of the ith fluid phase and Ni is the poroelastic coefficient of 




− 1, (2-34) 
with HGH and HGW as the P-wave modulus of the Gassmann-Wood and Gassmann-Hill 
theories, respectively.  
The 1D model generalized for the 3D porous medium effective frequency-




 𝐻3𝐷(𝜔) = 𝐻0(1 − ∆2∆1𝑘𝐷







with 𝐻0 as the undrained P-wave modulus of the homogenous poroelastic background 









with 𝜎𝑀𝑀 as the normalized variance of the fluid storage coefficient.  
The given effective P-wave modulus in equation (2-35) is only valid for weak 
contrast in the fluid moduli. Toms, Mueller, and Gurevich (2007) derived the effective 
P-wave modulus by introducing a scaling factor function as  
 𝐻𝑆𝐶 = 𝐻𝐺𝑊 [1 +
𝐻𝐺𝐻 −  𝐻𝐺𝑊
𝐻ℎ𝑖𝑔ℎ − 𝐻𝑙𝑜𝑤
 
𝐻𝑒𝑓𝑓 −  𝐻𝑙𝑜𝑤
𝐻𝐺𝑊
], (2-37) 
with Hlow and Hhigh as the low and high-frequency limits derived from Heff given by  
  𝐻𝑙𝑜𝑤 = 𝐻0(∆2 − 1)




Figure 2-8: Velocity-saturation relations classifications used in this research. From 




2.5 SEISMIC THEORY AND ELASTIC WAVES 
We summarise here some of the concept of the elastic waves, seismic modelling 
and modelling softwares utilized in this research. Seismic waves travel through the 
earth as a spherical wave that propagates outward from a seismic source. The velocities 
of seismic waves in a homogeneous elastic medium are expressed simply as:  
 𝑉𝑃 =  √












with 𝑉P and 𝑉S as the compressional and shear wave’s velocities respectively. K, μ and 
ρ representing the bulk modulus, shear modulus and density of the rock.  
The seismic wave decays due to two reasons, first is due to spherical spreading 
or spherical divergence with the seismic energy being inversely proportional to the 
square of the distance from the source. Second, the seismic energy may be attenuated 
by various attenuation mechanisms such as intrinsic attenuation or scattering. When 
the seismic energy reaches an interface between two half-spaces, for normal incidence 
with the acoustic impedance of the first layer as IP1=ρ1 VP1 and the second layer as 
IP2=ρ2 VP2, then the transmission coefficient (Tp) at normal incidence is defined as  
The P-wave reflection coefficient Rp at the layer’s boundary is defined as  
then,  
For non-normal incident and elastic medium, the reflection and transmission equations 
that governs their amplitude are given exactly by Zoeppritz equations (Yilmaz 2001b). 













review and the theoretical treatment and a practical usage of these approximation can 
be found in many publications (Aki and Richards 1980, Avseth, Mukerji, and Mavko 
2010).  
2.5.1 Seismic modelling 
Seismic waves travel through the earth in a complex manner. In active seismic 
methods, the seismic waves are generated by a source (e.g., hammer, air gun, vibrator 
etc.) and travel through the earth, then recorded by seismic receivers. The recorded 
waves have information about the subsurface, normally in the form of reflection 
amplitudes. The Earth is bound to have complex features such as faults, salt diapers, 
pitchouts of sedimentary layer (geological) or those made by subsurface activities such 
as oil and gas production or enhanced oil recovery and sequestration of CO2, etc. To 
be able to understand these subsurface features we need to model the seismic response 
of the subsurface.  
For this, several physical models have been developed to describe seismic wave 
propagation in the subsurface to perform seismic modelling; that is the acoustic and 
the elastic wave models. The acoustic model ignores coupling between P-waves and 
S-waves while the elastic model accounts for this coupling and provide a more realistic 
treatment of wave propagation in the subsurface. Seismic modelling is one of the most 
powerful tools in seismic interpretation. It allows us to predict the seismic response 
recorded by seismic receivers if we provided a model of the subsurface that is 1D, 2D 
or 3D model (Kosloff and Kessler 1990). Three main seismic modelling categories are 
commonly used based on the way they approach solving or approximating the wave 
equation and assumptions about the wave propagation. These are, direct methods, 
 




geometrical optics methods and analytical methods. A description of each method is 
beyond the scope of this review, but one could refer to Kosloff and Kessler (1990) for 
more details.  We will emphasise here only on the direct methods that employ 
approximations of the wave equation solution in a predefined discretised numerical 
grid that is given by a finite numbers of points  (Kosloff and Kessler 1990). The 
advantage of such approach is that if the grids are sufficiently fine, a high accuracy 
solution is obtained. However, this is computationally very costly. The finite-
difference (FD) or full-waveform modelling is one of the mostly used direct methods 
in seismic modelling. The method entails the discretization of both space and time 
variables. For further treatment of the finite-difference modelling method several 
publications are available (e.g., Carcione, Herman, and Ten Kroode 2002, Kosloff and 
Kessler 1990).We provide next a description of the elastic modelling schemes for the 
software packages used in this research.  
2.5.2 Seismic modelling software 
In order to study the effect of velocity-saturation relation and heterogeneity scale 
and compare that to field data synthetic modelling is essential. Initially, we used a 1.5D 
full waveform elastic modelling provided in the OASES software for horizontally 
stratified media (Schmidt and Tango 1986). The software package is a numerical 
solution of the elastic wave propagation in a stratified medium for homogenous and 
isotropic layers (Schmidt and Tango 1986). The code accounts for 3D wave 
propagation effects, however, because of the underlying simplified horizontal layering 
it cannot account for wavefield from complex structural geological features such as 
dipping, synclines or truncation and those caused by fluids injection into the 
subsurface, such as CO2 plumes of finite extent. For this reason, after using OASES in 
the initial research we have seen the need to extended the work to stimulate a 2D Earth 
model which account for the limited extent of the CO2 plume (Al Hosni, Caspari, et 
al. 2015). Moreover, although the OASES code allows the calculation for the 
poroelastic wave equation (specifically, dispersion and attenuation of the fast P-wave 
caused by mode conversion between the fast and slow P-waves) it will not be utilized 
in this research as previous work on similar scenarios have shown that the poroelastic 
effects on the seismic waves are negligible, at least for small-scale heterogeneities 




Finite-difference modelling is widely used to solve the elastic waves equation 
for 2D and 3D models of the subsurface. In this research we utilize Tesseral® seismic 
modelling software for 2D and 2.5D full-waveform elastic seismic modelling. A full 
description of the finite-difference full waveform modelling approach in Tesseral® is 
given in Technologies' (2012).The 2.5D modelling simulates 3D wave propagation in 
a 2D Earth. Thus, 2.5D modelling offer a correct 3D response (given that the true 
subsurface is constant along Y, which is approximately adequate for many sedimentary 
basins). A complete treatment of the 2.5D modelling method is provided in (Costa, 
Neto, and Novais 2006, Kostyukevych et al. 2008, Xiong et al. 2013).   
Although 2D and 2.5D modelling provides the ability to model the finite plume 
extent, it does not account for the full 3D geometry of the plume (i.e., out of plane 
reflections, transmission and diffractions etc.) which are not present in the 2D model 
itself. Thus, for a true subsurface 3D wave propagation response the model must be 
built correctly in a 3D space. Thus, in this research synthetic data created using a full 
3D waveform modelling for the Otway 2C project are used as the requirements to build 
a realistic 3D model of the subsurface were available. The modelling is performed by 
using the open source  SOFI3D seismic modelling with finite-difference  (Bohlen et 
al. 2015, Bohlen 2002) using the supercomputing facility provided by Pawsey 
Supercomputing Centre. The time-lapse 3D (4D) finite-difference modelling aspects 
as provided for this research (Chapter 7) are given in Glubokovskikh et al. (2016). 
2.6 VERTICAL SEISMIC PROFILING (VSP): METHOD, PROCESSING 
AND RESOLUTION  
Most of the research in this thesis is based on the analysis of Vertical Seismic 
Profile (VSP) data. VSP is a seismic method where sensors are set in a borehole and 
sources are set on or close to the surface. It provides a high-resolution image of the 
subsurface near the borehole where the measurement is being taken. An advantage of 
VSP compared to surface seismic methods is that both downgoing and upgoing 
wavefields can be recorded, thus more information is obtained about the subsurface. 
The downgoing and upgoing wavefields are identified according to their travel time as 
shown in Figure 2-10. The VSP method provides better vertical and horizontal 
resolution than surface seismic in most cases, as the frequency content is higher and 




information about the seismic velocities of the subsurface (from direct arrivals) which 
are essential for time to depth conversion (seismic-to-well tie) and for calibrating sonic 
well logs velocities. For this reason, in the field of CO2 sequestration, VSP is an 
essential option especially for small scale injection or at the early stages of injection 
when the injection volume is small.  
Conversely, the VSP method have some limitations in that the spatial coverage 
of VSP method is limited based on the well and shot location. Moreover, using time-
lapse VSP for reservoir characterization is not trivial as VSP images different part of 
the subsurface for each source-receiver pair and due to the lack of redundancy “fold” 
in the data. Typically, 3D VSP is used to overcome some of these challenges (O'Brien, 
Kilbride, and Lim 2004), nevertheless, still if the object to be imaged is of large lateral 
extent, then surface seismic is a preferred choice. For pilot CCS projects, the objective 
is to perform high-resolution characterization of the CO2 effect in the subsurface and 
the lateral extent of the CO2 plume is expected to be small, thus, VSP method is the 
preferred tool.  
In this section, we go through the main processing steps for VSP data (zero-
offset or offset).  The processing steps discussed are essential for single vintage or 
time-lapse processing. These processes can be summarized as first arrivals picking, 
wavefield separation of upgoing and downgoing, NMO correction or migration (if 
applicable). Moreover, the resolution of the VSP method is discussed thoroughly as it 
is of interest in this research.  
2.6.1 Picking First arrivals and horizontal components orientation 
First arrival picking is one of the most crucial steps in the processing of VSP 
data. A great effort is done to ensure the picks will flat the direct arrival for subsequent 
steps such as extraction of wavelet for deconvolution and spatial filtering for upgoing 
waves separation. For dynamite sources, the wavelet is treated as minimum phase and 
the first arrivals are picked at the onset of the seismic signal (energy) as it provides the 
true propagation time (Chen et al. 2013). This picking criterion means that we are 
ignoring absorption and attenuation effects on the velocity (Chen et al. 2013), however 
for processing the VSP it flattens the downgoing wavefield and allow for their 




A common processing step for multi-component VSP processing is the orientation of 
the components. This step is performed to remove tool rotation and bring all recorded 
wavefield to a similar orientation (Kramer 1996).  The orientation is carried out after 
Hodogram analysis of the P-wave first arrivals which allow determining the 
polarization of the particle motion in the horizontal plane  (Kramer 1996).  
2.6.2  Upgoing wavefield separation  
This is the main step after first break picking to obtain reflections (upgoing 
wavefield) from VSP data.  The main approach in separation the upgoing wavefield 
from the downgoing is using median filtering (Kommedal and Tjøstheim 1989). In this 
work, we use the Alpha-Trimmed mean filter instead of median filtering. The filter is 
a sliding window with a given length L where the alpha-trimmed mean is calculated 
by sorting the input values within the window in an ascending order then removing a 
fixed fraction α (0 ≤ α ≤ 0.5) from both ends. The mean is then calculated for the 
remaining values (Bednar and Watt 1984). This approach reduces the effect of outliers 
(which could be amplitude spikes in the signal, such as a faulty geophone), thus usually 
providing better stable results. An example of the difference between using a median 
filter and alpha-trimmed mean filter is shown in Figure 2-11 with the same length of 
operator L. In this research we refer to both methods as median filtering for simplicity. 
 
Figure 2-10: (a) Schematic diagram of a typical vertical seismic profiling experiment. 




The VSP data is flattened using the time picks for P-waves first arrivals (downgoing), 
S-waves or any unwanted coherent signal. Then the value calculated from the filter 
operator is subtracted from the data. An example of the subtraction of downgoing 
waves is shown in Figure 2-12. Other methods of wave separation could also be used 
such as f-k filtering (frequency-wavenumber filtering). f-k fileting allows separating 
coherent events in the frequency-wavenumber domain by passing or rejecting the 
energy between two apparent velocities (Kommedal and Tjøstheim 1989). A more 
comprehensive review of f-k filtering is given in (Yilmaz 2001a, Kommedal and 




Figure 2-11: An Example showing the difference in the results of waves separation 
using (a) median filter and (b) alpha-trimmed mean filter with α=0.3. (b) Shows less 









Figure 2-12: Upgoing waves separation. (a) Raw shot, (b) flattened using P-waves 




2.6.3 Deconvolution  
Deconvolution is mainly utilized for multiple elimination and enhancing the 
frequency content of the data. To perform the deconvolution operator on the upgoing 
wavefield the wavelet of the source is required. Fortunately, in the case of VSP the 
source wavelet could be extracted from the first arrivals (downgoing wavefield). This 
is done by flatting the data using the first arrivals picks and summing over an N number 
of traces. In this summation the coherent signal is enhanced while the non-coherent 
signal is attenuated. A comprehensive review of deconvolution is found in Yilmaz 
(2001a).  
2.6.4 Velocity analysis 
In VSP records the P-wave velocity can be easily calculated from the traveltime 
of the first arrivals picks. Similarly, interval S-wave velocities could be obtained using 
the time picks of the S-wave. The velocity obtained is the interval velocity (Vinter). It 
is calculated between any two receivers at depths d1 and d2 respectively (for a vertical 
well) and the travel time pick for the seismic wave (event) at for the same receivers t1 
and t2, respectively, as:  
 𝑉𝑖𝑛𝑡𝑒𝑟 =
| 𝑑2 − 𝑑1|
|𝑡2 − 𝑡1|
 (2-44) 
 The velocity obtained depends on the accuracy of the first breaks pick 
performed and the depth interval used for the calculations. If the receivers used are 
further apart the interval velocity obtained is smoother, lower in resolution and less 
sensitive to the accuracy of the time picks. However, if the interval is small, then the 
interval velocity will be very sensitive to the accuracy of the time picks.  
2.6.5 VSP-CDP transform and VSP migration 
An important information in the VSP data is the location in the subsurface from 
which the recorded reflection originated. This is can be done by either a simple VSP-
CDP transformation or by performing migration (Wiggins, Ng, and Manzur 1986). 
VSP-CDP mapping utilizes the velocity structure from either VSP or well logs to 
position the recorded reflections to its supposed subsurface position. The assumptions 
involved are that the velocity structure is correct and the recorded event comes from 
one single point in space (Wiggins, Ng, and Manzur 1986).   These limitations appear 




events (Wiggins, Ng, and Manzur 1986). VSP migration is more powerful than VSP-
CDP transform in that it can handle dips, and it is supposed to map reflection to their 
true subsurface position given a correct velocity field of the subsurface (Wiggins, Ng, 
and Manzur 1986). A comprehensive treatment of VSP-CDP transform and migration 
could be found in the in the following literature (Hardage 1985, Wiggins, Ng, and 
Manzur 1986, Chen et al. 2000). 
2.6.6 Repeatability analysis 
To get an estimate of the repeatability of our time-lapse reflected data and the 
time-lapse signal caused by the injected CO2, we use the NRMS (Kragh and Christie 
2002) for the seismic sections for the base and repeat surveys as   







and the root mean square (RMS) of a seismic trace (𝑥𝑡) for a number of samples in a 











The NRMS repeatability metric is a very sensitive method to changes in the 
seismic signal (Picotti et al. 2012). The range of NRMS values spans from 0% to 200% 
for similar form and polarity wavelet and opposite polarity wavelet, respectively. Thus, 
it provides quantitative information about the time-lapse signal in comparison to the 
background noise. In general, if the time-lapse signal NRMS values are smaller than 
the background noise level, quantitative interpretation becomes unviable. 
2.6.7 VSP method resolution 
The resolution of any seismic method is important if we would like to interpret 
the seismic amplitudes quantitatively. The bandlimited nature of the seismic waves 




(Simm, Bacon, and Bacon 2014). In many cases, when referred to seismic resolution, 
one would think in the vertical resolution, that is resolving “thin beds”. However, when 
dealing with situations such as injection of CO2, production and EOR for which the 
lateral extent of their effect is small, the lateral resolution becomes an important factor.  
2.6.7.1 Vertical resolution  
Vertical resolution governs the ability to resolve two reflections vertically. The 
wavelength (λ) is governed by the frequency of the seismic wave (f), the velocity of 





then, as a rule of thumb, the vertical resolution is set to be equal to the tuning thickness 






The tuning thickness is that where the amplitude response is largest, that is the 
maximum constructive interference between the top and bottom reflections of a 
reservoir (Avseth, Mukerji, and Mavko 2010).  
Detectability is another term that is also of importance when trying to “see” a 
high contrast layer or “anomaly” in the subsurface. In this case, although this thin layer 
or “anomaly” is not totally resolved, we are able “detect” its response from the 
background (Simm, Bacon, and Bacon 2014). The detectability limit depends largely 
on the signal-to-noise ratio of the data and the magnitude of the acoustic impedance 
contrast (Simm, Bacon, and Bacon 2014). Detectability limits for gas (in sand) have 
been reported to be about λ/20 to λ/30 (Simm, Bacon, and Bacon 2014). Thus, for CO2 
injection into high porosity brine formations the detectability is expected to be high 
due to the large impedance contrast expected between brine saturated and CO2 
saturation porous rocks. In many cases, a wedge model is used to investigate the 
vertical resolution or tuning thickness and detectability of thin beds and their seismic 




2.6.7.2 Horizontal resolution  
The horizontal resolution of seismic methods is dependent of the Fresnel zone. 
The Fresnel zone defines the area in which diffractions energy interfere constructively 
to produce a reflection (Sun and Bancroft 2002).  Broadband data synthetic studies 
have shown that the reflection response is independent of the reflector size if it is larger 
than the Fresnel zone (Spetzler and Snieder 2004). However, if the reflector size is 
smaller than the size of the first Fresnel zone interference between primary and 
diffractions from edges occur depending on the size of the Fresnel zone and the arrival 
time of the primary and diffractions (Knapp 1991). The first Fresnel zone in VSP at 
zero offset assuming constant velocity for a horizontal reflector is given by Hardage 
(1985) as 
 
Figure 2-13: A drawing of a wedge model example for the tuning effect on the seismic 
amplitude for multiple zero-offset VSP experiments. At some thickness (tuning 
thickness) a maximum constructive interference occur, indicated by the peak in the 





𝑟2 = 𝜆 
𝑎𝑏
𝑎 + 𝑏
,  (2-49) 
where r is the radius of the first Fresnel zone, a is the source-to-reflector distance, b is 
the reflector-to-geophone distance and λ is the wavelength of the seismic wavelet, see 
Figure 2-14. This equation is only valid where a and b are much larger than λ and r. 
For the purpose of this research, as an approximation we use equation (2-49) to 
estimate the Fresnel zone, as diffraction and Fresnel zone volume analysis are beyond 
the scope of this research. The amplitude evolution as the reflector approaches the 









2.7 CROSSWELL SEISMIC  
The need for high-resolution images of the subsurface for reservoir 
characterization is more important than ever for more detailed understanding of the 
reservoir behaviour in oil production and CO2 injection. Crosswell seismic surveys 
were an answer to this need. Crosswell seismic is a method where seismic sources are 
place in a well while the receivers are located in another well. Figure 2-16 shows a 
schematic of a typical crosswell survey. This results in a high-resolution image of the 
rock mass between wells thus avoiding attenuation of high frequencies by the 
overburden compared to other seismic measurements such as surface seismic and VSP 
(Stewart and Domenico 1991). The operational disadvantages of crosswell seismic 
involve first the need of two boreholes within a short distance from each other’s. 
Second, only the plane between the two wells utilized in the survey is imaged, thus 
restricting the coverage. Third, is the difficulty of using seismic sources in borehole 
conditions and depth at which the sources and receivers could be deployed (Stewart 
and Domenico 1991). 
The processing of crosswell seismic usually involves picking the first arrivals 
for tomographic traveltime inversion. Traveltime tomography is used to obtain a map 
of seismic velocities in the rock volume that is covered by the seismic raypaths 
(Ivansson 1986).  The main source of uncertainty and errors in the traveltime 
 
Figure 2-15: Illustration of the amplitude evolution in zero-offset VSP case as the 
reflector radius changes. The peak amplitude corresponds to the radius of the Fresnel 





tomography are related to the raypath coverage, inversion method and the signal-to-
noise ratio in the picking of the traveltime data (Zhou et al. 1993). Common the case, 
the tomographic inversion is challenged by the non-uniqueness of the solution and that 
sharp changes in velocity may not be accurately resolved (Guoping 1994).  A thorough 
treatment of the crosswell method, picking first arrivals and tomography is available 
in several publications (e.g., Hardage 1992, Bregman, Bailey, and Chapman 1989, 
Peterson, Paulsson, and McEvilly 1985, Zhou et al. 1993).  
In CCS sites, crosswell seismic imaging have proven to be very successful as a 
tool for imaging CO2 plume as it provide high-resolution data for reservoir 
characterization (Freifeld et al. 2009). Recent studies in many pilot CO2 injection 
project have successfully utilized the method to infer velocity changes and ultimately 
estimate CO2 saturation (Daley et al. 2008, Onishi et al. 2009, Ajo-Franklin et al. 2013, 





Figure 2-16: Schematic diagram of a typical crosswell seismic experiment design and 
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CHAPTER 3. FRIO BRINE PILOT PROJECT 
Many CO2 sequestration projects were initiated in the last decade (Michael et al. 
2010). Small-scale pilot projects are of special interest because of the detailed 
information obtained and rigorous analysis of data to demonstrate the ability to 
monitor effectively CO2 in the subsurface using various technologies. One of the initial 
stages of any carbon dioxide sequestration project is to determine the reservoir 
properties and its applicability to CO2 storage. Deep saline aquifers have the largest 
CO2 capacity for worldwide sequestration solutions and are considered less 
challenging for monitoring purposes compared to injection into depleted hydrocarbon 
reservoirs (Michael et al. 2010).      
Traditional seismic monitoring techniques such as 4D surface seismic, time-
lapse VSP and crosswell need to be assessed within the schemes of each CO2 
sequestration project. To establish a relationship between geophysical data (e.g., 
seismic, well logs, etc.) and reservoir petrophysical properties of interest (i.e., 
saturations) an understanding of the reservoir rock physics model is required. This 
includes the rock frame, pore fluids and their interaction. Each measurement scale 
could provide complimentary information to verify and refine the theoretical models 
used and subsequent interpretation of the seismic data. To this end, integration of 
geophysical data from different scales will be essential.  
The Frio Brine Pilot CO2 injection project (from here referred to as Frio project) 
was heavily instrumented with traditional and novel monitoring technologies (e.g., 
saturation logs, fluids sampling, time-lapse crosswell and VSP). Moreover, several 
laboratory measurements were taken including core porosity, permeability and thin 
section analysis. As we have discussed previously, the velocity-saturation relation and 
saturation estimates are still not well understood in this site (Doughty, Freifeld, and 
Trautz 2008). Moreover, previous studies have shown large change in P-wave and S-
wave velocities upon CO2 injection (Daley et al. 2008).  
In this chapter, we introduce a comprehensive review and analysis of the Frio 
project available data from the literature. This includes geological and petrophysical 




of the data for subsequent research objectives in Chapter 4, 5 and Chapter 6 as outlined 
earlier in Chapter 1. 
3.1 PROJECT BACKGROUND 
The Frio project took place in Dayton, Texas (United States of America) at the 
South Liberty field, see Figure 3-1. The project aimed at the injection of about 1600 
tons of supercritical CO2 into the Frio Formation “C” sandstone interval over the 
period of 10 days. Two wells were used, which are around 30 m apart on the surface; 
one well served as an injection well and the other as an observation well (Daley et al. 
2008).  
The injection well, Frio Brine Pilot Test TCEQ No.5X2500071 was drilled in 
May 2004. The well was cased from the surface to a depth of 813 m for initial logging 
and core recovery.  The observation well that is an inactive oil well was drilled during 
the 1950s (Sun Gulf Humble Fee 4) with only legacy electrical logs. The well was 
originally producing from a deeper interval than the proposed injection depth for CO2 
and has a total depth of about 2717 m. Thus, the well was plugged back at a lower 
interval to separate it from the CO2 injection interval used in the experiment. Thus, the 
producing interval did not interact with the interval of interest for the Frio experiment 
and the well casing, and cement integrity has been verified as being in good condition 
(Sakurai et al. 2006, Kharaka et al. 2009). 
The Frio “C” sandstone perforation is about 6 m thick in the depth range of 1528 
-1534 m at the observation well. In the newly drilled injection well that is 30 m, down-
dip the Frio “C” sandstone perforation is set between 1541-1546 m giving a total 
perforation interval of about 5 m. This choice of perforation interval was based on the 
log data that suggested the presence of a low permeability layer at the depth of 1546.5 
m at the injection well (Doughty, Freifeld, and Trautz 2008). However, after injection 
saturation logs and crosswell analysis suggested that the CO2 migrated below the lower 
shaley-sand layer as shown in the schematic in Figure 3-2.  The logs for the injection 
well cover the interval between 1115 – 1745 m (MD), except for the density logs that 
goes almost up to the surface.  
 The Frio formation used as an injection unit is part of a regional aquifer that 




for CO2 injection is a high porosity and high permeability poorly consolidated sandy 
layer and is fully brine bearing with no hydrocarbon, thus no hydrocarbon complexities 
are involved (Hovorka and Knox 2003).  
 
 
Several papers have been published on the Frio pilot site. Comprehensive 
analysis of the time-lapse seismic surveys and geochemical monitoring performed are 
available in several publications (e.g., Daley et al. 2008, Doughty, Freifeld, and Trautz 
 
Figure 3-1: Map showing the location of the Frio brine pilot, in Dayton South Liberty 
field, from Doughty, Freifeld, and Trautz (2008).  
 




2008, Daley, Myer, and Majer 2005, Hovorka, Benson, et al. 2006, Kharaka et al. 
2006). However, a site-specific rock physics model was not created for the Frio 
formation and the velocity-saturation relation was not constrained. This was due to 
limited availability of data during initial project research (Daley et al. 2008). The main 
data sets analysed for the Frio brine pilot as summarised in Figure 3-3 are: 
 Core data.  
 Well logs. 
 Crosswell (Time-lapse). 
 VSP (Time-lapse). 
We note here that the previous studies although concluded the ability of 
monitoring CO2 in the subsurface at the Frio-I project using several geophysical 
methods, quantitative analysis of the results were challenged by the following:  
 Absence of a site-specific rock physics model (rock frame elastic properties).  
 The type of velocity-saturation relation (patchy or uniform fluid distribution) 
is not known. 
 Possibility of rock frame changes.  
 Reservoir modelling results suggest a limited size of the CO2 plume (Ghomian, 
Pope, and Sepehrnoori 2008) which could be smaller than the vertical and 
horizontal resolution of the VSP method, thus time-lapse VSP interpretation is 
expected to be challenging, especially for reflection amplitudes.   
Thus, we integrate several data sets for quantitative interpretation, starting by 
examining the geological and petrophysical data separately in this chapter, while the 
seismic data is processed and interpreted in Chapter 4, and the rock physics models 





3.2 GEOLOGICAL REVIEW  
The Frio formation is a fluvial-deltaic deposited in the Oligocene epoch 
(Galloway, Hobday, and Magara 1982). The Frio “C” sandstone is about 24 m thick, 
which covers the depth of interest in this project.  The formation at the injection 
interval is characterized by a fine moderately sorted sandstone with complex 
mineralogy and is poorly indurated. The upper part of the Frio “C” is part of a cross-
bedded fluvial system while the lower part of the injection interval is a low 
permeability marine burrowed flooding surface (Hovorka, Doughty, and Holtz 2004).   
The Frio formation is under the thick Anahuac Formation, which acts as a 
regional seal in the area. In addition, a local seal of thickness 0.6 - 1 m is present above 
the injection interval, which is composed of shale as we have shown in Figure 3-2. 
This minor seal is part of the Frio “C” interval and is expected to also act as a barrier 
of CO2 migration upward to the overlying thin sandstone layer used as a monitoring 
layer for CO2 leakage, (Hovorka, Sakurai, et al. 2006). The 3D seismic survey covering 
the area showed that the formation is within a fault-bounded compartments above the 
flank of a salt dome (Hovorka, Sakurai, et al. 2006, Hovorka and Knox 2003). The 
fault block is estimated to be around 800 m in width and about 2500 m in length 
 
Figure 3-3: Data available for the Frio-I brine pilot project before and after injection 














Injection well: sonic, 
Resitivity, Gamma-ray, 
prosoity and density. 
- Fluids sampling 
Observation well: legacy SP 
and  normal resistivity.
- Crosswell seismic 










 - Well logs: 
Injection well: RST 
saturation measurments 
Observation well: RST 
saturation measurments 
- Fluids sampling 
-Crosswell seismic 




(Doughty, Freifeld, and Trautz 2008), see Figure 3-4.   The mineral composition of the 
sandstone inferred from thin-sections is that it is mainly quartz with around 20% 
orthoclase and plagioclase feldspar and some altered rock fragments; Other minor 
components include calcite, micas, organic material, clay and local matrix (Hovorka, 
Benson, et al. 2006). The Frio “C” injection zone interval (top 10 meters) have minor 
amounts of illite/smectite, calcite, and iron oxyhydroxides (Kharaka et al. 2009). 
Figure 3-4: A zoom-out drawing of the Frio CO2 injection experiment. The regional 
seal is the Anahuac formation and a subregional seal is present above the perforations 
in both wells. Modified after Hovorka and Knox (2003). 
3.3 PETROPHYSICAL DATA AND QUALITY CONTROL 
3.3.1 Reservoir temperature and pressure  
Temperature and pressure data at reservoir conditions were measured 





Also, they were valuable in applying environmental corrections for measured CO2 
saturation using (Pulsed Neutron Capture) PNC logs (Sakurai et al. 2006). Initially, 
the cold liquid CO2 was heated to a temperature between 10 - 21°C before injection. 
It is assumed that the CO2 injected do not change significantly the reservoir 
temperature as it equilibrated rapidly after injection as the amount of CO2 injection is 
considered small. Thus, reservoir temperature is assumed constant at about 55°C to 
57°C (Daley et al. 2008).  The CO2 was pumped into the formation through the 
perforations at a constant rate of 140 litres/ minute (Sakurai et al. 2006).  
We calculated the overburden pressure (Pb) using the available density log. The 
density log extends almost to the surface thus we apply the following equation with 
the density 𝜌 in (Kg/m3) and the depth increment Δd in meters to give an overburden 
pressure in (kPa), 
 𝑃𝑏(𝑘𝑃𝑎) = 0.01 ×  ∑ 𝜌. ∆𝑑 ( 3-1) 
Pore pressure (Pp) was calculated in the field using a pressure gauge at the 
reservoir interval (Sakurai et al. 2006). The pressure and temperature are presented in 
Table 3-1. The pressure data are important as a change in the effective pressure (Pb - 
Pp) after fluids injection could change the seismic wave velocities, hence the time-
lapse response. Here we present the effective pressure calculated before and after CO2 
injection respectively by taking the borehole pressure shown Figure 3-5. For a change 
in pore pressure of 0.1 MPa (1bar) this will correspond to an effective pressure change 
from 17.54 MPa to 17.43 MPa; this is about 0.1 MPa effective pressure decrease. The 
results suggest that the effective pressure change is minimum and reservoir changes 
related to pressure variations should be minimum. This will be further investigated 










Temperature °C ~55 to 57 
*Overburden Pressure, MPa 32.26 
Initial pore pressure, MPa 14.72 
After injection equilibrated pore 
pressure  
14.83 
Maximum injection pressure, MPa 28.82 
Table 3-1: Average pressure and temperature at the injection interval of the Frio 
experiment. From (Sakurai et al. 2006, Daley et al. 2008).*Calculated from density 
log. 
3.3.2 Core data:  porosity, permeability and microstructure 
The core data for the Frio brine pilot projects were taken from the newly drilled 
injection well to provide site-specific petrophysical information (Hovorka, Sakurai, et 
al. 2006). Three standard cores were retrieved, two from the Frio “C” interval in the 
depth range of 1539.24 to 1540.15 m (MD) and one from the Anahuac shale formation 
as shown in the core image in Figure 3-6. The core samples were kept frozen in dry 
ice containers prior to analysis (Sakurai et al. 2006). The core measurements for 
porosity and permeability indicated high-quality reservoir properties for the Frio “C” 
as shown in the thin section images in Figure 3-7. Average core porosity for the upper 
10 meters of the interval of interest is about 32%. Capillary pressure test on cores 
 
Figure 3-5: Downhole pressure change during and after CO2 injection at the injection 




showed that CO2 can be injected effectively using low pressure above formation 
pressure due to the high permeability of the formation (Sakurai et al. 2006). We 
examine the microstructure of the Frio “C” using thin section obtained from the 
recovered cores. Looking at the thin sections in Figure 3-7 we observe that cement 
content at grain contact (i.e., grain contact cement) is minimum and that there is “pore-










Figure 3-6: CAT-scan image for the Frio-C upper interval. The shaley interval shown 
is part of the sealing layer above the injection zone. The sandstone interval is weakly 





3.3.3 Well logs  
Several aspects of the logs measurements taken at the Frio brine pilot wells must 
be addressed before interpreting the logs results in my research. The overall quality of 
the logs for the injection well is acceptable; however, several corrections were made 
to the raw logs due to wellbore environment and the poorly consolidated nature of the 
sediment around the injection zone (Sakurai et al. 2006). Table 3-2 shows a list of the 
main logs acquired in both wells. The log values are measured with 15 cm interval. 
Several logs were derived from that existing such as VP/VS ratio, volume of shale 
(Vshale), Figure 3-10.   

















P-wave Velocity VP BL - 
S-wave velocity VS BL - 
Density ρ BL - 
Caliper CALI BL - 
 
Figure 3-7: Thin section for the Frio “C” high porosity and permeability 
sandstone (upper interval). Minimum cement is present and point contact is 
indicated by arrows in the image. In addition, the mineralogical constitutes are 
indicated on the thin section in the right.  (a) from Sakurai et al. (2006) and (b) 




Permeability κ BL - 
Spontaneous potential SP BL Legacy (BL) 
Neutron porosity NPHI BL - 
Gamma Ray GR BL - 
Porosity ϕ BL - 
Resistivity Ohm.m BL - 
Sigma (RST) Sigma TL TL 
Table 3-2: well logs data available for the Frio-I project. (BL) indicate only baseline 
measurement is available, while (TL) indicate time-lapse logs is available. 
The Well logs available must be verified in term of quality and consistency. One 
method of verification and calibration of well logs is to compare with data collected 
from core measurements. We calibrated the porosity logs using core data presented by 
Sakurai et al. (2006). This involved investigating the parameters for calculating 
porosity log (𝝓𝑙𝑜𝑔) from density, sonic logs and neutron. After investigation the 
following equation was applied in the calculation of porosity from density log (ρlog) 
with grains density (ρgrains) of 2585 Kg/m3, brine density (ρbrine) of 1030 Kg/m3, results 




 ( 3-2) 
To validate and check the P-wave and S-wave velocities obtained from the logs, 
we compare the sonic velocities with those obtained from interval VSP velocities. In 
sonic logs calibration, VSP is regarded as a low resolution but high accuracy 
measurements, compared to well logs, which are high-resolution measurements, but 
sometimes may be of low accuracy (Dillon and Collyer 1985). Thus, a combination of 
the two gives confident in the accuracy of the velocities measured. As the VSP interval 
velocities are at a different scale compared to the sonic logs, an upscaling of the log 
velocities is performed using Backus averaging (Mavko, Mukerji, and Dvorkin 2009). 
A good match is observed for both VP and VS with the VSP interval velocities as Figure 
3-9 shows. These analysis confirms that we could use the logs confidently, specifically 
in creating the subsurface model for the forward modelling in (Chapter 4, section 4.5) 












Figure 3-8: Porosity and horizontal permeability for the injection well. The red 
squares represent lab core measurements taken from (Doughty, Freifeld, and Trautz 
2008). Interval of interest is shaded. At the top of the perforation zone is a low 







Figure 3-9: Baseline VP and VS logs in the injection well with the interval of interest 
shaded. Dashed magenta is the upscaled logs measurement by Backus averaging and 





Figure 3-10: well logs and derived logs for the injection well. The interval of interest is the shaded areas. Perforation interval shaded in 




3.3.4 Reservoir Saturation Tool (RST) log  
One way to measure CO2 saturation in the borehole is to use Pulse Neutron 
Capture (PNC) method. This method relies on the difference in the thermal capture 
cross-section of brine and CO2 (Sakurai et al. 2006).  The Reservoir Saturation Tool 
(RST) log which uses the pulsed neutron method with sigma (capture unit c.u.) to 
estimate water saturation was tested using the retrieved cores samples with the Frio 
formation brine.  (Sakurai et al. 2006) showed that this method would work well as the 
formation is characterized with high porosity. More importantly, their results showed 
a large contrast in the sigma Σ (c.u.). For the average Frio interval porosity of 32% 
they obtained a Sigma of 6 c.u. for full CO2 saturation and about 23 c.u. for full brine 
saturation see Figure 3-11.  
 
Figure 3-11: Crossplot of porosity and Sigma (c.u.) for the relationship of CO2 and 




Several RST logs were measured at various times after CO2 injection. The 
measurements were taken for the injection well just after the end of injection on 15th 
October 2004, then on 9th December 2004 and finally on 23rd February 2005. 
 A baseline measurement was taken on 26th September 2004 for the observation 
well, then on 8th October 2004 just after the breakthrough of CO2 and after that on 14th 
October 2004 at the closing of the injection. Furthermore, RST logs were taken for the 
observation well on 2nd November 2004, then 9th December 2004 and finally on 23 
February 2005, see Figure 3-12.  
A critical aspect of the RST measurements for runs 2 and 3 in the injection well 
and runs 4 and 5 for the observation well is that both wells were sealed off by cement 
after the injection of freshwater to prepare them for the post-injection crosswell and 
VSP surveys. These measurements were corrected for fresh water effects, but for the 
injection well the measurement after casing were not reliable over the perforation zone 
as Figure 3-12 shows (Hovorka, Benson, et al. 2006).  
Date Injection well Observation well 
26th September 2004 - Run 1, Baseline 
8th October 2004 (day 4) - Run 2, CO2 breakthrough 
14th October 2004 (day 10) End of Injection 
Run 3, Before end of 
injection 
15th October 2004 (day 11) Run 1 - 
2nd November 2004 (day 29) - 
Run 4 (monitor VSP on 
25/11/2004) 
9th December 2004 (day 66) Run 2 Run 5 
23rd February 2005 (day 142) Run 3 Run 6 
Table 3-3: RST measurements dates for the Frio-I project, the (day) represent the days 













Figure 3-12: Injection well RST logs and interpreted CO2 saturations. The red 
shaded area is the perforation interval within the Frio “C”, while the shaded area 
shows the Frio “C” high porosity and permeability interval of interest. Injection 
well RST logs for days 66 and 142 are not reliable over the perforation zone due 
to wellbore issues encountered after casing. The RST results show a substantial 




3.4 FRIO “C” RESERVOIR PROPERTIES 
The change in the elastic properties of the sedimentary reservoir due to fluid 
changes are influenced by the mineralogy, porosity and pore geometry (Johnston 
2013). We presented earlier in Figure 3-7 thin sections from the Frio “C” and indicated 
some of the mineralogical constituents present. Here we aim to investigate the 
sedimentological trends of the Frio “C” sandstone using the well log data.  
In order to highlight the Frio “C” reservoir properties we present in Figure 3-13 
two crossplots of VP versus Porosity and VP versus VS, which are often used in 
lithological and sedimentary microstructure evaluation (Avseth, Mukerji, and Mavko 
2010). The sorting trend indicated in Figure 3-13 (a) is actually showing an upward 
coarsening trend (if colour coded with depth). The separation of clean sandstone, 
shaley sandstone and shale is difficult by looking only at Figure 3-13 (a) without 
showing the shale volume. However, Figure 3-13 (b) shows a trend for these three 
categories, which is typical in the VP versus VS domain. We note here that for the shaley 
sand which can be classified as shale with <0.3 shale volume (i.e., clay volume) the 
trend is explained to be adding pore-filling material between the grains which do not 
contribute significantly to the frame stiffness. An observation here is that the injection 
interval elastic properties do not vary significantly, however as noted by many studies, 
sandstones with similar elastic properties but different microstructure could have 
different response to fluid changes (Dvorkin, Nur, and Yin 1994, Dvorkin and Nur 
2002). The histograms in Figure 3-14 illustrate the main formation properties 
distribution. It is clear that apart from the variation in shale volume and porosity for 
the lower part of the interval of interest, all parameters vary within a small range, 
hence, the reservoir is essentially homogenous. These analyses are of particular 
importance to understand the microstructure of the rock frame, as we will present later 









Figure 3-13 Cross plots of (a) VP versus Porosity and (b) VP versus VS. The filled data 
points are for the injection interval shaded in Figure 3-10, while the empty circles are 
for the 10 m interval above the injection interval. A sorting trend is indicated in (a) for 
the reservoir. The interval above the injection do not show a preferred trend as it is 
composed of shale, siltstone and shaly sandstone. In (b) we can see a separation 






We presented in this chapter a comprehensive review of the Frio CO2 
sequestration project and the measurements acquired. The field data acquired for the 
Frio project show a great opportunity for a rock physics analysis using petrophysical 
and seismic data. We focused here on the petrophysical data as the seismic monitoring 
aspects will be treated in Chapter 4. The data presented is aimed to be a basis for later 
rock physics modelling and interpretation in Chapter 5 and 6. The availability of 
baseline logs and core data will allow the choice of a rock physics model, while the 
time-lapse seismic data which will be treated in Chapter 4 will be used to constrain 
and confirm the rock physics models predictions. With the availability of such an 
extensive data sets, we have found that the Frio project is an excellent opportunity to 
study velocity-saturation relation using both theoretical rock physics and seismic data 
for both the VSP and crosswell scales at reservoir conditions.  
 
 
Figure 3-14 Histogram for the Frio “C” logs at the injection well in the interval 




CHAPTER 4. FRIO TIME-LAPSE VSP AND 
CROSSWELL: PROCESSING, MODELLING AND 
QUANTITATIVE RESULTS 
Time-lapse (TL) Surface seismic is considered a good monitoring method for oil 
and gas production projects, enhanced oil recovery and large-scale CO2 injection 
projects (Tabakov and Baranov 2007), however, when working with a small scale 
project such as the Frio brine pilot several limitations come into play.  A first limitation 
is the high cost of 3D surface seismic, a second limitation is the resolution of surface 
seismic compared to the expected plume thickness and lateral extent of the injected 
CO2. Fortunately, a high-resolution multi-azimuth VSP survey was conducted as a 
monitoring and verification method for the Frio brine pilot CO2 sequestration project.  
Another seismic monitoring method, which was applied in the Frio project, is 
crosswell seismic. The advantage of crosswell seismic over VSP is that it uses higher 
frequencies and the waves travel a shorter distance meaning that higher frequencies 
are not attenuated as much hence provides higher spatial resolution (meters to 10’s 
meters) compared to VSP which is in the spatial scale of 10’s to 100’s of meters. For 
both the VSP and crosswell the baseline survey was conducted before CO2 injection 
and a repeat survey was acquired about six weeks (42 days) after the end of CO2 
injection. Similar geometry for source and receivers were used in both surveys 
(Doughty, Freifeld, and Trautz 2008).  
The Frio project has favourable conditions for monitoring using time-lapse VSP 
and any other time-lapse seismic monitoring method due to the expected large change 
in the elastic properties upon CO2 injection. As presented in Chapter 3, the formation 
is mainly a high porosity, poorly consolidated sandstone (which could entail a weaker 
dry-frame), fluid change from brine to CO2 implies a large change in fluids 
compressibility, saturation and impedance.  Only the structural dip is not close to ideal. 
We assess these parameters using the  reservoir risk assessment sheet described by 
Hottman et al. (2000) for time-lapse VSP, with score of 5 as the most favourable 





Reservoir Parameters Ideal 
score 
Frio brine pilot VSP  
Porosity 5 5 








Structural dip 5 2 
Table 4-1: TL-VSP reservoir parameters-risk sheet for the Frio CO2 injection pilot.  
The first objective from the processing of the Frio VSP and crosswell data is to 
obtain the time-lapse changes in the reservoir seismic properties (i.e., obtain 
geophysical parameters from Geophysical data) to constrain the rock physics model of 
the formation and consequently the velocity-saturation relation as will be shown in 
Chapter 5. The second objective for the VSP data processing and modelling is to 
investigate how the resolution of the VSP method and expected plume geometry could 
affect the interpretation of the data, especially reflection amplitudes. As far as I know, 
these objectives were not part of any of the previous studies on the Frio project. 
 For the time-lapse VSP data to avoid redundancy, only the detailed processing 
sequence of one shot (shot 1, North azimuth) will be shown, however the final results 
will contain that for all shots where the data quality permitted. In the case of the 
crosswell tomography the data will be  reprocessed after confirmation of the time picks 
which were supplied by LBNL and their tomography results are published in several 
papers (e.g., Daley et al. 2008, Doughty, Freifeld, and Trautz 2008, Ajo-Franklin, 
Minsley, and Daley 2007).   
This chapter will partially contain some of the work published in  (Al Hosni, 
Caspari, et al. 2015, Al Hosni, Gurevich, and Daley 2015, Al Hosni, Gurevich, et al. 





4.1 FRIO VSP DATA  
The Frio VSP survey geometry was designed with the objective of mapping CO2 
distribution around the vicinity of the injection well. Eight shots were acquired with 
various azimuths in the range between 110 m to 1500 m from the observation well, 
Figure 4-1. The receivers (3-component geophones) were set in the injection well  and 
Dynamite charges weighing 1.6 kg each used as sources at depth of 18.2 m below the 
surface (Daley, Myer, and Majer 2005, Zhou 2010). The receiver’s depth is referenced 
to ground level (GL). The receiver coverage in the injection well extended from the 
surface to a total well depth of 1686 m for shots 1 and 3 and from 1072 to 1686 m for 








Figure 4-1: VSP acquisition geometry for the Frio brine pilot. A total of 8 shots were 












1 246416.59 1011169.94 130 North 
2 246390.97 1011242.07 111 Northeast 
3 246005.75 1011194.05 284 South 
4 246383.65 1011100.74 135 Northwest 
5 247287.09 1011085.32 1003 North 
6 246605.72 1011396.18 373 Northeast 
8 246710.18 1010693.85 656 Northwest 




246289.86 1011197.17 0.0 - 
Table 4-2: Shot points distance from the injection well (receiver’s well) at the Frio site. 
4.2 FRIO TIME-LAPSE VSP PROCESSING  
In this section, we present the processing sequence applied to the VSP data. Only shot 
1 processing is shown here. However, similar flow is applied to the remaining shots as 
data quality permits to extract the needed information for the analysis, namely first 
arrivals (amplitudes and arrival time) and reflection amplitudes. It is worth noting that 
for time-lapse VSP the processing flow is not clearly established and each study would 
have its own flow depending on the objectives, field conditions and acquisition 
parameters (Cheng, Huang, and Rutledge 2010).  Thus, the processing here is tailored 
to obtain the information mentioned above and not for imaging per se.  
4.2.1 Data preparation and pre-processing 
The first step in working with the VSP data is assigning the geometry and sorting 
of traces. The Frio VSP data was acquired with a receiver string having a spacing of 7 
m. For each shot point, the data was recorded at different receiver positions and then 
interleaved to create a denser spacing of 3.5 m at the injection interval (Daley et al. 
2008, Daley, Myer, and Majer 2005). This introduced static shifts and amplitude 
differences, which are a source of unwanted noise in our time-lapse study, see Figure 
4-2 (a). Thus, in order to avoid such effects, we take only one string position for each 
interval with a receiver spacing of 7 m, Figure 4-2 (b). This ensured that only one 










Figure 4-2: Baseline VSP data for shot 1. Three-component (3C) data before pre-
processing (a) and after (b). Better coherency and less statics obtained after using 
only one receiver spread for each interval. Also, note the X and Y horizontal 







4.2.2 Picking first arrivals and component orientation  
We pick the first breaks for the data at the onset of the seismic signal. This 
criterion for picking is possible for the Frio VSP data due to the high signal-to-noise 
ratio of the data in the vicinity of the first arrivals. Due to changes in the wavelet form 
with depth the time picks obtained for the Frio data are not accurate for shallow 
receivers. However, as the depth increase the time picks become more stable. Before 
picking, the data is resampled to 0.1 ms. This allow for accurate picking and it will be 
our picking uncertainty. However, (in a time-lapse sense) as we will show later in the 
analysis section (4.4.1), this does not mean that the first breaks will have a 0.1 ms 
uncertainty as the data could have variations due to statics and other acquisition noise.  
The picking is performed by first normalizing the data in the vicinity of the first arrivals 
then applying an automatic picking function that finds a specific threshold amplitude 
in a time window over the first arrivals. Manual editing of the picks was performed for 
traces which exhibit noise in their first arrivals as shown by the red arrow in Figure 
4-4. After picking the first breaks, data orientation is performed. The horizontal 
components (X and Y) show better continuity after orientation, see Figure 4-2.    
 
Figure 4-3: Raw shot record for Frio VSP after pre-processing (Z-component). Shot 







4.2.3  Upgoing- wavefield separation  
The wavefield separation for the Frio VSP shots is performed using the alpha-
trimmed mean filtering, described in section 2.6.2. The first step is to remove the 
downgoing wavefield. For comparison we show the wavefield separation for both the 
pre-injection and post-injection data sets besides each other in Figure 4-5. First, the 
data is flattened using the first arrivals time picks (i.e., subtracting the first arrival time 
picks for each trace) Figure 4-5(c,d), then the filter is applied, that is subtracting the 
value obtained. This result in the removal of the downgoing wavefield energy  Figure 
4-5 (e,f). Then, the data is returned to its original timing as shown in Figure 4-5 (g,h). 
This only removes the downgoing wavefield, however, other coherent (unwanted 
waves) are present such as S-waves. For this, a similar procedure is performed but 
using the time picks for those waves. We apply a bandpass filter on the data after 
 
Figure 4-4: First breaks picks after resampling to 0.1 ms (red line). Picking is 
performed at the onset of the signal. Note the high signal-to-noise ratio of the data in 
the vicinity of the first breaks. For transmitted wave amplitudes we pick the first peak 




spatial filtering as such procedure is expected to introduce some frequency notches. 
The filter is set with a low-cut ramp of 5-10 Hz and a high-cut ramp of 70-90 Hz.  
The events for shallow receivers (above 500 m) appear to be very contaminated 
with low-frequency noise, thus a surgical mute for those receivers will be performed 
at the final processing step. Moreover, as we know the depth of injection, the 
processing is focused on obtaining the best reflection results for the area of interest in 
the VSP data, that is the depth interval of 1000-1540 m. Figure 4-6 shows shot 1 after 
separating the upgoing wavefield for the baseline and monitor surveys. Some 
unwanted coherent and incoherent noise still remain in the data, however, for the depth 







Figure 4-5: Upgoing wavefield separation by removing the downgoing wavefield 
using median filtering for the pre-injection (left column) and post-injection (right 
column) VSP data, shot 1.  S-waves appear crossing the reflections as indicated in (g 




4.2.4 Deconvolution  
For the Frio VSP data set, several dynamite shots were used to produce the 
seismic record, thus the source wavelet is expected to be different for each shot and 
varies with depth as the wavelet decays. Present in Figure 4-7 are the wavelets obtained 
for each receiver interval for the baseline VSP data. The frequency content for the first 
ensemble wavelet and the last are presented in Figure 4-8. Note the loss of the high 
frequencies from the data with depth. Such a filtration process of high frequency 
“broadens” the wavelet thus reducing the vertical resolution of the VSP data.  
Deconvolution is applied to the VSP data for both the pre-injection and post-
injection surveys using the ensemble wavelets for each vintage at the reservoir depth, 
Figure 4-9. We could look at deconvolution here as an equalization operator and a 
filter for the two vintages of data (baseline and monitor) as it is a process that help in 
removing multiples and bringing the wavelets closer to a spike. Looking at the 
injection interval indicated in Figure 4-9 (a,b), the reflection due to the CO2 plume can 
be seen. The frequency of the VSP signal recorded is up to 50 Hz for shallow receivers 
with a dominant frequency at about 30 Hz. At the reservoir depth the dominant 
frequency is about 25 Hz, however, signal up to 50 Hz can be recovered from the data 




Figure 4-6: Upgoing wavefield after removing the downgoing wavefield, S-waves 








Figure 4-7: Wavelet change with depth for Shot 1 for each receiver level. The 
frequency content of the resulting wavelet decrease with depth, see Figure 4-8.  
 
Figure 4-8 Amplitude spectrum for the ensemble wavelets for depth range (a) 5 m to 







Figure 4-9: Results of applying deconvolution on the upgoing wavefield for shot 1 in  
Figure 4-6 for (a) baseline and (b) monitor survey. The injection interval is indicated 





4.2.5 Interval velocity analysis  
We perform the velocity analysis of the VSP data for the first arrivals P-waves 
to obtain the interval velocities. The P-wave’s velocities are essential for NMO 
corrections, VSP-CDP transform and migration. The velocities are calculated as 
described in Chapter 2, section 2.6.4. The intervals for which the velocity will be 
estimated in are chosen interactively as shown in Figure 4-11. S-wave velocities are 
also estimated from the VSP records. As many shots are available, the redundancy of 
the data provided assurance and estimate of the accuracy of the velocity estimate, 
especially for similar azimuth shots. The interval velocities were used earlier in 
Chapter 3 (Figure 3-9) to constrain VP and VS well logs. 
 
 
Figure 4-10: Amplitude spectrum in the same reservoir window (a) before, and (b) 
after deconvolution. Note the flatter “broadband” frequency content of the data after 




4.2.6 NMO correction and enhancing reflections 
NMO is performed to bring the event to a common traveltime (i.e., bring source 
and receiver to the same lateral position) in order to ease the comparison of the 
reflection results. We apply the NMO using the P-wave’s interval velocity as obtained 
in the previous section. The NMO corrected sections are shown in Figure 4-12. In 
order to enhance the reflections a median filter is applied on the NMO corrected 
sections (Figure 4-13). These present the final sections for reflection analysis. 
 
 
Figure 4-11: Interactive velocity analysis of the first breaks (P-wave) for shot 1. 






4.2.7 VSP-CDP transform  
As an approximation VSP-CDP transform is utilised as described in (Chapter 2, 
section 2.6.5)   in order to understand the respective subsurface location of the recorded 
reflected signal (i.e., ray-tracing).  This is implemented using the interval velocities 
obtained in the velocity analysis (section 4.2.5). For far-offset shot’s this might not be 
fully accurate as only interval velocities are available (at the well location) and lateral 
variations of velocity if significant could hinder this routine if applied. However, the 
VSP-CDP transform results are used to obtain the coverage of the VSP shots only and 
not for imaging or amplitude analysis, Figure 4-14. we note that for shot 1 and 3, the 
 
Figure 4-12: NMO corrected reflections for (a) baseline and (b) monitor surveys. The 
injection interval indicated by the black arrows. 
 
Figure 4-13: Final VSP record after upgoing wavefield enhancement using median 
filtering for (a) baseline and (b) monitor surveys. The injection interval indicated by 




VSP-CDP transform is for receivers up to the surface, however, for other shots the 
shallowest receiver is at depth of 1084m. From the VSP-CDP transform in Figure 4-14 
we conclude that for near-offsets (almost zero-offset), that is shots 1,2,4 and 3, VSP 
migration is not required as the reflected signal originate in the proximity of the 
injection well (Figure 4-14.).  
The results show that for shots 1,2 and 4 the reflections are coming from a lateral 
distance of less than 100 m from the injection well. Shot 5 and 9 show that we have 
reflection from about 250 m and 400 m from the injection well, respectively. Due to 
such small coverage from the injection well, we do not perform migration or VSP-
CDP transform for imaging and the reflection data is interpreted after NMO correction 






Figure 4-14: Expected reflections locations for each shot-receivers pair using the 





4.3 REPEATABILITY ANALYSIS 
To understand the repeatability of the data for time-lapse analysis, the final 
processed sections for shot 1 baseline and monitor surveys and their difference are 
shown in Figure 4-15. Other shots records and their time-lapse difference are shown 
in Appendix A. Furthermore, to obtain quantitative results of the repeatability, NRMS 
repeatability metrics (Kragh and Christie 2002) as described in (Chapter 2, 
section2.6.6) is used.  
 It has been reported recently that statics due to near-surface and source signal 
changes contributed to the low repeatability of the Frio data (Nazari 2014). In my 
analysis, statics and source wavelet issues have been treated by first applying the field 
statics and then removing the interleaved receivers which contributed to the static 
shifts and source signature difference. Furthermore, for the source wavelet, we showed 
earlier in Figure 4-7 the loss of higher frequencies with depth. This filtration of high 
frequencies although undesirable (as it reduces the seismic resolution) increased the 
repeatability of the seismic wavelet - and reflections-  at the reservoir depth interval.  
The NRMS of the VSP data for the final processed reflections is shown in Figure 
4-16 (a,b) for shot 1. The NRMS values vary considerably within the section. 
However, large values for NRMS are observed as we move to receivers closer to the 
injection interval indicated by the arrows in Figure 4-16 (a,b). The noise level in the 
whole section vary strongly but is in the order of 20-160 % NRMS. The results in 
Figure 4-15 and Figure 4-16 suggest that the amplitude response obtained is a 
combination of reflection and noise. However, the time-lapse signal still standout for 
receivers close to the plume top as indicated in the difference section in Figure 4-15 
(c) and in the NRMS repeatability for the same receivers in Figure 4-16 (a). The results 
here show that for receivers at a depth of 1200 m and shallower, the signal from the 











Figure 4-15: A zoomed section for the processed VSP data for shot 1 using the 
processing flow described earlier for (a) baseline, (b) monitor and (c) difference record.  















Figure 4-16: (a) NRMS repeatability for shot 1 using 20 ms window. (b) NRMS values over the 
CO2 reservoir horizon window (1369 – 1421 ms), the NRMS increases going toward the CO2 




4.4 FRIO TIME-LAPSE VSP DATA ANALYSIS  
This section presents the analysis for the time-lapse VSP data after the 
appropriate processing steps are applied as discussed in section 4.2. The goal here is 
to obtain a quantitative measurement of the elastic changes caused by CO2 injection at 
the Frio site in the form of P-wave velocity changes.   
4.4.1 Transit time data 
For the first arrival analysis a preliminarily processing is performed, which 
includes the removal of noisy traces, application of field static shifts and resampling 
of the data (Figure 4-3). These processes do not involve amplitude or phase changing 
operators such as median filtering and deconvolution.  Figure 4-17 shows the first 
arrivals of the time-lapse VSP data after pre-processing. The first arrival times of the 
monitor survey are expected to show a time delay associated with a change in the 
velocity as supercritical CO2 replaces brine in the pore space. Such a process would 
cause a velocity decrease in the medium, thus the seismic wavefield of the monitor 
survey (i.e., rays) travelling through the plume will be delayed in time depending on 
the magnitude of this velocity change in the medium, Figure 4-17 (b).  
For shot 1 the largest time delay of 1.3± 0.2 ms is observed for the receiver at a 
depth of 1545 m (Figure 4-18). This point is approximately 8.8 m below the top of the 
injection interval. The time delays decrease quickly for deeper receivers and 
approaches zero for the northwest and northeast azimuths (shots 2 and 4) suggesting 
 
Figure 4-17: A zoomed section from the raw VSP shot 1 after-Pre-processing for 
receiver interval 1380 – 1600 m for both (a) baseline and (b) monitor surveys. 





that the zone of significant P-wave velocity changes has a small lateral extent in the 
immediate vicinity of the injection well. We limit the analysis of the time delays to 
near-offset shots since we are interested to investigate velocity changes at the vicinity 
of the injection well. Moreover, for far offset shots, the ray-path distance travelled 
through the plume is difficult to estimate.  
To convert the time delays (Δt) to a change in P-wave velocity ∆VP we need the 
post-injection P-wave velocity (VP_post).  We use the initial P-wave velocity (VP_baseline) 
from well logs and the travel distance of the ray-path in the reservoir (d) to calculate 
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The travel distance (d) is estimated for a maximum possible plume thickness of 
8.8 m, assuming a straight ray path and zero-offset geometry, which is considered 
adequate for receivers close to the CO2 plume interval. The maximum time delay 
observed for the depth of about 1545 m corresponds to a velocity reduction of about 
750±150 m/s in the immediate vicinity of the injection well as indicated by the peak 
in the shaded region in Figure 4-18 and about 250±150 m/s for receivers below 1600 
m. The uncertainty here is calculated using equation (4-3) with Δt =0.2 ms. It is worth 
noting that for time-lapse traveltime analysis, the largest errors could be caused by 
near-surface changes and survey geometry (source and receiver locations), however, 
these changes will systematic in that they will shift the full traveltime curve, thus, can 
be corrected by bringing the time delay curve to zero time for the overburden (i. e., 
above the reservoir). The obtained velocity changes will be utilized to constrain the 
input parameters for the rock physics model and velocity-saturation relation in the CO2 





4.4.2 Transmitted wave amplitudes  
The direct arrival amplitude changes are related to the change in the transmission 
coefficient of the medium. The transmission coefficient defines the decrease of energy 
for the incident wave given a reflector of infinite lateral extent. However, from the 
traveltime results in the previous section we know that the CO2 plume is of a limited 
lateral extent. Additionally, the plume is expected to spread out less down-dip of the 
injection well than in the up-dip direction as CO2 migrates up-dip by gravity. 
Moreover, the plume thickness is expected to be no more than 8.8 m, which is smaller 
than the wavelength. Such plume geometry can result in a complex amplitude response 
comprising diffractions from the plume edges and interference due to tuning. 
For the transmitted waves analysis, we pick the maximum amplitudes of the first 
arrivals shown in Figure 4-4 (yellow line) for the baseline and monitor surveys and 
normalize each set by its maximum amplitude. Figure 4-19 shows the amplitude 
difference for the normalized amplitudes of the baseline (Ab) and monitor (Am) surveys 
as  (𝐴m − 𝐴b) × 100 versus receiver depth for different shots (where permitted by the 
data quality). The amplitudes of the direct arrivals have a high signal-to-noise ratio. 
We correct for any systematic variations for each shot difference which is expected as 
the source energy differ for the two vintages. This is achieved by bringing the 
 
Figure 4-18: VSP first breaks time delays for shots 1-4, 6 and 8 (see Figure 4-1) at 
different azimuths around the injection well. A maximum delay is observed at 
receiver depth 1545 m (Ground level), which is approximately 8.8 m below the top 
of the reservoir. The uncertainty is approximately 0.2 ms estimated from the 




difference to their appropriate zero line and thus any other variation is either noise or 
a time-lapse signal caused by the injected CO2. Variations between the time-lapse 
surveys above the injection interval are less than 2%, which gives confidence that the 
observed changes at the top of the reservoir are caused by CO2 injection. 
We obtain an amplitude increase at the reservoir top of 15±2% for shot 1 and up 
to 18±2% for other near offset shots. Such variations are related to the complexity of 
the lateral distribution of CO2 as at different azimuths different CO2 volumes near the 
borehole are sampled. Therefore, quantitative interpretation of these observations 
requires full waveform modelling.  
4.4.3 Reflection amplitudes  
The reflections are obtained after applying the processing sequence described in 
section 4.2. Seismic waves are reflected from an area in the subsurface rather than a 
point. Thus, reflection amplitudes are affected by the spatial distribution of CO2 and 
the magnitude of the impedance change caused by the injected CO2 volume. To 
calculate the amplitude response, we investigate the RMS amplitude (Arms) picked over 
the same reservoir window for both the baseline and monitor surveys. The change in 
the RMS amplitude (ΔArms) response of reflected waves is calculated for the 
normalized difference in reflection amplitudes as the difference between the post-
injection and pre-injection RMS amplitudes (Apost) and (Apre) respectively as  
 
Figure 4-19: Transmitted wave amplitudes difference (i.e., change in the transmission 








 The magnitude of the amplitude changes varies with azimuth, offset and area of 
investigation. The change in reflected wave amplitude for the near-offset shots is in 
the range of 0.5 to 0.8 for shot 1 for receivers close to the plume, as shown in Figure 
4-20. The uncertainty of the measurement is difficult to determine as it depends on the 
repeatability of the whole seismic section as we have shown in the repeatability 
analysis in section 4.3. Thus, fluctuations in the recorded reflection amplitudes are 
attributed to both noise and the effect of CO2 plume geometry.  
Only shot 1,2,4 and 5 reflection amplitudes are shown in Figure 4-20 as for other 
shots the records did not show an interpretable time-lapse response due to their low 
signal-to-noise ratio. Moreover, the time-lapse signal is recognized for receivers up to 
1200 m depth, while for shallower receivers the RMS amplitude do not show 
interpretable time-lapse response. This is attributed to both the level of noise in the 
data and the limited size of the plume, which is expected to be smaller than the Fresnel 
zone for shallow receivers. This will be investigated closely later in section 4.5.3.  
Similar to the transmitted wave amplitudes, the reflection amplitude changes are 
difficult to interpret without the support of seismic modelling that can take into account 
tuning effects and finite lateral extent of the plume. Thus, in the next section we 
perform finite difference elastic modelling using the velocity changes observed in the 
field data.  
 
Figure 4-20: Normalized Reflection amplitude difference with reflection enhancement 
using median filtering. Shot 1,2 and 4 show a similar trend and comparable 
magnitudes. Shot 5 show large response followed by a rapid reduction indicating that 




4.5 VSP FORWARD MODELLING TO CONSTRAIN VELOCITY 
CHANGES   
Forward modelling provides a tool to understand the time-lapse (TL) seismic 
response expected upon fluids injection or production scenarios. After the actual field 
acquisition of a time-lapse survey, the comparison of the model with the real data could 
reveal if our predictions are correct or not. If not, then modelling with different 
parameters for the subsurface elastic model might reveal the cause of the mismatch 
and help in interpreting field observations. The knowledge gained from forward 
modelling can refine our understanding of the changes in the reservoir by providing 
quantitative results that confirm with the real data. An adequate forward modelling 
scheme would provide the best-case scenario for any seismic experiment if it closely 
describes the subsurface properties of which the seismic wave will propagate in and 
the changes in the seismic wavefield caused by the changes in the subsurface 
properties.  
 In this section, we use seismic forward modelling to quantify the seismic 
response for the CO2 injection using well logs and VSP information to create the 
subsurface model. Elastic properties changes in the reservoir are set utilizing the 
obtained velocity changes from the real time-lapse VSP analysis (section 4.4).   
4.5.1 Elastic model of the subsurface  
We aim to model the time-lapse VSP response near the injection well. Therefore, 
we assume the reservoir to be about 8.8 m thick, which is inferred from the VSP and 
log data analysis and comparable to the crosswell results of Doughty, Freifeld, and 
Trautz (2008). For the elastic parameters, the density log extended to the surface, 
however, the velocity logs for both VP and VS are only available for a depth of 750 m 
to the total depth of the well. Thus, we use the interval VP velocities from VSP to 
complete the model to the surface. Then, VS is calculated for the same interval by 
employing the empirical equation of Greenberg and Castagna (1992) with the 
following:  
 𝑉S =  𝑉P × 0.86 − 1.172 ( 4-5) 
The baseline model we created here will be used for both a preliminary 1.5D and 




extended into 2D space and a CO2 plume of finite and infinite extent will be inserted 
in the model while keeping the overburden the same for all cases. Moreover, in the 2D 
model, for simplicity, we ignore the reservoir dip and perform the modelling for a 
horizontally layered medium. This means that geometry related uncertainties will be 
present, but for near-offset shots, we should get an adequate approximation of the 
seismic response. The post-injection model is similar to the baseline model except for 
the reservoir that is the 8.8 m interval from 1540.9 m to 1549.7 m. In all modelling 
cases, the reservoir thickness is kept the same as in this study we are interested in the 
near injection well area.  
In the preliminary analysis,  we performed a1.5D elastic forward modelling 
using the OASES software package (Schmidt and Tango 1986). The modelling is run 
for thin flat intervals with velocities and density taken from the well logs (Figure 4-21) 
for the interval of interest. However, after investigating the real data response in 
section 4.4, we concluded that a 2D modelling is required to capture the CO2 plume 
 
Figure 4-21: Baseline VP, VS and density logs used for building the elastic model of 





response as it shows a finite lateral extent as evident by the rapid decay of traveltime 
changes (Figure 4-18) and reflection amplitudes (Figure 4-20). 
4.5.2 2.5D Finite-difference modelling  
The seismic response is controlled by many factors such as the acoustic 
impedance as well as the lateral extent and thickness of the reservoir. Thus, to 
understand the time-lapse seismic response of both traveltime and amplitude changes, 
we perform a 2.5D finite-difference modelling study which refers to a 3D wave 
propagation over an extended 2D model of the subsurface (Chapter 2, section 2.5.2). 
This will aid the quantitative interpretation of the field measurements and later in the 
velocity-saturation relation.  
To this end, we create a baseline 2D elastic model and three post-injection 
models with various velocity and density changes. The first model assumes a velocity 
reduction of 750 m/s over the reservoir interval, which is similar in magnitude to the 
velocity reduction estimated from the field data. The second model assumes a 250 m/s 
velocity reduction in the same reservoir interval for comparison. In both models, the 
plume is represented as a flat continuous layer (no plume edges or tapering of the 
velocity). For the third model we introduce a lateral variable velocity (keeping the 
reservoir thickness constant) by interpolating from the 750 m/s VP reduction at the 
injection well to the baseline model velocity 30 m away from the injection well. In all 
models, we assume horizontal layering for simplicity.  This assumption is adequate for 
near-offset shots and a limited plume extent. The extent of the 2D elastic model is 2 
by 3 km with a grid spacing of 1x1m.  A 50 Hz zero-phase Ricker wavelet is used as 
a source.  Table 4-3 contains a summary of the modelling parameters.  
 
Seismic modelling method Finite-difference, elastic wave 
equation 
Modelling Type 2.5D elastic 
Source type Omnidirectional source 
Seismic wavelet Zero phase Ricker wavelet 
Frequency 50 Hz 
Grid size (dx, dz) 1 m 




Model length 3000 m 
Table 4-3: Parameters of the 2.5D elastic modelling. 
4.5.3 Comparison between VSP modelling results and field data 
The synthetic data was processed with a similar processing sequence as the field 
data.  However, since we are using a zero-phase Ricker wavelet, we pick the time of 
the peak amplitude to obtain the first arrivals. Both the variable and constant velocity 
models give a similar peak value in the traveltime delays of 1.2±0.1 ms near the 
injection well, which is comparable to the maximum traveltime delay obtained from 
the field data. However, as we go towards deeper receivers, the variable velocity model 
best matches with the field data, Figure 4-22 (a).  
 The first arrival’s amplitudes show a peak amplitude change of 19±2 % for both 
models; that is of the same order as for the field data. Again, the lateral variable model 
fits the field data better for deeper receivers, Figure 4-22 (b). The reflection RMS 
amplitudes show a peak response of 0.1, 0.43 and 0.8 for the 250 m/s, 750 m/s and 
variable velocity model, respectively, Figure 4-22 (c). We note that for the variable 
velocity model, the recorded reflection amplitude response decreases for shallower 
receivers. This effect is also observed in field data. These effects are caused by a 
limited plume extent. We attribute the mismatch between the reflection amplitude and 
the modelling to the complex geometry of the plume and noise level in the reflection 
data. Moreover, as the plume spread is small the reflection response decays rapidly for 
shallower receiver as the Fresnel zone become larger as will be shown next (section 
4.6). It can be seen from Figure 4-22 (a,b,c) that a 750 m/s velocity change best 
matches the peak time-lapse changes of the field data (traveltime delays, transmitted 











Figure 4-22: Time-lapse VSP for the modelling results and real data for (a) time delays, 
(b) first arrivals amplitudes difference and (c) reflected wave’s amplitudes difference. 
The velocity changes used in the modelling are as indicated in the legend.  The layer 
thickness is 8.8 m and the injection interval is shaded (yellow). The attributes shown 
are for an offset of 125 m. The variable velocity change based on the real data is for a 




4.6 EFFECT OF VSP SEISMIC RESOLUTION ON CO2 PLUME 
ANALYSIS: PLUME SIZE AND REFLECTION AMPLITUDES 
STRENGTH 
The Frio data provided an opportunity to use the behaviour of VSP reflection 
amplitude to determine the approximate CO2 plume extent. This opportunity arises 
from one of the advantage of VSP data. We recall here the VSP seismic resolution 
concepts discussed in Chapter 2, section 2.6.7, showing that although the vertical 
resolution of VSP here is controlled by the wavelength of the seismic wavefield and 
velocity, the horizontal resolution in the VSP case has an offset component. From 
equation (2-49), the horizontal resolution that is the Fresnel radius increases with 
increasing receiver-to-reflector distance (setting all other parameters constant). As 
such, if the CO2 extent is larger than the horizontal resolution for all the receivers, it is 
expected to get a flat constant reflection response (noise and interference free 
response). However, if the CO2 plume lateral extent is small compared to the evolution 
of the Fresnel radius with receiver-to-reflector distance, then we expect to get a peak 
amplitude response when the plume size is comparable to the Fresnel zone size 
followed by a rapid reduction in amplitude. The characteristic of Frio project which 
allowed this study to be conducted are related to the plume geometry expected and the 
survey geometry as:  
 The CO2 was predicted to be trapped mainly by capillary forces (Hovorka 
2009) due to the small amount of CO2 injected. This is supported by rapid 
traveltime delay decay, indicated thinner and/or lower CO2 saturation away 
from the injection well.  
 The receivers for the time-lapse VSP survey are in the injection well and near-
offset shots data is available. Moreover, seismic receivers span the whole 
interval of the CO2 plume and all the way to the surface (i.e., shot 1).  
In order to compare the real data VSP response with the synthetic, the 
characteristics of the seismic response for thin and limited lateral extent structures is 
to be defined for this case study. Understanding if the amplitudes and time delays are 
affected by the geometry of the CO2 plume rather than the “velocity” changes caused 




The preconception is that first arrivals traveltime are stable and only change if 
the velocity or path travelled is different. However, as stated earlier in the analysis of 
the real data, the amplitudes of both transmitted and reflected waves could be affected. 
Moreover, if the plume extent is small, then we may infer the “size” of the plume by 
analysing the reflection amplitude response and defining the Fresnel zone in the data.  
4.6.1 VSP resolution aspects for time-lapse monitoring 
we investigate here the VSP resolution aspects that affect reflection amplitude. 
These are related to the vertical resolution and horizontal resolution of the VSP 
method. In general, the detectability of a thin layer which have a high contrast 
compared to the surroundings (CO2 plume in this case) is high. However, tuning 
thickness (vertical resolution) and Fresnel zone (horizontal resolution) could have an 
effect on the seismic data and must be acknowledged in this study. To this end, seismic 
modelling is utilized to investigate several scenarios of CO2 plume thicknesses and 
extent and analyse the seismic amplitude response.  
4.6.1.1 Vertical resolution  
 The tuning thickness is the parameter which must be identified to understand if 
the reflection amplitude is caused by a single reflection interface or an interference of 
two reflections from the top and bottom of the CO2 plume. Unlike surface seismic, the 
receivers in VSP are not at the same depth which means that the response could be 
different for each receiver depth. Thus we create a simple wedge model (with 2D 
elastic modelling only to minimize computation time) with the receivers set at different 
depth levels, specifically at 1000 m, 1300 m, 1440 m and 1500 m with the top of the 
CO2 wedge at 1540 m. The model is 4x2.5 km with 5 m regular gird and a 50 Hz 
Ricker wavelet is used as a source, Figure 4-23. The results for a receiver depth of 
1000 m and 1500 m are shown in Figure 4-24.  
From Figure 4-25 we can observe that the amplitude is constant for each receiver 
depth for a wedge thickness >20 m approximately, after which we could see the 
increase in amplitude as the thickness decreases. The amplitudes here are absolute 
amplitudes picked at the troughs of the top reflection. In the real data this was not 
possible and the RMS amplitude is estimated instead. The tuning thickness identified 
is around 10 m evident by the peak in amplitude for that layer thickness, after which 




using equation (2-48) with VP = 1900 m and f = 50 Hz which gives a wavelength of 38 
m and a tuning thickness of about 9.5 m. For the receiver at 1500 m the amplitude of 
the reflection is found to be very close to the direct arrivals as shown in Figure 4-24 
(b). Thus, we suspect that for receivers very close to the top of the CO2 plume, 
interference with direct arrivals could affect our reflection amplitude. Comparing the 
modelling results behaviour to the real data (Figure 4-20), we conclude that the 
response of the real data is the result of tuning as the CO2 plume thickness is about 




Figure 4-23: wedge model reflection amplitude response for receivers set at different 






Figure 4-24: The wedge model seismic response for (a) receiver depth of 1000 m and 








4.6.1.2 Horizontal resolution  
In zero-offset VSP survey the reflection recorded by a receiver comes from a 
limited area in the subsurface within the Fresnel zone with its centre at the well (Dillon 
and Thomson 1984). Moreover, each receiver depth (above the reflector of interest) 
will have a different Fresnel zone radius as in equation (2-49). However, in the case of 
offset VSP, the information obtained is for different reflection zones away from the 
well (Dillon and Thomson 1984). To illustrate this, we carried out a ray tracing study 
here to complement the VSP-CDP mapping from the real data (section 4.2.7).  This is 
important, as we could define the maximum lateral distance that our first arrivals have 
penetrated and the reflection points for each receiver depth. The coverage for the first 
arrivals and illumination of reflections for the synthetic data are shown in Figure 4-26. 
The maximum coverage of the first arrivals for receivers below the reservoir to a depth 
of 1700 m illustrate that the information is coming from a limited area around the well. 
The coverage density is higher for near-offset shots (more rays per distance) for both 
first arrivals and reflections.   Reflected P-waves for 125 m offset show a zone of 
investigation that is less than 60 m for receivers up to a 1000 m. However, going to 
further offsets the centre of the Fresnel zone moves away from the receivers well 
rapidly going toward shallower receivers. We note that in case of dipping reflector the 
error in the ray tracing – or CDP mapping- is less for receivers near the reflector. We 
can compare the ray-tracing model in Figure 4-26 to the VSP-CDP transform results 
 
Figure 4-25: Wedge model normalized absolute reflection amplitude |AN| response for 
receivers positioned at different depths as stated in for the zero-offset VSP wedge 




for the real data in Figure 4-14. Both approaches show similar results and suggest that 
near-offset shots provide an approximate zero-offset case.  
To study the Fresnel zone effect of the reflection amplitude we run several 2 
layers’ case, 2D elastic modelling (to reduce computational time) of the subsurface 
with CO2 plume of different lateral extents. These models will have the tuning 
thickness effect as they used the same thickness of 8.8 m for the reservoir zone of 
change. The models dimensions are 1x2.5 km with 50 Hz wavelet for the source and 
a grid spacing of 2x2 m. Two sources are set at the surface for a zero offset and 125 m 
offset. Receivers are extended from 100 to 1880 m. In all models, the depth of the 
reflector is 1540 m, an example is shown in  Figure 4-27. Theoretically, using equation 
(2-49) the Fresnel zone diameter (centred at the well for zero-offset VSP) in this case 
will increase rapidly as the receiver-reflector distance increases. For a 50 Hz frequency 
and RMS velocity (Vrms) of 2305 m/s the Fresnel zone diameter is shown in Figure 
4-28. The results of the modelling are summarized as follows:  
 
Figure 4-26: VSP ray tracing model using the Frio site subsurface elastic model for 





















 In zero-offset and offset VSP the reflection amplitude is largely affected by the 
lateral extent of the object (reflection interface). If the object lateral extent is 
wider than the FZ, then the amplitude recorded will build up as the Fresnel 
zone diameter approaches that of the reflector lateral extent shown in Figure 
4-30 and Figure 4-31 for a 100 m reflector.  
 A reflector smaller than the Fresnel zone will have a minimum response as its 
contribution becomes smaller with the increase in the Fresnel zone diameter. 
However, the response does not vanish to zero.   
 The difference in reflection amplitude between zero-offset and 125 m offset is 
minimum and the overall response behaviour is similar in both cases. 
 The size of the reflector has minimum effect on the first arrivals amplitudes as 
shown in Figure 4-30 (a) and Figure 4-31 (a).  
 
 
Figure 4-27: Model with a plume thickness of 8.8 m and 100 m extent on both side of 


















Figure 4-29: Reflection at zero offset (left) and 125 m offset (right) for (a) 20 m CO2 






Figure 4-30: Results for different plume lateral extent for zero-offset VSP for (a) 
normalized first arrivals amplitudes, (b) normalized reflection amplitudes. Note the 
rapid reduction in reflection amplitude for plume extents of less than 100 m.   
 
Figure 4-31: Results for different plume lateral extent for 125 m offset VSP for (a) 








4.6.2 Comparison of 2.5D modelling with real data  
we carried out a set of 2.5D forward modelling exercises with a velocity model 
of the subsurface using the same approach described in section 4.5 for various CO2 
plume radius (centred at the injection well). The aim here is investigate if using the 
VSP data we could infer the approximate plume size in the subsurface. The initial 
simple modelling results described earlier in sections show that indeed the aspects of 
resolution have large effects on the magnitude of reflections. Moreover, we have 
shown that using the Fresnel zone concept, we could be able to infer the approximate 
CO2 plume size.  
This is illustrated in Figure 4-32 with the Fresnel zone radius plotted as a 
function of receiver depth and the response of the raw VSP data for shot 1 (Northern 
azimuth) is shown with the amplitude response for the modelling. The shaded area in 
Figure 4-32 for the deep receivers are those for which the assumptions of equation 
(2-49) might be invalid and interference of first arrivals with reflections could be 
affecting the amplitudes. While the red shaded area for receivers shallower than 1200 
m are those of which the real data have low signal-to-noise ratio. Thus, for comparison 
we focus in the area in between. Observed reflection amplitudes show best match for 
a CO2 plume in the modelling that have a 60 m to 100 m radius. This can be seen also 
in the Fresnel zone radius calculated using equation (2-49), which suggest a Fresnel 
zone of about 85 m radius. 
 The results are in agreement with comprehensive reservoir simulation and 
reactive transport modelling from previous studies which suggested that the CO2 
plume will be trapped by capillary and residual trapping mechanisms and its extent is 
small due to the small volume of the injected CO2 of 1600 tons (Daley et al. 2008).  
Reactive transport modelling have shown that the CO2 plume will extend no more than 
90 m radially from the injection well after about 0.5 year (Xu et al. 2010, Ghomian, 
Pope, and Sepehrnoori 2008).  The monitor seismic survey was conducted about 6 
weeks after the injection was halted. Thus, we expect that the CO2 plume extent will 
be less than 90 m radially. Moreover, first arrivals traveltime for receivers below the 
plume show that we have almost no time-lapse signature (no time delays of first 
arrivals) other than that for the Northern azimuth for receivers at depth of 1650 m for 
shots 4,6 and 8, Figure 4-18. The ray tracing study suggests that these first arrivals 




does not extend far from the injection well other than the northern azimuth (i.e. plume 
is elongated toward the northern azimuth, updip). The results here show that the 
reflection data could be used to infer small scale fluids accumulations using VSP data. 
This might be of use in CO2 leakage scenarios and monitoring in the early injection 
stages of CO2 sequestration projects.   
 
 
Figure 4-32: Results for different plume lateral extent modelling for 125 m offset.  
VSP. Raw shot 1 reflection response is shown (No median filtering).  
30 Hz Ricker 
wavelet 
λ≈ 86 m  (V= 2600 
m/s)  
Low signal-to-























4.7 FRIO CROSSWELL DATA  
At the Frio CO2 injection site, two high-resolution crosswell surveys were 
conducted between the injection well and observation well. The 3-component 
receivers used to extract first arrivals span between 1377 to 1680 m (4517 – 5512 ft). 
The sources span an interval between 1501 to 1577 m (4925 – 5175 ft). This resulted 
in 303 m receivers span and 75 m sources span covering the injection interval between 
the wells, Figure 4-33. The receivers and sources spacing was about 1.52 m (5 ft), see 
Figure 4-33 . The waves were generated using  an orbital vibrator  source with two 
orthogonal horizontal polarizations (2-component) , providing high signal-to-noise 
ratio P- and S-wave records with frequency range of 70 – 350 Hz, see Figure 4-34 and  
Figure 4-35  (Daley, Myer, and Majer 2005, Daley et al. 2008, Daley and Cox 2001). 
The crosswell data were supplied by LBNL both as raw data and as time picks of the 
P-wave and S-wave first arrivals. 
The sources and receivers used provided a set of 6-component crosswell records. 
This allowed the picking of both P-wave and S-wave as it was possible to separate the 
two events. The time-picks provided used the inline source for the P-wave, while the 
crossline sources were used to pick the S-wave (Daley, Myer, and Majer 2005).  
4.7.1 Crosswell tomography 
Seismic traveltime tomography is a method of using first break traveltimes of various 
recorded traces to create a velocity map in the area of the subsurface travelled by the 
seismic raypaths (wavefield) (Zhou 2003). Crosswell tomography results accuracy and 
resolving power depends on the raypath coverage, inversion method, signal-to-noise 
ratio and how the noise propagate in the inversion routine (Zhou et al. 1993).  
The traveltimes for both VP and VS were already picked with the number of rays 
available for the inversion process and mean VP presented in Table 4-4. The data 
provided were the coordinate of sources and receivers and traveltimes. The 
tomography processing is performed using a commercial software package (ReflexW 
version 7.0.0). The tomography algorithm is based on the simultaneous iterative 
reconstruction technique (SIRT). The program only allows for 2D processing if one 
want to obtain a 2D section of the velocity profile. However, the wells are not vertical 




projection of any out of plane points to a common plane. This process is bound to 
introduce some geometrical changes to the source-receiver offset and hence traveltime 
changes. After applying the projection, the maximum change in any source-receiver 
pair distance from this projection is found to be less than 1.1 m. we applied this 
geometry change to both vintages. We note here that geometrical effects are expected 
even if this projection is not performed as the sources and receiver’s location in both 
wells were not well known -absolute distances -  due to various operational limitations. 
To reduce or eliminate errors caused by such uncertainty in the geometry we mainly 
look at the time-lapse change (difference only) rather than a single vintage traveltimes 
(or velocities).  we use a grid size of 2 m both vertically and laterally in the inversion; 
however, the results are interpolated to 1 m (Figure 4-36). In general, the uncertainty 
would be high at the edges of the model where there are less number of rays and where 







Figure 4-33: Geometry of the wells used for the crosswell survey in 3D space (relative 
distances). Only shots and receivers used in the tomography are shown. Note that the 
wells are not in a common plane and a projection of the points into a 2D plane is 










Figure 4-34: An example of a shot record for the crosswell survey for (a) pre-injection, 
(b) post-injection. Note the good separation between the P-wave and S-wave and the 
time delay in the arrivals of the P- and S-waves.  
 
Figure 4-35: An ensemble wavelet (left) and its amplitude spectrum from the 



























Crosswell Survey Baseline Monitor 
Number of Rays 4151 3301 
Mean VP velocity 
(m/s) 
2572 2489 
Table 4-4: Number of rays (source-receiver paths) for the crosswell experiment for the 
baseline and monitor surveys. 
4.7.2 Crosswell tomography results 
Looking at the final differential tomograms in Figure 4-36 the following 
observations could be made:  
 The largest P-wave velocity reduction in the crosswell is about -750 m/s and -350 
m/s at the injection well and observation well, respectively.  
 S-wave reduction of about -250 m/s is observed at the injection well. However, at 
the observation well the S-wave velocity change is negligible.  
 We can see that the large VP change in velocity (reduction) is in the same area of 
the large VS reduction.  
 Good match between the saturation profile from saturation logs and the velocity 
reduction qualitatively (largest velocity reduction at the highest CO2 saturation). 
The results of the tomography are similar in magnitude to those obtained by Daley 
et al. (2008) and comparable to those obtained by Ajo-Franklin, Minsley, and 
Daley (2007) using compactness constraints. This further confirmed our 











4.8 SUMMARY  
This chapter dealt with the processing and analysis of the time-lapse VSP and 
crosswell data of the Frio project. Focusing of the VSP data, we implemented a 
processing flow with the objective of obtaining quantitative time-lapse geophysical 
parameters. We have confirmed the magnitude of P-wave velocity changes obtained 
from the real data using 2.5D finite-difference modelling. The velocity reduction 
confirmed at the injection well is estimated to be about 750 ±150 m/s which is 
confirmed using three independent measurements, that is traveltime delays, 
transmitted waves amplitude and reflections.  
We have shown using seismic modelling the effect of horizontal and vertical 
resolution of VSP seismic on the analysis of reflection and transmission amplitudes. 
We have found that reflection seismic is highly affected by the resolution and the 
geometry of the plume. The Frio project CO2 plume geometry have been confirmed 
by looking at the reflection behaviour with receiver depth for the VSP data. 
 
Figure 4-36: Crosswell velocity differential tomograms (b) ΔVP and (c) ΔVS and RST 
saturation logs for the injection and observation wells taken after the monitor 




Interestingly, the reflection behaviour and the Fresnel zone calculated both suggest a 
CO2 plume between approximately 60 m to less than 100 m radius around the injection 
well. These results conform with previous reservoir modelling results and with the 
obtained time-lapse responses which all indicate a limited plume extent around the 
injection well.    
The crosswell data offered a high-resolution information of the reservoir velocity 
change for both VP and VS. However, single vintage velocities were not usable. The VP 
velocity changes obtained confirm with those obtained from the VSP data at the 
injection well. The results show anomalous reduction is S-wave velocity which is not 
expected in fluid substitution scenarios as we will discuss in Chapter 6. 
These results from this work will be utilized in Chapter 5 and Chapter 6 for rock 
physics modelling. Moreover, the learnings from the time-lapse VSP for the Frio case 


























CHAPTER 5. ROCK PHYSICS MODEL OF FRIO “C” 
SANDSTONE-PART 1: USING GASSMANN’S 
POROELASTICITY THEORY  
The seismic related parameters in the Frio project and their resolution have been 
discussed in Chapter 4. However, for quantitative interpretation, the observed time-
lapse seismic changes must be linked to reservoir properties using a rock physics 
model that predicts the changes in the elastic properties corresponding to the changes 
in the reservoir properties (Johansen et al. 2013). A conventional way is to use  
Gassmann poroelasticity theory (Gassmann 1951). Gassmann’s theory assumes that 
the medium is homogeneous on both microscopic and macroscopic scale, and also 
isotropic on the micro-scale. As noted by Brown and Korringa (1975), “Sedimentary 
materials, to which his theory is most often applied, do not even approximately satisfy 
the conditions of microhomogeneity and microisotropy”. In particular, in the context 
of time-lapse VSP, both direct and reflected waves sample large volumes of subsurface 
rocks, which might not satisfy this assumption. Therefore, in order to use Gassmann 
theory at the seismic scale, it is essential to test its applicability at this scale using field 
data. This problem arises in many time-lapse monitoring projects such as enhanced oil 
recovery (EOR), production monitoring (Yang et al. 2014, Lumley 2001) and more 
recently CO2 sequestration monitoring (Arts et al. 2004, Ivanova et al. 2012, Daley et 
al. 2008). Geophysical data acquired during CO2 sequestration in saline aquifers such 
as Ketzin, Nagaoka, Otway and Frio (Michael et al. 2010) provide high-resolution in 
situ data for calibration with theoretical rock physics. Thus, the Frio-I project present 
an attractive opportunity to investigate the applicability of theoretical models at the 
seismic scale.  
This chapter contains a case study conducted to assess the applicability of 
Gassmann poroelasticity theory (Gassmann 1951, Biot 1956) for the Frio “C” and our 
ability to constrain the velocity-saturation relation at the Frio CO2 injection site using 
time-lapse VSP data and baseline well logs with the goal to be able to predict the time-




Part of the results of this work are published in a conference paper (Al Hosni, 
Caspari, et al. 2015) ©ASEG 2015 and a journal paper (Al Hosni et al. 2016).  These 
references will not be cited in this chapter anymore.  
5.1 METHODOLOGY  
The need for a rock physics model that can predicts the elastic changes of the 
reservoir upon CO2 injection is crucial for estimating CO2 saturation in the subsurface 
and facilitate the use of the time-lapse seismic data to monitor the CO2 plume 
saturation distribution through seismic modelling and seismic inversion. One of the 
missing components for the Frio pilot data analysis is a site-specific rock physics 
model that describes the Frio “C” sandstone at the injection interval. Yet, when looking 
at the various data available for the Frio project now, it becomes feasible to create such 
a model using the baseline logs and core measurements. High uncertainties associated 
with well log measurements (VP and VS) affected by borehole conditions can affect our 
ability to constrain a rock physics model for the Frio reservoir. However, the time-
lapse Vertical Seismic Profile (VSP) data presented in Chapter 4 span both the near-
well region and far beyond the borehole and can provide a good control for correcting 
these measurements and reducing the uncertainties thereafter. 
A good rock physics model starts with an accurate representation of the rock 
constituents; namely grains and matrix properties followed by fluids properties. In the 
literature, sandstones grain elastic properties have been modelled with reasonable 
accuracy using simple minerals composite mixtures such as quartz, feldspar and shale 
applying either contact models, simple bounds such as the Hashin-Shtrikman bounds 
and the use of inverse Gassmann. In our case Gassmann poroelasticity theory 
(Gassmann 1951) is considered an attractive option to use with the presence of well 
logs that are verified by VSP measurements.  
The methodology we use to constrain the velocity-saturation relation at the Frio 
project is based on data integration and seismic modelling. The starting point is the 
raw field data, that is well logs and core presented in Chapter 3 and time-lapse VSP 
data presented in Chapter 4. Both data sets complement each other as they could 
provide information about the elastic properties of the subsurface and help filling any 




scales. For example, although well logs data could provide CO2 saturation and 
velocities at a resolution of 10’s of centimetres, the VSP method resolution is at 10’s 
of meters. This necessitate some scaling, usually from the smallest scale to the largest 
scale if a relationship is to be established between the two measurements. The second 
step is to use rock physics theories. For this we use Gassmann’s poroelasticity theory 
(discussed in Chapter 2, section 2.4.1) as all the pre-requests for the model are 
available. We investigate each input parameter for the rock physics model separately 
and assess their sensitivity when applicable.  The output from this model is then used 
as input for the modelling. We compare the magnitude of the elastic changes predicted 
by the rock physics model to those obtained from the real data. Figure 5-1 shows a 
workflow for the methodology.  
5.2 ELASTIC PROPERTIES OF THE FRIO “C” USING GASSMANN’S 
PORELASTISITY THEORY 
The injection unit in the Frio “C” formation is a relatively homogenous 
sandstone with high porosity; thus, an attractive option is to use Gassmann’s equation 
(Gassmann 1951) to model it. However, one must obtain all the input parameters for 
the model preferably from field measurements. Assumptions and validity of 
 
Figure 5-1: A flow chart of the methodology used in the investigation of the velocity-
saturation relation at the Frio site using time-lapse (TL) VSP (Chapter 4) and rock 




Gassmann’s fluid substitution have been summarised in (Chapter 2, section 2.4.1) and 
a comprehensive treatment of these assumption is widely discussed in the literature 
(e.g., Han and Batzle 2004, Nolen-Hoeksema 2000, Berryman 1999, Smith, 
Sondergeld, and Rai 2003, Grochau and Gurevich 2009). Input parameters for 
Gassmann’s equation (Gassmann 1951) can be obtained from laboratory 
measurements or field data such as well logs. Quality control of these input parameters 
is essential to reduce the uncertainty in applying the fluid replacement equation. In the 
following, we provide a description of how we obtain these input parameters from the 
available data and evaluate their uncertainty. In the case of high uncertainty for a 
parameter, we perturb the model over a range of values to assess the sensitivity of the 
result to the input values.  
5.2.1 Fluids mixture properties at reservoir conditions and CO2 saturation  
The fluids properties used in the rock physics model are based on both lab 
measurements and fluids properties equations with known pressure and temperature 
conditions reported in the literature (Batzle and Wang 1992). The brine properties are 
calculated easily, as both temperature, pressure and salinity are well known.  However, 
for CO2 the calculations are not as robust and require some analysis. Figure 5-2 shows 
the CO2 properties for different pressure at Frio reservoir temperature of 55 C. Here, 
we confirm the values provided in the previous work of Daley et al. (2008). Table 5-1 
shows the fluid properties of the in-situ brine and injected CO2 at reservoir conditions 
of 55° C and a pressure of 15 MPa.  
Table 5-1: Brine and CO2 properties for the Frio experiment at reservoir condition. 
From (Daley et al. 2008).  
The fluid mixture of two immiscible fluids could be uniform or patchy (Masson 
and Pride 2011). Hence, the choice of a mixing law of the fluids determines the 
magnitude of the P-wave velocity change predicted by the fluid replacement scheme.   





Brine 2.75e9 0 1634 0 1030 
7.06e-3 
 




Assuming a uniform homogenous mixture of fluid phases, Wood’s equation (Mavko, 
Mukerji, and Dvorkin 2009) can be used to calculate the effective bulk modulus of the 
fluids (Kfl ), 











where Kbrine is the bulk moduli of brine, Sbrine is the saturation of brine, 𝐾𝐶𝑂2 is 
the bulk moduli of CO2 and 𝑆𝐶𝑂2 is the saturation of CO2. This mixing law predicts 
the maximum velocity change due to saturation. If the saturation is patchy, then for a 
given mixture of CO2 and brine the maximum P-wave velocity change will be lower 
than or equal that predicted by Wood’s equation. However, given that the observed 
velocity changes in the time-lapse VSP data are large we use the uniform fluid mixture 
to model for the maximum velocity change due to CO2 saturation.  The density of the 
CO2 and brine fluid mixture is given by 
 𝜌𝑓𝑙 =  𝜌𝑏𝑟𝑖𝑛𝑒𝑆𝑏𝑟𝑖𝑛𝑒 + (1 − 𝑆𝑏𝑟𝑖𝑛𝑒)𝜌𝐶𝑂2 
 
(5-2) 
where 𝜌𝑏𝑟𝑖𝑛𝑒 and 𝜌𝐶𝑂2  are the brine and CO2 densities at reservoir conditions. The 







Figure 5-2: CO2 properties, density (top), P-wave velocity (bottom) at a reservoir 
temperature of 55° C. Frio reservoir conditions are shown by the black square. 



























Fluid saturation is a common unknown in many time-lapse studies. In the Frio 
project CO2 saturations were inferred using the Schlumberger reservoir saturation tool 
(RST) (Hovorka, Benson, et al. 2006, Sakurai et al. 2006, Doughty, Freifeld, and 
Trautz 2008). However,  there was no reliable saturation estimation for some parts of 
the injection reservoir interval after the monitor seismic survey as was shown in 
(Chapter 3, Figure 3-12) due to wellbore issues related to the casing deployment 
(Hovorka, Benson, et al. 2006). Thus, we consider CO2 saturation in the range of 0.18 
to 0.62 after injection at the injection well based on the available data (Hovorka, 
Benson, et al. 2006, Sakurai et al. 2006).  
5.2.2 Porosity  
Another parameter needed in order to use Gassmann’s equation is the porosity 
of the rock frame. An average porosity of 32% was obtained from core measurements 
for the injection interval  (Sakurai et al. 2006). The porosity in the upper 5 m of the 
formation interval is around 34% while for the lower shaley interval the porosity 
decreases to about 28%. We used these core values to calibrate our porosity log 
 
Figure 5-3: Brine and CO2 fluid mixture elastic properties and acoustic impedance 




calculated from density as discussed previously in Chapter 3, section 3.3 with an 
overall good agreement for the injection interval obtained.  
5.2.3 Grain properties 
The grains elastic moduli Kg is an important input to create an accurate rock 
physics model of the rock. This parameter is usually difficult to measure, even with 
the availability of core measurements. However, in most situations simple 
approximations of Kg can be used and still produce acceptable results (Hashin and 
Shtrikman 1963, Nolen-Hoeksema 2000, Smith, Sondergeld, and Rai 2003). 
In the case of Frio project, it has been decided to use a simple mineralogy by 
taking the shale volume interpreted from the Gamma Ray log with quartz as the major 
constituent. In Figure 5-4, looking at the gamma ray logs at the interval of interest that 
covers about 9 m with the injection perforations at the top 5 m interval it is seen that 
clean sand is present with minimum shale as interpreted from the logs. For the lower 
interval, the shale volume is averaging about 20%. In addition we assume a constant 
percentage of  20%  feldspar (orthoclase and plagioclase) which has been recorded in 
the limited core analysis by Hovorka, Sakurai, et al. (2006) and reported also by 
Sakurai et al. (2006), see Figure 5-4. This approach is used as there are no available 
site-specific data that accurately define the mineralogy of the Frio “C” sandstone. The 
elastic properties of these mineral constitutes are obtain from literature and presented 
in Table 5-2.  
Here we use the arithmetic average of Hashin–Shtrikman bounds (Hashin and 
Shtrikman 1963) as defined in Chapter 2, section 2.2.1.2. The simplicity of the Hashin-
Shtrikman bounds is that we only need the minerals constitutes of the rock in order to 
predict the minimum and maximum bound for which our data would fall in if the 
assumptions of these bounds are satisfied. As such, this average does not take into 
account the complex geometrical factors involved in grain mixtures but it provides a 
reasonable first-order approximation especially when the lower and upper bounds are 




























2260 13.1 4.43 0.348 
Table 5-2: Density, moduli and Poisson ratio of minerals and constitutes used in the 
Frio “C” rock physics modelling, from (Mavko, Mukerji, and Dvorkin 2009) . *value 








Figure 5-4: Frio formation mineralogical composition from GR log and literature, VP, 
Vs, density and porosity logs used in Gassmann’s equation. The reservoir interval is 
shaded. Dashed line indicate the boundary between the upper clean sandstone and 




5.2.4 Drained frame properties 
The dry-frame (or drained) bulk modulus is the most important variable in the 
fluid substitution scheme. Often the dry-frame bulk modulus Kdry is unknown and is 
obtained by rewriting Gassmann’s equation assuming the knowledge of Ksat as we have 
shown in Chapter 2, section 2.4.1 (Smith, Sondergeld, and Rai 2003, Zhu and 
McMechan 1990, Engelmark 2002).  
A common approach in the oil and gas industry is to utilize wireline 
measurements of the brine-saturated intervals of the reservoir of interest (Engelmark 
2002). However, this approach requires a careful check of the input parameters from 
 
Figure 5-5: Elastic bounds for the frame forming grain (a) bulk moduli and (b) shear 
modulus. The Upper (U) and lower (L) Hashin–Shtrikman bounds are the black lines 
and their arithmetic average is in red. (c) The density for the saturated Frio-C interval 




well logs, especially: P-wave velocity (VP), S-wave velocity (Vs) and the density of the 
saturated rock frame (ρb). Inputting wrong values can result in large errors or even 
unphysical values of Kdry (Kazemeini, Juhlin, and Fomel 2010). This has been 
investigated earlier in (Chapter 3, section 3.3.3) were the upscaled log velocities and 
VSP interval velocities showed a good agreement.  
 After ensuring the quality of the input log velocities we first calculate the bulk 
(Ksat) and shear moduli (µsat) of the in-suite brine saturated rock from the baseline VP, 
VS and ρb logs: 












Second, the drained frame bulk (Kdrained) and shear moduli (µdrained) are 















 𝜇𝑑𝑟𝑎𝑖𝑛𝑒𝑑 = 𝜇𝑠𝑎𝑡  
 
(5-6) 
The density of the frame can be either calculated using the porosity and density 
of the constituents or by using the well log density. The exact mineralogy used in 
creating the density log (as provided) is not known. Yet, we found that both approaches 
give good agreement (Figure 5-5), hence, the density of the drained frame (ρdrained) is 
calculated from the brine saturated density log (𝜌𝑏) with the following equation 
 𝜌𝑑𝑟𝑎𝑖𝑛𝑒𝑑 =  𝜌𝑏 − 𝜌𝑏𝑟𝑖𝑛𝑒𝜙. (5-7) 
 
The calculated drained frame bulk and shear moduli are held constant during 




properties changed during fluid replacement, e.g. as the case with formation damage 
by pressure or geochemical interactions of the fluids with the frame forming minerals. 
If a change is observed in the bulk and shear moduli of the drained frame, then its 
properties should be updated.  
5.3 FLUID SUBSTITUTION AND CONSTRAINING THE VELOCITY-
SATURATION RELATION USING TIME-LAPSE VSP  
Fluid substitution is the last step in many rock physics routines after obtaining 
the required parameters for Gassmann’s fluid substitution. At this stage, the results can 
be very informative for predicting elastic parameters of interest when fluids are 
introduced in the porous rock frame. In many cases, the goal is to see how the elastic 
properties -in this case study mainly VP changes with changing fluid saturation- given 
a combination of fluids. In the case of the Frio project the fluids combination is brine 
and supercritical CO2. We recall here the time-lapse changes in the elastic properties 
caused by CO2 injection that were obtained from the TL VSP data and confirmed by 
forward modelling. Here we use the quantitative values obtained (from field VSP and 
modelling) as summarised in Table 5-3 to investigate if our site-specific rock physics 
model could explain the field observations.  
















-750±75 m/s 19±2% 0.8 
Table 5-3: Summary of time-lapse changes obtained using real VSP and the matching 
maximum change parameters from modelling obtained as presented in Chapter 4. Best 





For porous rocks saturated with two or more immiscible fluids, Gassmann-wood 
(GW) provides the relaxed-low frequency limit. This means the brine and the CO2 are 
mixed to the finest scale and no wave-induced fluid flow occur. In the case of the Frio 
project, however, this might not be the case. Because possible fluid patches at larger 
scale may exist. To examine this, we show the relation between the characteristic length 
scale (Lc) and the frequency calculated using equation (2-29) at each data point in the 
zone of interest using well logs data (Figure 5-6). It can be seen that on average - at 
VSP frequencies- to be in the patchy saturation regime patches with Lc of more than or 
comparable to 0.15 cm approximately should be present. However, given the available 
data, we cannot confirm nor exclude patchy saturation effects. Thus, to incorporate 
such a possibility we will investigate both the lower and upper bounds of the velocity-
saturation relation, those are the Gassmann-wood (GW) and the Gassmann-Hill (GH) 
equations. To start with, we evaluate the P-wave velocity difference between the two 
limiting cases for the average reservoir properties. This is shown in Figure 5-7 (a,b). 
It is obvious that the velocity difference between the homogenous fluid-mixing and 
the heterogeneous fluid-mixing is pronounced particularly for low CO2 saturation.  
Figure 5-6: Characteristic length (Lc) versus frequency (f) for each data point in the 





the field VSP and crosswell seismic data. A patchy saturation response is expected in 
the region above the curves. 
 
 
To investigate the elastic properties changes at the Frio project, in Figure 5-8 (a) we 
plot the variations of the Gassmann-Wood and Gassmann-Hill using the well log data. 
While in Figure 5-8 (b) we plot the change in the transmission coefficient using 
equation (2-42). The reservoir acoustic impedance associated with the baseline is 
calculated by assuming the reservoir is fully brine-saturated. Then, for the post-
injection case, we introduce the change in impedance due to CO2 saturation. In both 
graphs we plot the calculated values of the velocity change and the transmission 
coefficient change based on the TL VSP data with their uncertainty (vertical bars), 
while the saturation is plotted for the range of values as we discussed earlier in section 
5.2.1. It is clear here that even when taking the variations (with respect to depth for 
each data point in the well logs) in the reservoir interval, the rock physics model cannot 
predict such a large velocity decrease. Moreover, if the VSR is patchy, then this would 
entail a larger discrepancy between the rock physics model predictions and field data. 
Thus, we do not investigate the patchy saturation effect as a possible cause of this 
discrepancy in the sensitivity analysis section coming next.  
 
Figure 5-7  (a) Gassmann’s fluids substitution using Wood’s and Hill average. (b) The 
velocity difference between GW and GH. The velocity difference is large particularly 






5.3.1 Sensitivity and uncertainty analysis of the input parameters of the 
Gassmann’s equation  
It is well known that “errors are not created equal” and that for geophysical data 
collected in the field, uncertainties are there although they are difficult to assign 
(Engelmark 2002). Could these uncertainties, in the form of errors, be the cause of the 
discrepancy obtained earlier? To investigate this, we assign some uncertainties in the 
input parameters for the rock physics model for the Frio “C” interval based on the 
analysis performed earlier and our quality control of the data performed in Chapter 3. 
This uncertainty will be introduced as a change in each parameter (Par), as 
 𝐶ℎ𝑎𝑛𝑔𝑒 = 𝑝𝑎𝑟 + (𝑈𝑛𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑡𝑦 × 𝑝𝑎𝑟) (5-8) 
In the sensitivity analysis only one key parameter is allowed to change at a time. 
Moreover, in order to compare the results in a quantitative and interpretable way to 
this case study, we present the final VSR that would result for each parameter 
 
Figure 5-8: (a) Velocity-saturation relation for the Frio “C” injection interval at each 
point. (b) The change in transmission coefficient with CO2 saturation for the Frio-C 
injection interval at each point. Taking the possible variations in the interval and 
accounting for the uncertainty in the TL VSP field data results (vertical error bar) still 
the model could not predict the field results. Solid lines (GW), Dashed grey lines 
(GH). The control on CO2 saturation (horizontal bar)  is from the saturation logs range 





uncertainty. The nominal model which will be used for the average Frio “C” formation 
properties is presented in Table 5-4.  
The properties of the fluids (section 5.2.1), temperature and pressure conditions 
(Chapter 3, section 3.3.1) are well understood and measured with good accuracy, thus 
we do not investigate them here.  Finally, the Frio “C” sandstone mineral constitutes 
are not well constrained by a lab measurement, thus it might be a source of uncertainty. 
Moreover, the geometrical arrangement of the grains might add a further uncertainty. 
Thus, we will investigate their effects separately. 
 
Table 5-4: Nominal model properties for the Frio “C” sandstone used as input for 
calculating the sensitivity analysis.  
5.3.1.1 well logs (VP, Vs, density, porosity)  
The well-log data although considered as hard data, they can have some 
uncertainties that are not usually taken into account when used in calculations of the 
petrophysical properties. Fortunately, interval VSP velocities have verified the well-
log-derived VP and VS, thus we only assign a 4% uncertainty for these velocities. 
Applying these values of VP and VS in the Gassmann’s equation and the fluid 
substitution we obtain a velocity-saturation relation as shown in Figure 5-9. The results 
show that the velocity-saturation relation and change of transmission is very sensitive 
to VP with a velocity discrepancy from the nominal model by about ±200 m/s and 
transmission coefficient change of about ±2.5%, while for Vs a small change is 
observed.   
 Similar to VP and VS, the density from the logs and that computed by the 
mineralogy showed good agreement (Figure 5-5). Moreover, the porosity log is well 
constrained by core measurements as presented in Chapter 3, section 3.3.2. Here, we 
assign ±5% uncertainty to the porosity and the density and investigate their effects. 
 Parameter Values 
Grains 
Bulk modulus, Kg (GPa) 42.2 












 VP (m/s) 2648 
VS (m/s) 1117 
Density, ρlog (Kg/m3) 2075 




The results show that in that VP is more sensitive to the porosity than the density, while 
for the transmission coefficient change, it appears to be more sensitive to the density 
variations.  
From Figure 5-9 and Figure 5-10, the sensitivity analysis shows that we are 
always underestimating the velocity changes obtained from the field data. Although 
the VP sensitivity shows that a 4% error in VP may be able to explain the observed 
changes, an over estimated velocity is needed to match exactly with the VSP data 
obtained. This is unlikely given that the interval VSP velocities matches well with the 
VP well logs using several VSP shots (Figure 3-8).   
 
 
Figure 5-9: Sensitivity analysis for the nominal model VSR and transmission 
coefficient change (black lines) to VP (blue) and Vs (red) using GW. The dash-dotted 






5.3.1.2 Grain properties  
A way to evaluate the sensitivity of our model to Kg is by perturbing the input 
values of Kg for the calculation of the drained frame properties (inverse Gassmann) 
and then for the saturated frame properties. We keep the model parameters in Table 
5-4 constant except for Kg, which is changed from the initial value by an increment of 
10 GPa up to 82 GPa. The velocity-saturation relations with changing Kg are shown in 
Figure 5-11 (a); we see that we need a Kg over 70 GPa to match the observations. 
Similarly, to explain the transmission coefficient change ΔIp observed in the field 
(shown in Figure 5-11 (b)), a Kg value of more than 52 GPa is required. Such large 
value of the grain modulus is inconsistent with the predominant quartz mineralogy of 
the formation. Thus, we do not expect the discrepancy is a result of uncertainty in the 
grains elastic properties inputted into Gassmann’s equation.  
 
 
Figure 5-10: Sensitivity analysis for the nominal model VSR and transmission 
coefficient change (black lines) to porosity (blue) and density (red) using GW. The 
dash-dotted lines indicate an overestimation of a parameter (+) and the dashed lines 





5.4 DISCUSSION  
We have shown that neither the time-lapse VSP anomalies for first arrivals nor 
reflection amplitudes could be explained by the Gassmann fluid substitution even when 
the uncertainties of the field measurements have been taken into account. Time-lapse 
VSP has provided three independent attributes: direct arrival traveltimes, first arrival 
amplitudes and reflection amplitudes. The most robust quantitative measure here is the 
traveltime delay, which has a smaller uncertainty in comparison with the amplitudes. 
For the direct arrivals, we observe a maximum time delay of about 1.3±0.2 ms that 
corresponds to a P-wave velocity reduction of about 750±150 m/s. The constrained 
rock physics model for the Frio “C” reservoir is not capable of predicting such large 
reduction in VP.  
What could be the reason for this discrepancy? Since the effect of injected CO2 
on elastic properties was estimated using Gassmann’s equations, it might be possible 
that one or more of the assumptions of Gassmann’s theory are violated. The main 
assumptions of the Gassmann’s equations are: 
 
Figure 5-11: (a) The velocity-saturation relation for the Frio “C” sandstone with 
changing grain bulk moduli. (b) The transmission coefficient change as a function of 
CO2 saturation.  The vertical bar in (a) is velocity reduction estimated from the time-
lapse VSP with the uncertainty, while in (b) is that obtained from the real VSP first 
arrivals peak amplitude change with their uncertainty.  The control on CO2 saturation 
(horizontal bar) in (a,b) is from the saturation logs range at the injection well (Figure 





 The rock frame is isotropic on both micro-scale and macro-scale (Brown and 
Korringa 1975). Since nearly all minerals are anisotropic, the assumption of 
isotropy on the micro-scale is never satisfied exactly. However, an assumption 
is usually made that anisotropic mineral grains with random (isotropic) 
distribution of orientations mixed on a fine scale result in a medium nearly 
isotropic on the grain scale. Furthermore, sandstones are commonly assumed 
to be relatively isotropic on a macro-scale. This suggests that the effect of any 
anisotropy on the fluid substitution is likely to be small. 
 The rock frame is homogeneous on the micro-scale (Mavko, Mukerji, and 
Dvorkin 2009), that is, it is made of a single mineral. Since the Frio “C” 
sandstone consists mainly of quartz, this assumption is approximately valid, 
and any micro-heterogeneity is unlikely to cause significant deviations from 
the predictions of Gassmann’s theory. 
 Both the rock frame and the fluid are also homogeneous on the macro-scale 
(Mavko, Mukerji, and Dvorkin 2009), that is on a scale of a representative 
volume. The injection interval in Frio is fairly homogeneous, but the fluid 
distribution might not be uniform. Yet any deviation from uniform distribution 
would result in even higher saturated bulk modulus, and hence even larger 
discrepancy, than for uniform saturation, and hence cannot explain our 
discrepancy. 
 The fluid pressure is uniform throughout the pore space in a representative 
volume of the rock (relaxed regime). This assumption is satisfied when the 
frequency is sufficient time to equilibrate within one half-cycle of the wave, 
that is, when the wave frequency is much lower than the squirt frequency 
(Mavko, Mukerji, and Dvorkin 2009). This assumption is always assumed to 
be satisfied at seismic frequencies, at least for the high-porosity and high-
permeability rocks such as Frio sandstone.  
 Finally, Gassmann’s theory assumes the rock frame properties do not change 
with the change of the pore fluid (Mavko, Mukerji, and Dvorkin 2009). This 
appears to be the only assumption that can be violated. That is, it is possible 
that injection of CO2 into the pore space could have caused some physical or 




Previous studies of crosswell traveltime tomography at the Frio site have 
reported that the large P-wave reduction at the injection well is accompanied by a 
reduction in S-wave velocities of more than 220 m/s (Daley et al. 2008). Such a large 
change in S-wave velocity is not predicted by the Gassmann fluid substitution as the 
shear moduli is assumed to be constant according to equation (5-4). Moreover, 
according to same equation, any density change by injecting a lower density fluid (CO2 
in this case) would cause an S-wave velocity increase rather than a decrease. Rock 
frame changes during fluid injection could be caused by many factors including 
pressure effects by fluid injection (Saul and Lumley 2015) or in the case of injecting 
reactive fluid such as CO2 by geochemical interactions that alter the rock frame 
forming mineral (Marbler et al. 2013).   
Let’s first discuss the pressure changes associated with CO2 injection as a 
possible cause of frame weakening. In the Frio site the maximum effective pressure 
decrease was less than 0.5 MPa (Sakurai et al. 2006); such a small pressure decrease 
is not expected to cause significant velocity changes for an initial reservoir effective 
pressure above 15 MPa (Makse et al. 1999). Indeed, according  to Eberhart-Phillips, 
Han, and Zoback (1989) at such reservoir conditions, P-wave and S-wave velocity 
changes due to such pore pressure increase  are less than 30 m/s, which is much smaller 
than the magnitude of the velocity changes observed in the VSP data.  
 On the other hand, geochemical analysis have suggested that CO2 can lead to 
the dissolution of rock-forming minerals (Kharaka et al. 2006). Rock frame changes, 
if induced by geochemical processes are difficult to quantify without independent 
measurement. The frame shear moduli are not affected by saturation changes 
(Gassmann fluid replacement assuming no geochemical effect) and thus may encode 
the information about the changes in the rock frame. In other words, S-waves could be 
a source of such information. Unfortunately, we were unable to obtain the time-lapse 
changes for the S-wave interval velocities from the VSP data due to the insufficient   
signal-to-noise ratio for S-wave arrivals.  
The rock physics model based on the Gassmann fluid substitution (Gassmann 
1951) can only handle mechanical changes caused by replacement of the pore fluids. 
Thus, we suggest that an alternative model is required to handle possible reservoir rock 
frame weakening effect due to fluid injection. Such a model should take into account 




This will be investigated in the next chapter. By using rock microstructure diagnostics, 
we introduce a new fluid substitution strategy (model) which incorporates parameters 
that could be updated and therefore, accounting the rock frame weakening effect. 
Moreover, we will integrate the crosswell data into the rock physics modelling as the 




CHAPTER 6. ROCK PHYSICS MODEL OF FRIO “C” 
SANDSTONE-PART 2: ESTIMATION OF ROCK 
FRAME WEAKENING USING TIME-LAPSE 
CROSSWELL 
So far, only changes of fluids saturation effects on the porous rock frame has 
been considered in the velocity-saturation relation for the Frio CO2 injection project. 
However, in the case of injection of reactive fluids, such as CO2, chemical interactions 
with the host rock could occur. These interactions can change the dry frame elastic 
properties either by dissolution of frame-forming minerals, precipitation of new 
minerals or changing the surface properties of minerals, such as minerals dehydration 
(e.g., Vanorio, Nur, and Ebert 2011, Marbler et al. 2013, Le Guen et al. 2007, Hangx, 
Spiers, and Peach 2010, Ilgen and Cygan 2016). A review on some of the possible 
geochemical reactions has been introduced in section 2.1.3.   
We recall in this chapter the results obtained in Chapter 4 and Chapter 5. 
Analysis of time-lapse VSP data in the Frio CO2 injection project shows that the 
reduction in VP after CO2 injection far exceeds that predicted by Gassmann equations. 
We have stated in the discussion of Chapter 5, that geochemical changes in the rock 
frame are not accounted for in Gassmann poroelasticity theory (Gassmann 1951) as 
the dry frame properties are kept constant during fluid substitution. After investigating 
some of the possible causes of discrepancy between the field data and rock physics 
model as per Chapter 5 discussion, we concluded that geochemical interaction of CO2 
with rock-frame forming minerals is the most likely reason of such discrepancy. If this 
is true, then we expect to see a comparable change in shear wave velocity. To check 
this, the crosswell data presented a good opportunity as both ∆VP and ∆VS are available 
with a high resolution, compared to the VSP data for which the S-wave velocity change 
could not be obtained within the resolution needed for such a study due to their low 
signal-to-noise ratio.    
The objective of this chapter is to “quantify” rock frame weakening effect caused 




the S-wave velocity change observed from the crosswell traveltime tomography. This 
frame weakening is thus not purely mechanical and might involve the removal of 
frame forming minerals, change of minerals volume or precipitation of new minerals. 
This quantification at a field scale is challenging as there are several mechanisms 
possible and their effect on the elastic moduli is still not well understood. Identifying 
and quantifying this frame weakening is crucial for velocity-saturation relation and 
prediction of the time-lapse seismic response. Not incorporating these changes in the 
rock physics model could result in large errors in estimating CO2 saturation 
distribution in the reservoir.  
This chapter contains some of the work published in two conference papers (Al 
Hosni, Gurevich, et al. 2015, Al Hosni, Gurevich, and Daley 2015). And one submitted 
peer-reviewed paper (Al Hosni, et.al 2016). These references will not be cited anymore 
in this thesis.  
6.1 EFFECTS OF CO2 INJECTION ON ROCK PROPERTIES 
Broadly, in a fluid injection scenario, we assume that changes in the rock frame 
could be induced by either the injection pressure (independent of the fluid type) or 
geochemical changes by fluid-rock-interaction (in the case of reactive fluid). For the 
former, if the injection pressure (of any fluid) is higher than the formation fracturing 
pressure, this could cause mechanical weakening of the reservoir rock frame (Saul and 
Lumley 2015) by either breaking grain contact or fines migration. Pressure sensitivity 
of rocks have been long known in the rock physics community (Avseth and Skji 2011). 
On the other hand, geochemical effects on the rock frame elastic properties is a topic 
of current investigation especially in the case of injection reactive fluids such CO2 
(e.g., Vialle and Vanorio 2011, Vialle, Dvorkin, and Mavko 2013). 
Marini (2006) provided an extensive treatment of the reactivity of CO2 with 
reservoir fluids and rock minerals in the case of geological sequestration. Initial factors 
which affect the geochemical reactivity of CO2-brine mixtures in the subsurface is the 
pressure and temperature, followed by the salinity of the brine. As such, injecting CO2 
into brine formations causes the reduction of pH of the fluids and create an acidic 
condition that can cause the dissolution of carbonate and silicate minerals and many 




et al. 2003). The instantaneous reaction that occur when injecting aqueous CO2(aq) into 
brine (or water) can be given as:  
 CO2(aq) + H2O ↔ H+ + HCO3-. (6-1) 
As an example, given a mineral assembly such as solid calcite CaCO3(s) with the 
presence of H+ the following simple reaction could be triggered,  
 CaCO3 (s) + H+   ↔ Ca2+ + HCO3-. (6-2) 
This reaction means that the solid calcite would be dissolved. Consequently, if 
the calcite involved in such a reaction is acting as a contact cement, then the rock frame 
strength could be affected by its removal. Moreover, such a reaction could trigger the 
migration of fine particles which are attached by carbonate cement.  
It has been demonstrated in an experimental study that the reactivity of CO2-
brine fluid mixture in subsurface reservoirs is controlled first by the type of lithology, 
that is the mineral constituent and microstructure of the rock and second by the 
magnitude of reactive fluid flushed through the rock for a given surface area (Wellman 
et al. 2003). Moreover, as outlined by Luquot et al. (2012) and Vialle, Dvorkin, and 
Mavko (2013), rock frame changes caused by fluids injection could have a distribution 
in the reservoir that is not homogenous (i.e., varies in space). Figure 6-2 shows a 
schematic of the possible scenarios of rock frame weakening which may be triggered 
by dissolution of frame forming mineral. We emphasize here that these processes 
could occur individually or in a combination, and that other mechanisms could be 
involved.  
Although most of the CO2-rock-water interaction studies are conducted for 
carbonate rocks, similar effects could be present in clastic rocks, especially in 
carbonate cemented sandstone, or with the presence of carbonate in the sandstone 
cement. In an experimental study the injection of CO2 saturated brine into the 
Tuscaloosa sandstone have caused large changes in the dry frame interpreted to be 
caused by the  alteration of iron-bearing minerals and calcite (Joy, Vanorio, and Sen 
2011). Joy, Vanorio, and Sen (2011) have reported more than 9% and 6.5% decrease 
in the bulk and shear moduli of the rock upon CO2 rich brine injection. While the bulk 
moduli of the saturated sample is expected to change due to fluid replacement, the 




the same study have shown this rock frame weakening as alteration of frame forming 




Figure 6-1: SEM image of the core plug (a) before and (b) after injecting CO2 rich 
brine. Note the change in the microstructure of the cement from (a) to (b). From (Joy, 





 In general, changes in the rock frame due to CO2-brine-rock interactions causing 
mechanical weakening and/or changes in P- and S-wave velocities have been 
experimentally observed and discussed in several studies, for carbonates (Le Guen et 
al. 2007, Vialle and Vanorio 2011, Nguyen, Bemer, and Dormieux 2011, Bemer and 
Lombard 2010, Lebedev, Wilson, and Mikhaltsevitch 2014, Espinoza, Kim, and 
Santamarina 2011) and for sandstones containing reactive minerals such as calcite 
(Adam et al. 2015, Ross et al. 1982). On the opposite, shale and mudstones (Gaus, 
Azaroual, and Czernichowski-Lauriol 2005, Fleury et al. 2010, Hangx, Spiers, and 
Peach 2010, Bildstein et al. 2010) and low- to moderate-porosity quartz-cemented 
sandstones (Hangx et al. 2013, Le Guen et al. 2007, Canal et al. 2014) did not show 
any CO2-induced mechanical changes.  
We relate here to the Frio case study which may be affected by such CO2-brine 
rock interactions and we state part of the field observations and geochemical studies 
which support this research. Several geochemical studies were conducted using the 
Frio project brine chemistry changes obtained after the breakthrough of CO2 at the 
observation well (Ilgen and Cygan 2016, Kharaka et al. 2009, Xu et al. 2010, Kharaka 
 
Figure 6-2: A simple schematic of possible scenarios that could cause contact 




et al. 2006, Kampman et al. 2014). We summarise here some of the results obtained 
from these studies:  
 Field brine samples have shown strong drop of pH accompanied with large 
increase in HCO3- ions, aqueous iron   Xu et al. 2010.  These are attributed to 
the dissolution of carbonate by the reactions in (6-1) and (6-2) and iron 
oxyhydroxides as depicted in the redox reaction: 




 The time scale for the mentioned reaction (calcite and iron- oxyhydroxides) is 
fast (Klein et al. 2013) and is within the time-lapse seismic study time scale 
(with the monitor surveys taken about 6 weeks after the end of injection).  
 Recently an independent geochemical modelling study have shown that about 
0.02% by weight of the considered rock mass is dissolved from calcite and iron 
oxides (Ilgen and Cygan 2016). Even though this amount is small, from an 
elastic viewpoint where the minerals amount change occurs (e.g., at grain 
contact compared to around a pore) is more important than how much has been 
dissolved.  
Therefore, invoking rock frame weakening parameters in purely elastic rock 
physics models appears to be essential to accurately and effectively interpret time-
lapse seismic in the case of CO2 injection in such cases as the Frio. If such factors are 
ignored, then large discrepancy may be observed between the theory and field data or 
worse, the quantitative interpretation (e.g., saturation) will be erroneous throughout 
the field if applied. In the next section, we present a methodology of quantifying and 
modelling this possible rock frame weakening using rock microstructure diagnostics 
and the crosswell data for the Frio case study.  
6.2 METHODOLOGY  
At the lab scale, the elastic properties of the rock frame can be monitored and 
fluids saturation change can be accounted for more accurately than in the field. 
Moreover, it is possible to re-measure the frame elastic properties of the rock frame by 
draining the sample after injecting reactive fluids such as scCO2. Such an approach is 




reason, quantification of these possible rock frame changes using P-wave velocity in 
the field is challenging because fluids substitution causes elastic changes in the rock 
frame which cannot be separated from the dry rock frame changes caused by other 
mechanisms (e.g., chemical dissolution, pressure effect, fines migration). However, S-
waves have an advantage that they are least affected by fluid substitution. Assuming 
that the frame shear moduli is constant during fluid substitution we only need to 
compensate for density change in order to predict the S-wave velocity change after 
CO2 injection. Thus, S-waves velocity change can be used as a tool to estimate the 
change in the frame shear moduli (which is thought to be constant if no dry-frame 
changes occurred).  
After estimating the “change in the shear moduli”, the question is, what is the 
parameter in a rock physics model which can be calibrated for this change to obtain 
the possible change in the frame bulk moduli? Several studies have shown that the 
changes in the rock frame due to chemical interactions depend on the microstructure 
of the rock (Vialle, Dvorkin, and Mavko 2013, Steefel and Maher 2009, Molins et al. 
2012). Therefore, to quantify these changes, we need to understand the microstructure 
of the rock and its elastic properties before CO2 injection. Thus, we investigate the use 
of an appropriate rock physics model according to the microstructure, lithology and 




6.3 DISCREPANCY OF RESULTS USING GASSMANN  
Previously in Chapter 5 we obtained the rock frame properties using inverse 
Gassmann and the corresponding velocity-saturation relation assuming a uniform 
saturation. This model although based on site-specific formation properties could not 
explain the time-lapse VSP travel time and amplitude changes. We show here that this 
discrepancy is also observed in the crosswell data. The crosswell tomography of the 
Frio brine pilot project show a large decrease in both P and S-waves velocities (Chapter 
4, Figure 4-36). This decrease is more pronounced around the injection well, where P-
wave velocities decreases by more than 750 m/s that is about 20% reduction and shear 
waves velocities by more than 200 m/s which is about 16% reduction from the baseline 
values. A profile is taken from the crosswell tomography results at the centre of the 
injection interval (Chapter 4, Figure 4-36) for both ∆VP and ∆VS. The discrepancy 
between the maximum ∆VP expected using Gassmann’s equation approach and that 
obtained using the crosswell tomography is shown in Figure 6-4. The VS change 
allowed is set based on the background velocity change observed away from the 
injection well, however, theoretically, VS should increase upon injection of lower 
 
Figure 6-3: Workflow used to estimate the frame weakening as change in the grain 




density fluid as equation (2-40) dictates. Thus, it is clear here that VS do not follow this 
which further support the assumption that the frame moduli changed after CO2 
injection.  Furthermore, it is clear here that both ∆VP and ∆VS show a similar trend 
from the observation well to the injection well. We note here that several studies have 
suggested that the vicinity of a CO2 injection well will be the most affected by chemical 
interactions if any and thus show the largest induced mechanical deformation (Le Guen 
et al. 2007).  
6.4 ROCK PHYSICS DIAGNOSTICS OF FRIO SANDSTONE 
Rock physics diagnostics comprises finding a rock physics model (i.e., a 
relationship between some elastic properties derived from seismic data and reservoir 
properties) that fits the elastic data. Each rock physics model is only applicable to a 
certain rock type and a range of porosity. The Frio “C” reservoir interval is 
characterized as a reworked fluvial, poorly consolidated sandstone. The mineral 
volume abundance for the reservoir is not well constrained but is reported to be of 
similar composition to that of the US Gulf Coast sandstone formations which have an 
average mineral volume of 58% quartz, 28% orthoclase and plagioclase feldspar, 4.5% 
chlorite, 3.8% Na-smectite, 2% kaolinite, 1.9% calcite and many other minor minerals 
(Hovorka, Sakurai, et al. 2006, Xu et al. 2010). The injection interval is highly porous 
 
Figure 6-4: Velocity change profile from Frio Crosswell tomography results from 
Chapter 4, Figure 4-36 (solid lines) and the maximum ∆VP predicted by the 
Gassmann’s consistent rock physics model (dashed blue). The shaded area cannot be 





with more than 34% porosity in the upper 5 meters (Figure 6-5) and an average of 32% 
porosity in the overall top 10 m below the seal (Figure 6-5). The VP and VS velocity 
values of the formation imply a high VP/VS ratio (average of about 2.4 in the shaded 
interval of Figure 6-5) typically associated with high porosity, poorly consolidated 
sandstones (Avseth, Mukerji, and Mavko 2010).   
 
Previous studies of rock texture of high porosity sandstones have shown that 
mineralogically similar samples could have a very different elastic behaviour based on 
their grain and pore-filling material arrangement, that can be described using grain 
contact theories (Dvorkin and Nur 2002, Dvorkin, Nur, and Yin 1994). Two well-
known theories are the contact-cement theory (i.e., cementation theory) and the friable-
sand model (Dvorkin and Nur 1996) which describe the behaviour of the bulk and 
shear moduli with loss of porosity from the critical porosity (ϕc): in the former, the 
material is added on the grain surface, acting as cement, whereas in the latter, the 
material is added away from the grain contact, as a deteriorating sorting. The 
cementation model predicts a sharp increase in the elastic moduli as porosity departs 
from ϕc, (upper curve Figure 4); the friable sand model on the opposite predicts very 
small changes in the moduli with decreasing porosity (lower curve Figure 6-6).  The 
 
Figure 6-5. Well logs and core data of the injection interval. Core data from Doughty, 




cementation theory shows that the volume of cement at grain contact is the main factor 
controlling the effective elastic properties of cemented grains near the critical porosity. 
Thus, if the cement is deposited at the inter-granular grain contact, then even a very 
small amount of cement could greatly increase the frame stiffness (Dvorkin and Nur 
1996, Dvorkin, Mavko, and Nur 1991, Dvorkin, Nur, and Yin 1994). In an opposite 
way, the removal or breaking of this intergranular cement by dissolution or any other 
mechanism would cause large weakening in the rock frame. The friable sand model 
and the two cementation schemes of the contact-cement model (Dvorkin and Nur 
1996), whether the cement is deposited at grain contact as in scheme 1 or distributed 
evenly as a ring (i.e., grain coating cement, scheme 2), are summarized in Figure 6-6.  
The constant cement model (Avseth et al. 2000) is a combination of the sorting 
trend given by the friable-sand model and the diagenetic trend given by the contact-
cement model. The initial loss of porosity at (ϕb), from the critical porosity ϕc, is 
assumed to be due to deposition of cement at grain contact using the contact-cement 
model. Then, subsequent porosity reduction is caused by deteriorating sorting as in the 
friable-sand model (see schematic in Figure 6-6). Thus, the constant cement model 
predicts a large increase in the elastic moduli with the deposition of small amount of 
cement (typically less than 1%) at grain contact (i.e., initial porosity loss), and then 
any subsequent material is an added pore filling away from grain contact with little 
effect on the elastic moduli of the rock frame (Figure 6-6). 
The elastic moduli for the constant-cement model are written as: 
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with Ks and 𝜇s as the mineral phase bulk and shear moduli, respectively;  Kb and 𝜇b are 
the bulk and shear moduli for the cemented sand calculated from the contact-cement 




We apply the constant-cement model to the Frio “C” reservoir interval. This 
model is chosen based on initial analysis of VP and VS trends with porosity that show 
a sorting trend (slight decrease in the drained frame moduli with decreasing porosity) 
and a diagenetic trend as the drained frame moduli fall above the friable-sand model 
line as shown in Figure 6-8.  The initial parameters for the contact-cement model 
(scheme 1) we choose a critical porosity of 36% which is that of a fundamental grain 
pack of random spheres (Nur et al. 1998) and a coordination number of 9 based on the 
work of  Murphy (1982) for the typical Frio “C” formation porosity range. This rock 
physics diagnostic of the Frio “C” reservoir described above is also supported by the 
examination of sample thin sections shown in Figure 6-7 with the contact cement and 
pore-filling material indicated. The thin sections suggest that cement content is 
minimum and present at some of the grain contacts. 
The underlying friable-sand model and the contact-cement model of which the 
constant-cement model is built on are known to overpredict the frame shear moduli 
due to the assumption that no slip occurs at grains boundaries; however in case of 
uncemented or poorly cemented sandstone this assumption can be invalid (Bachrach, 
Dvorkin, and Nur 2000, Avseth and Bachrach 2005, Mavko, Mukerji, and Dvorkin 
 
Figure 6-6: Schematic representation of the three theoretical models for high porosity 
sands. The thickening of the circles represents the addition of cement from the initial 
sand pack. The slope of the contact cement line depends on the type of cementation.  




2009). Thus, assuming a slip at grain contact reduces the shear moduli and increases 
the VP/VS ratio (Bachrach, Dvorkin, and Nur 2000, Avseth and Bachrach 2005).  
Accordingly, in our analysis we introduce the slip at grain contact in the form of a 
reduction factor to the shear moduli calculated from the grain contact theories. This 
shear reduction factor is obtained by matching the constant cement line with the 
drained frame moduli solved from Gassmann equation (Smith, Sondergeld, and Rai 
2003) using well logs data. A shear reduction factor of 0.38 is obtained and thus, the 
shear moduli from the grain contact theory models are multiplied by this value. Taking 
the parameters mentioned above, we obtain the constant-cement lines shown in Figure 
6-8. An initial cement percentage of 0.1% for the Frio “C” is inferred by plotting the 
baseline drained frame properties from inverse Gassmann into the model template as 
Figure 6-8 shows. This gives an initial porosity loss of 0.1% and thus a value of 35.9% 
for ϕb. Such a small amount of contact cement explains the high friability of the 
formation reported during core recovery (Sakurai et al. 2006). The template also shows 
that less than 0.1% change in the grain contact cement percentage would result in large 
frame moduli change. The data points in Figure 6-8 with shale volume larger than 0.25 
and porosities lower than 29% are interpreted to be part of the shaly interval and are 
of different microstructure than the high porosity sandstone as we have shown 
previously in Chapter 3, Figure 3-13. 
We highlight here that the anomalously large velocity reduction in both 
compressional and shear velocities from the crosswell data in Chapter 4, Figure 4-36 
are mainly present at the injection well.  This is where we do expect that any chemical 
dissolution or mechanical changes in the rock matrix will be strongest due to injection 
pressure and CO2 influx into the reservoir. We discuss in the next section how we can 
use the constant-cement model template presented in Figure 6-8 to quantify the 





Figure 6-7: Thin sections of the high porosity and permeability Frio “C” sandstone, 
pore space indicated in blue. The mineralogical constituents are indicated on the thin 
section in the right. (a) From Sakurai et al. (2006) and (b) from McGuire (2009). 
 
Figure 6-8: Drained-frame (a) bulk moduli and (b) shear moduli versus porosity from 
Frio-C injection interval. The friable-sand model and contact-cement model are 
calibrated using well logs data and core measurements. The pre-injection data points 
are calculated using Gassmann equation and fit the 0.1% constant-cement curve. The 
post-injection drained-frame shear moduli (and consequently post-injection drained-
 
pore filling material  




frame bulk moduli) for the maximum change is shown by the grey arrow to be at about 
0.01 % contact cement. 
6.5 TIME AND SPACE VARIATION IN CONTACT-CEMENT BASED ON 
CROSSWELL SHEARWAVE VELOCITIES  
We apply a simple theoretical approach to derive the variation in time in the 
drained frame bulk and shear moduli due to potential rock frame weakening for the 
post CO2 injection reservoir rock matrix. In a time-lapse sense assuming no dry frame 
properties change, S-wave velocity is only affected by fluid density changes. Thus, if 
we compensate for this density change, the drained frame shear moduli should be 
constant.  Consequently, any deviation from the pre-injection drained frame shear 
moduli is assumed to be caused by rock frame weakening and can be related to this 
contact cement reduction. This approach allows us to vary the contact cement 
percentage based on the magnitude of change in the shear moduli and move to different 
constant cement lines. We stress here that as a simplification and due to the availability 
of differential tomograms only we use an average value for each parameter for the pre-
injection reservoir parameters (porosity, grains moduli, density, VS, VP and 
permeability) from well logs to represent the entire reservoir (the same as used in 
Chapter 5, Table 5-4 ). Then for the post-injection elastic properties (VP and VS) we 
subtract the differential values of the tomograms from the average log values in the 
reservoir to obtain the post-injection VP and VS velocities.  
Accordingly, based on the crosswell S-wave velocity tomograms we calculate 
the drained frame shear moduli change. We start by calculating the density change for 
the post-injection case which is assumed to be caused by introducing 60% CO2 into 
the reservoir. This represents the maximum observed value of CO2 saturation for both 
wells after the monitoring survey. Brine density (ρbrine) of 1030 Kg/m3 and supercritical 
CO2 density (𝜌CO2) of  653 Kg/m
3 are reported for the reservoir (Daley et al. 2008). 
This means that CO2 injection would cause a density reduction in the reservoir when 
replacing brine. We note here that a density reduction should cause an S-wave velocity 
increase rather than a decrease, contrary to the observed change in the crosswell 
tomography (Figure 4-36). Moreover, using the highest expected CO2 saturation 




either compensated for or overestimated. Measured S-wave velocity is related to the 
saturated frame shear moduli µ and the fluid saturated rock frame density 𝜌𝐵 as 
 




The post-injection density, 𝜌f of the CO2-brine mixture, can be calculated simply 
as 
 𝜌f = 𝑆brine𝜌brine + 𝑆CO2𝜌CO2, (6-7) 
with Sbrine and 𝑆CO2 being brine saturation and CO2 saturation, respectively, and 𝜌brine 
and 𝜌CO2 being brine and CO2 density, respectively. For a given reservoir porosity (𝜙) 
and grains density (ρg) the density for the fluid saturated rock frame is given by: 
  𝜌B = 𝜌g(1 − 𝜙)+𝜌f𝜙. (6-8) 
Figure 6-9 shows a sensitivity analysis of the saturated rock frame density 
change caused by changing CO2 saturation. From Figure 6-9 we conclude that fluid 
replacement effect on the drained frame shear moduli for fixed Vs and any given CO2 
saturation should result in an increase in the rock frame shear moduli rather than a 
decrease as the bulk density decreases with increasing CO2 saturation. 
 The pre-injection drained-frame shear moduli is calculated for the averaged pre-
injection S-wave velocities from log data (VS_log) for a fully brine saturated rock frame, 
as 
  𝜇drained_pre = 𝑉S_log
2 𝜌B. (6-9) 
The post-injection drained shear modulus is calculated from the change in S-
wave velocity from the crosswell data (∆VS_CW) as shown in Figure 4-36.  with 𝜌𝐵 of 
the reservoir calculated assuming a 60% CO2 saturation in equation (6-7) as 
  𝜇drained_post = (𝑉S_log + ∆𝑉S_CW)
2
. (6-10) 
The drained-frame shear modulus difference, Δµdrained, is thus  
 𝛥𝜇drained = 𝜇drained_pre − 𝜇drained_post. (6-11) 
The change in shear modulus values computed from this workflow is plotted in 
Figure 6-10. A zone of shear moduli reduction is observed at the injection well (that is 




function of the distance from the injection well. Moreover, at some distance away from 
the injection well the difference is essentially zero and no shear moduli weakening is 
observed. 
We now estimate the cement percentage at grain contact that would be consistent 
with the post-injection drained frame shear modulus values computed from equations 
4-8. Given that the initial reservoir contact cement is about 0.1% (Figure 6-8), then 
any ∆µdrained estimated can be used to calculate for a new ϕb by solving equation (2-24) 
iteratively.   Figure 6-11 shows the sensitivity of the changes in drained frame shear 
moduli as a function of grain contact cement for varying reservoir porosities. The 
results show that frame weakening is not very sensitive to porosities; moreover, they 
predict a shear moduli reduction of more than 1.2 GPa as a results of removal or 
breakup of all the initial 0.1% grain contact cement. The yellow ellipse in Figure 6-8b 
shows that for the maximum observed reduction in µdrained (about 250 m/s reduction in 
VS measured from crosswell tomograms) the contact cement percentage must be 
reduced down to 0.01% from its initial 0.1%. Thus, based on the drained-frame shear 
moduli map in Figure 6-10 and applying a similar relationship to sensitivity study in 
Figure 6-11 for the average reservoir porosity of 0.33 taking a 0.1% contact cement 
for the pre-injection case, we calculate the post-injection contact cement percent 
change map for the reservoir in Figure 6-12. Once a value for ϕb is computed for each 
point in the reservoir for the post-injection case, we use equation (2-23) to calculate 
the corresponding time variant drained frame bulk moduli. Thus, we are able to 
quantify the weakening in the drained rock frame bulk moduli as a function of grain 
contact cement change guided by the shear moduli changes using the constant-cement 
model. 
The resulting map of the contact cement percentage change displayed in Figure 
6-12 shows that for the Frio “C” reservoir the grain contact cement reduction is 
maximum at the injection well. The sensitivity analysis results in Figure 6-9 suggest 
that the maximum density change for a critical porosity of 0.36 is less than 7% 
(compared to a full brine saturated rock frame), as such even if the density (i. e., CO2 
saturation) changes were underestimated or overestimated the error in the formation 
drained frame shear moduli according to equation (6-11) would be no more than ±0.21 
GPa.  This is only 18% of the observed 1.2 GPa weakening in the shear moduli of the 




input parameters (e.g., density, CO2 saturation, porosity) are second-order effects 
compared to the effect of grain contact cement percent change. Using this new 
interpretation of the Frio “C” reservoir drained frame properties and their change in a 
time-lapse sense, we discuss in the next section its use to derive the velocity-saturation 




Figure 6-9: Density change of the saturated rock frame due to CO2 replacing brine for 








Figure 6-10: Map of Δµdrained calculated for a 33% porosity and 60% CO2 saturation. 
The area of interest boarded in black. 
 
Figure 6-11: Drained-frame shear moduli change as function of contact cement for 





















Figure 6-12: Time- and space variation in the contact-cement percent based on the 
drained-frame shear moduli change from the crosswell tomography assuming a 0.1% 
initial contact cement. The area of interest boarded in black. 
6.6 VELOCITY-SATURATION RELATION  
The assumed 60% CO2 saturation earlier was used to quantify the magnitude of 
the change in the drained rock frame shear moduli by first compensating the density 
change associated with CO2 replacing brine in the reservoir. Sensitivity analysis of P-
wave velocity to density changes shows that the effect of the density reduction (which 
is 80 kg/m3) associated with 60% CO2 saturation change is less than 2% on the 
observed velocity change. Thus, we conclude that the density change effect on VP is 
negligible. The methodology to construct the VSR here is to first investigate the 
possibility of a patchy saturation response by investigating the Frio “C” average 





properties obtained from the previous section we investigate several saturation 
scenarios using the crosswell ΔVP tomograms.  
To start with, knowing the type of velocity-saturation relation (VSR) is an 
important aspect to derive saturations from P-waves velocity changes. The different 
geometrical distribution of the fluids phases (e.g., brine and supercritical CO2 ), that is 
whether the fluids are finely mixed or if CO2 form patches, can result in a different 
seismic velocity response depending on the size of these fluid patches in the reservoir 
(Cairns et al. 2010).  
The 'uniform' and 'patchy' saturation regions for the Frio site were presented 
earlier in  Figure 5-6 for both the VSP and crosswell frequency range. For the crosswell 
range of frequencies, the length scale varies on average between 1 cm for 70 Hz 
frequency to less than 0.5 cm at 350 Hz to be in the patchy saturation region. For the 
patchy saturation distribution, we use the 3D continuous random medium model  
(Toms, Müller, and Gurevich 2005) with a patch size of 0.2 m and a dominant 
frequency of 300 Hz based on the crosswell data. This patch size is deduced from the 
data (best fit for both the VSP and crosswell data). For the wood’s (also known as the 
Reuss average) and Hill averages, we make use of Gassmann’s fluids substitution 
theory (Gassmann 1951) to account for the fluids effect on the rock elastic properties. 
The results are given by Gassmann-Wood (GW) and Gassmann-Hill (GH) bounds.  
We recognize that due to the effect of irreducible water saturation ( Swirr) CO2 
cannot replace all the brine in the pore space (Azuma, Konishi, and Xue 2013). The 
presence of residual fluids saturation is well-known and needs to be taken into account 
in the fluid substitution flow. We employ the modified patchy saturation model 
(Azuma, Konishi, and Xue 2013) which take into account the effect of irreducible 
water saturation Swirr. In our case the reservoir is initially saturated with brine, thus our 
starting point in the VSR is at 100% brine saturation and no residual gas saturation is 
present. However, we do not expect CO2 saturation to reach 100% as CO2 is injected 
into the formation. An average Swirr=0.15 for the formation is reported by Ghomian, 
Pope, and Sepehrnoori (2008) which is calculated using Holtz’s correlations (Holtz 
2002), thus the maximum gas saturation (Sgmax) assumed in the VSR is 0.85.  
 Figure 6-13 shows the VSR obtained for these three CO2 brine distributions 
discussed above for the 0.1% contact cement model (pre-injection; no-shear moduli 




moduli weakening observed). We see that the data points from the saturation logs and 
crosswell P-wave velocity reduction at the injection and observation wells show a 
separate VSR. This separation is because of the time-variant rock frame changes. 
Moreover, we observe that the data points fall in between the (GW) and (GH) bounds 
which is in the patchy region.  We note that some of the points do fall off the VSR 
bounds for each well and we attribute this to the scale and resolution difference 
between the saturation logs (high resolution in depth and low lateral penetration) and 
the crosswell traveltime tomography velocities (2 m resolution laterally and 
vertically). This effect is largest at plume edges and where CO2 saturation changes 
dramatically within a small depth interval as we can only see an average smoothed 
response in the crosswell velocity tomograms. 
We now derive the saturation map using the crosswell P-wave velocity change. 
We compared several scenarios: in the first one (top row in Figure 6-14) the amount 
of cement inferred from the constant cement model (of 0.1%) is kept constant.  In the 
second scenario (middle row in Figure 6-14) the constant cement percent is time-
variant only (from 0.1% for the pre-injection down to 0.01% for the post-injection case 
in the entire reservoir) and in the third scenario (bottom row) the constant cement 
percent is both time- and space- variant based on the contact-cement percent map in 
(b). For each scenario, we present a patchy saturation model (last column) and the two 
limit cases of homogeneous mixing (GW) and no mixing (GH). 
The results from Figure 6-14 show that if we use the drained-frame properties 
without the time-variant changes (0.1% contact-cement) we cannot predict the velocity 
changes at the injection well using any of the VSR curves. In the other hand, if we 
consider that the cement at grain contact decreases uniformly from 0.1% to 0.01% in 
the entire reservoir, the saturation at the observation well is largely underestimated 
(Figure 6-14, middle row) if compared to that measured by the saturation logs shown 
in Figure (4-36).  Finally, if we apply a time- and –space variant contact-cement model 
in conjunction with the patchy saturation theory as shown in Figure 6-14 (bottom row) 
the resulted saturation maps provide the best match with the saturation logs at both the 








Figure 6-13: VSR for the average reservoir properties for the 0.1% contact cement 
(solid lines) and a time-variant model with 0.01% contact cement (Dashed lines). The 
patchy saturation lines using the 3D CRM for frequencies of 30, 70 and 350 Hz are 
indicted. The data points are from the saturation logs and crosswell P-wave velocity 
change. Note the separation of the two models and the data points for the injection 
well (stars) and observation well (circles). 








we have shown that the post-injection crosswell seismic data are consistent with 
frame weakening due to removal of cement at grain contacts. The average amount of 
cement at grain contact (before CO2 injection) that has been estimated from the rock 
physics diagnostic is about 0.1% only, which is consistent with the poorly consolidated 
nature of the Frio “C” interval. For these high porosity sandstones (close to the critical 
porosity, above which the rock can be seen as a suspension) it has been shown that 
small  changes in the amount of cement at grain contacts will lead to large changes in 
the stiffness of the rock (Dvorkin and Nur 1996).  This can be clearly observed in  
 
Figure 6-14: Saturation maps for various VSR type and different frame properties. 
Using the 0.1% constant-cement (top row), the time variant 0.01% constant cement 
(middle row) and a time – and space- variant model using the contact-cement percent 
map from Figure 6-12 (bottom row).  For the patchy case the 3D CRM model with 
0.2 m patch size and f = 300 Hz is used. The uncoloured areas in (a), (b) and (c) 





Figure 6-8 were adding the initial 1% grain contact cement increased the dry frame 
bulk moduli by 400% and the shear moduli by more than 200% compared to the 
initially uncemented sand pack presented by the friable-sand model.  Hence, our rock 
physics diagnostic was able to explain the velocity changes observed in the crosswell 
seismic data by considering only a small change of cement content (less than 0.1%) at 
grain contact. This behaviour is consistent with the geochemical field data (Kharaka 
et al. 2006) and the reactive transport modelling  (Ilgen and Cygan 2016) which both 
conclude that the dissolution of the present minerals is volumetrically insignificant. In 
our analysis, we obtained an average contact cement percent for the reservoir after 
injection of 0.06% (average over the area of interest). This corresponds to an average 
decrease of 0.04% of the initial rock volume. Hence, the changes in the rock frame 
stiffness are not due to changes in porosity, as classically predicted by simple rock 
physics models, but arise from small changes at grain contacts. 
Nevertheless, the exact mechanism of this inferred cement weakening at grain 
contacts cannot be determined at this stage, due to the lack of any detailed 
microstructural analysis or any laboratory experiment, performed on the Frio “C” 
sandstone itself or any other rock of similar mineralogy and texture. Hence, other 
mechanisms than cement dissolution, such as fines migrations or breakup of cement, 
cannot be excluded. Indeed, fluid injection (fluid flow) pressure, causing the breakup 
of grain contact and/or removal of cement supporting matrix mechanically, has been 
able to explain 4D seismic data of offshore Australia poorly consolidated sandstones 
(Saul and Lumley 2015). In this case, as observed for the Frio data, we expect to 
observe the largest contact cement reduction at the injection well where the pore 
pressure increase due to CO2 injection is the largest. However, for the Frio Brine Pilot 
site, it has been reported that reservoir pressure change was less than 0.5 MPa (Daley 
et al. 2008) and could not be responsible for the large reduction of velocity observed. 
The velocity change expected for this case as previously presented in the discussed of 
Chapter 5 is found to be less than 30 m/s for both VP and VS.  
A second possible mechanism is migration of fines (i.e., cement that has been 
mechanically removed). In such case, we expect the small particles to be deposited 
somewhere away from the borehole causing a permeability and porosity reduction. C. 
DellePiane, (personal communication, 2016) experimentally observed that the 




stiffness of the rock with respect to the dry and saturated conditions. This effect was 
attributed to CO2 adsorption on kaolinite (present at 3% in weight) based on 
microstructural analysis coupled with stress dependency considerations. We recognize 
from previous work of Daley et al. (2008) that the velocity reduction distribution in 
the crosswell traveltime tomography showed some heterogeneity that have been 
interpreted to be a possible low permeability zone in the middle and top sections 
between the wells. However, as baseline crosswell data are not suitable for analysis, 
we could not conclude if this zone was also present before CO2 injection or not.  
Another probable mechanism is that CO2 dissolved the cement forming minerals 
such as carbonate and other minerals. This is supported by previous fluids chemical 
analysis which indicated a rapid increase of calcium, alkalinity, iron and other metals 
along with a decrease in pH at the monitoring well, reaching a maximum change in 
chemistry about 52h after injection of CO2 (Kharaka et al. 2006). This mineral 
dissolution is expected to be strongest close to the injection well where the influx of 
CO2 is highest. Recent reactive transport modelling performed based on the 
geochemical data measured at the monitoring well found that 0.023% of the total rock 
mass (calcite and iron hydroxides) have dissolved due to injection of CO2 (Ilgen and 
Cygan 2016). Given the uncertainty of both methods, rock physics interpretation for 
this study and reactive transport modelling for the geochemical study, the two 
independent results (0.04% of cement loss for the former and 0.02% of rock mass loss 
due to dissolution for the latter) are comparable. The smaller value given by the 
reactive transport modelling might indicate that other mechanisms than mineral 
dissolution are present, as this modelling does not take into account any fines 
migration, clay shrinkage or any other weakening of the rock frame such as breakup 
of cement due to pressure increase in the reservoir, change in free surface energy etc.  
We have highlighted the importance of taking the type of velocity-saturation 
relation into account when estimating fluids saturation. Field result matched the model 
within the patchy saturation regime for both wells as they both fall between the 
Gassmann-wood and Gassmann-hill bounds and a patch size of about 0.2 m is 
estimated from the data. The uncertainties in these measurements are difficult to assess 
due to lack of high-resolution data such as time-lapse sonic logs. However, these 
results do not contradict with field measurements and fit well the time-lapse VSP 




We finally point out that this study shows the importance of obtaining high-
resolution geophysical data for monitoring injections involving reactive fluids such as 
CO2. A fluid independent measurement with a high resolution such as the shear moduli 
obtained from crosswell S-waves velocities showed to be of great benefit in 
interpreting the seismic time-lapse response. The use of borehole source generating 
both P- and S-waves was thus key to the utility of the crosswell survey. 
6.8 CONCLUSION 
The ability to explain time-lapse seismic attributes in terms of fluid saturation 
depends on the chosen rock physics model of the reservoir. The P- and S-wave velocity 
changes observed from the Frio CO2 time-lapse crosswell study could not be explained 
by purely mechanical models (i.e., models that assume that changes are only due to 
saturation and pressure changes). The rock physics diagnostic we have performed here 
showed that when injecting reactive fluids such as CO2 into poorly consolidated 
sandstones a change in the rock frame may be in play. We used S-waves velocity from 
crosswell traveltime tomography to quantify this change and interpreted it as a contact-
cement percent change. The results are consistent with frame weakening resulting from 
0.04% change in the contact-cement percent that cause a large reduction in the frame 
elastic moduli as predicted by the cementation theory of high porosity sandstone. This 
small decrease in cement percent is furthermore consistent with geochemical field data 
acquired during the CO2 injection that show that even though some mineral dissolution 
was present, it was not volumetrically significant. The velocity-saturation relation 
shows best match with the saturation logs for a patchy saturation case at both the 
injection well and observation well. This approach could be applied to similar 
situations and may provide a better understanding of the time-lapse response of poorly 





CHAPTER 7. OTWAY 2C SENSITIVITY ANALYSIS 
USING SYNTHETIC TIME-LAPSE VSP DATA  
The use of VSP as a tool for monitoring CO2 injection in the subsurface has been 
discussed in Chapter 4. VSP application in constraining theoretical rock physics 
models has been shown using real data in Chapter 5. In this chapter, we evaluate the 
use of VSP in the monitoring of a small scale gas injection (15,000 tons of gas) using 
a full-waveform time-lapse synthetic modelling (3D modelling) seismic data set.  
The first objective of this study is to determine qualitatively and quantitatively 
the time-lapse signal that could be obtained using sparse offset-VSP shots for the 
CO2CRC Otway Project (Stage 2C). Such objective is vital as deploying full-scale 
surface seismic or 3D VSP for permanent or long term monitoring would be expensive 
and logistically difficult due to land access permits. Moreover, few locations around 
the injection well are planned to have permanent seismic sources and the wells to have 
permanent seismic receivers. Thus, a study to understand the time-lapse that could be 
obtained from such a monitoring plan is in order.  
The second objective is to utilize the methodology developed for the Frio case 
study (Chapter 4Chapter 5) to investigate if the rock physics model prediction of 
velocity changes and reservoir modelling results for the Otway 2C (Paaratte 
Formation) used in a synthetic modelling study could be recovered using the offset 
VSP shots proposed for monitoring.  
Previous studies on time-lapse VSP and repeatability for the CO2CRC Otway 
Project have shown that it is possible to obtain high signal-to-noise ratio zero-offset 
and offset VSP seismic at the Otway site  (Pevzner, Urosevic, and Nakanishi 2010). 
However, a time-lapse VSP feasibility study on regard to the time-lapse signature 
caused by CO2 injection, its ability to monitor the gas plume and use for quantitative 
interpretation was not performed before. This work is an extension of previous work 
on the feasibility of CO2 plume detection using 4D seismic at CO2CRC Otway site 




7.1 CO2CRC OTWAY CO2 INJECTION PROJECT STAGE 2C 
7.1.1 Overview  
The CO2CRC Otway Project is the first CO2 storage demonstration project in 
Australia. In Stage 1 of this project, 66,000 tons of CO2/CH4 gas mixture was injected 
in the Waarre Formation, which is a depleted gas field (Pevzner, Urosevic, and 
Gurevich 2015, Jenkins et al. 2012, Cook 2014).  
In stage 2C (currently underway) the objective is to study the stabilization of 
about 15,000 tons of gas injection into a saline aquifer (Paaratte Formation) at a depth 
of about 1.5 km. The injection is to take place using CRC-2 well, while CRC-1 well 
will be utilized for the monitoring. This small injection can be considered a simulation 
of CO2 leakage from a hypothetical commercial-scale injection into aquifers above the 
injection zone.  Figure 7-1 shows a schematic diagram of the Otway 2C project. In this 
project, for a successful achievement of the objectives described, the seismic 
monitoring methods should provide high-resolution images of the gas plume as it 
migrates in the subsurface. For this, both 3D VSP and offset VSP seismic is planned 
to be acquired after the injection of predefined volume of CO2/CH4 mixture. The 
advantage of the VSP data here is that the seismic receivers are planned to cover large 
interval in the well and intersect the injection zone. Thus, high-resolution data could 
be extracted to analyse the effect of the gas injection of the formation elastic properties. 
Moreover, as an assurance, such high resolution data is expected to be able to detect 




7.1.2 Rock physics model  
The Paaratte Formation contains intervals of clean sandstone and shaley 
sandstone with the proposed injection zone dominated by clean quartz-rich sand 
(Gurevich  et al. 2014), see Figure 7-2. The porosity of the injection interval is in the 
range of 22%-34% and permeability of the range of  0.1-1 D (Caspari et al. 2015). A 
comprehensive rock physics study for the injection interval elastic properties and 
velocity-saturation relation was conducted recently by Caspari et al. (2015). The study 
highlighted that the rock physics model must take the variability in the sandstone and 
shaley sandstone sequences to predict the elastic changes induced by fluid 
replacement. For this, Caspari et al. (2015) used the shaley sediment model developed 
by Dvorkin, Mavko, and Gurevich (2007), which utilizes the effective porosity for the 
fluid substitution scheme. The frame effective properties are calculated for the wet-
shale and sand mixture as a new solid composite. The grain contact cement model 
parameters are: a shear reduction factor of 0.7, critical porosity of 0.38 and a 
coordination number of 5.6. The rock properties used for the modelling are those 
 
Figure 7-1:  A schematic diagram the Otway project site. Stage 2C is aimed at 




presented in Table 7-3. The volume of clay (𝑓𝑐𝑙𝑎𝑦) is assumed to an intrinsic porosity 
of 0.2 and is calculated from the total porosity (𝜙) as  
𝑓𝑐𝑙𝑎𝑦 = −2.14𝜙 + 0.78. 
 Furthermore, Caspari et al. (2015) found that at seismic frequencies Gassmann-
Wood (uniform saturation case) is appropriate for the Paaratte formation. They also 
present the full treatment of the rock physics model and its application on the Paaratte 
formation. The Gassmann-Wood velocity-saturation relation is characterized with a 
rapid decrease in VP as saturation of CO2/CH4 mixture increases from 0% to about 
20%. This is shown in the velocity-saturation relation curves in Figure 7-3 for each 
point in the reservoir interval. Thus, if such an assumption is correct, it would be quite 
difficult to estimate the exact saturation above 5% in such cases as the velocity-
saturation relation curve exhibits negligible variations in VP with changing CO2/CH4 
saturation. However, the presence of some gas should be detectable. In this study, we 
will employ the same model to invert for the petrophysical properties from the changes 
induced by the injection of CO2/CH4 mixture in the sensitivity analysis using a 
synthetic data set.  
 
Figure 7-2: The Paaratte formation facies units for CRC-2 well as given by 
Caspari et al. (2015).  
 
DM: Distal mouthbar DF: Delta front PM: Proximal mouthbar 









Quartz 37 44 
Clay 11.4 5.32 
Table 7-1: Mineral grain properties used in the model. From Caspari et al. (2015).  
 
7.2 METHODOLOGY 
In the first part of this study, we focus on the analysis of the time-lapse signal 
that could be obtained from the sparse synthetic time-lapse VSP data. First, for the 
reflection amplitude signal we utilize the NRMS difference between the two surveys, 
 
Figure 7-3: Velocity-saturation relation for the Paaratte formation (CRC-2 well) using 
the rock physics model proposed by Caspari et al. (2015). The average lines (black 
lines) are presented as an average due to the variable nature of the formation lithology 
for the DC and PM prominent in the proposed injection interval as shown in CRC-2 
well logs (Figure 7-2). A 5% gas saturation approximately corresponds to 6-8% drop 




which would reveal the highest time-lapse signal difference in an NRMS sense for 
each shot-well pair.  Second, we extract first arrivals time delays, first arrivals 
amplitude and reflection amplitudes for each shot-well pair.  
We then analyse the use of the time-lapse signal obtained to recover the rock 
physics model which was initially used in creating the reservoir model. As we have 
seen in Chapter 4, reflection amplitude is the most challenging attribute to use for 
saturation evaluation. However, it could be used to estimate gas plume geometry as 
was shown in Chapter 4 for the Frio case study. Thus, here, we will utilize the 
reflection amplitude to map the extent of the plume. This is achieved by applying VSP-
CDP transform and VSP depth migration to provide the approximate subsurface 
location of reflections depth points. Figure 7-4 shows a summary of the proposed 




Figure 7-4: Workflow for the Otway 2C synthetic analysis for time-lapse offset VSP 
and their use to constrain the rock physics model initially used in the model. 
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7.3 SYNTHETIC TIME-LAPSE VSP DATA  
The noise free synthetic VSP data we use in this study is part of a large realistic 
3D time-lapse surface seismic data set simulated for the Otway 2C project 
(Glubokovskikh et al. 2016, Pevzner et al. 2015). This model is produced after a 
comprehensive rock physics modelling, 1.5D modelling, 2D FDTD synthetics were 
investigated (Gurevich  et al. 2014, Caspari et al. 2015, Pevzner et al. 2015, Pevzner 
et al. 2013). A log of the elastic properties along the CRC-2 well is shown in Figure 
7-6.  The model was created for a realistic 3D geometry of the field and rock properties 
of the reservoir based on interpretation of previous 3D seismic volumes, VSP data, 
well logs and core data (Pevzner et al. 2015, Caspari et al. 2015, Glubokovskikh et al. 
2016). This is important for the design of the optimal processing flow and quantitative 
analysis of the data as the seismic waves are affected by the overburden geometry. The 
model with the CO2/CH4 gas injection is run by simulating the injection of 15,000 
tons of gas into the reservoir. The thickness of the gas plume at the end of the injection 
for which the monitor synthetic seismic is modelled is shown in (Figure 7-5). The 
model uses a 5% constant gas saturation; however, the thickness varies based on the 
reservoir simulations. The use of a constant saturation at 5% is a first order 
approximation and can be justified by previous analysis as we shown for the rock 
physics model (Figure 7-3). Because the velocity-saturation relation is expected to 
follow Gassmann-Wood (uniform saturation), the velocity changes for 5% saturation 
is similar in magnitude to that for higher saturation values.  
In this study, we will employ only some shot locations in this time-lapse VSP 
study based on previous considerations optimized for CO2 plume monitoring given the 
field layout, access permits, previous vintages of VSP shots and time-lapse response 
expected as will be shown next. Furthermore, to avoid redundancy, we will only 
present some of the synthetic data, which are expected to have corresponding real data 
acquired. It is worth noting that the processing and analysis of the synthetic data took 
place before acquiring the real data and updated based on initial real data acquisition 




7.3.1 Geometry of synthetic VSP data  
The offset VSP shots locations were optimised based on a 3D full-waveform synthetic 
study using a flat earth model by Pevzner, Urosevic, and Gurevich (2015). The time-
lapse seismic signal obtained from the study are used to optimise the location of the 
shots and provide the best coverage. We choose the shot locations in Table 7-2 based 
on this study, the presence of previous VSP data at some locations and proposed 
location of permanent sources. Both CRC-1 and CRC-2 will be utilized as monitoring 
wells (in the synthetic data only). The receivers are set with 2 m spacing in both wells 
from the surface to the total depth in the synthetic model. All shot points are set at a 
plane surface that is 50 m above sea level, which is the average relief in the Otway 
site.  
Figure 7-7 shows a map view of the wells and shots location for the model. In 
this study, we divide the shots locations to far- and near-offset. Near-offset VSP Shots 
are those less than 400 m away from the receivers well, while those more than 400 m 
offset are considered far-offset shots.
 
Figure 7-5: Map view of gas plume thickness in the model for 15,000 tons of gas. 






Figure 7-6: Elastic parameters extracted along the CRC-2 well and derived seismic impedance, reflectivity and two-way time (TWT). The injection 
interval is between 1490-1510 m approximately.   
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CRC_1 (m) CRC_2 (m) 
Well CRC-1 (1847 TD) 657899 5733759 0 163 
Well CRC-2 (1525 TD) 657954 5733913 163 0 
1 CRC1_ZVSP_2010 657986 5733733 91 183 
2 CRC1_OVSP_1_2015 658138 5734549 825 662 
3 CRC1_OVSP_2_2015 658046 5734784 1035 876 
4 CRC1_OVSP_3_2015 658386 5734725 1082 920 
5 CRC1_OVSP_4_2015 658549 5734696 1141 984 
6 Shot 6 658174 5734744 1023 860 
7 CRC2_ZVSP_2010 657880 5733862 105 89 
8 CRC2_DAS_ZVSP 658040 5733942 231 91 
9 PS1 657951 5733943 191 30 
10 PS2 657648 5733815 257 321 
 
Table 7-2: Wells, shots numbers, shots locations and offsets for the Otway time-
lapse VSP synthetic study. Proposed Permanent source (PS). Total depth (TD) is 
for the true well geometry. The synthetic model utilizes CRC-1 and CRC-2 wells 




7.3.2 Synthetic data processing  
The synthetic VSP data is noise free. Thus, minimum processing steps are 
required to extract the first arrivals traveltime and amplitude and reflection amplitudes. 
The processing steps and data extraction are summarized in Figure 7-8. These 
processing steps are described in details in Chapter 2, section 2.6 and their application 
to real and synthetic data was shown in Chapter 4 using the Frio VSP data. We present 
here the final processed sections for two shots from the synthetic data; that is one near-
offset (shot 1) and one far-offset (shot 2) for CRC-1 and CRC-2 wells. However, the 
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Figure 7-8: Synthetic VSP data processing flow and extraction of data for analysis.  
Figure 7-9 shows the final processed sections for the baseline and monitor 
sections and their difference sections for shot 1 (CRC-1). It can be seen that the time-
lapse signal is weak for all the receivers. This is expected as in the model the gas plume 
does not intersect CRC-1 well. Figure 7-10 shows the final processed sections for the 
baseline and monitor sections and their difference sections for shot 1 (CRC-2). We 
note that the reflection amplitude difference in Figure 7-10 (c) is strongest for receivers 
above the plume, then the response decreases moving toward shallower receivers. This 
is attributed to both the increase of Fresnel zone and the reflection depth-point moving 
away from the thickest part of the plume toward the edges as we have observed 
previously for the Frio project in section 4.6.  
Figure 7-11 shows the final processed sections for shot 2; that is about 825 m 
from CRC-1 well. A depth migration is performed to obtain the spatial location of the 
reflection and their magnitude. We note from the difference section in Figure 7-11 (c) 
that the time-lapse amplitude difference is strongest where the supposed location of 
the reflection is at the thickest part of the plume and closer to CRC-2 well (see CDP 
locations in Figure 7-14 ). Figure 7-12 shows the migrated section of shot 2 for CRC-
2 well. A similar behaviour is observed for the reflection amplitudes from CRC-1 with 
a strong signal close to CRC-2 well, where the plume is thickest in the model.  
 
1
•Reading data and pre-processing 
•spherical divergance, NRMS for raw data
2
•Picking first arrivals time
•Extract first arrivals transite times and peak amplitude 
3
•Wavefield seperation (Meidan filtering and F-K filtering)
4
•NMO correction (near-offset) or VSP depth migration (far-offset)
•Extract RMS reflection amplitudes for the reservoir 
5
•Obtain the time-lapse resposnes (difference)
•Extract reflection amplitudes difference for the reservoir
6







Figure 7-9: Final processed near-offset VSP shot record for Shot 1, CRC-1 well with 






Figure 7-10: Final processed near-offset VSP shot record for Shot 1, CRC-2 well 
with NMO correction applied for (a) baseline, (b) monitor and (c) zoomed 







Figure 7-11: Final processed far-offset VSP shot record for Shot 2, CRC-1 well with 
VSP depth migration performed for (a) baseline, (b) monitor and (c) zoomed 







Figure 7-12: Final processed far-offset VSP shot record for Shot 2, CRC-2 well with 
VSP depth migration performed for (a) baseline, (b) monitor and (c) zoomed 




7.3.3 VSP-CDP transform and VSP-migration for CDP locations 
Understanding the expected lateral coverage of the VSP shots used in this study 
is of main importance. As we have discussed in Chapter 2, VSP-CDP transform and 
VSP migration provide an approximate and true lateral position of the reflections 
(depth-points) in the subsurface (for an accurate velocity model), respectively. For 
near-offset shots VSP-CDP transform is applied to get the reflections position and not 
for amplitude interpretation, Figure 7-13. As a first order approximation, the results 
show that reflections are less than 150 m away from the wells except for shot 10 which 
is in the medium offset range.  
VSP depth migration is performed on the far-offset shots as we have shown 
earlier. The location of the depth points for the migrated shots are shown in Figure 
7-14 (a) and Figure 7-14 (b) for CRC-1 and CRC-2 wells, respectively. The CDP 
locations show that with the given VSP shots we will be imaging only part of the 
plume, which is about 50% of the total areal extent of the plume in the subsurface. The 
far offset shots provided the best coverage away from the wells in comparison to the 








Figure 7-13: Approximate CDP locations using VSP-CDP transform for near-offset 








Figure 7-14: Approximate CDP locations for far-offset shots (2,3,4 and 5) after 
migration for (a) CRC-1 (black circle) and (b) CRC-2 (black diamond). The colour 
scale is for the normalized RMS amplitude difference calculate in the reservoir 






7.3.4 Analysis of time-lapse signal strength using NRMS 
One way to measure time-lapse changes in the reflected waves is to look at the 
NRMS (Kragh and Christie 2002) difference between the two surveys (baseline and 
monitor) using equation (2-45) . The results are informative in case of real data about 
the noise level and repeatability, and in this case NRMS gives an indication of the 
strength of the time-lapse signal without noise. This could be done either with the raw 
data sets or the final processed sections. In the case of real data, processing the data by 
removing unwanted noise and downgoing waves is essential. However, in the case of 
synthetic with no noise, the results of the NRMS should provide a measure of the signal 
which is caused by the gas plume in this case. Thus, we calculate here the NRMS value 
for both CRC-1 and CRC-2 shots in panels to assess their sensitivity to the final plume 
geometry in the modelling.  
The raw data NRMS signal for CRC-1 VSP shots show that only few shots have 
a strong NRMS response, that is, the far-offset shots 2 to 6, while for other shots the 
NRMS signal is weak with values less than 30% as Figure 7-15 shows. Moreover, for 
far-offset shots that do show an NRMS signal, the signal is strongest for the receivers 
just above the CO2 plume in the model. As we move toward shallower receivers the 
NRMS signal diminishes for receivers near the surface. For the model plume 
geometry, this indicates that, for CRC-1 receivers far offset shots reflections have the 
best monitoring capability if the receivers are set close to the top of the injection zone.  
For CRC-2 raw data the near-offset, shots 1,7,8 and 9 show a strong NRMS 
signal for all the receivers up to the surface as Figure 7-16 shows. For far-offset shots, 
similar to the CRC-1, only receivers close to the injection zone show a strong NRMS 
signal. The time-lapse signal decay for shallower receivers for far-offset shots is either 
due to increase of Fresnel zone size (for approximate zero-offset shots) or as the 
reflection depth-point is moving away from the well, for both cases the reflected 
seismic wavefield images a smaller part of the CO2 plume or a thinner gas plume. This 
interpretation is supported by the VSP-CDP transform and migrated sections reflection 
locations presented in Figure 7-13 and Figure 7-14. The results of the NRMS are 
expected as the model have the CO2 plume thickest at CRC-2 (Figure 7-5) which 
shows the strongest response for the near-offset shots.  
The time-lapse NRMS signals for the processed near-offset VSP shots for the 




show a stronger NRMS signal compare to the raw data in Figure 7-13. Thus, 
processing the data enhanced the time-lapse signal.  
 
 
Figure 7-15: NRMS sections for CRC-1 VSP shots before processing in a 60-ms 







Figure 7-16: NRMS sections for CRC-2 VSP shots before processing in a 60-ms 









Figure 7-17: Near-offset shots (1,7,8,9 and 10) NRMS sections for CRC-1 (left) 
and CRC-2 (right) after processing in a 60-ms window.  The injection interval 






Figure 7-18: Far-offset shots (2,3,4,5 and 6) NRMS sections for CRC-1 (left) and 




7.3.5 Otway 2C synthetic data analysis 
Here we extract the information required to obtain quantitative measurements of 
time-lapse response caused by the CO2 plume in the model. A similar flow to that 
applied on the Frio field data (Chapter 4, section 4.4) is implemented here.   
7.3.5.1 Transit time delays  
The transit time delays have an uncertainty of ±0.1 ms which is the time 
sampling of the synthetic data during the picking routine. This appears clearly in the 
data for both the near- and far offset in Figure 7-19 (a) and Figure 7-20 (a). It can be 
seen from Figure 7-19 (a) and Figure 7-20 (a) that there is no transit time delay for 
most of the CRC-1 well shots locations for the near offset shots. However, for far-
offset shots, no change is observed for receivers just below the gas plume model until 
the depth of 1540m, then the time delays increase as we move toward deeper receivers 
indicating that the seismic wavefield passes through the gas plume away from the well. 
An opposite response is recorded for the CRC-2 well, as the time delays decrease as 
we move toward deeper receivers, indicating that the passing seismic wavefield is 
probably going toward the plume edges where the gas plume is thinner. In Figure 7-19 
(a) we see that for shot 10, the time delay diminishes for deep receivers indicating that 
the gas plume extent toward shot 10 is small, which is in agreement with the model.   
The transit time delays can also provide an estimate of plume thickness. This can 
be achieved by either knowing the receiver locations and top sealing layer or by the 
behaviour of the first arrivals in an approximate zero-offset shots given a dense 
receiver spacing. In the Otway project a possible sealing thin bed in the CRC-2 well is 
located at depth of about 1490 m. Therefore, given that the maximum time delay for 
the near-offset shots (approximate zero offset) stabilizes or reaches a maximum for a 
receiver at depth 1511 m and lower, this means that the gas plume is no more than 21 
m thick approximately at the CRC-2 well. The use of far-offset shots for a similar 
objective is more challenging and susceptible to large uncertainties as the distance 
travelled by the seismic wave in the gas plume can only be approximated using ray 
tracing which is not a trivial task as the plume thickness is also unknown. To obtain 
the velocity changes from the time delays equation (4-3) is used. The initial velocity 
could either be approximated from the VSP interval velocity or calculated using the 
sonic-log P-wave velocity for the same interval. Here, for comparison we utilize both 




Although CRC-2 is probably the best VSP location to monitor traveltime delays, 
it has a very limited depth below the proposed injection interval. On the other hand, 
for CRC-1 the synthetic study results suggest that most rays do not travel through the 
gas plume which is in agreement to that shown previously for a flat earth model 













VSP 6.50 3252 3062 0.063 
Well logs 6.56 3198 3014 0.061 
Table 7-3: Table of average post-injection velocity with the baseline VP calculated 
using VSP interval velocities and well logs. The traveltime delay is set at 0.4 ms as 
observed for the near offset shots in CRC-2 well. The layer thickness is set to be 21 m 
in the depth range of 1490 m to 1511 m.  
7.3.5.2 Transmitted waves amplitudes  
Figure 7-19 (b) shows the first arrivals amplitude change. We see that the 
uncertainty in the transmitted waves amplitude is about ±2%. This is considered large, 
given that the maximum change obtained for the near-offset shots is 4±2%. Looking 
at the results in Figure 7-19 (a,b) for the near-offset shots for CRC-1 reveals that 
although no traveltime delays are associated with first arrivals, their amplitudes do 
change, indicating that the seismic wavefield is affected by the gas plume. However, 
we could not interpret these results quantitatively, but qualitatively they indicate the 
presence of the gas plume. In Figure 7-20 (b) ∆Ip (change in impedance) in the far-
offset shots is about 9±2%. Interpretation of these changes requires taking the offset 








Figure 7-19: Near-offset shots (a) transit time delays and (b) transmission 
coefficient change for CRC-1 and CRC-2 wells.  
 
Figure 7-20: Far-offset shots (a) transit time delays and (b) transmission coefficient 














7.3.5.3 Reflection amplitudes  
For the near-offset shots the reflection amplitude is essentially coming from a 
lateral distance of less than 200 m around the receiver well.  The amplitude is 
calculated as the RMS amplitude difference in a 60 ms window for the normalized 




 × 100 (7-1) 
The reflections amplitude is expected to vary with changing receiver depth. As 
we have seen previously in the study of the reflection behaviour observed in the Frio 
case study in Chapter 4, as each receiver depth samples a different volume of the 
subsurface rock, the reflection is affected by the size of the Fresnel zone and gas plume 
geometry. The near-offset reflection response difference for CRC-1 and CRC-2 wells 
is shown in Figure 7-21. It can be seen that the change in amplitude for CRC-2 well is 
much stronger than CRC-1 well. This is because for these near-offset shot, the gas 
plume is not present around CRC-1 and only part of the seismic wavefield is affected 




Figure 7-21: Reflection amplitude change in a 60 ms window calculated using 
equation (7-1) for near-offset shots at the reservoir interval in CRC-1 and CRC-2 





We presented the processing and interpretation of a synthetic time-lapse VSP 
data for Otway stage 2C CO2 injection project. The results provide the best case 
scenario of obtaining a time-lapse signal as the data set is noise free.  If the injected 
gas behaved similar to that predicted by the reservoir modelling (lateral extent, 
changes in elastic properties with CO2/CH4 saturation etc.), then the following main 
observations can be made: 
 Receivers in CRC-2 will provide information about the near and far offset 
response of the plume. However, receivers in CRC-1 will only provide 
information using the far-offset shots, while weak time-lapse signal is observed 
for the near-offset shots.  
 The first arrivals contain information about the velocity changes caused by the 
gas plume for receivers in CRC-2 well, while for CRC-1, the majority of the 
seismic waves do not travel through the gas plume.  
 First arrivals traveltime expected to be of the order of 0.4 ms (for a gas plume 
thickness of about 20 m), thus a high signal-to-noise ratio field data is required 
to effectively capture such subtle changes.  
 First arrivals time delays in CRC-2 well could be utilized in containing the rock 
physics model, however, uncertainty in the obtained signal could make the 
results less effective in constraining the rock physics model.  
 Reflection amplitudes are difficult to interpret, However, if the real data is 
compared to the synthetics, then, reflection amplitude could be used to 
constrain the quantitative and qualitative interpretation of the time-lapse signal. 
The study in this chapter shows how each time-lapse survey is unique and that 
various factors control our ability to perform quantitative interpretation to constrain 
rock physics models such as, survey design, expected time-lapse signal strength and 
quality of the seismic data (resolution and signal-to-noise ratio). We expect the main 
controlling factor here to be the magnitude of velocity changes. The P-wave velocity 
changes of about 200 m/s for about 20 m plume thickness for the Otway 2C case, 
resulted in 0.4 ms time delay, this translate to a relative VP change of 0.062±0.02 (with 
±0.1 ms uncertainty in the time picks). Such a subtle change in the first arrivals time 





This chapter presented a study on the induced elastic changes by CO2 in the 
Otway 2C project and their seismic response for seismic monitoring using sparse-VSP 
geometry by means of a realistic 3D synthetic modelling. The synthetic VSP data have 
shown that it is possible to constrain the velocity changes in the reservoir if the 
receivers are set in the CRC-2 well with sufficient spacing. Moreover, good overall 
illumination of the plume is obtained for the northern azimuth. The velocity changes 
inferred from the first arrivals time delays and amplitude changes provide could be 
utilized to contain the rock physics model. However, because the velocity changes 
expected are small, the uncertainty is almost 25% that of the magnitude of the signal. 
The results show that for quantitative interpretation the magnitude of the velocity 
changes caused by CO2 is a first order factor followed by the resolution of the seismic 
method. Both factors are expected to play a major role in utilizing borehole seismic 






CHAPTER 8. CONCLUSIONS 
The objective of this thesis was the analysis of the effect of CO2 saturation on 
the elastic properties of rocks using borehole seismic data. Seismic resolution, gas 
plume geometry, rock physics models applicability and adaptation to the effect of 
geochemical interactions on the rock frame were the main aspects in this research. To 
investigate these factors two CO2 injection projects were investigated, the Frio project 
and Otway Stage 2C project (synthetic data).  
For the Frio project the applicability of Gassmann’s poroelasticity theory was 
investigated for quantitative interpretation of field time-lapse VSP and crosswell 
seismic. At first, to calibrate the rock physics model time-lapse measurements were 
extracted from time-lapse VSP data. The measured traveltime delay is found to be caused 
by a velocity reduction of 750±150 m/s in about 8.8 m interval at the injection well. Two 
other independent measurements, that is first arrivals amplitude changes and reflection 
amplitudes, as well as the 2.5D elastic, finite difference modelling results, supported the 
estimates of the magnitude of this velocity change at the injection well. The geophysical 
attribute from the time-lapse VSP provided a high accuracy measurement with 
redundancy that confirms the velocity changes caused by the CO2. The effect of the 
seismic waves resolution on the quantitative analysis was also investigated in the 
modelling and was found to affect largely the reflection amplitude, while it had a 
negligible effect on the first arrivals (amplitudes and transit time). An interesting 
observation with the Frio VSP data is that the reflection response change is possibly caused 
by the geometry of the CO2 plume, being at or below the tuning thickness and with a lateral 
extent comparable to the Fresnel zone. This allowed the estimate of approximate plume 
geometry in the subsurface for the Frio case study. Modelling is found to be an essential 
part to reveal resolution and reflector geometry related effects on the seismic waves 
response. Also, it assisted in the estimate of elastic seismic parameters such as P-wave and 
seismic impedance. 
The site-specific rock physics model for the Frio “C” sandstone injection interval 
was created using petrophysical and baseline sonic logs and was constrained by the 
VSP measurements. Using Gassmann-Wood (uniform saturation) the maximum 




much less than the 750 m/s velocity reduction observed in the field data. Thus, it 
became apparent that the rock physics model underestimates the velocity change obtained 
from field observations at the injection well. Given that input parameters for the 
Gassmann’s equation were well constrained, we investigated Gassmann’s assumptions as 
possible causes for this discrepancy. The assumptions of homogeneity and isotropy were 
anticipated to be satisfactory for the Frio “C” and even if present they are not expected to 
be responsible of such a large discrepancy in this case. Moreover, the assumption of fluids 
homogeneity was already assumed in the fluid substitution by using Gassmann-Wood and 
assuming a heterogeneous fluids distribution was only bound to increase the discrepancy. 
Thus, after investigation of several possible causes the most probable cause was formation 
frame weakening after CO2 injection, which violates the assumption that the rock frame 
properties do not change with fluids replacement. To be able to investigate such a claim, 
we integrated the crosswell data which have a higher resolution results and offer the ability 
to use the change in both VP and VS, compared to the time-lapse VSP data.  
The crosswell data offered an opportunity to investigate a topic of current interest 
in CO2 injections projects, that is CO2-fluid-rock interactions effect on the rock frame 
elastic properties. It has been demonstrated that rock frame weakening we suspected at the 
Frio site is supported by many field observations and other CO2-rock-interactions 
experimental studies. Possible mechanisms responsible of frame weakening due to 
injecting a reactive fluid such as CO2 were given which could occur individually or in 
combination. All given mechanisms are mostly related to rock frame cement, with 
dissolution of grain contact cement as the major cause suspected at the Frio CO2 injection 
project. The ability to explain these changes required the use of models that can describe 
the rock microstructure and developing a workflow to estimate these changes 
quantitatively. The constant-cement model predicted that the grain contact cement present 
in the formation is about 0.1% before CO2 injection. Using S-waves velocity changes, a 
reduction of 0.04% in grain contact cement was inferred in the reservoir area of interest 
after CO2 injection on average. The results were consistent with frame weakening 
resulting from minute changes in the contact-cement percent that cause a large 
reduction in the frame elastic moduli as predicted by the cementation theory of high 
porosity sandstone. This small decrease in cement percent is furthermore consistent 
with geochemical field data acquired during CO2 injection which shows that even 




To sum-up, integrating logs, VSP and crosswell with a rock physics model that 
is based on rock microstructure diagnostic which conforms with Gassmann’s derived 
dry-frame properties we were able to explain the discrepancy by introducing a time- 
and space- varying rock frame weakening in the form of contact cement change. The 
rock frame weakening map between the wells derived using crosswell S-wave velocity 
change and the constant-cement model shows that the Gassmann’s consistent model 
fails at the injection well only. However, at the observation well, the model does not 
contradict with the data and predicted the velocity change due to saturation using a 
patchy saturation model. The VSR at both the wells predicts the same patch size for 
the crosswell and VSP if only the frame properties were changed based on the 
magnitude of the rock frame weakening in the form of contact cement percent change. 
Although the uncertainty was difficult to estimate, the results obtained conform with 
the field data for both the crosswell and VSP. A broad look at the results of the Frio 
CO2 injection project shows the power of data integration in time-lapse seismic 
monitoring for CO2 sequestration. Adaptation of existing theoretical models guided by 
recent geochemical experimental results was a key to explaining observed time-lapse 
responses.  
The Frio project case study illustrated that time-lapse VSP can be used to obtain 
quantitative measurement of velocity change upon CO2 injection and constrain the 
velocity-saturation relation. The learnings from the field measurement analysis, rock 
physics modelling and seismic modelling studies showed a potential to apply to 
Australia’s Otway 2C project. The two projects have many similarities such as depth 
and the injection into a brine aquifer. The synthetic VSP data from the Otway 2C 
showed that it is possible to obtain quantitative measurement of velocity changes 
caused by the injected gas if the receivers are deployed in CRC-2 well using traveltime 
delays. However, first arrivals amplitudes were not usable due to the large uncertainty 
involved compared to the expected signal as predicted by the rock physics model. On 
the other hand, if the receivers are deployed only in CRC-1 well, then measurements 
from the first arrivals are only present for far-offset shots, and are difficult to constrain 
for quantitative interpretation. Thus, in such case, only reflection amplitudes for the 
CRC-1 far offset shots could be used for analysis. The sensitivity study shows that for 
the rock physics model used the seismic wave velocity change that is of the order of 




would require high signal-to-noise ratio data to be performed in the real data. 
Comparison between the Frio project and Otway 2C showed that both the survey geometry 
and magnitude of the heterogeneity (e.g., P-wave velocity changes, thickness of the gas 
plume) in the subsurface control our ability to obtain quantitative geophysical data for 
rock physics modelling. 
The key objectives of this thesis were using time-lapse borehole seismic data for 
CO2 monitoring in the subsurface and constraining rock physics models for 
quantitative estimation of CO2 saturation. We utilized the concept the Fresnel zone in 
CO2 monitoring to constrain the geometry of the CO2 plume of the Frio project. We 
have shown that it is possible to use time-lapse VSP and crosswell seismic to 
investigate the applicability of rock physics models for field scale studies. Gassmann’s 
poroelasticity theory is found to be sufficient if rock frame changes are not induced. 
Moreover, a methodology to quantitatively estimate possible rock frame changes has 
been developed and performed on the Frio data. Finally, a prediction of the time-lapse 
signal for offset VSP data and the ability to constrain the rock physics model was 
accomplished for the Otway 2C project. 
The methodologies developed in this research for utilizing borehole seismic data 
could be employed in current and future CO2 sequestration projects to better constrain 
the velocity-saturation relation and thus allows better quantitative interpretation of 
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APPENDIX A. FRIO REAL DATA  
Here we present the final processed VSP shots for the Frio case study which 
have been used in the analysis. Shots 2, 4 and 5 are presented in Figures A-1, A-2 and 





Figure A-1: VSP data for shot 2 after NMO correction for (a) baseline, (b) monitor and 








Figure A-2: VSP data for shot 4 after NMO correction for (a) baseline, (b) monitor and 




















Figure A-3: VSP data for shot 5 after NMO correction for (a) baseline, (b) monitor and 
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