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ABSTRACT 
Let k be a field, and let S, T, S,, T, be skew-symmetric matrices over k with S, S, 
both nonsingular (if k has characteristic 2, a skew-symmetric matrix is a symmetric 
one with zero diagonal). It is shown that there exists a nonsingular matrix P over k 
with P’SP = S,, P’TP = T, (where P’ denotes the transpose of P) if and only if S’T 
and ST’T, are similar. It is also shown that a 2m X2m matrix over k can be factored 
as ST, with S, T skew-symmetric and S nonsingular, if and only if A is similar to a 
matrix direct sum BOB where I? is an m X m matrix over k. This is equivalent to 
saying that all elementary divisors of A occur with even multiplicity. An extension of 
this result giving necessary and sufficient conditions for a square matrix to be so 
expressible, without assuming that either S or T is nonsingular, is included. 
INTRODUCTION 
Let V be a finite dimensional vector space over a field k. Let f be a 
bilinear form defined on V X V. We say that f is alternating if f( v, v) = 0 for 
all v in V. Alternating forms are discussed in Section 1.9 of Kaplansky’s book 
[4], and we will make use of the terminology of Chapter 1 of that book here. 
We pick a basis ui,..., u, of V and set aij = f(ui, uj). We have a,, = 0 for 
1~ i < n and uij = - aji for i # j. Thus the matrix A = (aij) is skew-sym- 
metric if the characteristic of k is not 2. We will still refer to A as 
skew-symmetric if k has characteristic 2, as this will avoid unnecessary length 
in formulating our results. 
Suppose now that we have two alternating forms f and g defined on 
V X V. If one of the forms, which we will take to be f, is nonsingular, we will 
say that we have a nonsingular pair of forms. Given such a nonsingular pair, 
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there is a unique linear transformation u of V that satisfies g( u, u) = f( uu, v) 
for all u, v in V. We call a the multiplier of g relative to f. If we have a 
second nonsingular pair of forms, fi and g,, with fi nonsingular, we say that 
the two pairs are equivalent if there is an automorphism T of V that satisfies 
Thus T determines simultaneously equivalences between f and fi, and g and 
g,. If ui is the multiplier of g, relative to fi and if T establishes an 
equivalence of the pairs as defined above, we must have u = Tu,T- ’ and thus 
u and ui are similar. One of the results of this paper (Theorem 4) is the 
converse of this: if u and ui are similar, the two pairs f, g and fi, g, are 
equivalent. 
Our proof is based on various properties of the transformation u that are 
of independent interest. If we put u = v in the formula defining u, we obtain 
f(uv, v)= 0 for all v in V. In [4, Theorem 711, Kaplansky calls such a 
transformation alternate, and we will use this designation as well. Theorem 71 
of [4] gives what is essentially a canonical form for an alternate transformation 
when k is algebraically closed. For an arbitrary k, we show that V can be 
written as a direct sum V = U,@ Us, where Vi, Us are isomorphic u-modules 
that are totally isotropic with respect to both f and g (Theorems 1 and 2). 
These results admit matrix interpretations which we will now explain. 
Suppose that S, T are skew-symmetric 2m X 2m matrices over k (as defined 
earlier if k has characteristic 2) and that S is nonsingular. Let A = ST, so that 
A is a product of two skew-symmetric matrices, one of which is nonsingular. 
If V is any vector space of dimension 2m over k, we can define alternating 
forms f and g on V X V with matrices S - ‘, T relative to any given basis. We 
find that the multiplier of g relative to f has matrix A = ST. The discussion 
of the previous paragraph implies that A is similar to a matrix of the form 
B 0 
[ 1 0 B 
where B is an m X m matrix over k. Conversely, it is quite easy to show that 
any 2m x 2m matrix A over k that is similar to a matrix of the form above 
can be written as a product of two skew-symmetric matrices, one of which is 
nonsingular (Theorem 5). 
To describe this similarity type of A more intrinsically, let us recall that 
the elementary divisors of a square matrix C are the characteristic polynomi- 
als of the indecomposable block matrices that arise in a rational canonical 
form of C. It is well known that the similarity class of C is determined by the 
set of its elementary divisors, each elementary divisor corresponding to an 
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indecomposable block matrix in the rational canonical form. It follows that if 
each distinct elementary divisor of C occurs with even multiplicity, C is 
similar to a matrix of the form 
D 0 
[ 1 0 D’ 
for some square matrix D. This can be seen by considering the pairing of the 
indecomposable block matrices in a rational canonical form of C. In accor- 
dance with this discussion, we have stated our Theorem 5 in terms of 
elementary divisors and have adopted this terminology throughout this paper. 
In the remainder of the paper, we consider products of two arbitrary 
skew-symmetric matrices. We give a complete description of such matrices in 
terms of elementary divisors, but the results obtained are more complicated 
and less easily stated than our criterion when one of the skew-symmetric 
matrices is invertible. 
In a more general paper, [5], R. Scharlau has discussed the equivalence of 
arbitrary pairs of alternating forms, not just nonsingular ones. His results must 
include ours as a special case, but we feel that our criterion is more explicit 
and more accessible to nonspecialists. Furthermore, the matrix versions of our 
theorems have interest in their own right. Scharlau’s paper uses Kronecker’s 
theory of a singular matrix pencil to handle the case of two singular forms. A 
special case is described by Gantmacher in [2, Chapter XII, Section 61. The 
idea of using the multiplier of one form relative to another underlies much of 
the theory of the classification of two bilinear forms. The paper of Uhlig [7] 
gives matrix versions of the classification of two symmetric forms and includes 
an extensive bibliography. We note that, in contrast to the case of a 
nonsingular pair of alternating forms, the similarity class of the multiplier of a 
nonsingular pair of symmetric forms does not determine the equivalence class 
of the pair. 
1. ALTERNATE TRANSFORMATIONS AND PAIRS OF 
ALTERNATING FORMS 
Let u be alternate with respect to an alternating form f on V X V. Thus 
we have f(ov, u) = 0 for all I) in V. 
LEMMA 1. Let m(x) be any polynomial in k[x]. Then m(u) is also 
alternate with respect to f. We also have f(a'u, uju) = 0 for all u in V and all 
positive integers i, j. 
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Proof. To prove the first part, it will suffice to show that ur is alternate 
with respect to f for any positive integer r. Substitnting u + w for 0 in the 
formula f(au, U) = 0, we obtain f(au, U) = f(u, au) for all U, 2) in V. Thus 
f(a2u, u) = f(uu, au) = 0, as f is alternating and so u2 is alternate. Similarly, 
f(u’u, u) = f(u rp1~, uu) = f(urp2(uu), au). By induction, a’+” is alternate 
if T > 3, and therefore f(uru, U) = 0. This says that u7 is also alternate. 
Finally, if i = j, we certainly have f(u”u, uju) = 0. If i # j, we may suppose 
that i > j. Then f(u’u, ok) = f(u’-j(uju), uju) = 0, as a’-j is alternate. 
This completes the proof. n 
COROLLARY. lf Vis a cyclic u-module (that is, u is nonderogatory), f is 
identically zero. 
Proof. Since V is a cyclic u-module, there exists w in V such that each 
element of V is of the form h(u)w for some polynomial h(x). But then 
f( U, U) = 0 for all U, u in V by repeated application of Lemma 1. n 
Now suppose that the form f is nonsingnlar. We wish to investigate the 
decomposition of the space V into u-invariant subspaces, corresponding to the 
elementary divisors of u, that are nonsingnlar with respect to f. We will make 
use of the fact that if U is nonsingnlar and u-invariant, then the orthogonal 
complement, W, of U with respect to f is also nonsingular and u-invariant, 
and V is the orthogonal direct sum of U and W. 
Let m(x) be the minimal polynomial of u, and let m(x)= pi(x)“’ . . . 
p,(x)“~ be the decomposition of m(x) into irreducible factors. Here each pi(r) 
is manic and irreducible, and pi(x) # pi(x) if i f j. Let V = Vi@ . . . @V, be 
the corresponding primary decomposition of V with respect to u. 
LEMMA 2. ?'j is orthogonal to Vj, i # j. Thus V is the orthogonal direct 
sum of V,, . . . , V,. 
Proof. Take u in V,, 0 in Vi, i # j. Then we have 0 = f(pi(u)(2Eu, 0)’ 
f(u, p,(u)“‘w). Now pi(u) defines, by restriction to Vj, an invertible linear 
transformation of Vj. Thus we have f( U, w) = 0 for all w in Vi, as required. 
n 
Lemma 2 shows that in analysing the orthogonal decomposition of V into 
u-invariant subspaces, we can assume that V is the only primary component 
of u and that m(x) = p(x>“, where p(x) is irreducible and e is a positive 
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integer. In this case, we let the distinct elementary divisors of u be 
where e = e, > e2 > . . . > e,. Let V = Vi@ . . . @CJ, be a corresponding 
decomposition of V into u-invariant subspaces, such that u has only the 
single type of elementary divisor p( X)~I on U,. This decomposition is not 
canonical. However, we have the following result. 
LEMMA 3. The subspace U, corresponding to the elementary divisor of 
largest degree is nonsingular with respect to f. 
Proof. Let R denote the radical of U,. We wish to show that R is trivial. 
If R is nontrivial, we can find a nonzero u in R with p(o)u = 0. By the 
elementary divisor theory, u = p(u) e-lw for some w in U,. We will now 
show that u is orthogonal to U,@ . . . @ U,. Take I_J in Ua@ . . . $ U,. We have 
since p(u)+’ is zero on U2@ . . . @U,. But then, since u is in the radical of 
U,, we see that u is in the radical of V. This is not possible, as f is 
nonsingular. Thus U, is nonsingular, as required. n 
The orthogonal complement U,’ is u-invariant and nonsingular and 
intersects U, trivially. The elementary divisors of u on U,’ all have smaller 
degree than p(x)“. Thus, repeating the process (and appealing to the Krull- 
Schmidt theorem for uniqueness up to isomorphism of the indecomposable 
summands in a direct sum decomposition), we see that the decomposition 
V=U,@ ... $ U, can be chosen to be an orthogonal decomposition. The final 
step of our analysis of u is to investigate orthogonal decompositions of each of 
U r, . . . , U,. Thus we can assume that u has a single type of elementary divisor 
p(x)” on V. We put V=W,@ ... CBW~, where W,,...,W, are isomorphic 
indecomposable u-modules. Since Wi is then a cyclic u-module, it follows 
from the corollary to Lemma 1 that f is identically zero on Wi, 1~ i < t. 
Thus the subspaces W,, . . . , W, are totally isotropic with respect to f. 
The proof of the next result uses ideas of Huppert found in [3, Theorem 
1.71. 
LEMMA 4. By renumbering the Wi, if necessary, we can assume that 
Wi@W2 is nonsingular. 
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Proof. Each subspace Wi has a unique irreducible a-submodule, 
p( u)~- ‘Wi. Since W, is totally isotropic and V is nonsingular, there must be 
an index j # 1 with p(a)+ ‘W, not contained in Wj’ . By renumbering, we 
can take j = 2. We intend to show that Wi@W2 is nonsingular. 
Suppose that the radical R of W,@W, is nonzero. R is u-invariant and 
therefore contains an irreducible a-submodule. Since every irreducible u-sub- 
module of W,@W, is contained in p(~)“~‘W,@p(u)“-‘W,, there exist wi in 
~(u)~-~Wi and wa in p(u)“-’ W, with 0 z wi + w2 in R. We can suppose 
that wi # 0. It now follows that for all o2 in W, 
since f( w2, us) = 0 (Wz is totally isotropic). Hence wi is in p(u)“-‘W, n 
W,l. Since p( u)~-‘W, is an irreducible u-module, we conclude that 
p(u)“-‘Wr is contained in W,‘. This contradicts our choice of W,, so Lemma 
4 holds. n 
Our sequence of lemmas can be summarized in the following theorem. 
THEOREM 1. Let V be a finite dimensional vector space, and let f be a 
nonsingular alternating form defined on V x V. Let u be alternate with 
respect to f. Then the elementary divisors of a occur with even multiplicity. 
Moreover, if q(x) is an elementary divisor of a, there exists a nonsingular 
u-invariant subspace U of V that is a direct sum of two totally isotropic 
indecomposable u-invariant subspaces each having the single elementary 
divisor q(x). 
An interesting consequence of this theorem is a result on pairs of 
alternating forms. 
THEOREM 2. Let f and g be alternating forms defined on V x V, with f 
nonsingular. Then V is a direct sum of two subspaces U and W that are 
totally isotropic with respect to both forms. 
Proof. Let u be the multiplier of g relative to f. We know that u is 
alternate with respect to f. By Theorem 1, V can be written as a direct sum 
U@ W of two totally isotropic (with respect to f) isomorphic u-modules. For 
u, v in U, we have g(u, v)= f(uu, v)= 0, as U is totally isotropic with 
respect to f. Thus U is also totally isotropic with respect to g. Similarly, W is 
totally isotropic with respect to both f and g. n 
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The next theorem is used to prove the equivalence criterion for nonsingu- 
lar pairs of alternating forms. We recall that a linear transformation p is said 
to be sympkctic with respect to the alternating form f if f( pu, pu) = f( u, u) 
for all u, v in V. 
THEOREM 3. Let CT, r be alternate with respect to a nonsingular alternat- 
ing form f. Then u, 7 are similar if and only if there exists an element p of the 
symplectic group off with pap- ’ = 7. 
Proof. If u, T are similar, they have the same elementary divisors. By 
Theorem 1, we have V = U@W where U, W are totally isotropic isomorphic 
u-modules. Let e,, . . . , e,,, be an arbitrary basis of U and fi,. . . , f,, a basis of 
W dual to the ei basis. If we put aei = Cja jiej, it is easy to see that 
ufi = Ciaijfi. Similarly, we have V = U’@W’, where U ‘, W’ are totally 
isotropic isomorphic T-modules. Moreover, the elementary divisors of u on U 
equal the elementary divisors of T on U’ (and on W’). Thus we can find a 
basis e;,..., e; of U’ with re( = Cja jieJ. By taking the dual basis f;, . . . , f”i 
in W’, we obtain TX’ = Ejaiifj’. If we now define a linear transformation p of 
V into itself by pe, = e(, pfi‘ = A’, 1~ i < m, we have pup-’ = T. It is also 
clear that p is in the symplectic group, as the four subspaces U, W, U ‘, W’ 
are totally isotropic. This completes the proof. n 
We can now obtain our equivalence theorem. 
THEOREM 4. Let f, g and fi, g, be nonsingular pairs of alternating forms 
on V x V, with f, fi nonsingular. Set g(u, v) = f(uu, u), g,(u, v) = fi(ulU, U) 
for all u, v in V. Then the pairs are equivalent if and only if u and u1 are 
similar. 
Proof. We have already observed that if the pairs are equivalent, u is 
similar to ui. Conversely, suppose that u is similar to ui. Since any two 
nonsingular alternating forms are equivalent, we can assume that fi = f. This 
does not affect the similarity of the multipliers u and ur. Since u and ur are 
now both alternate with respect to f and similar, we can find a symplectic 
transformation p with pup-’ = ul. We have 
g(u, v> = f(% v> = f(Pau> PO) 
= fhP% PO> = dP% PO>. 
Thus p defines an equivalence between g and g,. Since p fixes f, it provides 
the required equivalence between the pairs. n 
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2. PRODUCTS OF TWO SKEW-SYMMETRIC MATRICES 
In this section we consider what matrices can be expressed as a product of 
two skew-symmetric matrices. We begin by showing that, when at least one 
of the skew-symmetric matrices is nonsingular, there is a straightforward 
criterion in terms of elementary divisors for a matrix to be expressible as such 
a product. 
THEOREM 5. A 2m X2m matrix A over a field k can be written as a 
product of two skew-symmetric matrices, one of which is non-singular, if and 
only if each elementary divisor of A occurs with even multiplicity. 
Proof. Suppose that A = ST, where S and T are skew-symmetric 
matrices. If S is nonsingular, we have seen that A can be taken to be the 
matrix of an alternate transformation with respect to a nonsingular alternating 
form. It follows from Theorem 1 that each elementary divisor of A occurs 
with even multiplicity. If T is nonsingular, we have TAT- ’ = TS and thus we 
can obtain the same conclusion as before about the elementary divisors of A 
by working with TS. 
Conversely, suppose that each elementary divisor of A occurs with even 
multiplicity. Then there exists a non-singular matrix Y with 
y-‘A)‘= B ’ 
[ 1 0 B 
for some matrix B. Since B is similar to its transpose B’, there exists a 
nonsingular matrix 2 with 
Z-‘AZ= B ’ 
[ 1 0 B’ 
=[ :I ;I[; -;‘]=ST. 
where S, T are skew-symmetric matrices and S is nonsingular. Then we have 
A = (ZSZ’)(Z*TZ-I), where Z* is the transpose-inverse of Z. Thus A is 
expressed in the required manner. n 
We note in particular that each eigenvalue of A has even multiplicity. 
Previous results related to this are described by Taussky and Zassenhaus [6]. 
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Theorem 5 can be compared with the theorem of Frobenius [l, p. 4211 
which states that every square matrix A can be written as a product of two 
symmetric matrices, one of which is nonsingular. 
We turn to consideration of those matrices A which can be expressed as a 
product of two arbitrary skew-symmetric matrices. We will show first that the 
problem of describing such matrices in terms of elementary divisors can be 
reduced to the case where A is nilpotent. 
THEOREM 6. Let A be an n X n matrix over a field k. Suppose that A is 
the product of two arbitrary skew-symmetric matrices. Then the elementary 
divisors of A that are not powers of x occur with even multiplicity. The 
elementary divisors of A that are powers of x arise as those of a nilpotent 
matrix that is also expressible as a product of two skew-symmetric matrices. 
Proof. Suppose that A = ST, where S and T are skew-symmetric 
matrices. Corresponding to the Fitting decomposition of A, we can find an 
invertible matrix Y with 
B=yAy-‘= Al 0 
[ 1 0 A2 
where A, is nonsingular and A, is nilpotent. The elementary divisors of A 
that are powers of x are those of A,, and the elementary divisors of A that 
are not powers of x are those of A,. We have B = SIT,, where S, = YSY’, 
T, = Y *I?- ‘. It follows that BS, = SIB’. If we put 
szc D 1 I 1 E F’ 
where the blocking is compatible with that of B, we obtain A,D = DA’,. 
Since A,, A’, have no elementary divisors in common, we obtain D = 0 and 
thus E = - D’ = 0 also. Similarly, we have 
T=M 0 1 [ 1 0 N 
for certain skew-symmetric matrices M, N. It follows that A, = CM, A, = FN, 
and so we see that A,, A, are both products of two skew-symmetric matrices. 
Theorem 5 shows that each elementary divisor of A, occurs with even 
multiplicity. The result follows by our earlier observation. n 
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We now confine our attention to nilpotent matrices that are products of 
two skew-symmetric matrices. 
LEMMAS. Let A be an n x n nilpotent matrix. Then A can be expressed 
as a product of two skew-symmetric matrices if and only if A is similar to a 
matrix of the form 
Dcoc 
[ 1 0 B 
where for some positive integer r, B is a nilpotent 2r x2r matrix each of 
whose elementary divisors occurs with even multiplicity and C is an (n - 2r) 
X2r matrix. 
Proof. Let us assume that A is similar to a matrix D of the form 
described above. By Theorem 5, we can find skew-symmetric matrices S,, T1 
with T1 nonsingular such that B = S,T,. Put S, = CT,- ‘. Then we have 
D= [-OS; :j[: g] =ST3 
where S, T are skew-symmetric matrices. Since A is similar to D, the 
argument of Theorem 5 shows that A is also a product of two skew-symmet- 
ric matrices. 
Conversely, suppose that A = ST is a product of two skew-symmetric 
matrices. If T has rank 2r, we can find an invertible matrix Y with 
0 0 
Y’n = 0 Tl 
[ 1 
where T1 is a 2r X2r invertible skew-symmetric matrix. Put 
y-lsy*= 5 s‘2 
[ 1 % Sl’ 
where the blocking is compatible with that of Y’TY. We obtain 
y-‘syy= ; g . 
[ 1 1 1 
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The matrix S,T, must be nilpotent, as A is, and each of its elementary 
divisors occurs with even multiplicity, by Theorem 5. Thus A is similar to a 
matrix of the kind described in the statement of the lemma. This completes 
the proof. n 
We now wish to describe the elementary divisors of a matrix of the form 
DC 0 c [ 1 0 B’ 
where B, C satisfy the conditions stated in Lemma 5. By considering the 
action of D on column vectors, we can see that determination of the 
elementary divisors of D is equivalent to analysis of the following vector 
space configuration. A finite dimensional vector space V, a nilpotent linear 
transformation 6’ of V, and a subspace U of V are given. U is contained in the 
kernel of 8, and in the induced action of 8 on V/U the elementary divisors of 
0 occur with even multiplicity. We will develop a slight refinement of the 
usual Jordan form theory to handle this analysis. The results we obtain are 
probably well known, but we include proofs for completeness. 
The theory of elementary divisors shows that V is a direct sum of cyclic 
e-invariant subspaces, V = W,@ . . . CB W,. If dimWi = rni, there is a vector wi 
in W, such that wi, e(wi),...,S m~~l(~i) form a basis of W, and em(wi) = 0. 
The elementary divisors of B are then ~~1,. . , xmt. We say that the vectors 
WI,. . . > wt generate a Jordan basis of V with respect to 8. The basis of Wj 
described above is said to be a Jordan string of length m,. We say that the 
vector 8”~~ ‘( wi) is the terminal vector of the ith Jordan string. The terminal 
vectors of the t strings form a basis for the kernel of 8. 
LEMMA 6. Let 0 be a nilpotent linear transformation of a finite dimen- 
sional vector space V. Let u be a rwnzero vector in the kernel of 8. Then there 
is a Jordan basis for V such that u is the terminal vector of one of the Jordan 
strings in the Jordan basis. 
Proof. Let U be the one-dimensional subspace spanned by u. There is 
an induced action of 8 on V/U. Let xi + U,. . . , x,, + U generate a Jordan 
basis for V/U, and let the length of the ith Jordan string be ni. We can 
arrange the notation so that n1 < . . . < n,,. 
As enI is in U, we have enI( hiu for some scalar h,. If all Xi = 0, 
itisclearthat x~,...,x~, and u generate the required Jordan basis for V. Thus 
we can assume that some Ai # 0. Put s = { max i : hi # O}. Then A,s # 0 and 
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Bn(xs) = h,u. Set xi = h;‘x, and xi = xi for i > s. For i < s, set 
x; = xi - ( Aih,l)B”~-n~(xs), 
It is easily checked that in = 0. 
We claim that xi,. .., XL generate a Jordan basis of V. For, given any 
vector v in V, the fact that xi + U, . . . , x, + U generate a Jordan basis of V/V 
shows that we can find polynomials in 8, fi(0), . . . , f,(O), with 
v - Cx(ejxi = xu 
for some scalar X. However, as u = C(X;‘x,), we have v = Cg,(B)x, for 
suitable polynomials gi. Since xi = xi + hi8”-“(x:) for i -C s, and x, = A,x& 
we see that v can be expressed as a linear combination of the vectors in the 
strings generated by xi,. . . , x&. However, as the Jordan strings generated by 
these vectors contain nr + . . . + n, +l= dimV vectors, we see that 
x;,..*,x; generate a Jordan basis. As u is the terminal vector of the 8th 
chain, the proof is complete. n 
LEMMA 7. Assume the hypotheses of Lemma 6. Let U be a subspace of 
dimension t in the kernel of 8. Then there exists a Jordan basis for Vsuch that 
the terminal vectors of the first t Jordan strings form a basis for U. 
Proof. Let u be any nonzero vector in U. By Lemma 6, there exists a 
Jordan basis for V such that u is the terminal vector of the first Jordan string. 
Let W be the subspace of V spanned by the vectors in the other Jordan 
strings. W is a e-invariant direct summand of V. We note that W n ker( 0) 
has codimension 1 in ker(0). As U is not contained in W, U n W has 
codimension 1 in U. The result follows by induction applied to the subspace 
UnWof w. n 
Using Lemma 7, we proceed to describe the elementary divisors of a 
nilpotent matrix that is a product of two skew-symmetric matrices. The 
content of our next result is that there is essentially a pairing of the 
elementary divisors. 
LEMMA 8. Let A be a nilpotent matrix, and suppose that A has p 
elementary divisors (including repeated divisors). Then A can be expressed as 
a product ST of skew-symmetric matrices S, T if and only if the elementary 
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divisors of A are of the form 
Xkl, Xki,. . .) XkS, x k: (p=2s) 
Xk’,Xki,..*,X k,, Xki, x (p=2s+l) 
where ki = ki or ki + 1, 1~ i < s. 
Proof. Let us assume that A = ST is a nilpotent matrix that is a product 
of two skew-symmetric matrices S, T. By our remarks after Lemma 5, A is the 
matrix of a nilpotent linear transformation 19 of a vector space V satisfying the 
condition that in the induced action of B on V/U, where U is a subspace of 
ker( 6 ), each elementary divisor occurs with even multiplicity. By Lemma 7, if 
dim U = t, we can find a Jordan basis for V such that the terminal vectors of 
the first t strings form a basis for U. If vi generates the ith string, 1~ i d p, 
and “i = vi + U, the nonzero ci’s generate a Jordan basis for V/U. We know 
that the elementary divisors of 0 on V/U occur with even multiplicity. Thus, 
suppose that Vi, Eiji both correspond to an elementary divisor xm. Then oi 
corresponds to an elementary divisor xm or x m + i, and similarly for vi. If 
Ei = 0, vi corresponds to an elementary divisor x. This proves that the 
elementary divisors of 0, and hence of A, have the given form. 
Conversely, suppose that the elementary divisors of A have the stated 
form. Taking into account Theorem 5, it will be sufficient to prove the result 
when A has just a pair of elementary divisors of the form x’“, xmtl. Let B be 
a nilpotent 2m X 2m matrix having elementary divisors xm, x”‘. Consider the 
2m+lX2m+lmatrix 
c= 0 w 
[ 1 0 B’ 
where w is a row vector of size 2m. If we consider the action of B on column 
vectors of size 2m, its kernel has dimension 2. We choose w so that w’v # 0 
for a given nonzero v in ker(B). This choice of w ensures that ker(C) has 
dimension 2, and it follows that C has elementary divisors x”‘, x”” ‘. Lemma 
5 shows that C is a product of two skew-symmetric matrices, and the same 
holds for A, as it is similar to C. This completes the proof. n 
Our sequence of results now gives a criterion for a matrix to be expressible 
as a product of two skew-symmetric matrices. A square matrix is expressible 
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as such a product if and only if its elementary divisors corresponding to 
nonzero eigenvalues occur with even multiplicity and its elementary divisors 
that are powers of x are paired (essentially), as described in Lemma 8. 
Note added in proox The following related papers have recently come to our 
attention: 
B. D. 0. Anderson, Orthogonal decompositions defined by a pair of skew-symmetric 
forms, Linear Alg. A&. 8:91-93 (1974). 
M. P. Drazin, A note on skew-symmetric matrices, Math. Gazette 36:253-255 (1952). 
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