Abstract. Two-stage stochastic programs with random right-hand side are considered. Veri able su cient conditions for the existence of second-order directional derivatives of marginal values are presented. The central role of the strong convexity of the expected recourse function as well as of a Lipschitz stability result for optimal sets is emphasized.
By linear programming duality, (A1) together with (A2) implies thatQ(t) 2 IR for all t 2 IR s . Due to (A3) also the integral in (1.2) is nite (cf. 10], 24] and the beginning of Section 2).
The model (1.1)-(1.3) is derived from an optimization problem with uncertain data, where some evidence on the probability distribution of the random data is at hand or has been gained on the basis of statistical information. We have a rst-stage decision x to be made here and now (i.e. before the realization of z), and a second-stage decision (recourse action) y that has to be xed after the realization of the random parameters. (1.1) then aims at xing an x that minimizes the sum of the rst-stage costs and the expected second-stage costs caused by the corrective action y. Further details and fundamental properties of (two-stage) stochastic programs can be found in 10], 24].
The present paper contributes to the stability analysis of (1. In the present paper we focus on improved convexity properties. Recall that Q is strictly convex if the convexity inequality holds strictly for di erent arguments; 
12]).
Let us consider two illustrative examples to provide some initial insight into the situation. Proof: The proof splits into two parts: First one has to show that (Q +tv) 6 = ; for t > 0 su ciently small and then the Lipschitz rate has to be established. where @ denotes the Clarke subdi erential ( 5] In what follows we explore whether ' has second-order directional derivatives at (certain) Q . Theorem 3.6 Assume (A1)-(A3) and let (Q ) be non-empty, bounded. Let g be convex quadratic, C be convex polyhedral, Q be strongly convex on some open convex neighbourhood of A( (Q )) and twice continuously di erentiable at with A( (Q )) = f g. Then Now we establish the reverse inequality for the limes superior.
To this end, let y 2 S(x) be arbitrary, i.e., in particular , y 2 T C (x). The polyhedrality of C now implies that, given a sequence ft k g with t k ! 0+, we have x + t k y 2 C for su ciently large k. This We will show that the function h is constant on each common direction of recession of h and S(x). Theorem 27.3 in 13] then states that h attains its in mum over S(x).
Let u 2 IR m be a common direction of recession of h and S(x), i. 
