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[mJ ( ) $\varphi(t)$ (X, $\mu$)
$f(X)\subseteq[m$ , $f(x)$
$\varphi(\int_{X}fd\mu)\leq\int_{X}\varphi\circ fd\mu[\mathrm{r}\mathrm{e}\mathrm{s}\mathrm{p}$ . $\int_{X}\varphi\circ fd\mu\leq\varphi(\int_{x}fd\mu)$
Jensen –





(cf. [11, [31, [4])
(cf. [51)
Theorem. Let $\varphi:[m, M]arrow R,$ $\varphi(t)>0,$ $\varphi^{\mathrm{t}\dagger}(t)>0(\varphi’|(t)<0)$ for $t\in[n\cdot\iota, M]$ and $f$ a
measurable function on a probability space $(X, \mu)$ with $f(X)\subseteq[m, M]$ . Then
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$\int_{X}\varphi \mathrm{o}fd\mu\leq\alpha\varphi(\int_{\mathrm{x}}fd\mu)+\rho(\mathrm{r}\mathrm{e}\mathrm{S}\mathrm{p}.$ $\alpha\varphi(\int_{X}fd\mu)+\rho\leq\int\varphi \mathrm{o}fd\mu)$
for all real numbers $\alpha$ and $\beta$ such that $\alpha>0$ and $\beta=-\alpha\varphi(\varphi^{|-1}(\frac{a}{\alpha}))+a\varphi^{\dagger^{-}}(1\frac{a}{\alpha})+b$ ,
where $a= \frac{\varphi(M)-\varphi(m)}{M-m}$ and $b= \frac{M\varphi(m)-m\varphi(M)}{M-m}$ .
The equality is attained if and only if $\mu(m<f(X)<M)=0$ and $\lambda_{m}m+\lambda_{M}M=\varphi^{|-1}(\frac{a}{\alpha})$ ,
where $\lambda_{m}=\mu(f(x)=m)$ and $\lambda_{M}=\mu(f(X)=M)$ .
$\alpha\varphi(t)+^{\rho}(\alpha>0$ ,
$\beta\in R)$ $\alpha,$ $\beta$
$\alpha>0$ :
(1) $\beta=-\alpha\varphi(\varphi^{1^{-}}(1\frac{a}{\alpha}))+a\varphi^{- 1}’(\frac{a}{\alpha})+b$ .
$\alpha\varphi(t)+\beta$ $at+b$












(5) $\int_{X}\varphi\circ f$ d\mu =\mbox{\boldmath $\lambda$}m\mbox{\boldmath $\varphi$}(m)+\mbox{\boldmath $\lambda$}M\mbox{\boldmath $\varphi$}0
$\alpha\varphi(\int_{X}fd\mu)+\beta=\mathfrak{a}\varphi(\lambda_{m}m+\lambda M)+\beta M$ by (5)
$= \alpha\varphi(\varphi^{\mathrm{I}^{- 1}}(\frac{a}{\alpha}))+\beta$ by (6)
$=a \varphi^{1-}(1\frac{a}{\mathfrak{a}})+b$ by (1)
$=a(\lambda_{m}m+\lambda_{M}M)+b$ by (6)
$=\lambda_{m}\varphi(m)+\lambda_{M}\varphi(M)$ since $\lambda_{m}+\lambda_{M}=1$ by (5)
(2)
(2) $\circ$ (5) $\lambda_{\mathrm{o}}=\mu(m<f(x)<M)$





$\int_{m<j<M}(af+b-\varphi\circ f)d\mu=\lambda_{m}\varphi(m)+\lambda_{M}\varphi(M)-a(\lambda_{n},m+\lambda M)-Mb(\lambda+\lambda M)m$
$=\lambda_{m}\{\varphi(m)-(am+b)\}+\lambda_{M}\{\varphi(M) - (aM+b)\}$
$=0$
(x)+b $>\varphi(f(x))$ $(m<f(x)<M)$ $\lambda_{\mathfrak{v}}=0$
(5) (6) (3) (5)
$\alpha$ $\beta=-\alpha\varphi(\varphi \mathrm{l}-1(\frac{a}{\alpha}))+a\varphi(|-1\frac{a}{\alpha})+b$ $\varphi$
$\varphi$ $m \leq\varphi^{|-1}(\frac{a}{\alpha})\leq M$
$\varphi^{1}(m)\leq\frac{a}{\alpha}\leq\varphi^{1}(M)$ , $\alpha_{m},$ $\alpha M’\beta_{m},$ $\beta_{x}i$
$\alpha_{m}\leq\alpha\leq\alpha_{M}$ $\beta_{m}\leq\beta\leq\beta \mathrm{A}f$ $\varphi$
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$\varphi(t)=t^{p},$ $0<m\cdot<M,$ $p\neq 0,1$
$a= \frac{M^{p}-m^{p}}{M-m},$ $b= \frac{Mm^{p}-mM^{p}}{M-m},$ $t_{0^{=\varphi^{\dagger^{-1}}}}( \frac{a}{\alpha})=(\frac{a}{p\alpha})^{\frac{1}{p-1}}$
$-\prime \text{ }$
$\beta=-\alpha\varphi(\varphi^{\dagger}-1(\frac{a}{\alpha}))+a\varphi^{\mathrm{t}^{-1}}(\frac{a}{\alpha})+b=-\alpha r_{0}^{p}+at_{0}+b$.





$\lambda_{m}m+\lambda_{M}M|_{\beta=0}$ # $p=-1\text{ }$ $m$ $M$ $p= \frac{1}{2}$ $m$ $M$
$p=2$ $m$ $M$ $\alpha_{m},$ $\alpha_{M},$ $\beta_{m},$ $\beta M$
:
$(\mathrm{i})_{P^{=}}-1$ : $\frac{m}{M}\leq\alpha\leq\frac{M}{r;\iota},$ $- \frac{M-m}{Mm}\leq\beta\leq\frac{M-m}{Mm}$ .
(ii) $p.= \frac{1}{2}$ : $\frac{2\sqrt{m}}{\Gamma\overline{M}+\Gamma\overline{m}}\leq\alpha\leq\frac{2\Gamma M}{\Gamma\overline{M}+f\overline{m}}$ , $- \frac{\Gamma M(\Gamma M-\sqrt{m})}{\Gamma M+\sqrt{n\iota}}\leq\beta\leq\frac{f\overline{n\iota}(\Gamma M-f\overline{m}\mathrm{I}}{\Gamma\overline{M}+f\overline{n\iota}}$ .
(iii) $p=2$: ,$\frac{M+m}{\sim)M}\leq\alpha\leq\frac{M+m}{\circ,\wedge m},$ $- \frac{m(M-m)}{2}\leq\beta\leq\frac{M(M-m)}{\circ,\wedge}$ .
$p=-1,$ $\beta=0$ $\beta=-\alpha\varphi(\varphi^{1}(- 1\frac{a}{\alpha}))+a\varphi^{\mathfrak{l}^{-}}(1\frac{a}{\alpha})+b$ $\alpha$






$\lim_{parrow-\infty}\lambda m+\lambda_{u}mM|_{\rho=}0=M,\lim_{parrow\infty}\lambda m+m\lambda_{M|}M\beta=0=m$ ,
$\lim_{parrow 0}\lambda_{m}m+\lambda_{M}M|_{\beta=0}=\frac{M-m}{\log M-\log m}$ ,
$\lim_{parrow 1}\lambda_{m}m+\lambda_{M|_{\beta 0}}M==\frac{Mm(\log M-\log m)}{M-m}$.
$p\in R$ $\rho(p)\underline{arrow}\rho m.M(P)=\frac{p}{p-1}\frac{mM^{p}-M\prime r\iota p}{M^{p}-m^{p}}.1\mathrm{h}\mathrm{E}^{\backslash }\wedge\dot{\ovalbox{\tt\small REJECT}}$
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$\lambda^{\mathfrak{v}}$. $(0, \infty)\mathrm{x}(0, \infty)arrow[0,1]$




$\lambda(x, y)=\frac{1}{2}$ , Kantorovich
$\frac{\varphi(x)-\varphi(y)}{x-y}\varphi(\frac{x+y}{2}1=\varphi^{\mathrm{l}}(\frac{x+y}{2}\mathrm{I}^{\frac{\varphi(X)+\varphi(\mathcal{Y})}{2}}(0<x<y<\infty)$
$\circ$ $\varphi(t)=\frac{c}{t}(C\neq 0)$ ?
: $\mu(rn<f(x)<M)=0$ $[m, M]$ –
$\lambda:(0, \infty)\mathrm{x}(0, \infty)arrow[0,1]$
(a) $\lambda(x, y)_{X}+(1-\lambda(x, y))y=\varphi(|-1\frac{a}{\alpha})$ ,
(b) $\beta=-\alpha\varphi(\varphi \mathrm{t}-1(\frac{a}{\alpha}))+a\varphi(|-1\frac{a}{\alpha})+b$ ,
where $a= \frac{\varphi(y)-\varphi(X)}{y-x}$ and $b= \frac{y\varphi(x)-x\varphi(_{\mathcal{Y}})}{y-x}$ $0<X<y<\infty$
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