Abstract. In this paper we introduce the category Apro-ANR called the approximate pro-category of ANR's, whose objects are all systems of ANR's and whose morphisms are obtained as equivalence classes of system maps for some equivalence relation. We show that any 2-sink
Introduction
Although the category Top of topological spaces and continuous maps has pull-backs, subcategories of Top do not have pull-backs in general. For example, the full subcategory ANR of Top whose objects are ANR's does not have pull-backs. However, every 2-sink X f −→ Z g ←− Y in ANR has a pullback in ANR if the map f is a strong fibration [13] , i.e., it has the strong homotopy lifting property with respect to any spaces A: if h : A → X and H : A × I → Z are maps such that f h = H 0 , there is a mapH : A × I → X such that h =H 0 and fH = H, and whenever H is constant on a × I,H is constant on a × I.
An analogous result holds for the pro-category. A 2-sink X f −→ Z g ←− Y in the full subcategory AN R of pro-Top whose objects are the objects called ANR-objects has a pull-back in AN R if the morphism f is a strong profibration [14] , i.e., it has the following strong homotopy lifting property with respect to any spaces A: For any admissible pair (λ, µ) ∈ Λ × M there exists an admissible pair (λ ′ , µ ′ ) ≥ (λ, µ) such that whenever h : A × 0 → X λ ′ and H : A × I → Y µ ′ are maps such that f µ ′ p f (µ ′ )λ ′ h = H 0 , then there is a map H : A × I → X λ satisfying p λλ ′ h =H 0 and f µ p f (µ)λH = q λλ ′ H and the property that whenever H is constant on a × I, thenH is constant on a × I. Here ANR-objects are objects which are isomorphic to systems of ANR's in pro-Top.
The pro-category pro-ANR is a significant category because shape theory is based on the homotopy pro-category pro-H(ANR) of ANR's. However, the category pro-ANR does not have pull-backs in general unless the morphism f has the appropriate homotopy lifting property. In this paper we consider a category which induces the homotopy pro-category pro-H(ANR) but has pull-backs for any 2-sinks in the category. More precisely, we introduce the category Apro-ANR called the approximate pro-category of ANR's, whose objects are all systems of ANR's and whose morphisms are obtained as equivalence classes of system maps for some equivalence relation. We show that any 2-sink X f −→ Z g ←− Y in Apro-ANR has a weak pull-back and it admits a pull-back if they are systems of compact ANR's. More generally, any 2-sink X f −→ Z g ←− Y in Apro-ANRU admits a pull-back. Here ANRU is the full subcategory of the category Unif of uniform spaces and uniform maps, whose objects are uniform absolute neighborhood retracts (ANRU's) in the sense of Isbell [5] .
Mardešić and Rushing [8] introduced the notion of approximate profibration for morphisms in the pro-category pro-ANR. An approximate profibration is a morphism having the approximate homotopy lifting property with respect to any spaces. Secondly in this paper, we define the approximate homotopy lifting property for morphisms in the approximate pro-category Apro-ANR and show that the category Apro-ANR with fibration = morphism with the AHLP with respect to paracompact spaces, and weak equivalence = morphism inducing an isomorphisms in pro-H(ANR) satisfies composition and factorization axioms and part of pull-back axiom for fibration category in the sense of Baues [2] . The notion of fibration category was introduced by Baues [2] , and it makes the constructions of the homotopy theory available in more contexts than the notion of model category by weakening the assumptions and concentrating on fibrations.
Finally, we show that the limit of the pull-back of any 2-sink X f −→ Z g ←− Y in Apro-ANR consisting of systems of compact ANR's is a pull-back in the category Top of topological spaces and continuous maps, and conversely every pull-back in the full subcategory CH of Top whose objects are compact Hausdorff spaces admits an expansion in Apro-ANR which is a pull-back in Apro-ANR.
Approximate pro-categories
For any coverings U and V of a set X, U is said to refine V, in notation, U < V, provided for each U ∈ U there is V ∈ V such that U ⊆ V . Let U ∧ V = {U ∩ V : U ∈ U, V ∈ V} and U × V = {U × V : U ∈ U, V ∈ V}. Let U and V be coverings of sets X and Y , respectively. For any subset A of X, let st(A, U) = ∪{U ∈ U : U ∩ A = ∅} and U|A = {U ∩ A : U ∈ U}. If A = {x}, we write st(x, U) for st({x}, U).
Throughout the paper, we assume space=topological space, map = continuous map, uniform map=uniformly continuous map between uniform spaces. Let Top denote the category of spaces and maps, and let ANR denote the full subcategory of Top whose objects are ANR's.
For any subcategory C of Top, systems in C are called C-systems. For any space X, let Cov(X) denote the family of all normal open coverings of X. In what follows, we consider the case where C is any subcategory of Top.
Now we define the category Apro-C, which we call the approximate procategory. The objects of Apro-C are all C-systems. Morphisms f : X → Y are defined as follows: First, we define a relation ∼ a between system maps X → Y by saying (f, f µ ) ∼ a (g, g µ ) if and only if for each µ ∈ M and
Proposition 2.1. ∼ a is an equivalence relation.
Proof. It suffices to verify the transitivity. Suppose that (f, f µ ) ∼ a (g, g µ ) and (g, g µ ) ∼ a (h, h µ ). Let µ ∈ M and V ∈ Cov(Y µ ), and take
We define the morphisms f : X → Y in Apro-C as the equivalence classes of system maps (f, (2) , again let ν ∈ N , and let W ∈ Cov(Z ν ). Then there is
For any morphisms f : X → Y and g : Y → Z, the composition g • f : X → Z is defined as the morphism represented by (g, g ν ) • (f, f µ ), where (f, f µ ) and (g, g ν ) are system maps representing f and g, respectively. The well-definedness of the composition is guaranteed by Proposition 2.2 above.
Let the identity 1 X : X → X be the morphism induced by the system map (1 X λ , 1 Λ ) consisting of the identity maps 1 X λ : X λ → X λ and the identity function 1 Λ : Λ → Λ.
It is readily seen that Apro-C together with the composition and the identity becomes a category. Our primary concern is the case where C = ANR.
From the construction of Apro-C, there is an obvious functor F : pro-C → Apro-C.
We have the following facts for Apro-C, which are analogous to [9, Theorems 2, 3, Ch. I, §1.3]): Proposition 2.3. Every system X in Apro-C indexed by a set Λ admits an isomorphic system Y indexed by a directed cofinite ordered set M such that the terms and bonding maps of Y are those of X and card(M ) ≤ card(Λ).
Proof. This is obvious by [9, Theorem 2, Ch. I, §1.3] and the existence of the functor F : pro-C → Apro-C. Proof. This is proven exactly as for [9, Theorem 3, Ch. I, §1.3], using Proposition 2.3.
Proposition 2.5. Let f : X → Y be a morphism in Apro-C which is represented by a system map (f, f µ ) : X → Y . Then if f is an isomorphism in Apro-C, then for each admissible pair (λ, µ) ∈ Λ × M and for each U ∈ Cov(X λ ) and V ∈ Cov(Y µ ) there exist an admissible pair (λ
Proof. Let (λ, µ) ∈ Λ × M be an admissible pair, and let U ∈ Cov(X λ ) and V ∈ Cov(Y µ ). Let g : Y → X be a morphism in Apro-C which is the inverse of f , and let g be represented by a system map (g, g λ ). Then there exists µ ′ > gf (µ), g(λ), µ such that
Moreover, there exists λ
Then the map h = g λ q g(λ)µ ′ satisfies (2.1) and (2.2) as required.
is a resolution of X if it satisfies the following two conditions:
(R1) For each ANR P , V ∈ Cov(P ) and map f : X → P , there exist λ ∈ Λ and a map g : X λ → P such that (gp λ , f ) < V, and (R2) For each ANR P and V ∈ Cov(P ), there exists V ′ ∈ Cov(P ) such that whenever λ ∈ Λ and g, g ′ : X λ → P are maps with (gp λ , g
For any subcategory C of Top, a resolution p = (p λ ) :
The following is a useful characterization:
with all X λ being ANR's is a resolution of X if and only if it satisfies the following two conditions:
Note here that condition (B1) is equivalent to condition (B1) * below, which was introduced as condition (B4) in [17, 3.5] :
is a resolution of a topologically complete space X and if all X λ are normal, then p is an inverse limit of X [9, Theorem 6, Ch. I, §6.3]. Conversely, if X λ are compact Hausdorff spaces, then every inverse limit p : X → X of X is a resolution of X [9, Theorems 4, 5, Ch. I,
Proof. We show that the system map (f µ p f (µ) ) has properties (R1) and (R2). For (R1), let P be an ANR, W ∈ Cov(P ), and let h : X → P be a map. Fix µ ∈ M , and choose W ′ ∈ Cov(P ) such that st W ′ < W. Then property (R1) for (p λ ) implies that there exist λ ≥ f (µ) and a map k :
By Proposition 2.5 we have an admissible pair (λ
For (R2), let P be an ANR and W ∈ Cov(P ). Let W 1 ∈ Cov(P ) be such that st W 1 < W. Choose W ′ ∈ Cov(P ) with the property that if λ ∈ Λ and h, h ′ :
Then if we choose λ > f (µ), then
Then by Proposition 2.5, there exist an admissible pair (λ
By (2.5) and (2.6),
Approximate systems and approximate maps
Let us recall the definitions of approximate system and approximate map in the sense of Mardešić and Watanabe [10] . But we only need the commutative case for our purpose.
A commutative approximate system X = (X λ , U λ , p λλ ′ , Λ) consists of an inverse system (X λ , p λλ ′ , Λ) and U λ ∈ Cov(X λ ), λ ∈ Λ, with the following property:
If each U λ is the open covering by open ε λ -balls for some ε λ > 0, then we write
with the following property:
An approximate map (f, f µ ) is said to be commutative if
There is another way to express the category Apro-C using the theory of approximate resolutions. In [10] it is shown that there is an equivalence between the category CTop of topologically complete spaces and maps and the category APRES ANR of cofinite approximate ANR-resolutions and equivalence classes of approximate maps. The equivalence relation ∼ between approximate maps is defined by saying (f, f µ ) ∼ (g, g µ ) if and only if there exist a finite collection of approximate maps (
We also need the following result for the later sections.
Proposition 3.2.
(1) Every system X = (X λ , p λλ ′ , Λ) in Top admits a commutative approximate system X = (X α , U α , p αα ′ , Λ) and an increasing function σ X : Λ → Λ with the following properties:
(a) Λ is cofinite, directed, and antisymmetric,
increasing function admits a commutative approximate map (f , f β ) : 
Proof. To show the first assertion, we first recall the definition of the approximate system X in the proof of [17, Proposition 3.7] . Let
K is finite and K = ∅}.
Let Λ = K(Λ) be ordered by inclusion. Then Λ has property (a). Let τ X : Λ → Λ be a function such that τ X ({(λ, U)}) = λ for (λ, U) ∈ F (Λ). Then there exists an increasing function σ X : Λ → Λ such that σ X ≥ τ X and
). The construction immediately implies conditions (c), (d), and (e). This shows the first assertion.
To show the second assertion, let (f, f µ ) :
Thus conditions (a), (b), and (c) are fulfilled. For
, and by the construction we have the commutative diagram (3.2). This proves the second assertion.
The third assertion follows from the compactness of the terms and the cofiniteness of Λ.
Approximate homotopy lifting property
First, we recall the definition of the approximate homotopy lifting property for system maps [7] . Let X = (X λ , p λλ ′ , Λ) and Y = (Y µ , q µµ ′ , M ) be ANR-systems. A system map (f, f µ ) : X → Y has the approximate homotoy lifting property (AHLP) with respect to a space Z provided it satisfies the following property: (AHLP) For any admissible pair (λ, µ) ∈ Λ × M and for any U ∈ Cov(X λ ) and V ∈ Cov(Y µ ) there exist an admissible pair (λ
there exists a mapH :
Here I denotes the closed interval [0, 1].
The admissible pair (λ ′ , µ ′ ) and V ′ in (AHLP) are called a lifting index and lifting mesh, respectively. The next step is to extend the definition of the AHLP for system maps over morphisms in Apro-ANR.
Proof. Let (λ, µ) ∈ Λ × M be an admissible pair for (g, g µ ), and let U ∈ Cov(X λ ) and
Apply the AHLP for the system map (f, f µ ) with the admissible pair (λ 1 , µ) and the open coverings p −1 λλ1 U and V 1 , and we obtain an admissible pair (λ
. We claim that the admissible pair (λ 
So there is a mapH :
By (4.4), (4.7), and (4.8),
Apro-ANR is said to have the approximate homotopy lifting property (AHLP) with respect to a space Z provided f is represented by a system map (f, f µ ) which has the AHLP with respect to Z. This is equivalent to saying that every system map (f, f µ ) representing f has the AHLP with respect to Z.
For the rest of this section, let X and Y have the same index set, and
For (AHLP) L For any λ ∈ Λ and for any U ∈ Cov(X λ ) and V ∈ Cov(Y λ ) there exist λ ′ > λ and V ′ ∈ Cov(X λ ′ ) such that whenever h : Z → X λ ′ and H : Z × I → Y λ ′ are maps with
then there is a mapH : Z × I → X λ with
If X and Y are ANR-systems, we have the following characterization of property (AHLP) L :
(1) If Y is an ANR-system, and if the level map (f λ ) has the formally weaker lifting property (WAHLP) L with respect to a paracompact space Z which is obtained from (AHLP) L by replacing (4.10) by the equality f λ ′ h = H 0 , then it has property (AHLP) with respect to Z. (2) If X is an ANR-system, and if the level map (f λ ) has property (AHLP) with respect to a paracompact space Z, then it has the formally stronger lifting property (SAHLP) L with respect to Z which is obtained from (AHLP) L by replacing (4.11) by the equality
Proof. (1) A system map (f, f µ ) : X → Y has the homotopy lifting property (HLP) with respect to a space Z provided it satisfies the property (HLP) which is obtained from property (AHLP) by replacing (4.1), (4.2), (4.3) by the following equalities, respectively:
We have the following characterization of property (HLP) (see [ 
there exists a mapH : Z × I → X λ such that Finally in this section, we recall the definition of fibration category in the sense of Baues [2] . A fibration category is a category F with the structure (F , f ib, we) which satisfies axioms (F1), (F2), (F3), (F4) below. Here f ib 
where f is a fibration. Moreover, if f (g, respectively) is a weak equivalence, so is f (g, respectively). (F3) Factorization axiom. Each morphism f : X → Y admits a factorization
where g is a weak equivalence and h is a fibration. (F4) Axiom on cofibrant models. Each object X in F admits a trivial fibration (i.e., a morphism which is both a fibration and a weak equivalence) RX → X where RX is a cofibrant in F . An object R is a cofibrant if each trivial fibration f : Q → R admits a morphism s : R → Q such that f • s = 1 R . The category Top has structures of a fibration category if fibration = Hurewicz fibration, and weak equivalence = homotopy equivalence.
Compositions axiom
Theorem 5.1. A system map (f, f µ ) : X → Y which induces an isomorphism f : X → Y in Apro-ANR has the AHLP with respect to any space. Hence every isomorphism f : X → Y in Apro-ANR has the AHLP with respect to any space.
Proof. Let g : Y → X be the inverse of f , and let g be represented by a system map (g, g λ ). To show that (f, f µ ) has the AHLP with respect to any space Z, let (λ, µ) ∈ Λ × M be any admissible pair, and let U ∈ Cov(X λ ) and
By the fact that (f, f µ ) is a system map, there is λ
is a lifting index, and V ′ is a lifting mesh (see diagram (5.7) below). Indeed, suppose that h :
By (5.1), (5.4), (5.5) and (5.6),
By (5.2) and (5.3),
Thus the mapH : 
Then we immediately have We then take an open covering V λ ∈ Cov(Y λ ) such that
For each λ ∈ Λ, let
2) and (6.4), then there is a well-defined map
For each λ ∈ Λ, we define maps
) for x ∈ X λ , and
Here for any space W and for any w 0 ∈ W , let e w0 ∈ W I denote the constant path defined by e w0 (t) = w 0 for t ∈ I. Then there is a commutative diagram:
Then we have an ANR-sytem E = (E λ , r λλ ′ , Λ) and level maps (g λ ) : X → E and (h λ ) : E → Y which induce the commutative diagram (6.1). The system map (g λ ) : X → E has the AHLP with respect to any spaces since each g λ has the homotopy lifting property with respect to any spaces (see [11, Theorem 6.5.10] ). Moreover, using (6.3) we can show that the system map (h λ ) : E → Y induces an isomorphism in pro-H(ANR) (see [14, Theorem 6 .1]).
are the systems induced by X, Y, and Z, respectively, and they satisfy the following conditions:
(1) the index set Ξ is a cofinite directed set, (2) the terms and bonding maps of X ′ , Y ′ , and Z ′ are those of X, Y , and Z, respectively,
4) i, j, and k are isomorphisms, and (5) f ′ and g ′ are represented by level morphisms.
Moreover, if Z is a system in CM, 
, and Z = (Z ν , r νν ′ , N ), and let f and g be represented by (f, f ν ) and (g, g ν ), respectively. By [9, Lemma 2, Ch. I, § 1.2] and by the functor F : pro-C → Apro-C, we can assume that f and g are increasing functions. By Proposition 3.2 there exist commutative approximate systems X = (X α , U α , p αα ′ , Λ), Y = (Y β , V β , q ββ ′ , M ), and Z = (Z γ , W γ , r γγ ′ , N ) and system maps (f , f γ ) : X → Z and (g, g γ ) : Y → Z with the properties in Proposition 3.2, where X, Y , and Z are the systems induced by X, Y, and Z, respectively. Then we have the following commutative diagram:
So we have the commutative diagram in Apro-C:
where f and g are morphisms in Apro-C represented by (f , f γ ) and (g, g γ ), respectively, and i ′ , j ′ , and k ′ are isomorphisms represented by (σ X , 1 σX (α) ), (σ Y , 1 σY (β) ), and (σ Z , 1 σZ (γ) ), respectively.
Let Ξ be the set of triples (α, β, γ) ∈ Λ × M × N such that α > f (γ) and β ≥ g(γ), and let Ξ be ordered by (α, β, γ)
, we have the commutative diagram:
So we have level maps (f
We then define system maps (i, i ξ ) :
Then we have the following commutative diagram in Apro-C: ′′ is an isomorphism, we define a system map (i
Choose γ 0 ∈ N arbitrarily, and choose β 0 ∈ M such that β 0 ≥ g(γ 0 ). Choose then an increasing function ϕ :
, and define the map i
, which means (7.2) and (7.3). Similarly we can show that j ′′ and k ′′ are isomorphisms.
Theorem 7.2. Apro-ANR has weak pull-backs.
Proof. Suppose that we have a 2-sink X
in Apro-ANR. By Lemma 7.1, we can assume that X, Y , and Z have the same index set and that f and g are represented by level morphisms (f λ ) and (g λ ), respectively. Write X = (X λ , p λλ ′ , Λ), Y = (Y λ , q λλ ′ , Λ), and Z = (Z λ , r λλ ′ , Λ). Moreover, we can assume that there exists an associated commutative approximate sys-
Note that each E λ is an ANR since it is an open subset of the product X λ ×Y λ of two ANR's. Thus we have an ANR-system E = (E λ , s λλ ′ , Λ) and a square in Apro-ANR:
Square (7.5) commutes in Apro-ANR. Indeed, for each λ ∈ Λ and for each
This together with the commutativity of diagram (7.6) below implies
This means f i = gj in Apro-ANR.
To show that (7.5) is a weak pull-back, consider the following commutative diagram in Apro-ANR:
, and let k and h be represented by system maps (k, k λ ) and (h, h λ ), respectively. We must find a morphism l : D → E which makes the diagram commute. Since f k = gh, for each λ ∈ Λ there is l(λ) ∈ M such that l(λ) > k(λ), h(λ) and
So we have a function l : Λ → M : λ → l(λ), and a map l λ : D l(λ) → E λ such that i λ l λ = k λ t k(λ)l(λ) and j λ l λ = h λ t h(λ)l(λ) . Then (l λ , l) : D → E is a system map. Indeed, by the fact that (k, k λ ) and (h, h λ ) are system maps, for each λ < λ ′ there is µ > l(λ), l(λ ′ ) such that
This means l λ t l(λ)µ = s λλ ′ l λ ′ t l(λ ′ )µ as required.
Theorem 7.3. In the weak pull-back (7.5) if f has the AHLP with respect to any paracompact space W , then j has the HLP and hence the AHLP with respect to W .
Proof. Assume the setting in the proof of Theorem 7.2. To show that (j λ ) has the HLP with respect to W , let λ ∈ Λ (see diagram (7.9) below). Apply property (SAHLP) L for (f λ ) with the index λ and W λ ∈ Cov(Z λ ), and obtain λ ′ > λ and
This together with property (SAHLP) L implies that there is a map H ′ : 
Pull-backs in the approximate pro-category of uniform spaces
In this section we discuss the existence of pull-backs in the approximate pro-category of ANRU's.
A uniform space X is an ANRU (uniform absolute neighborhood retract) provided whenever X is embedded in a uniform space Y then there is a uniform retraction of some uniform neighborhood of X in Y onto X, equivalently, every uniform map f : A → X from a uniform subspace A of a uniform space Z into X extends over some uniform neighborhood of A in Z.
Let Unif be the category of uniform spaces and uniform maps, and let ANRU be the full subcategory of Unif whose objects are ANRU's.
For any uniform space X, let Cov U (X) denote the family of all uniform coverings of X.
In an analogous way we can show that Propositions 2.1 and 2.2 hold for any subcategory C of Unif, and hence we can define the approximate procategory Apro-C. Moreover, it is a routine to check that Propositions 2.3, 2.4, 2.5, 3.1, and 3.2 hold in the uniform case. Note here that the uniform version of the theory of the approximate resolutions is discussed in [16] .
We can also define the AHLP with respect to a uniform space for system maps between ANRU's. Proposition 4.1 holds for the uniform case, and hence the AHLP is well-defined for morphisms in Apro-ANRU. Replacing spaces, maps, coverings by uniform spaces, uniform maps, uniform coverings, respectively, we can show that Theorem 5.1 and Proposition 5.2 hold for the morphisms in Apro-ANRU.
In the category Unif we consider a homotopy called the semi-uniform homotopy in the sense of [12] . Two uniform maps f, g : X → Y are said to be semi-uniform homotopic provided there exists a uniform map H : X * I → Y such that H 0 = f and H 1 = g. Here X * I denotes the semi-uniform product in the sense of [5, p. 44 Moreover, by a completely analogous argument, we see that the uniform version of Theorem 6.1 also holds. Note here that
where × denotes the uniform product, is an ANRU, by the facts that if A and B are ANRU's, then the set U (I, B) of all uniform maps f : I → B is an ANRU and the uniform product A × U (I, B) is also an ANRU.
In the uniform case we can improve Theorem 7.2.
Theorem 8.1. Apro-ANRU has pull-backs.
Proof. For any 2-sink X f −→ Z g ←− Y in Apro-ANRU, we define the system E = (E λ , s λλ ′ , Λ) as in the proof of Theorem 7.2. Here we use the uniform product × in the definition of E λ in (7.4). In the same way we can show that diagram (7.5) is a weak pull-back. So, it remains to show that the morphism l obtained in the proof of Theorem 7.2 is unique. Suppose that we have another morphism l ′ in Apro-ANRU which makes the following diagram commute:
We must show l = l ′ . Let l ′ be represented by a system map (l ′ , l ′ λ ). To show (l, l λ ) ∼ a (l ′ , l ′ λ ), let λ ∈ Λ, and let W ∈ Cov U (E λ ). Choose U ∈ Cov U (X λ ) and V ∈ Cov U (Y λ ) such that U × V < W. Then by il ′ = k = il and jl ′ = h = jl, there exists µ > l(λ), l ′ (λ) such that 9. Expansions of pull-backs in Apro-ANR Let X = (X λ , p λλ ′ , Λ) and Y = (Y µ , q µµ ′ , M ) be any ANR c -systems with limits p = (p λ ) : X → X and q = (q µ ) : Y → Y . For any system map (f, f µ ) : X → Y , a map ϕ : X → Y is a limit of (f, f µ ) provided for any µ ∈ M , q µ ϕ = f µ p f (µ) . Note that each system map (f, f µ ) : X → Y determines a unique limit. It is easy to see that if (f ′ , f ′ µ ) : X → Y is a system map such that (f, f µ ) ∼ a (f ′ , f ′ µ ), and if ϕ is a limit of (f, f µ ), then it is also the limit of (f ′ , f ′ µ ). Thus each morphism f in Apro-Top determines a unique limit ϕ : X → Y , which is denoted by lim f . Proof. By Lemma 7.1 and Proposition 2.7 we can assume that the systems X, Y , and Z have the same index set, say, X = (X λ , p λλ ′ , Λ), Y = (Y λ , q λλ ′ , Λ), and Z = (Z λ , r λλ ′ , Λ), that the morphisms f , g, i, and j are represented by level maps (f λ ), (g λ ), (i λ ), and (j λ ), and that there is an associated approximate system Z = (Z λ , ε λ , r λλ ′ , Λ) with the following property:
Moreover, we can assume that E λ = {(x, y) ∈ X λ × Y λ : (f λ (x), g λ (y)) < ε λ } where the square
Z is a pull-back in Apro-ANR, and p : X → X, q : Y → Y , r : Z → Z, and s : E → E are ANR-resolutions.
Proof. By the argument in [7, Theorem 11] there exist systems of compact polyhedra X, Y , and Z, resolutions p = (p λ ) : X → X, q = (q µ ) : Y → Y , and r = (r ν ) : Z → Z, system maps (f, f ν ) : X → Z and (g, g ν ) : Y → Z whose limits are ϕ and ψ, respectively. By Lemma 7.1 and Proposition 2.7 we can assume that X, Y , and Z have the same index set Λ, the system maps are level maps (f λ ) and (g λ ), and there is a commutative approximate system Z = (Z λ , ε λ , r λλ ′ , Λ) associated with Z. Let f : X → Z and g : Y → Z be the morphisms in Apro-ANR represented by (f λ ) and (g λ ), respectively. Consider the pull-back in Apro-ANR:
where E = (E λ , s λλ ′ , Λ) is the ANR-system such that E λ = {(x, y) ∈ X λ × Y λ : d(f λ (x), g λ (y)) < ε λ } and s λλ ′ : E λ ′ → E λ is the map defined by s λλ ′ (x, y) = (p λλ ′ (x), q λλ ′ (y)). Then the system map s = (s λ ) : E → E defined by s λ (x, y) = (p λ (x), q λ (y)) is an ANR-resolution by the same argument as in the proof of Theorem 9.1. This proves the theorem.
