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     This work considers the Pressure Suppression Chamber, a component of the Reactor Core 
Isolation Cooling System that is instrumental in maintaining core cooling capabilities during 
conditions such as the station blackout that occurred at Fukushima Daiichi. In previous 
experimental work at the NHTS Suppression Chamber facility, bulk pool temperature 
stratification was assessed during long term transients consistent with conditions at Fukushima. 
In this work, short-term mixing behavior in a BWR Suppression Chamber system is assessed 
using computational fluid dynamics. 
     In this work, direct contact condensation was modeled within STAR-CCM+ utilizing 
experimental conditions from Test Case #4 at the NHTS Suppression Chamber experimental 
facility. The Eulerian multiphase segregated flow model with the 2D axisymmetric formulation 
was employed. The steam-water condensation interaction was modelled utilizing the Hughes-
Duffey Nusselt number correlation. The phase interface saturation temperature was treated as 
variable and was computed through the use of built in IAPWS steam tables within STAR-
CCM+. Simulations were completed for an initial steam bubble formation and deformation phase 
within the Suppression Pool, accounting for a 48 ms overall transient. 
     It was found that the dynamics of steam bubble formation and deformation process most 
closely mirrors the bubbling direct contact condensation flow regime which was observed 
experimentally at the simulation initial conditions. However, the reason for the presence of this 
flow regime in the simulation was found to be attributable to an insufficient rate of condensation 
with the achieved condensation rate of 45.3 g/s only slightly exceeding the inlet steam mass flow 
rate to the Sparger of 45 g/s. The formation of a hot spot near the Suppression Chamber Sparger 
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outlet likely caused this flow regime to be observed experimentally. This led to the conclusion 
that better spatial resolution of the water temperature obtained from thermocouples near the 
Sparger outlet at the NHTS Suppression Pool facility would allow for a more realistic setting of 
initial conditions for future simulations of this kind. Also, based on the rapid pressure changes 
observed from the simulation presented in this work, an increase in measurement frequency of 
pressure instrumentation to at least 500 Hz was also recommended.  
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     Since the severe accident at Fukushima Daiichi, there has been a significant emphasis placed 
on understanding the progression of severe accidents initiated by a station blackout (SBO) 
scenario. In particular, this motivation has led to a focus on the Reactor Core Isolation Cooling 
(RCIC) system, a safety system in many currently operating Boiling Water Reactor (BWR) 
plants. The primary function of the RCIC system is to provide core cooling functions in the event 
that the main steam line becomes isolated from the plant turbine-generator, a condition consistent 
with the loss of offsite power that is characteristic of the early stages of a SBO.  
     After the accident at Fukushima, the RCIC system was identified as a key component in 
understanding the evolution of the accident due to its apparent ability to operate beyond its 
current design basis operating limits. According to Gauntt at Sandia National Laboratories, the 
RCIC system is typically credited for between 4 to 8 hours of operating time in probabilistic risk 
assessment (PRA) studies and BWR plant design basis documents [1]. However, at Fukushima 
the RCIC system operated at Units 2 and 3 for 72 and 21 hours respectively before reaching a 
shutdown condition upon which core uncovery and subsequent melting began [1].  
     The extended operating time of the RCIC system, even under off-normal operating 
conditions, has led to the realization that the RCIC system is more robust than anticipated [1]. 
Thus, current research is aimed at gaining further insight into the physical mechanisms that drive 
the primary components of the system, with the goals of:  
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• Providing this insight to plant owners who could potentially use this improved 
understanding to justify crediting this this system for longer durations in risk assessments 
and plant procedures. 
• Informing the development of new computational models of RCIC system components 
capable of being used in systems level modelling codes that can simulate complete plant 
operating transients under conditions like those at Fukushima Daiichi.  
1.1 Statement of Purpose 
 
The purpose of the proposed research is to examine the Pressure Suppression Chamber, a 
component of the RCIC system that contains complex multiphase flow behavior. Past research 
into the Pressure Suppression Chamber focused on its long-term performance with the goal of 
assessing temperature stratification that can occur in the system and lead to inoperability of the 
RCIC system pump. In this thesis, small time scale thermal hydraulic phenomena including 
direct contact condensation flow regimes are considered.   
1.2 Technical Approach 
 
In the past, the creation of new physical models for components of the RCIC system has been 
approached computationally using computational fluid dynamics (CFD). Using CFD, the 
physical processes governing RCIC system components are assessed at fine resolution, giving 
insight into the physical phenomena that are most important to capture within analytical models. 
When possible, experimental data has been used to validate the CFD models, ensuring that the 
physical processes are adequately being represented. 
     In the proposed research, the same process is implemented. Using a CFD model developed 
for the Nuclear Heat Transfer Systems (NHTS) experimental facility, direct contact condensation 
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in a steam-water system is captured along with the induced direct contact condensation flow 
regime. In particular, the chugging and bubbling direct contact condensation flow regime are 
considered due to their prevalence in NHTS experimental test cases. Available experimental data 
from the NHTS facility is used to apply appropriate initial and boundary conditions to the model.  
1.3 Significance of Work 
 
     The goal of this modelling effort is to apply appropriate physical models within the 
framework of a commercial CFD software, STAR-CCM+, in order to capture the dynamics of a 
single bubble formation and collapse for a specific experimental test case at the NHTS facility. 
By capturing the steam-water flow dynamics and presence of condensation phenomena, the CFD 
model has applicability to future experimental work: 
• Informing future experimental design changes at the NHTS Suppression Chamber facility 
including the addition of thermocouples and pressure sensors that will allow for the 
capability of CFD model validation. 
• Validation that current NHTS Suppression Chamber facility support structures don’t 
interfere with bubble formation and collapse dynamics. 
• Informing experimentalist about flow behavior that may occur on time scales that are 
currently not captured by the data collection frequency of currently used instrumentation. 
     Development of the current model also has applicability to the understanding of direct contact 
condensation phenomena present in steam-water Suppression Chamber systems: 
• The relationship between condensation rate and the observed direct contact condensation 
flow regime is shown. 
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• The dynamics of the initial bubble formation and deformation in a Suppression Pool are 
shown to be greatly influenced by significant changes in pressure as steam is expelled 
into the Pool. 
• It is shown that a high degree of subcooling in the Suppression Pool leads to high enough 
condensation rates that significantly deform the steam bubble and prevent steam from 
rising towards the Suppression Pool surface. This prevents vertical temperature 
stratification during a long-term operating transient. 
• Obtaining a higher resolution vertical water temperature profile from experimental tests 
is identified as essential for providing initial conditions in simulations that will translate 















In this section, the RCIC system is described in brief detail with an emphasis placed on one 
of its components, the Pressure Suppression Chamber, which is the focus of this research. 
Furthermore, this section provides a further description of the principal thermal-hydraulic 
phenomenon of interest in this research: direct contact condensation flow regimes.  
2.1 RCIC System Component Overview 








     Overall, the RCIC system is composed of three primary components listed as follows: 
1. Multi-stage turbine-driven centrifugal pump 
2. Terry Turbine 
3. Pressure Suppression Chamber 
     These components operating together utilize steam flow exiting the reactor core to drive the 
introduction of cooling water to the reactor core for the purpose of decay heat removal post 
reactor SCRAM. 
     Steam from the reactor core is diverted from the main steam line to the Terry Turbine. This 
impulse type turbine utilizes the enthalpy of incoming steam to generate kinetic energy for the 
turbine rotor which spins a shaft that connects the Terry Turbine to the RCIC Pump. The RCIC 
Pump, utilizing the generated shaft work, supplies cooling water from either the plant’s 
condensate storage tank (CST) or the Pressure Suppression Chamber to the reactor pressure 
vessel (RPV). Finally, steam that has fully expanded within the Terry Turbine is exhausted into 
the Pressure Suppression Chamber, a vessel of water which serves as the ultimate heat sink for 
the RCIC system alongside its role as a secondary source of cooling water supply to the RCIC 
Pump.  
2.2 Normal and Off-Normal Conditions of RCIC Performance 
 
     As previously explained, the RCIC system begins operation when the main steam line is 
isolated from the primary plant turbine. This condition can occur for various reasons [3]: 
• Loss of Offsite and Onsite AC Power: AC power needed to operate primary plant 
systems leads to necessary shutdown of the primary plant turbine. 
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• Loss of feedwater flow: Feedwater flow that is normally supplied to the RPV through the 
primary plant condensate pump is lost leading to a necessary reactor SCRAM and 
shutdown of the primary plant turbine. 
In the context of Fukushima, the loss AC power condition is most relevant. With the loss of 
AC power, the RCIC system is initiated. The RCIC system requires DC power to operate certain 
components within the system including the Terry Turbine governor valve, therefore DC power 
is supplied from batteries that are located at the plant site [4]. Ultimately, as long as DC power is 
available onsite, the RCIC system is capable of controlling steam flow into the Terry Turbine by 
actuation of the governor valve. The diverted steam flow provides the energy needed to produce 
the operating torque for the Terry Turbine and RCIC Pump shaft, and this allows for 
maintenance of the RPV water level for core cooling. 
Under this normal operating condition, the RCIC system is credited in plant safety analyses 
for between 4-8 hours of continuous operation. Beyond this operating time, it is assumed that the 
onsite DC power supplies will be depleted leading to loss of electronic flow control for the RCIC 
system [4].  
However, at Fukushima the RCIC system was observed to operate well beyond this plant 
design basis limit. Without DC power for steam flow control to the Terry Turbine, it is evident 
that the RCIC system is capable of sustaining a self-regulating mode where the Turbine is able to 
operate even under possible two-phase flow conditions.  
2.3 Pressure Suppression Chamber Description 
     The Pressure Suppression Chamber, sometimes referred to as the wetwell, is typically located 




Figure 2. BWR Mark I Containment Design Diagram [5] 
 
     In this containment design, the drywell is a concrete structure which contains the RPV. The 
Pressure Suppression Chamber, located below the RPV, is a toroidal shaped tank which is 
typically filled to its midpoint with subcooled water [5]. The drywell and Pressure Suppression 
Chamber are connected through vent lines. In the event that steam enters the drywell, ambient 
pressure within the drywell can be reduced by venting to the vapor space of the Pressure 
Suppression Chamber as long as drywell pressure is sufficient to drive the flow [5]. 
     Figure 3 shows a section diagram of the Pressure Suppression Chamber. To fulfill its purpose 
as the primary heat sink for the RCIC system, the Chamber consists of a steam Sparger line that 
enters the Chamber and is submerged within subcooled water. The Sparger can take upon 
different designs depending on the plant under consideration. In the simplest case, the Sparger is 
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a pipe with a single open-ended outlet. In other designs, the Sparger has multiple machined 
outlet holes located below the water level of the Chamber. 
 
 
Figure 3. Fukushima Unit 2 Pressure Suppression Chamber Cross-Sectional Diagram [6] 
  
     The Pressure Suppression Chamber is also connected to a suction side of the RCIC Pump. 
The location of this suction line is likely to be dependent on individual plant design, but its 
location is integral to the long-term operation of the RCIC system [7].  
     One focus of recent Pressure Suppression Chamber research is the thermal stratification 
phenomenon. Thermal stratification occurs when steam injected into the water Chamber does not 
induce the necessary mixing needed to uniformly distribute heat within the Chamber. Therefore, 
if thermal stratification takes place, temperature gradients can be established in the Chamber 
leading to various operational difficulties.  
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     One of these issues pertains to the capability of the Pressure Suppression Chamber to serve its 
capacity as a secondary cooling water source for the RCIC Pump. If the thermal stratification 
causes a localized warmer region of water near the suction line in the Pressure Suppression 
Chamber, the net positive suction head available to the RCIC Pump may be insufficient leading 
to failure of the Pressure Suppression Chamber to fulfill its function [7]. 
     Another issue pertaining to the Pressure Suppression Chamber’s responsibility to regulate 
drywell pressure. If thermal stratification takes place, the effectiveness of the heat transfer 
between the injected steam and subcooled water can degrade. Therefore, it is possible that 
incomplete condensation of injected steam could raise the vapor space pressure in the Chamber 
such that vapor flow between the drywell and wetwell is prevented [7].  
2.4 Direct Contact Condensation Flow Regimes 
 
     With temperature stratification in the Chamber being a possible outcome when operating the 
RCIC system long term, it is imperative to understand the thermal hydraulic mechanisms that 
drive the mixing of water within the Chamber. 
     The degree of mixing local to the outlet of the Sparger is primarily dictated by the interaction 
between steam and water. In the Pressure Suppression Chamber, unlike typical heat exchanger 
devices with phases separated by a physical barrier, heat transfer takes place at an interface that 
is in direct contact. With the phases being in direct contact, mass transfer (condensation) takes 
place across the interface, and the rate of condensation is influenced by turbulent flow 
characteristics at the interface, the degree of subcooling in the water, and the rate of steam flow 
into the Sparger. 
11 
 
     According to de With et al., direct contact condensation between steam and water is 
characterized by steam thermal hydraulic behavior [8]. Therefore, the behavior of steam in this 
type of interaction has been divided into direct contact condensation flow regimes. Important to 
the identification of a flow regime are two main parameters: the mass flux of the steam flow and 
the degree of subcooling in the water.  
     de With et al. compiled data from many experiments that examined flow behavior in a system 
consisting of a subcooled water tank containing a steam injector. These studies varied the inlet 
mass flux of steam to the injector along with the degree of water subcooling. Based on the 
resulting flow behavior in the experiments, de With et al. generated a three-dimensional direct 
contact condensation flow regime map. This regime map is shown in Figure 4. 
 
 




     As shown in Figure 4, three major direct contact condensation flow regimes were identified: 
chugging, bubbling, and jetting. While the inlet mass flux and degree of water subcooling are 
alone sufficient to generate a mapping of flow regimes, de With et al. also included the diameter 
of the steam injector as a third variable. This addition mainly highlights the fact that 
experimental studies on direct contact condensation have utilized a wide range of injector 
diameters leading to some differences in their own two-dimensional regime maps [8].  
     In Figure 4, the region of intermediate steam mass flux leads to the bubbling direct contact 
condensation flow regime. In the bubbling regime, steam exits the injector with inertial forces 
dictating the rate of bubble growth at the mouth of the injector. As the steam bubble grows in the 
subcooled water pool, the available interfacial area between steam and water increases leading to 
an increase in condensation occurring at the interface. Eventually, the growth of the bubble 
becomes primarily limited by condensation with the bubble eventually detaching from the 
injector due to instability induced by the increasing condensation rate.  
     In Figure 4, the region of high steam mass flux is called the jetting regime. In this regime, the 
inlet mass flux of steam is high enough such that a jet is formed in the water pool. de Wtih et al. 
identified different possible steam jet geometries depending on the subcooling in the pool [8]: 
• Divergent Jet: Irregular shaped jet that occurs at low subcooling. 
• Ellipsoidal Jet and Conical Jets: Jets with smooth steam-water interface occurring at 
intermediate to high subcooling 
     Finally, the last direct contact condensation flow regime is called chugging. This flow regime 
was prevalent in experiments performed at the NHTS facility due to the setup of low steam mass 
flux and high degrees of subcooling.   
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     In the early stages of the chugging flow regime, the steam bubble growth behavior is similar 
to the bubbling regime. However, in the chugging regime, the steam bubble violently collapses at 
the injector outlet rather than slowly detaching. The collapse of the bubble occurs due to the 
condensation rate greatly exceeding the inlet steam mass flow rate causing a large amount of 
interfacial instability.  
     With the collapse of the steam bubble, a large pressure gradient is formed that causes water to 
flow back into the steam injector. The steam-water interface reforms in the injector, and the 
process can repeat as long as subcooling in the pool is sufficiently high to allow a high enough 
condensation rate.  
     The size of bubbles before detachment (or collapse) from the injector outlet is influenced by 
the degree of subcooling within the water pool. Recognizing the influence of subcooling on 
steam bubble size, Kerney et al. introduced a dimensionless parameter called the condensation 




(Tsat − Tw) (2.1) 
     Experimental evidence supports the use of the condensation potential as a benchmark for 
steam plume length. Purhonen et al. performed steam-water suppression pool testing at the 
POOLEX facility where their use of high speed cameras confirms the intuitive role of pool 






3. LITERATURE REVIEW 
 
     In this section, a literature review is conducted to provide context to two of the prominent 
Pressure Suppression Chamber experimental facilities: NHTS and POOLEX. Next, current direct 
contact condensation CFD modelling techniques are examined in order to provide context to the 
approach used in developing a CFD model for the NHTS facility using conditions from 
experimental tests. 
3.1 Current Suppression Chamber Experimental Facilities 
     In order to gain insight into Pressure Suppression Chamber thermal-hydraulic performance 
characteristics, experimental facilities have been constructed that are scaled representations of a 
true Pressure Suppression Chamber found at operating plants. Two well established Suppression 
Chamber experiments, NHTS and POOLEX, have provided significant insights relevant to this 
research. 
3.1.1 NHTS Suppression Chamber Facility 
     The NHTS Suppression Pool Facility was designed by Matthew Solom at Texas A&M 
University. The primary goal of research performed at this facility was to examine the 
temperature stratification phenomenon over long operation times. Figure 5 shows a picture of the 
NHTS Suppression Chamber. 
     The NHTS Suppression Chamber has a horizontal orientation and is a fully enclosed vessel. 
The Suppression Chamber is connected to a steam generator which serves as a steam source 
analogous to the reactor pressure vessel [7]. The Suppression Chamber is also connected to a 
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centrifugal pump which performs the role of the RCIC Pump using the Suppression Chamber as 
a suction source [7]. 
 
 
Figure 5. NHTS Suppresion Chamber Experimental Facility [7] 
 
     The NHTS Suppression Chamber receives steam from the steam generator through a single 
open-ended Sparger line. The Suppression Chamber contains an internal support structure that 
allows for the placement of thermocouples at different locations within the Chamber. The 
Chamber itself does contain a vapor space at the top which can be pre-pressurized or vented to 
atmospheric pressure. Figure 6 shows a diagram of the Chamber internal instrumentation. Note 





Figure 6. Internal diagram of NHTS Suppression Chamber [7] 
      
     At the NHTS Suppression Chamber facility, 32 experimental tests were run with varying 
steam generator power, vapor space pressurizations, and injection modes. Twenty-seven tests 
were performed using the regular Sparger. Five tests involved the use of the analog SRV line 
which is not considered in the proposed research.  
     Out of the 27 tests with the regular Sparger, three power levels were considered: 157 kW, 107 
kW, and 57 kW [7]. With the steam generator operating at these powers, the Sparger inlet steam 
mass fluxes are: 50 kg m-2 s-1, 34 kg m-2 s-1, and 18 kg m-2 s-1 respectively [7]. At these inlet mass 
fluxes, the NHTS facility was clearly operating in the chugging direct contact condensation flow 
regime considering initial Pool subcooling. While the NHTS Suppression Pool facility does not 
provide visual contact with the internal space of the Chamber during the experiment, chugging 
was audibly observed early in many of the test cases [7]. 
     Some tests were performed with the vapor space pre-pressurized and isolated from 
atmosphere. However, most test utilized a standard pressurization scheme that was initially 
vented to atmosphere. In the standard scheme, the Chamber was not vented throughout testing, 
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thus pressure in the vapor space increased over time which was found to induce a greater level of 
temperature stratification [7] [11].   
     After performing these tests, it was observed that temperature stratification was exhibited 
vertically within the Chamber to varying degrees in all tests utilizing the standard steam Sparger 
[7]. The onset of thermal stratification occurred at an accelerated pace once chugging weakened 
leading to decreased mixing within the Chamber characteristic of the bubbling flow regime [7]. 
Ultimately, without visualization methods, the primary evidence for the existence of chugging in 
these experiments came from differential pressure and temperature oscillations in the Sparger. 
The temperature oscillations indicated that water ingress into the Sparger indeed did occur with 
subcooled temperatures periodically observed within the Sparger [7].   
3.1.2 Comparison of NHTS and POOLEX Suppression Chamber Facilities 
 
     The POOLEX Suppression Chamber experimental facility at Lappeenranta University of 
Technology in Finland was designed to examine a variety of Suppression Chamber thermal-
hydraulic phenomena. Similarly to the NHTS facility, the POOLEX facility also performed 
temperature stratification experiments (referred to as STB-20 and STB-21). These experiments 
showed similar behavior to the NHTS experiments with chugging playing an integral role in 
maintaining mixing within the Chamber [12]. When steam mass flow rate was set low enough to 
allow full condensation within the Sparger, temperature stratification was substantial due to the 
lack of chugging acting as a source of momentum to drive mixing in the Chamber [12]. 
However, increasing the steam mass flow rate led to enhanced mixing that generated more 
temperature uniformity in the Chamber [12]. 
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     While the NHTS facility was developed to exclusively examine temperature stratification, a 
long-term operation phenomenon, the POOLEX facility was developed to also consider 
visualization of steam bubble formations within the Chamber. With the addition of high speed 
cameras and viewports within the Chamber, experiments considering direct contact condensation 
flow regime dynamics could be performed with the goal of providing data needed for 
computational model validation for steam injection into subcooled water [13]. Figure 7 shows a 
diagram of the overall POOLEX Suppression Chamber. 
 
 
Figure 7. POOLEX Suppression Chamber Diagram [12] 
 
     Table 1 shows a geometric and operational comparison between the POOLEX and NHTS 
facilities. Note that the inlet steam mass flow rates were taken for two particular tests, one for 
each facility. The commonality between these tests is the exhibition of the chugging direct 
contact condensation flow regime. 
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Table 1. NHTS and POOLEX Experimental Facility Comparison [7] [10] 
Design Parameters POOLEX (STB 28-4 Test) NHTS (Test Case #4) 
Pool Orientation Vertical Horizontal 
Sparger Diameter 21.91 cm 4.1 cm 
Primary Axis Length 4.4 m 3.1 m 
Primary Axis Diameter 2.4 m 1.5 m 
Open/Closed Top Open Closed 
Chugging Experienced Yes Yes 
Inlet Steam Mass Flow Rate  0.3 kg/s 0.045 kg/s 
 
     From Table 1, it is shown that while both facilities have different orientations, they are similar 
in scale. While the POOLEX experimental facility employs a much larger Sparger, the steam 
flow rates are scaled such that the operating Reynolds number is approximately 100,000.  
3.2 CFD Modelling of Direct Contact Condensation 
     CFD modelling of direct contact condensation presents many challenges. These technical 
challenges can be divided into the following categories: 
1. Choosing a modelling framework that is suitable for simulating free surface flows with 
reasonable computational expense. 
2. Finding adequate closure models for the Navier-Stokes equations. 
a. Correlations for heat transfer coefficients  
b. Drag models  
3. Capturing flow characteristics of direct contact condensation flow regimes. 
a. Particularly difficult in the chugging regime 
   CFD modelling of direct contact condensation is still in its early stages of development. Most 
relevant literature in the computational realm of direct contact condensation modelling has been 
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published after the turn of the millennium. In this section, the breakthroughs that have been made 
with regards to these technical challenges are discussed. 
3.2.1 CFD Modelling Framework for DCC Simulations 
 
     One of the principal challenges in CFD modelling of DCC involves spatially resolving thermal-
hydraulic behavior at an interface between phases. It is often the case at this interface that there 
are substantial gradients in temperature, velocity, fluid properties, and phase volume fraction. With 
the presence of these large gradients over small volumes within a computational domain, resolving 
mass transfer at an interface can prove quite difficult with conventional interface tracking methods. 
Two methods used in free surface flows, the Volume of Fluid (VOF) and Eulerian two-fluid 
models, are described in this section as they relate to DCC modelling. 
     The most well-known interface tracking method, the VOF method, has been employed 
throughout literature in many multiphase flow problems. In this method, the following measures 
are taken when solving the Navier-Stokes equations: 
1. The continuity equation is solved for the secondary phase in the system to find the volume 
fraction of the secondary phase. Typically, in nuclear system related applications, the 
primary phase is selected to be liquid unless the overall domain is predominantly of the 
vapor phase. In all volumes within the domain, the volume fraction of each phase must 
sum to unity, making it sufficient to solve the continuity equation for one phase [14]. 
2. A single momentum equation is solved. The momentum equation utilizes volume averaged 
properties (utilizing phase volume fraction), thus allowing the momentum equation to be 
solved for an effective mixture [14]. All phases possess the same velocity field. 
21 
 
3. The energy and turbulence transport equations are treated in the same way as momentum, 
with temperature and turbulence quantities shared by all phases. 
4. By tracking the volume fraction in each cell of the computational domain, the location of 
the phase interface is effectively tracked. Getting reasonable quality spatial resolution of 
the interface requires careful selection of discretization schemes and mesh density. 
In 2000, Meier et al. conducted experiments with air injection into a water pool. Using the 
VOF method, the evolution of an air bubble formation and detachment within the water pool was 
successfully demonstrated using a 2D mesh with success later also achieved with a 3D mesh [15].   
However, when steam injection was later considered in their VOF model, difficulties arose. 
The reasoning for this difficulty is now very much made clear within commercial CFD software 
user manuals. When choosing the VOF method, it is imperative that the mesh grid be refined such 
that mesh size is smaller than the thermal-hydraulic phenomena being analyzed [14]. In the case 
of steam injection into a subcooled water pool, mass transfer must be resolved at an interface, and 
the length scale of this interaction can be influenced by turbulence characteristics at the interface. 
Therefore, if the turbulence length scales are small, the amount of grid refinement needed near the 
phase interface becomes prohibitive from the perspective of computational expense. Meier et al. 
also came to this conclusion stating: 
“The direct numerical simulation of the full problem, including mass transfer, appears not 
feasible at present due to both methodical difficulties and limitations in computer power.” [15] 
In 2014, Li et al. performed a VOF simulation for steam injection into a water pool. Li et al. 
set the initial and boundary conditions within their model to be consistent with experimental tests 
performed by Chan and Lee in order to perform model validation. Within their model, the one 
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immediately obvious limitation is their high mesh density and the associated small time step of 
1E-6 seconds [16]. Despite this limitation, their model was found to be capable of performing 
simulations of DCC and provided agreement with experimental test data from Chan and Lee.  
The Eulerian Two-Fluid method is similar to the Volume of Fluid method in that liquid and 
vapor phases are allowed to interpenetrate within a volume of the computational domain. The 
Eulerian Two-Fluid model differs from the VOF method is that continuity, momentum, and energy 
equations are solved for each individual phase in the domain for a total of 6 equations in a case 
with two phases [14]. Turbulence is also treated the same way, with turbulence transport equations 
solved for each phase individually, ultimately leading to 4 more equations in a two-phase case 
assuming that a standard two equation turbulence model is used [14].  When compared with the 
VOF method, immediately it becomes apparent that this multi-phase modelling formulation 
introduces much more complexity due to the increased number of conservation equations along 
with the number of relations required for closure.  
     Where the Eulerian Two-Fluid model outperforms the VOF method is in its ability to capture 
two-phase interactions at an interface without requiring a prohibitively high mesh density and the 
consequent small time step requirements. According to Pellegrini et al., the reduced computational 
cost of using the Eulerian Two-Fluid model makes it a more ideal method for simulation of nuclear 
power plant systems on more realistic time scales of interest in plant design and safety analysis 
[17]. Therefore, the Eulerian Two-Fluid method has become the most promising development in 
DCC modelling over the past decade. 
     In 2014, Tanskanen et al. demonstrated the utility of the Eulerian Two-Fluid method through 
simulations of the POOLEX STB-28 experiments with the NEPTUNE_CFD software. Tanskenen 
et al. note that these experiments were performed within the chugging DCC flow regime [18].  In 
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their simulations, a 2D axisymmetric meshing approach was employed. Using a pattern 
recognition algorithm along with high speed cameras, Tanskanen et al. developed a method to 
experimentally assess the condensation rate of steam bubbles forming at the Sparger outlet [18]. 
Using the pattern recognition algorithm along with camera footage of bubble collapse, Tanskanen 
et al. attained simulation results that showed general agreement with experimental bubble size and 
chugging event frequency [18]. However, the condensation rates were not as well captured within 
their model, and they postulated that the weak initialization of turbulence in the model led to lower 
condensation rates than were exhibited in the true experimental conditions [18]. 
     In 2015, Pellegrini et al. utilized the Eulerian Two-Fluid model within STAR-CCM+ to 
similarly simulate the STB 28-4 POOLEX experiment. However, Pellegrini et al. introduce a 
novelty to the model through the implementation of Rayleigh-Taylor instability theory to the 
interfacial area density closure relation [17]. Overall, their simulation found that the adjustment to 
the interfacial area density led to a large increase in interfacial surface area at the Sparger outlet, 
hence a higher condensation rate that induces violent chugging events [17]. Patel et al. performed 
simulations in 2017 of the same POOLEX test using both Open_FOAM and NEPTUNE_CFD 
with the implemented Rayleigh-Taylor instability correction, and the results achieved improved 
agreement with their experiment than compared to the results of Tanskanen et al. [13]. 
3.2.2 Rayleigh-Taylor Instability and Capturing DCC Flow Regimes 
 
     The Suppression Chamber CFD models created by Pellegini and Patel exhibit the importance 
of Rayleigh-Taylor Instability in modelling the chugging DCC flow regime. Rayleigh-Taylor 
Instability is a dynamic condition in multiphase flow where a smooth interface between two 
fluids becomes unstable due to pressure and density gradients near the interface in the presence 
of a local acceleration [19].   
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     In a traditional case of Rayleigh-Taylor Instability, a light fluid is located below a heavier 
fluid and undergoes acceleration due to gravity. Intuitively, the denser fluid flows towards the 
lighter fluid in order to relieve the density gradient in the system. This causes the initial interface 
between the fluids to transition: an initially smooth interface takes on a wave-like pattern.  
     In the case of a Suppression Chamber, a steam bubble at the mouth of the Sparger is located 
above water. Dynamically, the steam bubble grows with inertia and condensation taking 
predominance in the rate of bubble growth. However, as the rate of bubble growth begins to 
stagnate, the impact of Rayleigh-Taylor Instability takes effect. 
     The instability begins at the steam-water interface in the presence of a pressure and density 
gradient, with the lighter fluid (steam) being located above the heaver fluid (water). Once the 
steam bubble growth stagnates, water is slowly accelerated towards the steam. This induces the 
Rayleigh-Taylor Instability at the interface with the wave-like pattern.  
     The instability at the steam-water interface generates an increase in interfacial surface area. 
As early as 1900, Lord Rayleigh studied this two-fluid dynamical behavior at an interface 
between incompressible and immiscible fluids. Through stability analysis, Lord Rayleigh proved 
that the wave amplitude (n) at the interface varies exponentially in time as shown in Equation 3.1 




k = −A ∗ k (3.1) 
n(t) = n0e
σt (3.2) 
where ρ2 is the density of the light fluid and ρ1 is the density of the heavy fluid [19].  
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     Equation 3.1 shows that the argument within the exponential, σ2, is dependent on the Atwood 
number (A) which is commonly used in multiphase flow analysis to describe interfacial flow 
behavior. In Equation 3.1, the term, k, represents the wave number of the perturbed interface. In 
Lord Rayleigh’s analysis, there is a critical wavenumber, kc, which is ascribed to a transition 
from stable to unstable interfacial shape [19]. This critical wave number is formulated in the 






where g is the local acceleration and T is the surface tension.  
     Therefore, utilizing Equation 3.1 and Equation 3.3, the magnitude of the perturbation at the 
interface is described by Equation 3.2. The exponential dependence of interfacial area is one of 
the most important findings in this classical analysis. Initially, the perturbation at the interface is 
small which will only lead to modest increases in interfacial area. However, in a short time this 
perturbation becomes large, and the interfacial area increases quickly. 
     In context to bubble dynamics in a steam water system, the large increase in interfacial 
surface area due to Rayleigh-Taylor Instability leads to an increase in the condensation rate. In 
systems that are operating with steam mass flux and water subcooling within the chugging flow 
regime, the increased condensation rate due to Rayleigh-Taylor Instability leads to the 
condensation rate greatly exceeding the rate of steam mass flow into the Chamber, the condition 
necessary to cause a chugging event to occur. With Rayleigh-Taylor Instability models 
implemented by Pellegrini et al. and Patel, better quantitative agreement in the condensation rate 
was achieved with qualitatively larger chugging events as represented by water ascending well 
into the Suppression Chamber Sparger [17] [20]. 
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     In the analyses by Pellegrini et al. and Patel, Rayleigh-Taylor instability is considered with 
greater detail than the classical theory developed by Rayleigh. In 2013, Josey and Baglietto 
developed a more comprehensive treatment of interfacial area growth due to Rayleigh-Taylor 
Instability that accounted for a more significant effect of surface tension [21]. First, Josey and 
Baglietto assessed the formulations of Livescu which expands upon the classical treatment by 
Rayleigh as shown in Eq. 3.4 [22]: 




Utilizing the result by Livescu, the growth term in the exponential of Equation 3 was formulated 
by Josey and Baglietto leading to a final form shown in Equation 3.5 [21]: 
σ = Real (√(Ag −
σk2
ρ1 + ρ2
) k + ν2k4 − νk2) (3.5) 
Equation 3.5 contains added terms which include the kinematic viscosity. Thus, the formulation 
of Josey and Baglietto accounts for compressibility, fluid viscosity, and enhanced treatment of 












The objectives of the proposed research are listed below. These objectives are listed in 
chronological order of necessary completion. 
1. Develop a CFD model using STAR-CCM+ of the NHTS RCIC Pressure Suppression 
Pool facility 
a. The model must capture the relevant physics associated with direct contact 
condensation. 
b. The model boundary and initial conditions must be consistent with experimental 
conditions for a selected experimental test case at the NHTS facility. 
c. The model must be capable of demonstrating the presence of direct contact 
condensation flow regimes and provide insights into Pool mixing and future 
experimental design changes. 
2. Improvements for future experimental design must be brought forward to enhance the 
capability to validate the model further. 
3. Best practice guidelines for modelling direct contact condensation within the STAR-
CCM+ Eulerian multiphase segregated flow model must be provided based on successes 







5. PHYSICS MODEL SELECTION 
 
     In this section, the physics models implemented within STAR-CCM+ are described in detail. 
The models are separated into three categories: flow modelling, turbulence models, and closure 
relations.  
5.1 Flow Modelling: Eulerian Multiphase Segregated Flow 
 
      STAR-CCM+ has a well-developed selection of multiphase flow models available. As 
described in Section 3.2.1, the Eulerian multiphase segregated flow model has been selected for 
this modelling effort due to its more relaxed requirements on mesh density near a phase interface 
which allows for longer time step sizes to be employed.  
     The Eulerian multiphase segregated flow model treats each phase present in the system 
independently leading to a set of conservation equations for each phase while maintaining a 
common pressure field for all phases in the system. For each conservation equation the sum of 
the volume fraction of each phase in each control volume must satisfy the relation: 
∑ αk
k
= 1 (5.1) 
The subscript k represents an individual phase within the system. In the remainder of this section 
the following convention is employed:  
k = i (continuous phase, liquid water) 
k = j (dispersed phase, steam) 
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In the Eulerian multiphase framework, the heaviest phase is commonly denoted as the 
continuous phase which in this analysis will be considered liquid water. 
     The following subsections provide the mass, momentum, and energy conservation equations 
used within the Eulerian multiphase segregated flow model. The equations are written with 
reference to the continuous phase (i), and a similar set of equations could easily be written for the 
dispersed phase (j) given the equations for the continuous phase. 
5.1.1 Continuity Equation 
 
     Mass conservation in the Eulerian multiphase segregated flow model must account for mass 
transfer between the phases. This requires an extra term in the continuity equation when 
compared to a single-phase flow case. Equation 5.2 shows the integral form of the continuity 





+ ∮ αiρi𝐯i ∙ d𝐀
A








     The first term on the right-hand side represents the mass transfer rate between phases i and j 
within the control volume. The final term on the right-hand side is a mass source term which is 
not needed for this case.  
5.1.2 Momentum Conservation 
 
     Momentum conservation in the Eulerian multiphase segregated flow model contains similar 
terms to a single-phase formulation, but it must account for interphase momentum transfer along 
with mass transfer. The integral form of the momentum equation employed for phase (i) is 





∫ αiρi𝐯idVV + ∮ αiρi𝐯𝐢⨂𝐯i ∙ d𝐀 =  − ∫ αi∇p dVVA + ∫ αiρi𝐠 dVV + ∮ [αi(𝐓i + 𝐓i
t)] ∙ d𝐀 +
A
∫ 𝐌iV dV + ∫ (𝐅int)idV + ∫ Si
αdV + ∫ ∑ (mij𝐯j − mji𝐯𝐢) dViVVV   
The term Mi represents the interphase momentum transfer per unit volume which satisfies the 
following relation: 
∑ 𝐌i = 0
i
 (5.3) 
This relation meets the requirement that all interphase forces must balance. The interphase 
momentum transfer term contains all interaction forces between phases that the user selects to 









     For this analysis, only the first term in the summation is considered: the interphase drag force 
(𝐅ij
D). This drag force term requires a closure relation which is discussed in a following section. 
The virtual mass, lift, turbulent dispersion, and wall lubrication forces are not considered in the 
present analysis. 
     In Equation 5.4, the two terms struck out on the right-hand side represent the internal forces 









5.1.3 Energy Conservation 
 
     Energy conservation in the Eulerian multiphase segregated flow model must account for heat 
and mass transfer occurring between phases within the system. This leads to a core concept 
within the Eulerian multiphase segregated flow model: the phase interface. 
5.1.3.1 Phase Interface Description 
 
     In each control volume, the Eulerian multiphase segregated flow model allows for both 
phases to be present with a corresponding volume fraction for each phase. In order to 
characterize the mass transfer interaction between phases within a control volume, the phase 
interface concept is employed. The phase interface is characterized by a saturation temperature, 
Tij, which corresponds to system pressure. This interface serves as an intermediary to facilitate 
heat transfer between phases present in the system which is ultimately used to compute the mass 
transfer that occurs between the phases.   
     In the phase interface formulation, heat is transferred from a saturated phase interface to each 
phase in the system. Equations 5.5 and 5.6 show the heat transferred from the phase interface to 
phases i and j respectively. Note that a superscripted or subscripted (ij) denotes quantities at the 










aij(Tij − Tj) (5.6) 
     Equations 5.5 and 5.6 contain the term 𝑎𝑖𝑗 which corresponds to the interaction area density. 
This describes the effective interfacial area present for heat and mass transfer at the phase 
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interface. A closure relation is required to compute the interaction area density in each control 
volume, and this is discussed in Section 5.3. 




 in Equations 5.5 and 5.6 correspond to the heat transfer coefficients for 
the continuous and dispersed phases respectively. These heat transfer coefficients are used to 













     In Equations 5.7 and 5.8, the term lij corresponds to the interaction length scale at the phase 
interface. This term, like the interaction area density, also requires a closure relation discussed in 
Section 5.3. The Nusselt number for the continuous and dispersed phases, Nui and Nuj, is 
computed through closure relations. In this analysis, only the Nusselt number for the continuous 
phase (i) is significant since steam temperature is always near the saturated phase interface 
temperature leading to negligible heat transfer from the phase interface to steam (Qj
ij
≈ 0).  
5.1.3.2 Conservation Equation 
 





+ ∮ αiρiHi𝐯i ∙ d𝐀
A
+ ∮ αip d𝐀
A
=  ∮ αikeff,i∇Ti d𝐀
A
+ ∮ 𝐓i ∙ 𝐯i d𝐀
A
+ ∫ 𝐟i ∙ 𝐯i dV
V











In this formulation, heat conduction is considered using an effective thermal conductivity for 
phase i (keff,i), which is calculated as follows: 




where μt,i is the turbulent viscosity, Cp,i is the specific heat capacity, and 𝜎𝑡,𝑖 is the turbulent 
thermal diffusion Prandtl number. This formulation for thermal conductivity provides a 
correction due to turbulence. 
     Mass transfer is considered in the sixth and seventh terms on the right-hand side of the energy 
equation. The sixth term, Qi
ij
, represents the heat transfer per unit volume from the phase 
interface to phase i. This term is computed using the same formulations shown in Equations 5.5 
and 5.6. Heat transferred at the phase interface must balance with the seventh term, 
(mij − mji)hi(Tij) , which in this analysis represents heat given off by the steam per unit volume 
due to phase change (noting that for cases with only condensation mji = 0). This balance is shown 





+ (mij − mji)∆hij(Tij) = 0 (5.10) 
In this heat balance, the enthalpy of vaporization, ∆hij(Tij), is computed based on the 
temperature of the phase interface. 
5.1.4 Steam and Water Properties 
 
     In order to compute certain thermodynamic field variables present in the conservation 
equations, the continuous and dispersed phases must be assumed to be either compressible or 
incompressible. In this analysis, steam and water thermodynamic properties are both computed 
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using IAPWS-IF97 property tables that are provided within STAR-CCM+. For further 
information about these property tables, refer to [23].  
     Steam must be considered compressible since drastic pressure changes can exist during direct 
contact condensation, particularly when a steam bubble collapses at the RCIC Sparger exit. For 
liquid water, the IAPWS property tables were used out of convenience, but this phase could also 
be considered incompressible with constant density for simplicity. The incompressible 
assumption can be considered valid as long as the temperature of the water does not change 
significantly during the simulated transient.  
5.2 Turbulence Models 
 
     In this analysis, the standard k-ε turbulence model was selected for both the continuous and 
dispersed phases. This two-equation model yields a total of four more transport equations that 
must be solved along with the mass, momentum, and energy conservation equations for each 
phase.  
     In the Eulerian multiphase model, the general form of the turbulence transport equation is 
written as shown below. 
∂
∂t
∫ αiρiϕi dVV +  ∮ αiρiϕi?̅?iA ∙ d𝐀 = ∮ αi (μi +
μt,i
σϕ
) ∇ϕi ∙ d𝐀A + ∫ αiPϕ,i dV −V




ϕi denotes the turbulence transport variable k or ε for phase i. The production terms, Pϕ,i and 
Dϕ,i depend on the turbulence model selection, which is in this case the k-ε model. Refer to [23] 
for more information on the specific production and loss terms for the k-ε model. 
5.3 Closure Relations   
 
     From sections 5.1 and 5.2, it is shown that various closure relations are needed to completely 
solve the large set of conservation equations. The closure relations of most significant 
importance to the current work are discussed in detail in this section. 
5.3.1 Drag Coefficient 
 
     In Equation 5.4, the drag force must be calculated to compute the interfacial momentum 
transfer term in Equation 5.3. This requires the use of a drag correlation which is used to 
compute a linearized drag coefficient which ultimately leads to a computed value for the drag 
force. 
     The symmetric drag law was selected for this analysis. According to the STAR-CCM+ user 
manual, the symmetric drag law is appropriate for situations where the dispersed phase in one 
region of the domain becomes continuous. This was deemed appropriate for this case since as a 
bubble forms on the outside of the Sparger, steam volume fraction within the bubble increases to 
near unity. 











where |𝐯r| is the magnitude of the relative velocity between the continuous and dispersed phases 
and CD is the standard drag coefficient. li is taken to be the interaction length scale which is later 
defined in Equation 5.15. lj is the inverted topology length scale which was left at a default value 
of 1 mm.  
5.3.2 Hughes-Duffey Nusselt number Correlation for DCC  
 
     In Equations 5.7 and 5.8, the Nusselt number is needed to compute heat transfer coefficients 
for water and steam respectively. Since steam is considered to be at saturated conditions with 
minimal heat transfer from the steam to phase interface, Nuj, in Equation 5.8 was kept at the 
default value of 2 for all simulations. To compute the heat transfer coefficient on the liquid water 
side of the phase interface, Nui was computed using the correlation of Hughes and Duffey 










where Ret is the turbulent Reynold’s number and 𝑃𝑟 is the Prandtl number for liquid water. The 























     STAR-CCM+ does not currently have the Hughes-Duffey correlation available for use in the 
Continuous-Dispersed phase interaction model utilized in this study. Therefore, Equations 5.12-
5.15 were implemented within STAR-CCM+ with user defined field functions. 
5.3.3 Interaction Area Density and Length Scale 
 
     The interaction area density and interaction length scale play an important role in computing 
mass transfer terms as well as interphase drag force. It is important to select these values 
carefully to ensure that un-physical mass transfer rates are not obtained during the analysis. 
     The interaction area density was computed by taking the magnitude of the volume fraction 
gradient of the steam phase: 
aij = |∇αi| (5.16) 
This method of computing the interaction area density is similar to the approaches used in 
Volume of Fluid methods.  
     The interaction length scale was selected to be the turbulent length scale of the liquid water, 
as shown in Equation 5.17. This combination of area density and length scale formulations led to 
the most successful results for this study in terms of physical significance. Overall, both of these 










6. NHTS FACILITY TEST CASE #4 
 
     In the NHTS Suppression Pool experiments, there were many Test Cases to choose from that 
have significant variations in operating conditions. For this work, Test Case #4 was selected to 
serve as the source of all conditions enforced in the CFD simulations. 
     This section outlines the operating conditions present in Test Case #4 which will be 
referenced throughout the following sections of the thesis. Furthermore, justification for using 
this test case is provided. 
6.1 Test Case #4 General Description 
 
Test Case #4 is considered a “mid-power standard alignment” case as stated by Solom [7]. Table 
2 shows the operating conditions consistent with the mid-power standard alignment. 
 
Table 2. NHTS Test Case #4 Operating Conditions and Parameters 
Operating Parameters/Conditions Parameter Description  
Steam Generator Power 107 kW 
Sparger Inlet Steam Temperature 120 ℃ 
Sparger Inlet Steam Quality Approximately Saturated State 
Steam Mass Flux 34 kg m-2 s-1 
Suppression Chamber Pressurization No Venting 
Average Vapor Space Pressure 180 kPa (at t = 4000 s) 
Average Pool Water Temperature 67 C (at t = 4000 s) 
Initial Pool Water Temperature 40 ℃ 
 
     From Table 2, it is shown that this particular Test Case was run with no venting of the 
Suppression Chamber vapor space. Table 2 also provides a definition of the mid-power 
alignment which consist of steam entering the pool in an approximately saturated state at 120 ℃. 
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At this saturation temperature, the corresponding steam mass flux was held fixed at 34 kg m-2 s-1. 
The significance of using this mass flux of steam can be extracted from the following flow 
regime map in Figure 4. 
     As shown in Figure 4, Test Case #4 falls within the chugging region of the DCC regime map 
based on the subcooling and Sparger inlet steam mass flux. Over the course of the test case, the 
Suppression Pool water temperature increases, reaching the bubbling regime.  
6.2 Justification for Using Test Case #4 
 
     Test Case #4 for simulations in this work due to the fact that it exhibited behavior consistent 
with multiple DCC flow regimes. As stated by Solom, this test case showed “clear chugging and 
temperature stratification profiles” making it a “quintessential RCIC test case” [7].  
     Evidence for this behavior is shown in Figure 8 as developed by Solom in [7]. For 
approximately 3000 seconds of this Test Case, Pool axial temperatures showed no stratification 
which is a characteristic of well mixed conditions induced by the chugging DCC flow regime. 
However, at approximately 4000 seconds into the test, axial temperature stratification is 
initiating between the lower and upper regions of the Suppression Pool which is indicative of the 





Figure 8. Suppression Pool Temperature Progression Test Case #4 [7] 
 
     With the varying degrees of subcooling present in this Test Case (and consequent variation in 
DCC flow regimes), Test Case #4 provided a well diverse set of possible conditions to consider 
for CFD simulations. Among the other test cases, one of the main differences is venting of the 
Suppression Chamber vapor space to atmosphere. Other differences include steam operating 








7. NHTS TEST CASE #4 MODEL DEVELOPMENT 
 
     In this section, the model development in STAR-CCM+ for the NHTS Facility Test Case #4 
is presented.   
7.1 NHTS Facility Geometry 
 
     The NHTS Facility (depicted in Figure 5 and Figure 6) is a horizontally oriented pressure 
vessel with a roughly cylindrical shape when excluding the two end caps. The initial water level 
within the Suppression Chamber is approximately 0.78 m.  
     For this work, the primary goal was to examine steam-water condensation behavior near the 
exit of the Suppression Chamber Sparger. This goal varies significantly from the goals of the 
original NHTS Facility experimental tests which were considering bulk pool temperature 
stratification.  
     Given that the bulk pool behavior far from the Sparger was not of interest in this work, it was 
decided to consider a simplified geometric domain. This simplification preserved important 
characteristics of the NHTS Suppression Chamber geometry while also allowing for the 
utilization of symmetry. Figure 9 shows a CAD representation of the simplified NHTS 
Suppression Chamber domain. 
     In Figure 9, ¼ of the domain is shown. The blue region is the NHTS Sparger while the green 
region represents the Pool water domain within the Suppression Chamber. With the Suppression 
Chamber Sparger located in the center of the overall cylindrical Suppression Pool region, 





Figure 9. Simplified Suppression Chamber CAD Representation 
 
     Overall, Table 3 shows the important geometric characteristics of the NHTS Suppression Pool 
domain. 
 
Table 3.NHTS Test Case #4 Operating Conditions and Parameters 
Suppression Pool Geometric Parameters Parameter Values 
Suppression Pool Water Height 0.78 m 
Suppression Pool Water Volume 2.75 m3 
Suppression Chamber Sparger Outlet Height 0.381 m 
Suppression Chamber Sparger Length 0.819 m 




     From Table 3, the Suppression Pool water volume and height are preserved with respect to 
the actual NHTS Suppression Pool Geometry. With respect to the Sparger, the diameter is 
preserved such that the prescribed steam mass flux in Test Case #4 corresponds to the correct 
mass flow rate. 
     Ultimately, utilizing this simplified domain gives rise to the possibility of utilizing 
axisymmetry in all simulations performed. Within STAR-CCM+, the axisymmetric approach 
considers a 1 radian slice of the geometric domain. This greatly reduces computational cost of all 
simulations since the number of mesh cells utilized in the simulations is reduced greatly. 
However, the drawback to utilizing the axisymmetric approach lies in the fact that bubble 
formation is not necessarily symmetric around the vertical axis. While a full 3D representation 
would be ideal to capture any asymmetries, the computational cost was deemed too great for the 
time of this work. 
7.2 Meshing Strategy 
 
     Employing the 2D-axisymmetric approach in STAR-CCM+ requires the creation of a 3D 
volume mesh and subsequent conversion to 2D. Note, that in order to utilize the 2D-
axisymmetric model, the entire domain must lie above y = 0 m with a plane existing at z = 0 m. 
     Both structured and unstructured meshing strategies were employed in this work. To create a 
structured mesh, the STAR-CCM+ directed meshing tool was implemented. This creates a 
volume mesh that consists of blocks which then project to quadrilaterals in 2D. The unstructured 
mesh was generated using the STAR-CCM+ automated meshing tool. This was used to create a 




7.2.1 Polygonal Meshing Strategy 
 
     The unstructured volume mesh for the NHTS Suppression Pool domain was created utilizing 
polygonal mesh cells with corresponding prism layers along all wall boundaries. Furthermore, in 
order to adequately capture the steam-water interactions (primarily condensation), grid 
refinement was required near the Sparger outlet where bubble formation takes place. This was 
accomplished using a volumetric control within a 6 cm radius sphere centered on the Sparger 
outlet. Finally, a cylindrical volumetric control was enforced inside the Sparger to maintain 
reasonable cell sizes inside the Sparger above the spherical refinement zone.  
     Overall, Figure 10 and Figure 11 show the final converted 2D mesh developed.  
 
 
Figure 10. Converted 2D Mesh of NHTS Suppression Chamber 
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From Figure 10, the spherical refinement zone is shown clearly as well as refinement above this 
zone inside the Sparger. Figure 11 shows a zoomed in view of the spherical refinement zone. 
     In order to produce this mesh, some important automated mesh settings in STAR-CCM+ were 
utilized as shown in Table 4. 
 
Table 4. Automated Mesh Parameters Used in STAR-CCM+ 
Automated Mesh Parameters Parameter Setting 
Base Cell Size 5 cm 
Target Surface Size 1 cm 
Number of Prism Layers 3 
Prism Layer Near Wall Thickness 1 mm 
Prism Layer Total Thickness 3 mm 
Spherical Volumetric Control Cell Size 2 mm (nominal) , 4 mm (coarse) 





Figure 11. Spherical Refinement Zone in Polygonal Mesh (2 mm refinement) 
 
     From Table 4, the prism layer near wall thickness was selected in order to generate Wall Y+ 
values > 30 which is consistent with the use of a High Y+ turbulence model. Within the spherical 
volumetric control, it is shown that there were two refinements considered for analysis, a 4 mm 
coarse refinement and a 2 mm nominal refinement. In Section 9, the influence of the selection of 
grid refinement is discussed at length. 
7.2.2 Directed Meshing Strategy 
 
     In STAR-CCM+, the directed meshing tool was used to create the structured grid. In order to 
do this, the tool takes source and target surfaces within the geometry as defined by the user. 
Upon selecting these surfaces, the user then is able to define a 2D grid on the source surface. The 
user can choose the spacing within the grid by implementing either constant grid spacing or 
spacing based on geometric or hyperbolic gradient.  
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     With this 2D grid defined on the source face, the volume mesh is generated by sweeping 
between the defined source and target face. For the NHTS CAD geometry source faces were 
defined in the Sparger and Pool regions. These faces were chosen to lie on the z = 0 plane for 
each region. Corresponding target faces were taken on the y = 0 plane of the CAD geometry in 
Figure 9. 
     Given the definition of source and target faces, the 2D grids were generated for each the 
Sparger and Pool regions. The grid was defined using the geometric gradient grid spacing in both 
the x and y directions. For this work, three overall structured meshes were generated for use in a 
grid convergence study. Table 5 shows the cell sizes used in the refined region near the Sparger 
outlet. 
 
Table 5. Structured Grid Parameters 
Parameter Value in Directed Mesh 
x,y direction Cell Sizes 2 mm – 5 mm gradient – Grid C 
2-3 mm constant – Grid D 
1-2 mm gradient – Grid E 
Near Wall Cell Thickness 1 mm 
 
     Overall, Table 5 shows that the refinement in the x and y direction was lowered for each 
subsequent generated grid. The y-direction gradient satisfied that near wall cell thickness would 
give wall y+ >30. Figure 12 shows an overall view of the refined Pool region of the directed 
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mesh after the volume mesh was converted to 2D. The yellow line indicates the outlet of the 
Sparger and the red line indicates the axis oriented in the +x direction. 
 
 
Figure 12. Directed Mesh of Pool Region Near Sparger (1-2 mm gradient) 
 
7.3 Initial and Boundary Conditions 
 
     In Subsection 7.2, the overall geometry and mesh utilized is shown. Figure 13 shows the 
corresponding boundaries on the 2D plane. From Figure 13, it is shown that axis symmetry is 
employed along the x-axis in the z = 0 plane. Steam enters the domain through a mass flow inlet, 
and the water surface within the pool is maintained at a constant pressure through the use of a 
pressure outlet boundary. All walls in the domain are considered adiabatic to remove added 
complexity of conjugate heat transfer through both the Sparger and Suppression Chamber walls. 
     The mass flow inlet boundary condition was employed since steam mass flux was maintained 
constant during experiments at the NHTS facility. Utilizing a velocity inlet boundary condition, 
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as employed by Pellegrini et al. in [17], was found later to cause variations in steam inlet mass 
flux to the Sparger due to pressure transients that cause variation in steam density. 
 
 
Figure 13. Boundaries on 2D Projected Domain 
      
     Within STAR-CCM+, when two regions of the domain share a common boundary, an 
interface condition is required. In this case, the Sparger region and Suppression Pool share a wall 
boundary. This wall was considered taken to be zero thickness which translates to a baffle 
interface. The outlet of the Sparger intersects the Suppression Pool domain and is treated as an 
internal interface allowing the transfer of steam from the Sparger to the Suppression Pool. 
     Given the definition of the boundaries in the domain, the next step is to define the steam and 
water conditions that exist at those boundaries as well as initial conditions of steam and water 
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inside the Sparger and Suppression Pool. In order to do this, the operating conditions of NHTS 
Test Case #4 were considered (from Table 2). 
     In Table 2, the steam inlet mass flux and temperature are defined as well as the average 
pressure conditions in the Suppression Chamber vapor space. These identical operating 
conditions are utilized in all subsequent analyses of this work. However, for the pool water 
temperature, the average temperature in the Suppression Pool corresponding to this vapor space 
pressure condition was utilized. All average values correspond to approximately t = 4000 sec in 
the Test Case #4 experiment. 
Table 6 shows the parameters for the mass flow inlet boundary. 
 
Table 6. Mass Flow Inlet Boundary Condition Parameters 
Phase Water Steam 
Mass Flux 0 34 kg m-2 s-1 
Volume Fraction 0 1 
Temperature Tsat [197 kPa] Tsat [197 kPa] 
Turbulent Intensity - 0.0379 
Turbulent Length Scale - 0.0028 m 
Turbulent Kinetic Energy  1E-4 [m2s-2] - 
Turbulent Dissipation Rate  1E-3 [m2s-3] - 
  




Table 7. Pressure Boundary Condition Parameters 
Phase Water Steam 
Volume Fraction 1 0 
Temperature 67 ℃ Tsat 
Turbulent Kinetic Energy  1E-3 [m2s-2] 1E-3 [m2s-2] 
Turbulent Dissipation Rate  1E-4 [m2s-3] 1E-4 [m2s-3] 
Pressure 180 kPa 180 kPa 
 
     From Table 6 and Table 7, saturation temperature is computed from the IAPWS steam table 
in STAR-CCM+. For the pressure outlet boundary, little turbulence is expected at the boundary 
due to its far proximity from the Sparger outlet, therefore these values were intentionally set low. 
The initial conditions for steam and water in the domain are shown in Table 8. 
 
Table 8. Initial Conditions Test Case #4 
Phase Steam Water 
Pressure 197723 Pa Hydrostatic+Vapor Space P 
Volume Fraction 1 (Inside Sparger) 1 (outside Sparger) 
Temperature Saturation Temperature 67 ℃ 
k [m2s-2] and ε [m2s-3] 1E-4 and 1E-3 1E-4 and 1E-3 




     Table 8 shows the initial conditions in the Sparger and Suppression Pool regions of the 
domain. The volume fraction of steam was set to 1 inside the Sparger with water completely 
filling the Suppression Pool region. This was done due to the absence of any knowledge of the 
true initial steam-water interface inside Suppression Chamber at the time in the experiment 
corresponding to a Suppression Chamber vapor space pressure of 180 kPa. 
     Steam pressure was set based on saturation condition at 120 ℃. Water pressure was set based 
on the hydrostatic pressure plus the initial 180 kPa inside the Suppression Chamber vapor space 
above the water level of the Suppression Pool.  
     The pool was considered to be at a static velocity due to lack of data to justify a more realistic 
condition. Consequently, turbulence parameters in the system were also set to a low value to 
reflect this “static start” condition. 
Table 9 shows steam and water thermodynamic properties used for this analysis. 
 
Table 9. Thermodynamic Properties Test Case #4 
Phase Steam Water 
Dynamic Viscosity 1.295E-5 Pa-s 4.22E-4 Pa-s 
Heat of Formation (Enthalpy) 2705 kJ/kg 0.279951 kJ/kg 
Standard State Temperature 120 ℃ 67 ℃ 
Specific Heat f(T,P) f(T,P) 




     In Section 5.1, the use of IAPWS steam and water thermodynamic properties was discussed. 
In Table 9, it is shown that dynamic viscosity and thermal conductivity were treated as constant 
rather than varying with temperature and pressure. This is a simplification to help with numerical 
stability. Heat of formation and standard state temperature are critical parameters that are needed 
to help calculate the latent heat of vaporization for the steam-water condensation interaction. 
Given the standard state temperature and enthalpy, STAR-CCM+ is able to calculate the 
enthalpy of each phase given temperature and pressure. In this analysis, the heat of formation 
and standard state temperature were set to the enthalpy of saturated steam and the temperature of 
120 ℃. Likewise, the heat of formation of water was set to the enthalpy of water at the 
temperature of 67 ℃. 
     Finally, two parameters of importance to computing the condensation rate must be set: the 
phase interface temperature and latent heat of vaporization. The phase interface temperature, 𝑇𝑖𝑗, 
in Equations 5.5 and 5.6 was set to the saturation temperature of steam at the given system 
pressure (computed from the IAPWS tables). The latent heat of vaporization, as noted in the 
previous paragraph, is also computed internally from IAPWS tables. This formulation for these 
two parameters allows the parameters to vary during pressure transients in the system. 
7.4 Reference Parameters 
 
     In STAR-CCM+, reference parameters are chosen in in order to aid in numerical stability of 
simulations as well as to set global terms such as gravitational acceleration. The relevant 




Table 10. Reference Parameter Selection 
Reference Parameter Parameter Setting 
Pressure 180 kPa 
Density 1.12 kg/m3 
Gravitational Acceleration -9.81 m/s (x-direction) 
 
 
     The reference pressure was set to the Suppression Pool vapor space pressure of 180 kPa. This 
setting is necessary to set what STAR-CCM+ refers to as the piezometric (or operating pressure). 
The operating pressure is set by subtracting the reference pressure from the absolute pressure in 
the domain. It is this operating pressure that is utilized in the numerical model formulations 
described in Section 5. By using this reference pressure, the operating pressure is an order of 
magnitude less than the absolute pressure which aids in numerical stability.  
     The reference density was set to the density of the lightest phase (in this case steam). When 
calculating operating pressure, the hydrostatic contribution of steam will thus be minimal. 
Finally, gravitational acceleration was set in the x-direction consistent with the vertical axis in 












8. SIMULATION NUMERICAL SETTINGS  
 
     In this section, the numerical model settings utilized in STAR-CCM+ are discussed. Before 
proceeding, note that a double precision version of STAR-CCM+ was used. This is common for 
multiphase applications. 
8.1 Time Discretization and Time-Step Size  
 
     In all simulations a first order backward Euler implicit time step discretization was utilized. 
The time-step size was determined based on a user imposed Courant number limit. For the 
current work, a maximum Courant number of 10 was observed throughout the simulations with 
the average maximum Courant number over the simulations being much less than this limiting 
value. It was found that exceeding a Courant number of 1 was acceptable in work by Pellegrini et 
al., and in this work it was likewise noted that a Courant number below 10 did not substantially 
impact observed flow and condensation behavior.  
     Unfortunately, STAR-CCM+ does not have a Courant number limited variable time-step 
setting in the Eulerian Multiphase Segregated Flow model. While this has been recommended to 
Siemens as a future addition to the code, the present analysis required the manual creation of a 
variable Courant number limited time-step. To do this, STAR-CCM+ reports were used to 
determine the maximum velocity and minimum cell size in the domain at each time-step. Then, 
the time-step size was set based on the following equation: 






While this is not a perfect method, the Courant number was limited in these simulations such that 
the Courant number was well below 10. 
8.2 Other Discretization Schemes 
 
     The discretizations for other fields in this analysis are shown in Table 11. 
 
Table 11. Discretizations for Fields 
Field Order of Discretization 
Velocity Convection 2nd 
Volume Fraction Convection 2nd 
Temperature (Steam and Water) 2nd 
Turbulence (Steam and Water) 2nd 
 
These discretization schemes were set based on the defaults in STAR-CCM+. Higher order 
schemes are available, but they were found to lead to difficulties in convergence. 
8.3 Relaxation Factors 
 
     In multiphase CFD simulations, setting appropriate relaxation factors is necessary to achieve 
desired convergence during each time-step. Table 12 shows the relaxation factors used for 
various solver fields in this analysis.  
 
Table 12. Relaxation Factors for Solver Fields 
Solver Fields Overall Relaxation Factor 
Phase Coupled Velocity 0.56 
Pressure 0.2 






8.4 Convergence Criterion 
 
     In all simulations, convergence was deemed to be reached for each time-step when RMS 
residuals less than 1E-4 for all fields. Furthermore, during each time step, the total mass transfer 
rate was monitored to ensure that the mass transfer rate reached a steady value before proceeding 
over the course of all inner iterations of a time step. The standard for convergence in mass 
transfer rate was set such that the mass transfer rate did not vary by more than 1% of inlet steam 
mass flow rate over 50 inner iterations of a time step similar to the convention used in [17]. 
At some times in the simulations, the energy residuals for water had difficulties in reaching RMS 
values less than 1E-4. In this case, convergence for a time-step was assessed based on the mass 












9. SIMULATION RESULTS 
 
     In this section, the results of multiple simulations of the NHTS Test Case #4 are shown. First, 
a grid convergence study was performed to identify an adequate mesh size inside the refined 
regions of the Pool near the Sparger outlet. Using this identified mesh from the grid convergence 
study, a full simulation of bubble formation and deformation was performed. The results of this 
simulation are examined both qualitatively and quantitatively with respect to parameters of 
interest to direct contact condensation flow regimes.  
9.1 NHTS Test Case #4 Grid Convergence  
 
     Assessing the sufficiency of the grid refinement near the NHTS Sparger outlet requires both 
qualitative and quantitative assessments with multiple grid sizes using both the structured and 
unstructured meshing strategies. For this grid convergence study, the following enforced cell 
sizes in the refined region of the unstructured mesh were used as shown in Table 13. 
 
Table 13. Cell Sizes for Unstructured Mesh Grid Convergence Study 
Simulation Grid Refined Region Cell Size 
A 4 mm 
B 2 mm 
 




Table 14. Cell Sizes for Structured Mesh Grid Convergence Study 
Simulation Grid Refined Region Cell Size 
C 2-5 mm geometric gradient 
D 2-3 mm 
E 1-2 mm 
 
     Each simulation was run with initial and boundary conditions as shown in Table 6, Table 7, 
and Table 8. Steam and water properties were specified as listed in Table 9. In order to assess 
grid convergence, three quantities of interest were considered as listed below: 
• Condensation Mass Flow Rate (ṁij from Equation 5.11) 
• Bubble Interfacial Area 
• Bubble Penetration Depth 
     The condensation mass flow rate was computed within STAR-CCM+ as the volume integral 
of the interphase mass transfer rate ( ṁij − ṁji) in Equation 5.11) where ṁji, representing 
boiling mass transfer of water to steam, is zero. Bubble interfacial area was likewise computed as 
a volume integral of the interaction area density (aij). Penetration depth was taken at the furthest 
extent of bubble formation in the -x direction. 
     It is important to note that when using the axisymmetric approach in STAR-CCM+, all 
quantities that have any volume dependence must be multiplied by 2π radians to get the correct 
value for the quantity over the full geometric domain. Also, all computed integrals and sums 
considered only the Pool region where the primary steam-water interface is located. 
     Each of these quantities of interest was selected due to their relationship and importance to 
flow dynamics and mass transfer. Mass transfer poses the most significant challenge in this 
modelling effort due to its effect on mass and energy conservation. Flow dynamics must also be 
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accurately captured since parameters such as bubble interfacial area directly affect the 
condensation mass flow rate in the system.   
9.1.1 Polygonal Mesh Comparison 
 
     First, the two grids with the polygonal meshing strategy were compared with respect to the 
listed parameters of interest. Table 15 shows the resulting parameters at t = 8.6 ms of the 
transient. 
 
Table 15. Grid Convergence Assessment of Polygonal Mesh Grids 
Parameter Grid A Grid B Percent Difference 
(Grid A to Grid B) 
Condensation Mass 
Flow Rate 
0.0173 kg/s 0.02 kg/s -14.5% 
Bubble Penetration 
Depth 
3.4 cm 3.2 cm +6.1% 
Bubble Interfacial Area 293 cm2 256 cm2 +13.5% 
 
     From Table 15, the two parameters that exhibit the most significant difference are 
condensation mass flow rate and bubble interfacial area. Condensation rate is directly 
proportional to bubble interfacial area density through Equations 5.5 and 5.6 which compute the 
rate of heat transfer per unit volume between each phase and the phase interface. These equations 
feed into Equation 5.10 to compute the condensation rate per unit volume.  
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     Intuitively, a greater bubble interfacial area should lead to a higher rate of condensation. 
However, Table 15 shows that opposite behavior was exhibited. Therefore, the difference in the 
condensation mass flow rate is likely due to differences in the value of the heat transfer 
coefficient, hi
ij
 (from Equation 5.8). The heat transfer coefficient is directly proportional to the 
Nusselt number and inversely proportional to the turbulent length scale. The Nusselt number, 
computed using the Hughes-Duffey correlation, depends on the turbulent Reynold’s number. 
Hence, the value of the heat transfer coefficient has a strong dependence on turbulence in the 
water.   
     With the importance of water turbulence recognized, an explanation for the difference in 
condensation mass flow rate was easily pinpointed by first taking an average of the product of 
the heat transfer coefficient and the interaction area density within a 3 cm radius circle centered 
on the Sparger outlet for each grid. Next, the average interaction area density was computed on 
each grid using the same circular area. The average interaction area density for Grid A was 8% 
greater than Grid B, but the product of the heat transfer coefficient and the interaction area 
density was 16.1% higher in Grid B. This proves that a difference in the heat transfer coefficient 
is the primary contributor to the discrepancy in condensation mass flow rate.  
     Ultimately, this result is indicative of inadequate capturing of turbulence in the water since 
the most critical quantities utilized to calculate the heat transfer coefficient are dependent on 
water turbulence parameters.  
     Given this result, the simulation utilizing Grid B was continued to assess flow behavior 
beyond 8.6 ms. As the simulation progressed, it was found that Grid B began to exhibit 
divergence in turbulence parameters that led to a failed simulation. 
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     Therefore, the unstructured mesh was deemed to be unsatisfactory for further analysis. In 
future work, further consideration of this unstructured mesh strategy could be employed, but the 
following issues would need to be rectified: 
• Poor cell quality near the axis boundary of the Sparger 
• Poor cell quality in prism layer cells located near the Sparger outlet 
9.1.2 Structured (Directed) Mesh Comparison    
 
    After completing the study of the unstructured meshes, the structured meshing strategy was 
similarly assessed. Simulations utilizing these structured meshes exhibited much better 
convergence of turbulence parameters as well as faster run times when compared to the 
unstructured grids. Therefore, a 30 ms transient was simulated with each mesh listed in Table 14, 
and all quantities of interest were compared. 
     First, the condensation rate achieved during each simulation with the three grids was 
considered. Figure 14 shows the condensation rate over the entire 30 ms transient for each grid. 
From Figure 14, it is apparent that the coarsest refinement (Grid C) gave the lowest maximum 
condensation rate with the maximum achieved condensation rate increasing as the grids became 
more refined. Table 16 shows the maximum condensation rate achieved using each mesh. 
 
Table 16. Maximum Condensation Rate during 30 ms Transient using Structured Grids 




C 37.1 20.4 
D 45.3 19.3 





Figure 14. Condensation Rate during 30 ms Transient with Grids C, D, and E 
 
The percent difference between the maximum condensation rates achieved in Grids C and D is 
19.9 percent. The percent difference between the maximum condensation rates achieved in Grids 
D and E is 7.4 percent.  
     The times that the maximum condensation rate was achieved were similar for Grids D and E 
while Grid C lagged behind by approximately 1 ms. Thus, the start time of the bubble 
deformation process in each grid was found to be quite similar for each grid. During the bubble 
deformation process, the total interfacial area decreases as steam begins to condense in the Pool. 
Figure 15 shows the total bubble interfacial area over the 30 ms transient. 
     From Figure 15, it is shown that indeed the start of the bubble deformation process occurs at a 
similar time for each grid. However, the decrease in total interfacial area due to condensation is 



































the much lower maximum condensation rate achieved using Grid C leads to less overall 
deformation of the steam bubble. 
  
 
Figure 15. Total Interfacial Area during 30 ms Transient with Grids C, D, and E 
 
     The bubble deformation took place between t = 18 ms and t = 30 ms. The resulting final 







































(a) (b) (c) 
Figure 16. End of Bubble Deformation at t = 30 ms for (a) Grid C  (b) Grid D  (c) Grid E 
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     From Figure 16, it is shown that the bubble does not fully collapse which is more 
characteristic of the bubbling direct contact condensation flow regime. In each grid, the bubble 
deforms creating two steam pockets, one above the outlet of the Sparger and one below the outlet 
of the Sparger. However, for Grid C, the steam pocket above the Sparger outlet does not exhibit 
as much separation from the core bubble below the Sparger as observed in Grids D and E. This is 
a byproduct of having a much lower condensation rate at the start of the deformation. 
     One interesting result exhibited in Figure 15 is that the maximum total interfacial area 
achieved in each grid was similar. Given this result, intuition may suggest that the condensation 
rates achieved in each grid should also be similar in magnitude. However, this was not found to 
be the case. To investigate this result, the steam volume fraction within the Pool region was 
assessed for each mesh. Figure 17 below shows the steam volume fraction for Grids C, D, and E 













Figure 17. Steam Volume Fraction near t = 18.6 ms for (a) Grid C  (b) Grid D  (c) Grid E 
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     From Figure 17, it is shown that the steam-water interface is captured at greater resolution as 
the mesh resolution increases. For Grid C, however, it is notable that there is substantial 
smearing in the interface which is characterized by lower gradients of the steam volume fraction 
in cells near the furthest extents of the bubble. Grids D and E give a much smoother steam-water 
interface with less interface smearing, thus providing a higher gradient of the steam volume 
fraction in cells at the furthest bubble extent. 
     The most dominant contribution to the total condensation rate in the Pool region comes from 
cells with the highest steam volume fraction gradient. Thus, with a large amount of interface 
smearing, the condensation rate is lowered as the interfacial area density, as defined in Equation 
5.16, is lower under these conditions.  
     Therefore, the low magnitude of the condensation rate for the coarsest grid is explained, but 
the higher than expected interfacial area for Grid C requires more explanation. To assess this 
behavior, the penetration depth of the bubble for each grid was considered. Table 17 shows this 
result. 
  
Table 17. Bubble Penetration Depth for Grids C, D, and E 




C 6.6 18.6 
D 5.6 18.0 
E 5.1 19.0 
 
     As shown in Table 17, the penetration depth of the bubble for Grid C is 25.6 percent higher 
than Grid E. Thus, Grid C exhibits steam penetration further into the Pool which contributes to 
having a higher total interfacial area. With a higher penetration depth and significant interface 
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smearing, the total interfacial area for Grid C can be higher while still having a much lower 
condensation rate.  
     Ultimately, Grid D and E have similar bubble penetration depth and total interfacial area. The 
interfacial area for Grid D is higher than Grid E, but the condensation rate for Grid E is higher. 
This is similar behavior as seen when comparing Grid C to the other grids, but the difference is 
much less severe. The reduced degree of smearing in the interface for the nominal and fine grid 
sizes makes both of these grids much more suitable for use than Grid C. 
     The percent difference in quantities of interest between the most refined mesh, Grid E, and 
the nominal refinement, Grid D, is within 10% on all quantities of interest. In the work by 
Pellegrini et al., increased grid refinement gave a similar percent difference in interfacial area 
between fine and nominal grid refinement [17] with the nominal grid being used in their final 
analyses.  
9.1.3 Final Grid Selection 
 
     With Grid C being deemed unacceptable for further analysis, due to a high degree of 
smearing in the interface, Grids D and E were considered the best candidates for further 
analyses. 
     At this point in the grid comparison, it was decided that Grid D with 2-3 mm cell size in the 
refined portion of the Pool region would be used for further analysis. Using the nominal grid led 
to slightly faster run times than Grid E while only presenting a small disadvantage in 




9.2 NHTS Test Case #4 Full Simulation Results 
 
    Having completed the grid convergence study, the simulation using Grid D was assessed to 
gain insights into the bubble formation and deformation process. The full simulation was carried 
out for a duration of 48 ms. This allowed for the ability to observe how the deformation of the 
bubble compares to behavior consistent with direct contact condensation flow regimes.  




































Figure 25. Steam Volume Fraction – 48 ms 
 
     As shown in Figure 20 and Figure 21, the bubble approaches its fullest extent between t = 10 
ms and t = 18 ms. At 18 ms, the condensation rate reached 41.7 g/s which is just under the 45 g/s 
mass flow rate of steam into the Sparger. By t = 19.3 ms, the condensation rate reached 45.3 g/s, 
just exceeding the inlet mass flow rate of steam to the Sparger. It is at this point that steam 
begins condensing rapidly along the side of the bubble.  
     Figure 21 and Figure 22 show this progression from t = 18 ms to t = 23 ms. At t = 30 ms, the 
first bubble deformation reaches a final state with a pocket of the original steam bubble being 
ejected towards the pressure boundary. At this point, there is still a substantial amount of the core 
of the bubble still intact below the Sparger outlet. This was unexpected since it was thought that 
chugging would be the flow regime of direct contact condensation present given the initial Pool 
subcooling and steam mass flux which would lead to a full collapse of the bubble inward from 
the steam-water interface. 
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     Between t = 30 ms and t = 48 ms, core region of the bubble below the Sparger outlet 
undergoes further growth. It is during this same time that the ejected portion of the bubble above 
the Sparger outlet began to itself collapse due to condensation as shown in Figure 24 and Figure 
25. This leaves the bubble in a final state shown in Figure 25 where the bubble is now enlarged 
from its state at t = 18 ms with only minor remnants of the ejected steam pocket present above 
the Sparger outlet. 
9.2.1 Quantitative Assessment of Bubble Evolution 
 
     Figure 26 and Figure 27 shed some light on bubble dynamics observed up to 48 ms. 
   
 


































Figure 27. Bubble Interfacial Area for 48 ms of Time 
 
From Figures 26 and 27, the bubble formation and deformation can be separated into the 
following phases: 
• t = 0 – 5 ms : Over-pressurization in Sparger with bubble beginning to form in Pool. 
• t = 5 ms – 18 ms : Under-pressurization in bubble and Sparger with bubble reaching 
fullest extents within the Pool. 
• t = 18 ms – 20 ms : Maximum condensation rate achieved in the Pool. 
• t = 20 ms – 28 ms : Bubble deforms collapsing inwards along the -y direction. 
• t = 28 ms – 40 ms : Two steam pockets form. One pocket above the Sparger outlet rises 


























significantly limited by condensation. The core bubble below the Sparger outlet begins to 
grow again. 
• t = 40 ms – 48 ms : Steam pocket above Sparger outlet exhibits near complete 
condensation leaving only a core bubble volume in the Pool below the Sparger outlet. 
     Initially, the pressure within the Sparger rises significantly above the 197 kPa initial steam 
pressure as the steam mass flow rate at the Sparger exit is much lower than the steam mass flow 
rate into the Sparger. This occurs due to the need to displace water from the mouth of the 
Sparger to begin bubble formation in the Pool. Thus, up to 5 ms into the transient, pressure rises 
much higher than its initial condition which is shown in Figure 28. During this phase, a steam 
bubble begins forming in the Pool with the condensation rate and interfacial area increasing as 
shown in Figure 26 and Figure 27. 
 
 
Figure 28. Over-Pressurization at t = 5 ms 
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     Since the over-pressurization phase has created a high pressure gradient inside of the Sparger 
between the inlet and outlet, steam accelerates from the mass flow inlet boundary to the Sparger 
outlet. Over time, as a substantial steam flow is established into the bubble inside the Pool, the 
initial increase in pressure within the Sparger is reverted back towards and even reaches values 
below the initial pressure of 197 kPa. This is caused by the fact that steam mass flow rate exiting 
the Sparger will briefly exceed the steam mass flow rate into the Sparger. Figure 29 shows that 
this pressure drop is quite severe with absolute pressure dropping to near 40 kPa below the initial 
pressure inside of the Sparger. During the under-pressurization phase, the condensation rate and 
interfacial area continue to increase as the bubble volume increases towards its maximum value. 
     The severity of the pressure drop inside of the Sparger and bubble volume with the Pool has 
also been seen in literature, particularly in the case of the first bubble formation. As noted by 
Timperi et al., measured pressures at the Sparger outlet of the POOLEX facility decrease as the 
first bubble is formed [24]. However, as the bubble begins to collapse, water flow towards the 
Sparger outlet leads to an overall increase in pressure. Finally, as a new steam water interface is 
created near the Sparger outlet, the process starts over again. However, it must be noted that in 
[24] the magnitudes of the over-pressurization and under-pressurization events are less for 





Figure 29. Under-Pressurization at t = 18 ms 
      
     The large under-pressurization that takes place in the Sparger and bubble creates an 
unfavorable condition for continued bubble growth with the condensation rate approaching a 
maximum value. As noted previously, at t = 19.3 ms, the condensation rate reaches a peak of 
45.3 g/s. The high condensation rate, in conjunction with the pressure gradient aligned towards 
the core of the bubble, causes the bubble to begin to deform.  
     From Figure 26 and 27, during the deformation phase from t = 20 ms to 28 ms, the interfacial 
area decreases as the bubble begins to collapse. This is intuitively accompanied by a decrease in 
the condensation rate. It is during this phase that it becomes clear that the chugging direct contact 
condensation flow regime is not present, with the bubble deforming most severely along a path 
in the -y direction towards the Sparger outlet. 
     At approximately t = 30 ms, it was previously noted that there were two clear steam pockets 
remaining after the deformation occurred. From t = 28 ms to 40 ms, the core bubble below the 
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Sparger begins to exhibit further growth. Since the core bubble exhibited incomplete 
condensation in the first bubble deformation phase, this bubble is able to reach even further 
physical extents within the Pool region than achieved during the first bubble formation phase. 
The bubble pocket above the Sparger outlet, rises slightly towards the pressure boundary, but its 
progress is limited by condensation in the Pool. Thus, the interfacial area and condensation rate 
begin to increase during this phase of bubble reformation with the most significant contribution 
to this increase coming from the core bubble below the Sparger. 
     Finally, at t = 40 ms, the bubble has reached its maximum interfacial area and the 
condensation rate has reached a value of 46.8 g/s. The bubble begins a second deformation phase 
that has two consequences. First, the ejected bubble pocket above the Sparger collapses due to a 
high rate of condensation taking place. Next, the core bubble starts to collapse again in the -y 
direction. Thus, interfacial area and condensation rate decrease during this phase. 
9.2.2 – Assessment of Direct Contact Condensation Flow Regime 
      
     Overall, the principle question that arises from this simulation is why the bubble did not fully 
collapse. This is explained by assessing the rate of condensation taking place. Figure 30 shows 










Figure 31. Condensation Rate per Unit Volume at t = 18 ms 
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     Figure 30 and Figure 31 show that condensation is occurring near the periphery of the bubble 
as expected where the interaction area density is non-zero at the steam-water interface. However, 
it is also important to assess the magnitude of the condensation rate. In Figure 26, the 
condensation mass flow rate is shown to rise up to 45.3 g/s which is below the inlet steam mass 
flow rate of 45 g/s. While this magnitude of condensation taking place is higher than the inlet 
steam mass flow rate, it is not sufficiently high enough to observe the chugging direct contact 
condensation flow regime.  
     Therefore, the flow regime observed in this simulation was more consistent with the bubbling 
regime. In the bubbling regime, as depicted by de With et al. in [8], the bubble grows to its 
maximum radius and begins deforming with the overall deformation appearing similar to 
necking occurring for a steam bubble beginning to detach from a solid surface. The bubble can 
detach from the Sparger with a new bubble subsequently beginning to form. In this simulation 
the bubble deformation did not yield complete detachment from the Sparger outlet. However, 
there is evident instability in the bubble (both at t = 30 ms and t = 48 ms) that is shown by both 
the steam volume fraction profiles and the reductions in steam interfacial area. 
     The condensation rate was high enough after the regrowth phase (starting after t = 30 ms) to 
cause the steam pocket above the Sparger outlet to exhibit near complete condensation. By t = 48 
ms, the core bubble was beginning to undergo a second deformation phase along the -y direction 
as shown in Figure 25 indicating that the deformation of the bubble will exhibit a periodic 
behavior which occurs in both bubbling and chugging flow regimes.   
     Therefore, since the observed direct contact condensation flow regime was not consistent with 
chugging, other phenomena of interest must have a significant effect on the condensation rate 
achievable in the system. As discussed in Section 3, Rayleigh-Taylor instability is expected to be 
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prevalent in these steam-water Suppression Chamber systems. The effect of Rayleigh-Taylor 
instability is to accelerate the increase in total available interfacial area for mass transfer over 
time. As shown in Equation 3.2, the wave amplitude for Rayleigh-Taylor instability increases 
exponentially with time which ultimately, later in the bubble formation process, leads to similar 
exponential growth in the available interfacial area.  
     Thus, implementation of a Rayleigh-Taylor instability model as in [17] would have two 
effects on the results of this simulation. First, the condensation rate would be increased 
substantially leading to a condition where the condensation rate is much greater than the inlet 
mass flow rate of steam. This would induce the chugging DCC flow regime to take place rather 
than a condition most similar to bubbling as seen in this simulation. Next, implementing a 
Rayleigh-Taylor instability model would lead to much smaller bubble sizes than seen in this 
simulation. This is also directly tied to the fact that the exponentially increasing magnitude of the 
condensation rate would counteract the rate of bubble growth. Preliminary simulations utilizing 
the Rayleigh-Taylor instability model to correct the interfacial area density did exhibit this 
exponential increase in interfacial area, but convergence issues made it unsuitable for 
presentation in the current work.  
     According to direct contact condensation flow regime maps, such as those from de With et 
al., the conditions simulated here for Test Case #4 should fall in the chugging DCC flow regime. 
However, while conducting the Test Case #4 experiment, it was observed that under these 
average water temperature and vapor space pressure conditions, audible chugging events were 
becoming less noticeable [7]. To explain this behavior, the role of axial water temperature 
stratification in the Pool should be considered. While only weak axial Pool temperature 
stratification existed when considering the entire Pool volume at large under the conditions 
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simulated in this work, it is very likely that water temperatures closer to the Sparger outlet were 
substantially warmer in comparison to other axial regions of the Pool. This would cause a much 
lower degree of subcooling to exist in the axial regions that contain the bubble volume which 
would induce the bubbling DCC regime.  
     Unfortunately, it is not possible to ascertain the physical extent of the location of a local hot 
spot near the Sparger outlet in Test Case #4. However, one thermocouple in the experiment was 
located near outlet of the Sparger. Temperature readings at this location near the outlet are shown 
below in Figure 32. 
 
 




     In Figure 32, it is shown that temperature readings near the Sparger outlet at t = 4000 s (the 
time where the average conditions of the simulation were present) are over 10 ℃ higher than the 
water temperature initialization in the Pool for this simulation which would move the projected 
DCC flow regime within the bubbling regime. However, if more thermocouples were placed 
within a 10 cm radius of the Sparger outlet, the extent of this local hot spot could be more well 
characterized. 
     Finally, it must also be noted that this simulation assumed that the Chamber vapor space was 
not vented with the pressure boundary set to 180 kPa, much higher than atmospheric pressure. In 
the work by Solom in [11], it is noted that pressurization in the Chamber led to increased 
temperature stratification in the Pool which is characteristic of the bubbling flow regime being 
present.  
     Therefore, the resulting direct contact condensation flow regime of this simulation may have 
been greatly impacted by the selection of a high pressure at the Pool surface. The depressive 
effect of Chamber pressurization on Pool mixing should be considered in future work by 
considering other Chamber pressures in setting the pressure boundary condition. 
9.3 Insights to Experimental Design of NHTS Facility 
 
     One of the principle objectives of this work is to identify experimental design changes that 
can be made at the NHTS facility to provide the ability to validate CFD models of short 
transients with direct contact condensation conditions present.  
In this work, a few issues were identified based on the results of the simulations: 
• Time resolution of pressure measurements  
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• Location of pressure measurements 
• Spatial resolution of temperature measurements near the Sparger outlet 
     At the NHTS facility, all instrument measurements were taken at a frequency of 10 Hz. One 
differential pressure measurement is taken between the Sparger inlet and the Chamber vapor 
space.  
     Based on the CFD simulations, it is observed that significant pressure transients take place 
much faster than this measurement frequency of 10 Hz with the over-pressurization phase taking 
place over 5 ms and the under-pressurization phase taking place on the order of 10 ms. 
Furthermore, the location of interest for a pressure measurement to take place is near the Sparger 
outlet, which can only be extracted indirectly from the differential pressure readings that are 
currently available. 
     Within the Pool, there are thermocouples spread both horizontally and vertically which 
allowed for the assessment of temperature stratification in the Pool over a long transient. A 
diagram of the thermocouple placements was developed by Solom in [7] and is shown in Figure 
6. 
     From Figure 6, it is shown that there is one thermocouple located just outside Sparger outlet 
and one thermocouple just inside the Sparger. However, these two thermocouples are not 
sufficient to obtain a representative profile of a possible hot spot in the Pool near the Sparger. 
Based on the simulation results in this work, it is recommended that more spatial resolution in 
temperature be obtained near the Sparger outlet where the bubble forms and deforms over time 
since the water temperature in this region has a significant effect on the observed direct contact 
condensation flow regime.  
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     From the simulation in this work, it is also notable that a portion of the steam bubble exist 
above the Sparger outlet. It was also observed that at this location there is a likelihood of a 
separation taking place forming separate steam pockets above and below the Sparger after the 
bubble undergoes deformation. However, there are no thermocouples present within 5 cm 
vertically from the Sparger outlet towards the Pool surface. 
     Thus, based on this assessment of the NHTS facility with respect to the simulation results, the 
following recommendations are provided: 
• Increase pressure measurement frequency to 500-1000 Hz for new pressure sensors. 
• Add an additional absolute pressure transducer near the Sparger outlet to be near the 
location of interest for bubble dynamics. 
• Add thermocouple locations closer to the Sparger outlet (both below the Sparger and 
above the Sparger towards the Pool surface) 
     The addition of thermocouple locations near the Sparger likely presents the greatest challenge 
for experimentalist at the NHTS facility since these locations would require a structure to hold 
them in place. From the simulation in this work, the bubble penetration depth before the first 
deformation was 5.6 cm. While it would be preferable to have multiple thermocouples within the 
core volume of the steam bubble, it is acknowledged that this may be difficult to achieve with 
existing structure in the Pool. It is also acknowledged that adding support structure within this 
region could affect the dynamics of the bubble formation. Therefore, from this work it is 
recommended that 1-2 thermocouples be placed within 10 cm of the Sparger outlet. Even if the 
thermocouples are located outside of the core volume of the bubble, these thermocouples could 
provide context to the extents that a hot spot may exist. 
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9.4 Best Practices for Eulerian Multiphase Simulations 
 
     Based on these results, there are a few best practice guidelines that helped in leading to 
successful simulations. These best practice guidelines are listed below. 
• In order to aid convergence during periods where complex flow and condensation 
behaviors are exhibited, lowering under-relaxation factors can help prevent solution 
divergence. Under-relaxation factors for the Eulerian multiphase segregated flow model 
that were found to be most impactful were for volume fraction and energy. However, it is 
important to note that lowering under-relaxation factors too severely will slow down the 
convergence leading to the need for many inner solver iterations per time step. 
• During the initial over-pressurization and under-pressurization phases of the simulations 
in this work, the steam temperature can anomalously rise in regions of the domain where 
steam is only present at the minimum volume fraction. It was found that after the under-
pressurization phase, steam temperatures in these regions returned to a more normal 
status. One way to prevent this from occurring is to utilize the maximum temperature 
limit in the STAR-CCM+ reference parameter tab. By setting this maximum temperature 
to the initial temperature of steam in the Sparger region, it is possible to prevent the 
anomalous behavior, and later in the simulation the maximum temperature limit can be 
increased without any issues. 
• Convergence in simulation using the Eulerian multiphase segregated flow model should 
be assessed from multiple perspectives. During certain periods of the simulation, energy 
residuals can be difficult to converge to a value below 1E-4. However, it is possible to 
assess convergence based on other field parameters such as condensation rate which in 
this work was a major influence on flow behavior. By observing convergence of this 
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parameter to a proscribed tolerance of 1% inlet mass flow rate over all inner iterations of 
a time-step, it was deemed acceptable to relax tolerances on certain RMS residuals. 
• Particular care should be taken in defining the interaction length scale in these 
simulations. This length scale has impacts on many parameters including drag force and 
mass transfer rate.  
• Implementation of IAPWS steam and water tables within STAR-CCM+ gives the benefit 
of having a more realistic phase interface temperature especially during pressure 
transients that take place within the system. There is also the added benefit that the latent 
heat of vaporization at the phase interface is calculated internally from the tables which 
allows the user the ability to forgo use of manually generated internal tables to calculate 
this parameter. 
• Both mass flow inlet and velocity inlet boundary conditions can be employed at the for 
steam at the Sparger inlet. However, noticeable variation in the steam mass flux entering 
the domain was observed for the velocity inlet during periods where a large pressure 
transient occurs (due to the effect of system pressure on steam density calculation from 
the steam table). The mass flow inlet boundary condition, which is typically used for 
highly compressible flows, was found to be suitable for use in this simulation and was 
able to maintain a constant mass flux of steam into the domain boundary. For 
experiments that hold steam mass flux constant, the mass flow inlet boundary condition 








     This work considers the Pressure Suppression Chamber, a component of the Reactor Core 
Isolation Cooling System that is instrumental in maintaining core cooling capabilities during 
conditions such as the station blackout that occurred at Fukushima Daiichi. In previous 
experimental work at the NHTS Suppression Chamber facility, bulk pool temperature 
stratification was assessed during long term transients consistent with conditions at Fukushima. 
In this work, short-term mixing behavior in the NHTS Suppression Chamber system is assessed 
using computational fluid dynamics. 
     In this work, direct contact condensation was modeled within the STAR-CCM+ code utilizing 
experimental conditions from Test Case #4 at the NHTS Suppression Chamber experimental 
facility. The 2D axisymmetric formulation of the Eulerian multiphase segregated flow model 
was employed with the condensation modelled utilizing the Hughes-Duffey Nusselt number 
correlation. Steam and water properties were computed using built in IAPWS water and steam 
tables in STAR-CCM+. The resulting flow induced by the condensation phenomena was 
assessed. 
     Through a grid convergence study, a 2D axisymmetric structured mesh was found to be the 
best candidate for use in calculations in this work. Using a cell size gradient of 2-3 mm in a 
refined region around the Sparger, the resulting condensation rate, bubble interfacial area, and 
bubble penetration depth were found to be within 10% of values obtained using a similar 2D 
axisymmetric mesh with 1-2 mm cell size in the refined region of the Pool. A polyhedral mesh 
formulation was also assessed and was found to be inadequate for the current work due to issues 
in convergence particularly related to turbulence quantities.  
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     Using conditions from Test Case #4 of the NHTS facility for initial and boundary conditions 
of this model, it was found that the dynamics of the initial steam bubble formation can be 
separated into an over-pressurization phase and under-pressurization phase. It is during the 
under-pressurization phase that condensation mass transfer begins to limit further growth of the 
bubble, eventually leading to a clear deformation of the steam bubble. It was observed that 
pressure within the Sparger increased near 30 kPa above the initialized steam pressure of 197 
kPa followed by a large decrease in pressure 40 kPa below the initialized pressure.  
      The severity of the deformation of the steam bubble was found to be directly related to the 
condensation rate in the system. In this work, it was found that the maximum achieved 
condensation rate of 45.3 g/s was much too low to result in the expected chugging direct contact 
condensation flow regime given the initial subcooling in the system, but clear evidence supports 
that the condensation rate was indeed high enough to result in flow behavior most consistent 
with the bubbling DCC flow regime. In this work, it was observed that while the deformation did 
not lead to complete bubble collapse consistent with the chugging DCC flow regime, there was 
significant deformation of the bubble that led to the formation to two steam pockets above and 
below the Sparger. The resultant steam volume above the Sparger exhibited near complete 
condensation by the end of the simulation while the steam volume below the Sparger underwent 
a regrowth phase before starting a second deformation phase. 
     Experimentally at the NHTS facility, the bubbling DCC flow regime does appear to begin 
taking place at the vapor space pressure and average Pool temperature that were simulated in this 
work. However, it is possible that the observed DCC flow regime in the experiment is induced 
by a local hot spot existing near the Sparger outlet which was not captured in this work.  
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     The observed flow regime in this work gives ample support for the necessity of capturing 
Rayleigh-Taylor instability in Suppression Chamber systems. Rayleigh-Taylor instability 
increases the available interfacial area for condensation leading to higher condensation rates and 
the capability of producing a chugging event. 
     Finally, it is notable that the choice of a high Pool surface pressure boundary condition (to 
mimic the pressurization of the Chamber over the time of the test) may have greatly impacted the 
observed flow regime in the simulations. Experimentally, Chamber pressurization led to greater 
temperature stratification in the Pool. Therefore, it is anticipated that a pressurized Chamber had 
a depressive effect on Pool mixing in these simulations. 
Given these conclusions from the current work, the following goals were met: 
• A simplified CAD geometry of the NHTS facility was generated and the Eulerian 
multiphase segregated flow model was implemented with the 2D axisymmetric 
formulation. 
• IAPWS steam and water tables were successfully implemented for use in computing 
steam and water properties during simulation. This allows for more realistic setting of the 
phase interface temperature during significant pressure transients when compared to a 
constant phase interface temperature setting. 
• Utilizing a mass flow inlet boundary at the Sparger inlet for simulation, a constant steam 
mass flux into the system was able to maintained as was done during the experiments 
which was found to be difficult to achieve with a velocity inlet boundary condition due to 
variation in density caused by large pressure variations that exist during steam bubble 
formation and collapse. 
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• Using average Suppression Chamber conditions during an experimental test case at the 
NHTS facility, the capability of the CFD model to capture direct contact condensation 
flow regimes was successfully assessed. Conditions most consistent with the bubbling 
regime were exhibited within the simulation. The chugging flow regime was not able to 
be captured due to an insufficient condensation rate in the system under these conditions.  
• Insights into experimental design of the NHTS facility were made. The need for higher 
frequency pressure instrumentation (500-1000 Hz) was identified as critical for future 
model validation work. Furthermore, the possibility of adding more thermocouples closer 
to the Sparger outlet was identified as critical for setting a more realistic water 
temperature initial condition for future simulations.  
10.1 Future Work 
 
     As shown in this work, the observed bubbling direct contact condensation flow regime 
conformed with the flow regime exhibited under the same experimental flow conditions. 
However, the reason for observing this flow regime in the simulation were due to an insufficient 
condensation rate taking place at the initialized Pool subcooling. In actuality, the presence of a 
local hot spot near the Sparger outlet most likely explains the presence of the bubbling DCC flow 
regime in the experiment. 
Therefore, for future CFD work the following steps are proposed: 
• Initialization of the Pool water temperatures to reflect stratified conditions in order to 
observe the bubbling DCC flow regime under more realistic conditions. 
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• Simulations performed with even greater subcooling and lower pressurization in the 
Suppression Chamber vapor space. These simulations would have conditions that induce 
the chugging DCC flow regime. 
• Implementation of a Rayleigh-Taylor instability model as done in [17]. This should 
cause a clear chugging DCC flow regime to take effect in the system when conditions 
allow for this regime to initiate. 
     For future experimental work, the following recommendations are made based on the results 
of this work: 
• Introduction of more thermocouples inside the Sparger to track the progression of a 
chugging event as water reverses back into the Sparger. 
• Utilization of higher frequency pressure instrumentation. The formation and collapse of a 
bubble in the system has critical phases that occur faster than the instrumentation 
frequency of 10 Hz which makes CFD model validation difficult. 
• Possible implementation of more thermocouples closer to the region of bubble formation 
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