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Abstract
In this paper, we introduce a relaxation filtering closure approach to account
for subgrid scale effects in explicitly filtered large eddy simulations using the con-
cept of anisotropic diffusion. We utilize the Perona-Malik diffusion model and
demonstrate its shock capturing ability and spectral performance for solving the
Burgers turbulence problem, which is a simplified prototype for more realistic
turbulent flows showing the same quadratic nonlinearity. Our numerical assess-
ments present the behavior of various diffusivity functions in conjunction with
a detailed sensitivity analysis with respect to the free modeling parameters. In
comparison to direct numerical simulation (DNS) and under-resolved DNS re-
sults, we find that the proposed closure model is efficient in the prevention of
energy accumulation at grid cut-off and is also adept at preventing any possible
spurious numerical oscillations due to shock formation under the optimal pa-
rameter choices. In contrast to other relaxation filtering approaches, it is also
shown that a larger inertial range can be obtained by the proposed anisotropic
diffusion model using a compact stencil scheme in an efficient way.
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1. Introduction
Most natural flow phenomena exhibit turbulence involving a considerable
temporal and spatial scale separation. In order to accurately resolve all the
scales of motion, it is necessary to resolve the full spectra of turbulence down
to the Kolmogorov scale in a direct numerical solution (DNS). However, a fully
resolved DNS requires a very fine resolution in order to avoid aliasing errors and
is thus computationally prohibitive. A popular technique to reduce this com-
putational expense is through the use of large eddy simulation (LES) in which
we solve and capture the large energy containing scales and model the influence
of smaller scales. In most cases, LES provides an artificial energy dissipation
mechanism in order to prevent aliasing errors which manifest themselves as an
energy accumulation for the higher wavenumbers. This artificial dissipation is
determined by modeling the influence of the small scale structures of the flow
(which are not captured by the coarse resolution) on the large scales. LES has
proven to be a promising approach for the modeling of complex turbulent flows
(e.g., see [1–4] and references therein).
The LES equations of motion for turbulent flows are derived formally by the
application of a low-pass spatial filter to the governing equations. These filtered
equations are considered to be a regularized form of the governing equations
without the resolution requirement of small scale structures in the flow. The
evolution of these equations provides a solution field for the filtered variable in
space and time. However, the nonlinearity of the filtered governing equations
requires the treatment of the well-known closure problem [5, 6] where the effects
of the subgrid scale fluctuating eddies on the resolved scale turbulent motions
are modeled. The past few decades have seen considerable efforts in the devel-
opment of successful LES closure models (or simply, closures) in fluid dynamics
community [7–19].
One of the earliest (and simplest) LES closures was to increase the local vis-
cosity such that the dissipative action of the subgrid scales was approximated
accurately. This added viscosity is generally called the eddy viscosity (EV) and
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is the general idea behind the school of thought that prescribes functional clo-
sure models for turbulence. These models are consistent with Kolmogorov’s
assumption of universality for the cascade of turbulent kinetic energy from the
integral length scales to the dissipation (or Kolmogorov) length scales [20]. One
of the most celebrated closures based on the EV hypothesis is the Smagorinsky
model [7] considering a functional form of turbulent eddy viscosity. This clo-
sure methodology prescribes the eddy viscosity computed from the magnitude
of resolved strain rate and a characteristic length scale via a constant of pro-
portionality (better known as the Smagorinsky constant). Although the formal
derivation of the LES governing equations requires the use of spatial filter, most
functional models do not explicitly specify or use one and the filter width is as-
sumed to be related to the grid size. The Smagorinsky model has been applied
to a variety of flow configurations and it is seen that the Smagorinsky constant
is not fixed but rather has a wide spread of values depending on resolution, flow
configuration and shear strength [21–25]. A dynamic model was proposed by
Germano et al. [10] and improved by Lilly [12] where a low-pass spatial test fil-
ter was used to determine the Smagorinsky constant along with the simulation.
The dynamic model has been used successfully in many fields [3, 4].
Another active area of investigation for the modeling of the dissipative action
of the subgrid scale (SGS) structures is through the use of implicit LES (ILES).
The basic philosophy of ILES methods is that the dissipative error of the numer-
ical discretization schemes (generally for the nonlinear advective terms) used for
the governing equations is used to account for the SGS dissipation [1, 26, 27].
This method is considered implicit since there is no requirement for any low-pass
spatial filtering, i.e. the numerical scheme implicitly acts as a low pass spatial
filter. ILES techniques are popular for their computational efficiency (as there
is no turbulence model) although the control of dissipation and dispersion does
tend to be difficult [28–30].
Another school of thought that addresses the concept of SGS modeling re-
lies on the use of purely mathematical closures. These closure models are called
structural closures and are based on the explicit filtering of the flow field with-
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out any prior physical assumptions or additional phenomenological arguments.
Some of the more prominent structural closures include approximate deconvo-
lution (AD), which uses the Van Cittert iterations (borrowed from the image
processing community) to reconstruct the subgrid contributions to the field
through the use of repeated filtering operations [31–33]. A wide variety of flow
physics have been simulated using AD-LES [15, 34–38] and this method has
also been mathematically analyzed in great detail [39–46]. Hybrid versions of
functional and structural models have been developed by coupling both con-
cepts of eddy viscosity and low-pass spatial filtering with deconvolution [47].
It is also common to use a separate explicit filter (in the form of an explicit
or relaxation filter) as a regularization technique to account for the dissipative
effect of certain subgrid scale stresses whose effects have not been captured on
the resolved scales [48, 49]. This explicit filtering procedure can be used as a
stabilization procedure for the AD-LES models or can be solely used without
AD process [50–54]. It is shown that the effect of multiple refiltering iterations
in AD process is approximately equivalent to the combined effect of the spe-
cially designed explicit low-pass filter at the end of each time step to remove the
high frequency contents near the grid cut-off scale [48, 49, 55]. Therefore, from
a practical point of view, the computational cost can be reduced by the relax-
ation filtering framework when used without AD. On the other hand, structural
models such as AD-LES and explicit filtering procedures require the careful se-
lection of a low-pass spatial filter [56]. As such, a large number of low-pass
filtering procedures have been reported in literature [57–67]. It is seen, that
filters with complete attenuation at the highest wavenumbers yield significantly
better results in terms of the prevention of aliasing error. Both compact Pade´
filters [68, 69] and selective filters [51–53, 70] have been successfully used to
damp high frequency contents of the motion. In the present study, we derive
another class of relaxation filters for LES using the smoothness of the flow field
through the concept of anisotropic diffusion.
This document explores the use of an anisotropic diffusion closure model
for solving the Burgers turbulence problem. It is generally believed that the
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general features of turbulence can be understood through the investigation of
the Burgers equation (even though the framework of decaying Burgers turbu-
lence is a limiting case [71–76])and it has been used to perform assessments
for LES closure models due to the presence of a non-linear quadratic advective
term [56, 67, 77, 78]. We have utilized the celebrated Perona-Malik anisotropic
diffusion model [79] for the purpose of both shock-capturing (analogous to edge
detection in the image processing community) and as a closure model for the
SGS stresses. The Perona-Malik model and its derivatives have been used in
the image processing community for image sharpening through the use of edge
detection and preventing aliasing error [80–83]. The foundation of anisotropic
diffusion lies in the unequal dissipation of certain areas in the solution field as
a function of the local spatial gradients in that area. This ability to diffuse se-
lectively is used in preserving high gradient areas (such as the edges or shocks)
and dissipating any possible oscillations in the smoother areas. We aim to use
this ability to prevent oscillations in smoother areas as a method to damp the
amplitude of dispersion errors from the underlying numerical schemes. An ex-
cellent discussion of the general idea of anisotropic diffusion may be found in
[84].
The proposed closure model can be considered analogous to a relaxation fil-
tering framework except that the dissipation of the dispersion errors is carried
out through the addition of an artificial viscosity term through one iteration
of a parabolic equation. Through this, it is proposed that a better preserva-
tion can be obtained for the inertial range which a great majority of relaxation
filters sacrifice to prevent aliasing errors. Nonlinear anisotropic diffusion has
previously been implemented for the purpose of filtering and edge enhancement
for numerical methods related to conservation laws (specifically the nonlinear
higher order dissipative terms) such as the Lax-Wendroff formula [85], oscilla-
tory central schemes [86] and the shock capturing effect on the inviscid Burgers
equation [87, 88]. In addition to testing the general framework of anisotropic dif-
fusion as a technique for LES closures, different diffusivity kernels (i.e. heuristics
that alter the application of the anisotropic diffusion) are also tested to assess
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their robustness. We also note that the proposed anisotropic diffusion filtering
scheme is constructed using a compact stencil locally consisting of only three
points. An effective damping mechanism for the high frequency flow structures
can be obtained by using this 3-point stencil scheme via defining nonlinear dif-
fusivity kernels. The interested reader is directed to Keeling et al. [89] for an
in-depth discussion on the characteristics of these diffusivity kernels. The re-
laxation filtering procedure based on the 9-point stencil selective filter is used
for comparison purposes.
The layout of this paper is as follows. The governing equations and the
background numerical methods are reported in Section 2. Section 3 describes
the proposed Perona-Malik anisotropic diffusion method and a set of diffusivity
kernels studied in this investigation. The shock-capturing feature and SGS
modeling ability of the method are documented through a sensitivity analysis
for a single mode sine wave and the Burgers turbulence case (using 32 sample
fields) in Section 4. Concluding remarks are outlined in Section 5.
2. Governing equation and numerical methods
The viscous Burgers equation is considered a test bed representing a one-
dimensional (1D) homogeneous flow and is a good starting point for the eval-
uation of a numerical method before proceeding to the three-dimensional (3D)
Navier-Stokes equations. The evolution of the velocity field u(x, t) in the Burg-
ers equation is given by
∂u
∂t
+ u
∂u
∂x
= ν
∂2u
∂x2
, (1)
where ν is the kinematic viscosity. The quadratic nonlinearity of the advective
term mimics a transport mechanism and the Laplacian term behaves as a dis-
sipative mechanism. For this reason, the 1D viscous Burgers equation has been
popular for novel SGS model development [56, 73, 75, 77, 78, 90–95].
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In this work, we have chosen to use the conservative form of the Burgers
equation. A general representation of this form can be given by
∂u
∂t
+R(u) = L(u), (2)
where R(u) and L(u) are the nonlinear and linear operators given by
R(u) =
1
2
∂u2
∂x
,
L(u) = ν
∂2u
∂x2
.
(3)
Other formulations for the nonlinear term are described in detail in Blaisdell et
al. [92]. The spatial derivatives in the formulation (R(u) and L(u)) were dis-
cretized by using a sixth-order central compact difference schemes [68] to ensure
minimal truncation error. The compact scheme for the first order derivative is
given by
1
3
f ′j−1 + f
′
j +
1
3
f ′j+1 =
14
9
fj+1 − fj−1
2h
+
1
9
fj+2 − fj−2
4h
, (4)
where the superscript prime signifies the first derivative and h is the uniform
spatial discretization length. Eq. (4) can be solved by the Thomas algorithm [96]
to give us an approximation of the first derivative. The second order derivatives
were computed in a similar manner by
2
11
f ′′j−1 + f
′′
j +
2
11
f ′′j+1 =
12
11
fj+1 − 2fj + fj−1
h2
+
3
11
fj+2 − 2fj + fj−2
4h2
, (5)
where f
′′
denotes the second derivative.
A system of semi-discrete ordinary differential equations (ODEs) are ob-
tained after spatially discretizing our governing partial differential equation
(PDE) using the compact schemes explained above following which our system
can be represented by
∂uj
∂t
= £(uj) (6)
where the spatial gradient terms are denoted in the £(uj) term as follows
£(uj) = −R(uj) + L(uj). (7)
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The third-order accurate in time, total variation diminishing Runge-Kutta
scheme (TVDRK3) [97] is used to integrate our discrete system of equations in
time. The integration scheme is described in the following, where it has been
assumed that the time level l is known from which we aim to estimate our
solution at time level l + 1.
u
(1)
j = u
`
j + ∆t£(u
`
j)
u
(2)
j =
3
4
u`j +
1
4
u
(1)
j +
1
4
∆t£(u
(1)
j )
u`+1j =
1
3
u`j +
2
3
u
(2)
j +
2
3
∆t£(u
(2)
j ).
(8)
This work uses a time step that ensures no errors related to time integration of
the system of ODEs obtained using the above described method of lines. Both
single mode sine wave and the Burgers turbulence problems are simulated over
a domain of x  [0, 2pi], with periodic boundary conditions using ν = 5× 10−4.
3. Perona-Malik anisotropic diffusion
Widely used in image processing, Perona-Malik diffusion (also known as
anisotropic diffusion) is a methodology used to reduce image noise without com-
promising the quality of certain significant parts of the image content such as
edges or lines which may be important for the interpretation of the image.
It is similar to the blurring techniques which employ the use of an isotropic
Gaussian filter with parameters controlling the filter width. However, isotropic
Gaussian filters are considered linear and space-invariant in their transformation
behavior and do not depend on the local content of the original (noisy) image.
Anisotropic diffusion produces a parameterized image which is a combination
of the original image and a filter that prescribes a blurring operation depending
on the local content of the original image making the process space variant but
nonlinear. In the famous Perona-Malik model [79], the filter kernel is isotropic
(in that it applies the same filter at different areas of the image field) but allows
for lower dissipation at the edges or other significant structures. Anisotropic
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diffusion is implemented through the use of a generalized diffusion equation,
i.e., each new (or filtered) image is obtained by applying this diffusion equation
to the previous image. It must be noted here that, although the technique is
named anisotropic diffusion, the filter kernel is actually isotropic since it uti-
lizes a scalar-valued diffusivity instead of a direction-dependent diffusion tensor
[98]. Another interesting feature of this technique is the union of filtering and
edge detection processes in a single procedure contrary to most algorithms in
the image processing community which utilize two independent processes to be
applied in series for the same outcome. As an analogy to fluid dynamics, the
filtering procedure to remove noise from images can be considered akin to re-
moving dispersion errors propagating from errors due to the finite difference
approximations of discontinuities. And edge detection algorithm is similarly
applicable for the capture of discontinuities in the solution field such as those
formed by shocks.
The Perona-Malik technique is performed after each complete time integra-
tion procedure. In this method, the obtained field values at discrete grid points
are passed through a parabolic equation which adds dissipation according to cer-
tain rules of diffusivity. This can be clarified by detailing the partial differential
equation that adds diffusion
∂u
∂τ
= ∇c.∇u+ c(x)∆u, (9)
where τ is the pseudo-time. Increased iterations of the above equation lead to
higher dissipation added to the field value. The number of iterations required for
adding an adequate amount of diffusion is problem specific and a considerable
amount of research is still underway in that field. An interesting point to make
here is that the use of a constant kernel for c would be akin to specifying a
Gaussian blurring operation over the entire solution field.
In this study, the number of pseudo-time iterations is kept at a default value
of one iteration to mimic an explicit filtering mechanism. This is intended to
ensure that the induced dissipation does not exceed the requisite amount. This
also ensures that the total dissipation is controlled by the pseudo-time step and
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the diffusion constant. The above continuous equation can be discretized in the
following manner
u∗i = ui +
∆τ
2h2
{(ci + ci+1)(ui+1 − ui)− (ci−1 + ci)(ui − ui−1)} (10)
or re-scaling τ it can be written as
u∗i = ui +
κ∆t
2h2
{(ci + ci+1)(ui+1 − ui)− (ci−1 + ci)(ui − ui−1)} (11)
where ci is our diffusivity function varying as a function of location, h is the
spatial grid discretization and κ is the ratio between pseudo-time step (∆τ) and
physical simulation time step (∆t). We note here that the value of κ must be
very small to ensure that an inordinate amount of dissipation is not added to
the solution field (by way of a large pseudo-time step).
There are several diffusivity functions in use for the purpose of edge detec-
tion (in image processing applications) and three popular kernels used for edge
detection have been tested in this work. We have, as proposed originally by
Perona-Malik
c(x) =
1
1 +
∣∣∇u
K
∣∣2 , (12)
where K is the diffusion scaling parameter. In the image processing methodol-
ogy, K represents the sensitivity of the isotropic filter kernel to edges and lines
in the solution field. In our study, the gradient term, ∇u = ∂u∂x , will be available
at the end of the time step. A variation of the above kernel is provided by [99]
c(x) =
1(
1 + 13
(∇u
K
)2)2 . (13)
Structurally it can be seen that the above kernel behaves similarly to the kernel
originally proposed by Perona and Malik and we expect the general trend of the
dissipation characteristics for both kernels to be similar.
A third conductivity, also proposed in the initial work of Perona and Malik
is tested which uses an exponential type kernel to impart dissipation to the
solution field as against the reciprocal approach described above. The kernel is
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given by
c(x) = exp
(
−1
2
(∇u
K
)2)
. (14)
The above presentation of kernels has been done in the increasing order of decay
rates. For instance, the exponential kernel is seen to reduce the magnitude of
applied dissipation rapidly with increasing absolute values of gradients. It can
be inferred that the exponential function given by Eq. (14) is more localized
in its dissipation characteristics with higher gradient values unaffected by the
kernel as compared to the other kernels.
One must observe here that the structures of these kernels were designed to
cause a similar amount of dissipation in the limit of very large or very small
values of the diffusion constant K, but their behavior in the intermediate ranges
varied slightly. The Fig. 1 shows the behavior of the kernel for varying one di-
mensional gradient values (indicative for the Burgers turbulence case). Counter
to intuition, the kernels apply an anisotropic type of diffusion by dissipating
locations with lower absolute values of the gradient while preserving high gra-
dient regions. This characteristic of the kernels is key in the preservation of
edges and the damping out of any possible grid to grid oscillation propagation
in the smoother regions. We mention here that the proposed framework allows
for the potential use of customized kernels for diffusivity and slightly different
dissipation characteristics but the broader trends elaborated in this research still
hold true. The extension of the aforementioned concepts to higher dimensions
is straightforward.
The proposed framework is tested against the well known relaxation filtering
framework proposed by Bogey et al [51]. The 9-point stencil explicit filtering
scheme is given by
u∗i = ui − σdDi where Di =
4∑
j=−4
djui+j . (15)
The coefficients dj are given by
d0 = 35/128, d1 = −7/32, d2 = 7/64, d3 = −1/32, d4 = 1/256, (16)
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(a) Kernel 1 given by Eq. (12) (b) Kernel 2 given by Eq. (13)
(c) Kernel 3 given by Eq. (14)
Figure 1: Dissipative behavior of diffusivity kernels
and the parameter σd (0 ≤ σd ≤ 1) is used for dissipation control with higher
values of σd providing lower dissipation.
4. Results
This section covers the results of the shock capturing performance of the
proposed closure model as well as the ability to capture the theoretical Burg-
ers turbulence scaling for the different test cases used. Using a standard LES
methodology, coarse resolution LES runs are compared to fully resolved DNS
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(a) UDNS (b) Anisotropic diffusion
Figure 2: Shock capturing ability of the Perona-Malik anisotropic diffusion model with K =
200 and κ = 0.0015 at resolutions of N = 512, 1024 and 2048.
data (obtained from higher resolutions). Conclusions are then drawn about the
efficacy of the proposed closure. A sensitivity analysis is also carried out to
determine the effect of the modeling parameters in the closure. All results for
the proposed model are compared to under-resolved DNS (UDNS) data at the
same (i.e., coarse) resolution to assess the gain through LES.
First, we present the behavior of a shock formulation problem initiated by
a single-mode single Sine wave u(x, 0) = sinx as an initial condition. Fig. 2
shows the simulation results (at time t = 2.5) for this case demonstrating shock
formation at a time approximately equal to 1.5. For the purpose of comparison
N = 32768 resolution DNS runs are also presented. Coarse grid simulations
of N = 512, N = 1024 and N = 2048 are shown for both UDNS and LES
runs and it is evident that the UDNS runs (as illustrated in Fig. 2(a)) show a
large number of grid-to-grid oscillations particularly for the coarsest resolution.
However it is seen that the proposed model demonstrates a remarkable ability
to damp out the higher Fourier modes propagating from the discontinuities due
to the dispersion error inherent to central schemes as can be seen in Fig. 2(b).
As mentioned previously, the decaying Burgers turbulence problem is con-
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sidered in a domain of x [0, 2pi] with periodic boundary conditions. The initial
conditions of the problem examined to determine closure performance are pre-
scribed by an initial energy spectrum:
E(k) = Ak4 exp−(k/k0)2, (17)
and A is a constant given by
A =
2k−50
3
√
pi
. (18)
The above conditions ensure a total energy
∫
E(k)dk = 1/2 at the start of
the simulation. The parameter k0 is assumed to be 10 and corresponds to
the wavenumber where one obtains the maximum scale of the initial energy
spectrum. Thus, we can generate velocity magnitudes in Fourier space from
this initial energy spectrum as
|uˆ(k)| =
√
2E(k). (19)
Ensemble averaged simulations are carried out using different realizations of the
initial energy spectrum generated by
|uˆ(k)| =
√
2E(k) exp i2piΨ(k), (20)
where Ψ(k) is a uniform random number distribution between 0 and 1 at each
wavenumber. The aforementioned, random number distribution also satisfies a
conjugate relationship given by Ψ(k) = −Ψ(−k) to obtain a real velocity field in
physical space. A Fast Fourier transform algorithm [96] is used for the purpose
of inversion to and from Fourier space. 32 randomly selected sample fields are
constructed with the aid of the random number distribution and simulated for
different phases. The simulations are terminated once the energy content of
the flow becomes significantly lower than the initial value. In the following,
the results from these ensemble averaged runs are computed and presented.
Identical random number seeds are used to ensure that the initial conditions for
all studies presented are same. The quantity of interest to be investigated is the
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energy spectrum given by
E(k, t) =
1
2
|uˆ(k, t)|2 , (21)
which gives a total energy of
E(t) =
∫ km
−km
E(k, t)dk. (22)
The performance of numerical methods can also be analyzed using other
measures and the reader is directed to [67] for further information. A grid con-
vergence study is carried out to determine the DNS resolution requirements for
the chosen viscosity (i.e., ν = 5 × 10−4). Time integration is carried out till
t = 0.1s and we note here that the shocked solution is obtained at t = 0.05s
which also corresponds to the highest energy dissipation rate as can be seen
in Fig. 3(b). Resolutions of N = 512 to N = 32768 are tested and it is ob-
served that the highest resolution corresponds to a high-fidelity DNS captur-
ing all the scales in the problem without aliasing error. The grid convergence
study can be seen in Fig. 3(a). Higher resolutions are seen to eliminate grid-
to-grid oscillations gradually in the form of a reduced accumulation of energy
at the wavenumbers corresponding to the grid cut-off. The DNS also shows the
theoretical scaling for the Burgers turbulence energy spectrum with increasing
wavenumbers (i.e., k−2). The coarsest resolutions (512, 1024 and 2048) are cho-
sen for our closure modeling assessments due to a significant presence of energy
accumulation at those resolutions.
The dissipation control kernels proposed in this work have two free parame-
ters: K and κ. Through a sensitivity analysis it is aimed that the contribution
of each modeling parameter be quantified in terms of aliasing error prevention
and preservation of inertial range scaling. Different resolutions are used to en-
sure consistency. For the purpose of comparison, UDNS and DNS results are
also plotted alongside the sensitivity analysis. At the end of this section, an
indicative figure of a well-known relaxation filtering scheme (the 9-point sten-
cil selective filter) is included for the purpose of comparison. It is seen that a
considerable improvement in the range of inertial scales is obtained. Default
15
(a) Energy spectra (b) Dissipation rates
Figure 3: Comparison of energy spectra (at time t = 0.05) and time evolution of dissipation
rates for the decaying Burgers turbulence problem at ν = 5×10−4 with varying grid resolution
from very coarse mesh (N = 512) to fully resolving DNS mesh (N = 32768). Ideal scaling
k−2 is also included in the energy spectra plot.
parameters for the sensitivity analysis are kept at K = 125 and κ = 0.0015 and
their values are systematically varied.
Fig. 4 shows the effect of the diffusion scaling constant K on the conductivity
kernel 1 (given by the kernel in Eq. (12)). The increase in this constant causes
an increased reduction of the energy accumulation at grid cut-off. It is noted
here that, with increase in K the effect of the dissipation gradually increases to
a limit beyond which the kernel values are equal for all gradients (i.e., c = 1 for
all ∇u). Fig. 5 shows the effect of κ (the ratio of physical time step to pseudo-
time step) on the energy spectrum for the coarse simulations. Increasing values
of κ cause increased dissipation due to a higher pseudo-time step. The afore-
mentioned figures indicate that a slight adjustment of parameters is required
to ensure an adequate amount of dissipation. While extremely accurate scaling
can be obtained even for the coarsest of resolutions (N = 512), the same set of
parameters may prove more dissipative for the higher resolutions.
Fig. 6 and Fig. 7 show the effect of our dissipation control parameters for the
conductivity kernel specified by Eq. (13). As expected, the behavior of these
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(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 4: Effect of diffusion constant K for diffusivity kernel 1.
scaling parameters was fundamentally similar to the first kernel due to their
analogous structures. This can be verified by the fact that their kernels show
the same dissipation behavior with increasing gradient values (Fig. 1(b)) and
that the limiting dissipation (c = 1) is approached at almost identical rates. It
must be noted here that we have fixed the number of iterations of the parabolic
equation given by Eq. 11 and it would be possible to increase the dissipative
behavior of the shown parameters by adding more iterations to the relaxation
filtering methodology proposed.
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(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 5: Effect of κ for diffusivity kernel 1.
Fig. 8 shows the effect of the diffusion constant for the kernel proposed by
Eq. (14). Similar trends are seen for both free parameters. It can be noted here
that the parameter κ which controls the ratio of pseudotime step to physical time
step is optimal for the Burgers turbulence case at κ = 0.0025 across the different
kernels examined in this work. The prescribed value of κ ensures consistency in
energy accumulation control with increasing resolution. A common theme that
can be seen through the sensitivity analyses carried out for the different kernels
is a good approximation of the inertial range scaling. In comparison, Fig. 10
18
(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 6: Effect of diffusion constant K for diffusivity kernel 2.
shows the results obtained using the selective relaxation filter given by Eq. (15),
which diminish any grid-to-grid oscillations effectively but causes a degradation
of the inertial range captured. The proposed framework identifies this aspect as
a major potential area of improvement. This is possible due to a greater degree
of freedom to specify the dissipation at different modes of the dispersion errors.
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(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 7: Effect of κ for diffusivity kernel 2.
5. Conclusion
This study presents an explicit relaxation filtering and shock capturing
framework based on the celebrated Perona-Malik anisotropic diffusion method-
ology for solving the Burgers turbulence problem. A detailed sensitivity analysis
is presented to determine the dissipative action of the free modeling parame-
ters of this framework. Results are compared against fully resolved DNS and
UDNS computations to determine its performance as an effective closure model.
The proposed model presented here uses a conductivity kernel that controls a
20
(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 8: Effect of diffusion constant K for diffusivity kernel 3.
dissipation imparted through the successive iterations of a parabolic partial dif-
ferential equation analogous to the heat equation. The number of iterations is
kept at a default value of one to control the dissipation of the model. This is be-
cause the pseudotime step used in the iteration of the parabolic equation needs
to be sufficiently small to prevent destruction of the inertial range scaling. The
shock capturing ability of the proposed framework is tested with a single mode
sine wave as the initial condition of the governing non-linear viscous Burgers
equation. The closure performance of the model is assessed solving the Burgers
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(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 9: Effect of κ for diffusivity kernel 3.
turbulence problem consisted of defining 32 sample fields specified by an initial
energy spectrum. A sensitivity analysis is described to detail the effects of the
control parameters K and κ in the model.
The shock capturing study indicates that the anisotropic diffusion charac-
teristics of the explicit filter enables efficient dissipation of the grid to grid
oscillations (an expected result due to the roots of this method in the field of
edge detection in image processing). Comparing against a selective filtering ap-
proach that uses an optimized scheme on wide stencil, we show that a larger
22
(a) N = 512 (b) N = 1024
(c) N = 2048
Figure 10: Performance of the selective relaxation filter given by Eq. (15).
inertial range can be obtained by the proposed Perona-Malik relaxation model
using a simple compact stencil scheme in an efficient way. The sensitivity anal-
ysis of the Burgers turbulence case indicates that the free modeling parameters
are effective in control of the dissipation imparted by the filter and an increase
in the values of both K and κ causes increased dissipative behavior. We found
that the effect of K has more pronounced due to the nature of the sharp gra-
dients (shocks) in Burgers turbulence. We observe that certain combinations of
the free modeling parameters may give us accurate inertial range of the energy
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spectrum even for the coarsest resolutions. However, an adjustment in the pa-
rameters would be necessary in different flows. This suggests that a dynamic
procedure to characterize these modeling parameters would be an important
open question, which will be addressed in our forthcoming research.
To summarize, we can conclude that the proposed closure proves an effi-
cient methodology to remove aliasing error and capture shocks for the one-
dimensional Burgers turbulence case due to the flexible dissipation character-
istics imparted by the free modeling parameters. The use of a one-iteration
relaxation filter at the end of each timestep also implies a minimal addition
to the computational expense of the overall unresolved DNS computation and
provides a minimal dissipation to eliminate higher frequency contents via the
anisotropic dissipation process. As a further investigation in this direction, a
dynamic modeling could be introduced for the free modeling parameters to add
the requisite amount of dissipation for all resolutions. Although, the presen-
tation of the proposed closure is given for the case of Burgers turbulence, its
generalization to the 3D Navier-Stokes equation is straightforward. We believe
that general conclusions from our study solving the Burgers equation will still
hold since it retains some important properties of the Navier-Stokes equations.
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