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Abstrat
We study integrability and equivalene of Lp-norms of polynomial haos
elements. Relying on known results for Banah spae valued polynomials, a
simple tehnique is presented to obtain integrability results for random el-
ements that are not neessarily limits of Banah spae valued polynomials.
This enables us to prove integrability results for a large lass of seminorms of
stohasti proesses and to answer, partially, a question raised by C. Borell
(1979, Séminaire de Probabilités, XIII, 13).
Keywords: integrability; 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esses; seminorms; regulary varying dis-
tributions
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1 Introdution
Let T denote a ountable set, X = (Xt)t∈T a stohasti proess and N a seminorm
on R
T
. This paper fouses on integrability and equivalene of Lp-norms of N(X) in
the ase where X is a weak haos proess; see Denition 1.1. Of partiular interest
is the supremum and the p-variation norm given by
N(f) = sup
t∈T
|f(t)| and N(f) = sup
n≥1
( kn∑
i=1
|f(tni )− f(tni−1)|p
)1/p
, p ≥ 1, (1.1)
for f ∈ RT . In the p-th variation ase we assume moreover T = [0, 1] ∩ Q and
pin = {0 = tn0 < · · · < tnkn = 1} are nested subdivisions of T satisfying ∪∞n=1pin = T .
Note that if N is given by (1.1), B = {x ∈ RT : N(x) < ∞} and ‖x‖ = N(x) for
x ∈ B, then (B, ‖ · ‖) is a non-separable Banah spae when T is innite.
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Our results partly unify and partly extend known results in this area. For re-
lations to the literature see Subsetion 1.2. We note, however, that in the setting
of the present paper we are able to treat Rademaher haos proesses of arbitrary
order as well as innitely divisible integral proesses as in (1.2) below.
1.1 Chaos Proesses and Condition Cq
Let (Ω,F , P ) denote a probability spae. When F is a topologial spae, a Borel
measurable mapping X : Ω → F is alled an F -valued random element, however
when F = R, X is, as usual, alled a random variable. For eah p > 0 and random
variable X we let ‖X‖p := E[|X|p]1/p, whih denes a norm when p ≥ 1; moreover,
let ‖X‖∞ := inf{t ≥ 0 : P (|X| ≤ t) = 1}. When F is a Banah spae, Lp(P ;F )
denotes the spae of all F -valued random elements, X , satisfying ‖X‖Lp(P ;F ) =
E[‖X‖p]1/p < ∞. Throughout the paper I denotes a set and for all ξ ∈ I, Hξ is
a family of independent random variables. Set H = {Hξ : ξ ∈ I}. Furthermore,
d ≥ 1 is a natural number and F is a loally onvex Hausdor topologial vetor
spae (l..TVS) with dual spae F ∗. Following Fernique (1997), a map N from F
into [0,∞] is alled a pseudo-seminorm if for all x, y ∈ F and λ ∈ R, we have
N(λx) = |λ|N(x) and N(x+ y) ≤ N(x) +N(y).
For ξ ∈ I let PdHξ(F ) denote the set of p(Z1, . . . , Zn) where n ≥ 1, Z1, . . . , Zn are
dierent elements in Hξ and p is an F -valued tetrahedral polynomial of order d.
Reall that p : Rn → F is alled an F -valued tetrahedral polynomial of order d if
there exist x0, xi1,...,ik ∈ F and l ≥ 1 suh that
p(z1, . . . , zn) = x0 +
d∑
k=1
∑
1≤i1<···<ik≤l
xi1,...,ik
k∏
j=1
zij .
For eah F -valued random element X we will write X ∈ PdH(F ) if there exist
(ξk)k≥1 ⊆ I and Xk ∈ PdHξk (F ) for k ≥ 1 suh that Xk
D→ X . Inspired by
Ledoux and Talagrand (1991) we introdue the following denition:
Denition 1.1. An F -valued random element X is said to be a weak haos ele-
ment of order d assoiated with H if for all n ≥ 1 and all (x∗i )ni=1 ⊆ F ∗ we have
(x∗1(X), . . . , x
∗
n(X)) ∈ P
d
H(R
n), and in this ase we write X ∈ weak-PdH(F ). Simi-
larly, a real-valued stohasti proess (Xt)t∈T is said to be a weak haos proess of
order d assoiated with H if for all n ≥ 1 and (ti)ni=1 ⊆ T we have (Xt1 , . . . , Xtn) ∈
PdH(Rn).
An important example of a weak haos proess of order one is (Xt)t∈T of the form
Xt =
∫
S
f(t, s) Λ(ds), t ∈ T, (1.2)
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where Λ is an independently sattered innitely divisible random measure (or ran-
dom measure for short) on some non-empty spae S equipped with a δ-ring S, and
s 7→ f(t, s) are Λ-integrable deterministi funtions in the sense of Rajput and Rosi«ski
(1989). To obtain the assoiatedH let I be the set of all ξ given by ξ = {A1, . . . , An}
for some n ≥ 1 and disjoint sets A1, . . . , An in S, and let
Hξ = {Λ(A1), . . . ,Λ(An)} and H = {Hξ}ξ∈I . (1.3)
Then, by denition of the stohasti integral (1.2) as the limit of integrals of simple
funtions, (Xt)t∈T is a weak haos proess of order one assoiated with H.
Another example is where (Zn)n≥1 is sequene of independent random variables
and x(t), xi1,...,ik(t) ∈ R are real numbers for whih
Xt = x(t) +
d∑
k=1
∑
1≤i1<···<ik<∞
xi1,...,ik(t)
k∏
j=1
Zij ,
exists in probability for all t ∈ T ; then X = (Xt)t∈T is a weak haos proess of order
d assoiated with I = {0}, H0 = {Zn : n ≥ 1} and H = {H0}.
In what follows we shall need the next onditions:
Notation, Condition Cq
• For q ∈ (0,∞), H is said to satisfy Cq if there exists β1, β2 > 0 suh that for
all Z ∈ ∪ξ∈IHξ there exists cZ > 0 with P (|Z| ≥ cZ) ≥ β1 and
E[|Z|q, |Z| > s] ≤ β2sqP (|Z| > s), s ≥ cZ . (1.4)
• H is said to satisfy C∞ if ∪ξ∈IHξ ⊆ L1 and
sup
ξ∈I
sup
Z∈Hξ
(‖Z −E[Z]‖∞
‖Z − E[Z]‖2
)
= β3 <∞.
Remark 1.2. If H satises Cq for some q <∞ then for all p ∈ (0, q) we have
sup
ξ∈I
sup
Z∈Hξ
‖Z‖q
‖Z‖p ≤ (β2 ∨ 1)
1/qβ
−1/p
1 <∞.
This follows by the next two estimates:
E[|Z|q] = E[|Z|q, |Z| > cZ ] + E[|Z|q, |Z| ≤ cZ ]
≤ β2cqZP (|Z| > cZ) + cqZP (|Z| ≤ cZ) ≤ (β2 ∨ 1)cqZ
and
cpZβ1 ≤ cpZP (|Z| ≥ cZ) ≤ E[|Z|p].
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For example, when all Z ∈ ∪ξ∈IHξ have the same distribution, H satises Cq for
all q ∈ (0, α) for α > 0 if x 7→ P (|Z| > x) is regulary varying with index −α, by
Karamata's Theorem; see Bingham et al. (1989, Theorem 1.5.11). In partiular, if
the ommon distribution is symmetri α-stable for some α ∈ (0, 2) then H satises
Cq for all q ∈ (0, α). If the ommon distribution is Poisson, exponential, Gamma or
Gaussian then Cq is satised for all q > 0. Finally H satises C∞ if and only if the
ommon distribution has ompat support.
As we shall see in Setion 2, Cq is ruial in order to obtain integrability results
and equivalene of Lp-norms, so let us onsider some ases where the important
example (1.2) does or does not satisfy Cq. For this purpose let us introdue the
following distributions: The inverse Gaussian distribution IG(µ, λ) with µ, λ > 0 is
the distribution on R+ with density
f(x;µ, λ) =
[
λ
2pix3
]1/2
e−λ(x−µ)
2/(2µ2x), x > 0. (1.5)
Moreover, the normal inverse Gaussian distribution NIG(α, β, µ, δ) with µ ∈ R, δ ≥
0, and 0 ≤ β ≤ α, is symmetri if and only if β = µ = 0, and in this ase it has the
following density
f(x;α, δ) =
αeδα
pi
√
1 + x2δ−2
K1
(
δα(1 + x2δ−2)1/2
)
, x ∈ R,
where K1 is the modied Bessel funtion of the third kind and index 1 given by
K1(z) =
1
2
∫∞
0
e−z(y+y
−1)/2 dy for z > 0.
For eah nite number t0 > 0, a random measure Λ is said to be indued by a
Lévy proess Y = (Yt)t∈[0,t0] if S = [0, t0], S = B([0, t0]) and Λ(A) =
∫
A
dYs for all
A ∈ S.
Proposition 1.3. Let t0 ≥ 1 be a nite number, Λ a random measure indued by a
Lévy proess Y = (Yt)t∈[0,t0] and H be given by (1.3).
(i) If Y1 has an IG-distribution, then H satises Cq if and only if q ∈ (0, 12).
(ii) If Y1 has a symmetri NIG-distribution, then H satises Cq if and only if
q ∈ (0, 1).
(iii) If Y is non-deterministi and has no Gaussian omponent, then H does not sat-
isfy Cq for any q ≥ 2. In fat, for all square-integrable non-deterministi Lévy
proesses Y with no Gaussian omponent we have that limt→0‖Yt‖2/‖Yt‖1 =∞.
By the saling property it is not diult to show that if Λ is a symmetri α-stable
random measure with α ∈ (0, 2], then H satises Cq for all q > 0 when α = 2 and
for all q < α when α < 2. For α < 2 we have the following minor extension: Assume
Λ is indued by a Lévy proess Y with Lévy measure ν(dx) = f(x) dx where f is a
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symmetri funtion satisfying c1|x|−1−α ≤ f(x) ≤ c2|x|−1−α for some c1, c2 > 0, then
H satises Cq if and only if q < α. Proposition 1.3 gives some insight about when
Cq is satised; however, it would be interesting to develop more general onditions.
We postpone the proof of Proposition 1.3 to Setion 3.
1.2 Results on Integrability of Seminorms
Let T denote a ountable set, X = (Xt)t∈T a real-valued stohasti proess and N
a measurable pseudo-seminorm on R
T
suh that N(X) < ∞ a.s. For X Gaussian
Fernique (1970) shows that eεN(X)
2
is integrable for some ε > 0. This result is
extended to Gaussian haos proesses by Borell (1978, Theorem 4.1). Moreover, if
X is α-stable for some α ∈ (0, 2), de Aosta (1975, Theorem 3.2) shows thatN(X)p is
integrable for all p < α. When X is innitely divisible Rosi«ski and Samorodnitsky
(1993) provide onditions on the Lévy measure ensuring integrability of N(X). See
also Homann-Jørgensen (1977) for further results.
Given a sequene (Zn)n≥1 of independent random variables, Borell (1984) studies,
under the ondition
sup
n≥1
‖Zn −E[Zn]‖q
‖Zn − E[Zn]‖2 <∞, q ∈ (2,∞], (1.6)
integrability of Banah spae valued random elements whih are limits in probability
of tetrahedral polynomials assoiated with (Zn)n≥1. For q =∞, (1.6) is C∞ but when
q <∞ (1.6) is weaker than C∞, at least when (Zn)n≥1 are entered random variables.
As shown in Borell (1984), (1.6) implies equivalene of Lp-norms for Hilbert spae
valued tetrahedral polynomials for p ≤ q, but not for Banah spae valued tetrahe-
dral polynomials exept in the ase q =∞. Under the assumption that (Zn)n≥1 are
symmetri random variables satisfying Cq, Kwapie« and Woyzy«ski (1992, Theo-
rem 6.6.2) show that we have equivalene of Lp-norms in the above setting. Contrary
to Borell (1984), Kwapie« and Woyzy«ski (1992) and others, we onsider random
elements whih are not neessarily limits of tetrahedral polynomials, and also more
general spaes are onsidered. This enables us to obtain our integrability results for
seminorms of stohasti proesses.
Weak haos proesses appear in the ontext of multiple integral proesses; see
e.g. Krakowiak and Szulga (1988) for the α-stable ase. Rademaher haos proesses
are applied repeatedly when studying U-statistis; see de la Peña and Giné (1999).
They are also used to study innitely divisible haos proesses; see Marus and Rosi«ski
(2003), Rosi«ski and Samorodnitsky (1996), Basse and Pedersen (2009) and oth-
ers. Using the results of the present paper, Basse and Graversen (2009) extend
some results on Gaussian semimartingales (e.g. Jain and Monrad (1982) and Striker
(1983)) to a large lass of haos proesses.
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2 Main results
The next lemma, whih is a ombination of several results, is ruial for this paper.
Lemma 2.1. Let F denote a Banah spae and X an F -valued tetrahedral poly-
nomial of order d in the independent random variables Z1, . . . , Zn. Assume that
H = {H0} satises Cq for some q ∈ (0,∞], where H0 = {Z1, . . . , Zn}; if d ≥ 2 and
q <∞ assume moreover that Z1, . . . , Zn are symmetri. Then for all 0 < p < r ≤ q
with r <∞ we have that
‖X‖Lr(P ;F ) ≤ kp,r,d,β‖X‖Lp(P ;F ) <∞,
where kp,r,d,β depends only on p, q, d and the β's from Cq. If q = ∞ and p ≥ 2 we
may hoose kp,r,d,β = Adβ
2drd/2 with Ad = 2
d2/2+2d
.
For q < ∞ and d = 1, Lemma 2.1 is a onsequene of Kwapie« and Woyzy«ski
(1992, 2.2.4). Furthermore, for q ∈ (1,∞) and d ≥ 2 it is taken from the proof of
Kwapie« and Woyzy«ski (1992, Theorem 6.6.2) and using Kwapie« and Woyzy«ski
(1992, Remark 6.9.1) the result is seen to hold also for q ∈ (0, 1]. For q = ∞,
Lemma 2.1 is a onsequene of Borell (1984, Theorem 4.1). In Borell (1984) the
result is only stated for 2 ≤ p < r, however, a standard appliation of Hölder's
inequality shows that it is valid for all 0 < p < r; see e.g. Pisier (1978, Lemme 1.1).
Finally, in Borell (1984) there are no expliit expression for Ad; this an, however, be
obtained by applying the next Lemma 2.2 in the proof of Borell (1984, Theorem 4.1).
Lemma 2.2. Let V denote a vetor spae, N a seminorm on V , ε ∈ (0, 1) and
x0, . . . , xd ∈ V .
If N
( d∑
k=0
λkxk
)
≤ 1 for all λ ∈ [−ε, ε] then N
( d∑
k=0
xk
)
≤ 2d2/2+dε−d. (2.1)
The proof of Lemma 2.2 is postponed to Setion 3.
An F -valued random element X is said to be a.s. separably valued if P (X ∈
A) = 1 for some separable losed subset A of F . We have the following result:
Theorem 2.3. Let F denote a metrizable l..TVS, X ∈ weak-PdH(F ) an a.s. sep-
arably valued random element and N a lower semiontinuous pseudo-seminorm on
F suh that N(X) < ∞ a.s. Assume that H satises Cq for some q ∈ (0,∞] and
if q < ∞ and d ≥ 2 that all elements in ∪ξ∈IHξ are symmetri. Then for all nite
0 < p < r ≤ q we have
‖N(X)‖r ≤ kp,r,d,β‖N(X)‖p <∞,
where kp,r,d,β depends only on p, q, d and the β's from Cq. Furthermore, in the ase
q =∞ we have that E[eεN(X)2/d ] <∞ for all ε < d/(e2d+5β43‖N(X)‖2/d2 ).
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For q = ∞, Theorem 2.3 answers in the ase where the pseudo-seminorm is lower
semiontinuous a question raised by Borell (1979) onerning integrability of pseudo-
seminorms of Rademaher haos elements. This additional assumption is satised
in most examples, in partiular in the examples in (1.1). Using the equivalene of
norms in Theorem 2.3 we have by Krakowiak and Szulga (1986, Corollary 1.4) the
following orollary:
Corollary 2.4. Let F and H be as in Theorem 2.3 and N be a ontinuous semi-
norm on F . Then given (Xn)n≥1 ⊆ weak-PdH(F ) all a.s. separably valued suh that
limnXn = 0 in probability we have ‖N(Xn)‖p → 0 for all nite p ∈ (0, q].
Theorem 2.3 relies on the following two lemmas together with an appliation of
Lemma 2.1 on the Banah spae ln∞, that is R
n
equipped with the sup norm. First,
arguing as in Fernique (1997, Lemme 1.2.2) we have:
Lemma 2.5. Assume F is a strongly Lindelöf l..TVS. Then a pseudo-seminorm
N on F is lower semiontinuous if and only if there exists (x∗n)n≥1 ⊆ F ∗ suh that
N(x) = supn≥1|x∗n(x)| for all x ∈ F .
Proof. The if -impliation is trivial. To show the only if -impliation let A := {x ∈
F : N(x) ≤ 1}. Then A is onvex and balaned sine N is a pseudo-seminorm and
losed sine N is lower semiontinuous. Thus by the Hahn-Banah theorem, see
Rudin (1991, Theorem 3.7), for all x /∈ A there exists x∗ ∈ F ∗ suh that |x∗(y)| ≤ 1
for all y ∈ A and x∗(y) > 1, showing that
Ac =
⋃
x∈Ac
{y ∈ F : |x∗(y)| > 1}.
Sine F is strongly Lindelöf, there exists (xn)n≥1 ⊆ Ac suh that
Ac =
∞⋃
n=1
{y ∈ F : |x∗n(y)| > 1},
implying that A = {y ∈ F : supn≥1|x∗n(y)| ≤ 1}. Thus by homogeneity we have
N(y) = supn≥1|x∗n(y)| for all y ∈ F .
Lemma 2.6. Let n ≥ 1, 0 < p < q and C > 0 be given suh that
‖X‖Lq(P ;ln
∞
) ≤ C‖X‖Lp(P ;ln
∞
) <∞, X ∈ PdHξ , ξ ∈ I. (2.2)
Then, for all (X1, . . . , Xn) ∈ PdH(Rn) we have that
‖max
1≤k≤n
|Xk|‖q ≤ C‖max
1≤k≤n
|Xk|‖p <∞.
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Proof. Let X ∈ PdH(Rn) and hoose (ξk)k≥1 ⊆ I and Xk ∈ PdHξk (R
n) for k ≥ 1
suh that Xk
D→ X. Moreover, let Uk = ‖Xk‖ln
∞
and U = ‖X‖ln
∞
. Then, Uk
D→ U
showing that (Uk)k≥1 is bounded in L
0
, and by (2.2) and Krakowiak and Szulga
(1986, Corollary 1.4), {Upk : k ≥ 1} is uniformly integrable. This shows that
‖U‖q ≤ lim inf
k→∞
‖Uk‖q ≤ C lim inf
k→∞
‖Uk‖p = C‖U‖p <∞,
and the proof is omplete.
Proof of Theorem 2.3. Sine X is a.s. separably valued we may and will assume
that F is separable. Hene aording to Lemma 2.5 there exists (x∗n)n≥1 ⊆ F ∗
suh that N(x) = supn≥1|x∗n(x)| for all x ∈ F . For n ≥ 1, let Xn := x∗n(X) and
Un = sup1≤k≤n|Xk|. Then (Un)n≥1 onverges almost surely to N(X). For nite
0 < p < r ≤ q let C = kp,r,d,β. Combining Lemmas 2.1 and 2.6 show ‖Un‖q ≤
C‖Un‖p < ∞ for all n ≥ 1. This implies that {Upn : n ≥ 1} is uniformly integrable
and hene we have that
‖N(X)‖r ≤ lim inf
n→∞
‖Un‖r ≤ C lim inf
n→∞
‖Un‖p = C‖N(X)‖p <∞.
Finally, the exponential integrability under C∞ follows by the last part of Lemma 2.1
sine
E[eεN(X)
2/d
] ≤ 1 +
d∑
k=1
‖N(X)‖2k/d2k/d +
∞∑
k=d+1
(
ε2d+5β43‖N(X)‖2/d2 /d
)k kk
k!
.
This ompletes the proof.
Let T denote a ountable set and F = RT equipped with the produt topology.
F is then a separable and loally onvex Fréhet spae and all x∗ ∈ F ∗ are of the
form x 7→∑ni=1 αix(ti), for some n ≥ 1, t1, . . . , tn ∈ T and α1, . . . , αn ∈ R. Thus for
X = (Xt)t∈T we have that X ∈ weak-PdH(F ) if and only if X is a weak haos proess
of order d. Rewriting Theorem 2.3 in the ase F = RT we obtain the following result:
Theorem 2.7. Assume H satises Cq for some q ∈ (0,∞] and if q <∞ and d ≥ 2
that all elements in ∪ξ∈IHξ are symmetri. Let T denote a ountable set, (Xt)t∈T a
weak haos proess of order d and N a lower semiontinuous pseudo-seminorm on
R
T
suh that N(X) <∞ a.s. Then for all nite 0 < p < r ≤ q we have
‖N(X)‖r ≤ kp,r,d,β‖N(X)‖p <∞,
and in the ase q =∞ that E[eεN(X)2/d ] <∞ for all ε < d/(e2d+5β43‖N(X)‖2/d2 ).
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For example, let T = [0, 1] ∩Q, (Xt)t∈T be of the form Xt =
∫ 1
0
f(t, s) dYs where Y
is a symmetri normal inverse Gaussian Lévy proess, and N : RT → [0,∞] be given
by (1.1). Then, N is a lower semiontinuous pseudo-seminorm and X is weak haos
proess of order one satisfying Cq for all q < 1 aording to Proposition 1.3. Thus,
if N(X) <∞ a.s. then E[N(X)p] <∞ for all p < 1, aording to Theorem 2.7.
Let G denote a vetor spae of Gaussian random variables and ΠdG(R) be the lo-
sure in probability of the random variables p(Z1, . . . , Zn), where n ≥ 1, Z1, . . . , Zn ∈
G and p : Rn → R is a polynomial of degree at most d (not neessary tetrahedral).
Lemma 2.8. Let F be a l..TVS and X an F -valued random element suh that
x∗(X) ∈ ΠdG(R) for all x∗ ∈ F ∗; then X ∈ weak-P
d
H(F ) where H = {H0} and H0 is
a Rademaher sequene.
Reall that a sequene of independent, identially distributed random variables
(Zn)n≥1 suh that P (Z1 = ±1) = 1/2 is alled a Rademaher sequene.
Proof. Let n ≥ 1, x∗1, . . . , x∗n ∈ F ∗ and W = (x∗1(X), . . . , x∗n(X)). We need to show
that W ∈ PdH(Rn). For all k ≥ 1 we may hoose polynomials pk : Rk → Rn of
degree at most d and Y1,k, . . . , Yk,k independent standard normal random variables
suh that with Yk = (Y1,k, . . . , Yk,k) we have limk pk(Yk) = W in probability. Hene
it sues to show pk(Yk) ∈ PdH(Rn) for all k ≥ 1. Fix k ≥ 1 and let us write p and
Y for pk and Yk. Reenumerate H0 as k independent Rademaher sequenes (Zi,m)i≥1
m = 1, . . . , k and set
Uj =
1√
j
j∑
i=1
(Z1,i, . . . , Zk,i), j ≥ 1.
Then, by the entral limit theorem Uj
D→ Y and hene p(Uj) D→ p(Y ). Due to the
fat that all Zi,m only takes on the values ±1, p(Uj) ∈ PdH0(Rn) for all j ≥ 1, showing
that p(Y ) ∈ PdH(Rn).
The H in Lemma 2.8 trivially satises C∞ with β3 = 1 and hene a ombination
of Theorem 2.3 and Lemma 2.8 shows:
Proposition 2.9. Let F be a l..TVS and X an a.s. separably valued random ele-
ment in F suh that x∗(X) ∈ ΠdG(R) for all x∗ ∈ F ∗. Then, for all lower semion-
tinuous pseudo-seminorms N on F satisfying N(X) <∞ a.s. we have
‖N(X)‖r ≤ 2d2/2+d
(
r − 1
p− 1
)d/2
‖N(X)‖p <∞,
and E[eεN(X)
2/d
] <∞ for all ε < d/(e2d+5‖N(X)‖2/d2 ).
The integrability of eεN(X)
2/d
for some ε > 0 is a onsequene of the seminal work
Borell (1978, Theorem 4.1). However, the above provides a very simple proof of this
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result and gives also equivalene of Lp-norms and expliit onstants. When F = RT
for some ountable set T , Proposition 2.9 overs proesses X = (Xt)t∈T , where
all time variables have the following representation in terms of multiple Wiener-It
integrals with respet to a Brownian motion W ,
Xt =
d∑
k=0
∫
R
k
+
f(t, k; s1, . . . , sk) dWs1 · · · dWsk , t ∈ T.
The next result is known from Arones and Giné (1993, Theorem 3.1) for general
Gaussian polynomials.
Proposition 2.10. Assume that H = {H0} satises Cq for some q ∈ [2,∞] and
H0 onsists of symmetri random variables. Let F denote a Banah spae and X
an a.s. separably valued random element in F with x∗(X) ∈ PdH(R) for all x∗ ∈ F ∗.
Then there exists x0, xi1,...,ik ∈ F and {Zn : n ≥ 1} ⊆ H0 suh that for all nite
p ≤ q
X = lim
n→∞
(
x0 +
d∑
k=1
∑
1≤i1<···<ik≤n
xi1,...,ik
k∏
j=1
Zij
)
a.s. and in Lp(P ;F ).
Proof. We follow Arones and Giné (1993, Lemma 3.4). Sine X is a.s. separably
valued we may and do assume F is separable, whih implies that F ∗1 := {x∗ ∈ F ∗ :
‖x∗‖ ≤ 1} is metrizable and ompat in the weak*-topology by the Banah-Alaoglu
theorem; see Rudin (1991, Theorem 3.15+3.16). Moreover, the map x∗ 7→ x∗(X)
from F ∗1 into L
0
is trivially weak*-ontinuous and thus a weak*-ontinuous map into
L2 by Corollary 2.4. This shows that {x∗(X) : x∗ ∈ F ∗1 } is ompat in L2 and hene
separable. By denition of PdH(R), this implies that there exists a ountable set
{Zn : n ≥ 1} ⊆ H0 suh that
x∗(X) =
∑
A∈Nd
a(A, x∗)ZA, in L
2,
for some a(A, x∗) ∈ R, where Nd = {A ⊆ N : |A| ≤ d} and ZA =
∏
i∈A Zi for
A ∈ Nd. For A ∈ Nd, the map x∗ 7→ a(A, x∗) from F ∗ into R is linear and weak*-
ontinuous and hene there exists xA ∈ F suh that a(A, x∗) = x∗(xA), showing
that
x∗(X) = lim
n→∞
x∗
( ∑
A∈Nnd
xAZA
)
, in L2, (2.3)
whereNnd = {A ∈ Nd : A ⊆ {1, . . . , n}}. Sine F is separable, (2.3) and Kwapie« and Woyzy«ski
(1992, Theorem 6.6.1) show that
lim
n→∞
∑
A∈Nnd
xAZA = X a.s.
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By Corollary 2.4 the onvergene also takes plae in Lp(P ;F ) for all nite p ≤ q,
whih ompletes the proof.
The above proposition gives rise to the following orollary:
Corollary 2.11. Assume that H = {H0} satises Cq for some q ∈ [2,∞] and
H0 onsists of symmetri random variables. Let T denote a set, V (T ) ⊆ RT a
separable Banah spae where the map f 7→ f(t) from V (T ) into R is ontinuous
for all t ∈ T , and X = (Xt)t∈T a stohasti proess with sample paths in V (T )
satisfying Xt ∈ PdH(R) for all t ∈ T . Then there exists x0, xi1,...,ik ∈ V (T ) and
{Zn : n ≥ 1} ⊆ H0 suh that
X = lim
n→∞
(
x0 +
d∑
k=1
∑
1≤i1<···<ik≤n
xi1,...,ik
k∏
j=1
Zij
)
a.s. in V (T ) and in Lp(P ;V (T )) for all nite p ≤ q.
Proof. For t ∈ T , let δt : V (T ) → R denote the map f 7→ f(t). Sine V (T ) is a
separable Banah spae and {δt : t ∈ T} ⊆ V (T )∗ separate points in V (T ) we have
(i) the Borel σ-eld on V (T ) equals the ylindrial σ-eld σ(δt : t ∈ T ),
(ii) {∑ni=1 αiδti : αi ∈ R, ti ∈ T, n ≥ 1} is sequentially weak*-dense in V (T )∗,
see e.g. Rosi«ski (1986, page 287). By (i) we may regard X as a random element
in V (T ) and by (ii) it follows that x∗(X) ∈ PdH(R) for all x∗ ∈ V (T )∗. Hene the
result is a onsequene of Proposition 2.10.
Borell (1984, Theorem 5.1) shows Corollary 2.11 assuming (1.6), T is a ompat
metri spae, V (T ) = C(T ) and X ∈ Lq(P ;V (T )). By assuming Cq instead of
the weaker ondition (1.6) we an omit the assumption X ∈ Lq(P ;V (T )). Note
also that by Theorem 2.7 the last assumption is satised under Cq. When H0 on-
sists of symmetri α-stable random variables and d = 1, Corollary 2.11 is known
from Rosi«ski (1986, Corollary 5.2). The separability assumption on V (T ) in Corol-
lary 2.11 is ruial. Indeed, for all p > 1, Jain and Monrad (1983, Proposition 4.5)
onstrut a separable entered Gaussian proess X = (Xt)t∈[0,1] with sample paths
in the non-separable Banah spae Bp of funtions of nite p-variation on [0, 1] suh
that the range of X is a non-separable subset of Bp and hene the onlusion in
Corollary 2.11 an not be true. However, for the non-separable Banah spae B1
a result similar to Corollary 2.11 is shown in Jain and Monrad (1982) for Gaussian
proesses, and extended to weak haos proesses in Basse and Graversen (2009).
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3 Proofs of Proposition 1.3 and Lemma 2.2
Let us start by proving Proposition 1.3.
Proof of Proposition 1.3. Assume that Λ is a random measure indued by a Lévy
proess Y = (Yt)t∈[0,T ]. For arbitrary A ∈ S let Z = Λ(A).
To prove the if -impliation of (i) let q ∈ (0, 1
2
) and assume that Y1
D
= IG(µ, λ).
Then Z
D
= IG(m(A)µ,m(A)2λ), where m is the Lebesgue measure, and hene with
cZ = m(A)
2λ we have that Z/cZ
D
= IG(µ/(λm(A)), 1), whih has a density whih on
[1,∞) is bounded from below and above by onstants (not depending on x) times
gZ(x), where
gZ : R+ → R+, x 7→ x−3/2 exp[−x(λm(A))2/(2µ2)].
Thus there exists a onstant c > 0, not depending on A or s, suh that
E[|Z/cZ|q, |Z/cZ| > s]
sqP (|Z/cZ| > s) ≤ c supu>0
( ∫∞
u
xq−3/2e−x dx
uq
∫∞
u
x−3/2e−x dx
)
s ≥ 1. (3.1)
Using e.g. l'Hpital's rule it is easily seen that (3.1) is nite, showing (1.4). Therefore
Cq follows by the inequality
P (Z/cZ ≥ 1) ≥ e
−1/2
√
2pi
∫ ∞
1
x−3/2 exp[−x(λT )2/(2µ2)] dx.
To show the only if -impliation of (i) note that n2Y1/n
D→ X as n → ∞, where X
follows a
1
2
-stable distribution on R+. Assume that H satises Cq for some q ≥ 1/2.
Then, by Remark 1.2 there exists c > 0 suh that ‖Yt‖1/2 ≤ c‖Yt‖1/4 for all t ∈ [0, 1],
and sine {n2Y1/n : n ≥ 1} is bounded in L0 it is also bounded in L1/2. But this
ontradits
∞ = ‖X‖1/2 ≤ lim inf
n→∞
‖n2Y1/n‖1/2,
and shows that H does not satisfy Cq.
To show the if -impliation of (ii) assume that Y1
D
= NIG(α, 0, 0, δ). Then, Z
D
=
NIG(α, 0, 0, m(A)δ) and with cZ = m(A)δ we have that Z/cZ
D
= εU
1/2
Z , where UZ
and ε are independent, UZ
D
= IG(1/(m(A)δα), 1) and ε
D
= N(0, 1). For q ∈ (0, 1),
E[|Z/cZ|q, |Z/cZ| > s] =
√
2pi−1
(∫ s
0
E[|xU1/2Z |q, |xU1/2Z | > s]e−x
2/2 dx
+
∫ ∞
s
E[|xU1/2Z |q, |xU1/2Z | > s]e−x
2/2 dx
)
.
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Using the above (i) on UZ and q/2, there exists a onstant c1 > 0 suh that∫ s
0
E[|xU1/2Z |q, |xU1/2Z | > s]e−x
2/2 dx ≤ c1sq
∫ s
0
P
(
UZ > (s/x)
2
)
e−x
2/2 dx
≤ c1sq
∫ ∞
0
P
(
xU
1/2
Z > s
)
e−x
2/2 dx = c1
√
pi2−1sqP (|Z/cZ| > s).
Furthermore, it well known that there exists a onstant c2 > 0 suh that for all s ≥ 1∫ ∞
s
E[|xU1/2Z |q, |xU1/2Z | > s]e−x
2/2 dx
≤ E[U q/2Z ]
∫ ∞
s
xqe−x
2/2 dx ≤ c2sqE[U q/2Z ]
∫ ∞
s
e−x
2/2 dx.
Sine UZ has a density given by (1.5) it is easily seen that
E[U
q/2
Z ] ≤ 1 +
1√
2pi
∫ ∞
1
xq/2−3/2 dx.
Moreover, using that Z/cZ
D
= NIG(m(A)αδ, 0, 0, 1) and that K1(z) ≥ e−z/z for all
z > 0, it is not diult to show that there exists a onstant c3, not depending on s
and A, suh that∫ ∞
s
e−x
2/2 dx ≤ c3P (|Z/cZ| > s), for all s ≥ 1. (3.2)
By ombining the above we obtain (1.4) and by (3.2) applied on s = 1, Cq fol-
lows. The only if -impliation of (ii) follows similar to the one of (i), now using
that (n−1Y1/n)n≥1 onverge weakly to a symmetri 1-stable distribution. (iii) is a
onsequene of the next lemma.
The following lemma is onerned with the dynamis of the rst and seond
moments of Lévy proesses, and it has Proposition 1.3 (iii) as a diret onsequene.
Lemma 3.1. Let Y denote a non-deterministi and square-integrable Lévy proess
with no Gaussian omponent. Then ‖Yt‖1 = o(t1/2) and ‖Yt‖2 ∼ t1/2
√
E[(Y1 − E[Y1])2]
as t→ 0.
Proof. We have
E[Y 2t ] = V ar(Yt) + E[Yt]
2 = V ar(Y1)t + E[Y1]
2t2,
whih shows that ‖Yt‖2 ∼ t1/2V ar(Y1)1/2 as t→ 0.
To show that ‖Yt‖1 = o(t1/2) as t → 0 we may assume that Y is symmetri.
Indeed let µ = E[Y1], Y
′
an independent opy of Y and Y˜t = Yt − Y ′t . Then Y˜ is a
symmetri square-integrable Lévy proess and
‖Yt‖1 ≤ ‖Yt − µt‖1 + |µ| ≤ ‖Yt − µt− (Y ′t − µt)‖1 + |µ|t = ‖Y˜t‖1 + |µ|t.
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Hene assume that Y is symmetri. Reall, e.g. from Homann-Jørgensen (1994,
Exerise 5.7), that for any random variable U we have
‖U‖1 = 1
pi
∫
1− ℜϕU(s)
s2
ds,
where ϕU denotes the harateristi funtion of U . Using the inequalities 1− e−x ≤
1 ∧ x and 1 − cos(x) ≤ 4(1 ∧ x2) for all x ≥ 0 it follows that with ψ(s) := 4 ∫ (1 ∧
|sx|2) ν(dx) we have
‖Yt‖1 ≤ 1
pi
∫
1− e−tψ(s)
s2
ds ≤ 1
pi
∫ |tψ(s)| ∧ 1
s2
ds.
Note that ψ(s) <∞ sine Y is square-integrable. By substitution we get∫ |tψ(s)| ∧ 1
s2
ds ≤ 2t1/2
∫ ∞
0
|tψ(t−1/2s)| ∧ 1
s2
ds.
Hene to omplete the proof we need only to show that
lim
t→0
∫ ∞
0
|tψ(t−1/2s)| ∧ 1
s2
ds = 0. (3.3)
Setting c = 4
∫
x2 ν(dx) we have for all ε > 0
lim sup
t→0
∫ ∞
0
|tψ(t−1/2s)| ∧ 1
s2
ds
≤ lim sup
t→0
∫ ε/c
0
|tψ(t−1/2s)| ∧ 1
s2
ds+ lim sup
t→0
∫ ∞
ε/c
|tψ(t−1/2s)| ∧ 1
s2
ds. (3.4)
Using that ψ(x) ≤ cx2 for x ≥ 0 we get
lim sup
t→0
∫ ε/c
0
|tψ(t−1/2s)| ∧ 1
s2
ds ≤ ε. (3.5)
On the other hand, Lebesgue's dominated onvergene theorem shows that
ψ(x)x−2 = 4
∫
(x−2 ∧ s2) ν(dx) −−−→
x→∞
0,
implying that tψ(t−1/2s) → 0 as t → 0 for all s ≥ 0. Thus another appliation of
Lebesgue's dominated onvergene theorem yields
lim sup
t→0
∫ ∞
ε/c
|tψ(t−1/2s)| ∧ 1
s2
ds = 0,
whih by (3.4) and (3.5) shows (3.3).
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Let us proeed with the proof of Lemma 2.2.
Proof of Lemma 2.2. Assume rst that x0, . . . , xd ∈ R. By indution in d, let us
show:
If
∣∣∣ d∑
k=0
λkxk
∣∣∣ ≤ 1 for all λ ∈ [−ε, ε] then ∣∣∣ d∑
k=0
xk
∣∣∣ ≤ 2d2/2+dε−d. (3.6)
For d = 1, 2 (3.6) follows by a straightforward argument, so assume d ≥ 3, (3.6)
holds for d− 1 and that the left-hand side of (3.6) holds for d. We have
∣∣∣ d∑
k=0
λk(εkxk)
∣∣∣ ≤ 1, for all λ ∈ [−1, 1],
whih by Pólya and Szegö (1954, Aufgabe 77) shows that |xdεd| ≤ 2d and hene
|xd| ≤ 2dε−d. For λ ∈ [−ε, ε], the triangle inequality yields
∣∣∣ d−1∑
k=0
λkxk
∣∣∣ ≤ 1 + 2d, and hene ∣∣∣ d−1∑
k=0
λk
xk
1 + 2d
∣∣∣ ≤ 1.
The indution hypothesis implies
∣∣∣ d−1∑
k=0
xk
∣∣∣ ≤ ε−(d−1)2(d−1)2+(d−1)(1 + 2d),
and hene another appliation of the triangle inequality shows that
∣∣∣ d∑
k=0
xk
∣∣∣ ≤ ε−d2d + ε−(d−1)2(d−1)2/2+(d−1)(1 + 2d)
≤ ε−d2d2/2+d
(
2−d
2/2 + 2−1/2−d + 2−1/2
)
,
whih is less than or equal to ε−d2d
2/2+d
sine d ≥ 3. This ompletes the proof of
(3.6).
Now let x0, . . . , xd ∈ V . Sine N is a seminorm, Hahn-Banah theorem (see
Rudin (1991, Theorem 3.2)) shows that there exists a family Λ of linear funtionals
on V suh that
N(x) = sup
F∈Λ
|F (x)|, for all x ∈ V.
Assuming that the left-hand side of (2.1) is satised we have
∣∣∣ d∑
k=0
λkF (xk)
∣∣∣ ≤ 1, for all λ ∈ [−ε, ε] and all F ∈ Λ,
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whih by (3.6) shows
∣∣∣F( d∑
k=0
xk
)∣∣∣ = ∣∣∣ d∑
k=0
F (xk)
∣∣∣ ≤ 2d(d−1)ε−d, for all F ∈ Λ.
This ompletes the proof.
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