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Abstract The paper deals with the representation of a transportation infrastruc-
ture by a planar connected simple graph and aims at studying its features through
the analysis of graph properties. All planar and connected graphs with 4 up to 7
edges are analysed and compared to extract the most suitable parameters to
investigate some network features. Then, a set of 41 graphs representing some
actual underground networks are also analysed. Besides, as a third scenario, the
underground network of Milan, along its development in years, is proposed in
order to apply the proposed methodology. Many parameters are taken into
consideration. Some of them are already discussed in literature, such as the
eigenvalues and gaps of adjacency matrix or such as the Bclassical^ parameters
α, β, γ. Others, such as the first two Betti numbers, are new for these applica-
tions. In order to overcome the problem of comparing features of graphs with
different size, the normalisation of these parameters is considered. Some rela-
tionships between Betti numbers, eigenvalues, and classical parameters are also
investigated. Results show that the eigenvalues and gaps of the adjacency matrix
well represent some features of the graphs while combining them with the Betti
numbers, a more significant interpretation can be achieved. Particularly, their
normalised values are able to describe the increasing complexity of a graph.
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1 Introduction
Every transportation network (transit, road, maritime, aerial) can be represented with a
graph, where nodes become vertices and links become (undirected or directed, accord-
ingly) edges. Obviously, what can be subjective in the conversion is the amount of
details taken into consideration. Only in transit networks and especially in underground
ones, this problem is much less crucial because no at level crossings are allowed and
possible paths are perfectly defined.
In general, a transportation network can have one-way links or can require the two
ways of a link to be separated. In those cases, the network must be translated into a
directed graph in order to reflect that property. In many other cases (like for under-
ground networks) this is not generally needed and an undirected graph is adequate.
Other network properties concern the performance or property of a link or a node
(e.g., length, travel time and speed curves, fares, and so on) and this can be inserted into
a graph through weights.
Since 1950s, many attempts to analyse networks through graphs are made, without
really discerning between the graph and the network; many papers dealing with
network properties (e.g., Kansky 1963) are often cited together with papers based on
graph properties.
The studies on graph properties aim at defining some numerical indicators to pick
and synthesize the considered properties. This approach has a twofold justification for
what concerns transportation studies:
– to a short term, to understand a possible different behaviour of networks, for
example when they are subjected to dynamic changes in demand,
– to a medium-long term, how, why and where a network should be modified to
better satisfy transport needs.
However, it must be stressed that network loading depends much on demand and its
composition; usually, interaction between supply (what is represented by a graph) and
demand is faced by assignment approaches and therefore we do not take into
consideration that feature when we analyse networks through graphs.
A comprehensive analysis of the quite large literature on the study of transportation
networks through graphs would require a dedicated review paper; therefore, we recall
only a few papers among the many relevant ones, to outline briefly past and present
researches with a special regard to the aims of the paper.
Seminal papers are those by Garrison and Marble (1962, 1964) who really pioneered
the field by introducing three parameters, computed from the graph, directly linked to
network design: circuits α, degree of connectivity γ, and complexity β, that we recall
and comment in Section 2.2.
Actually, the number of circuits is the cyclomatic number proposed by Berge (1962)
to count the number of independent circuits; it also shows the maximum number of
edges that can be removed without disconnecting the (planar) graph. Variants of these
indices can be found; e.g., Prihar (1956), working in telecommunication networks,
proposes the use of the degree of connectivity calculated as 1/α. Garrison and Marble
(1962) prove also that the indices α and γ are quite redundant and, for a constant
number of vertices, the correlations between α, β and γ are equal to one. Black (2003)
70 L. Mussone, R. Notari
Author's personal copy
states that, since the strong redundancy between these parameters, only one of them is
sufficient to contain graph information. He prefers to use γ since it is the easiest to
interpret and it ranges in [0, 1].
The paper by Gattuso and Miriello (2005) faces the problem of a topological and
geographical evaluation of metro networks through the definition of a methodological
approach based on a set of indicators, at graph and geographical levels.
At graph level they use, other than the ones by Garrison and Marble (1962),
– the local degree, i.e., the number of concurrent links on the generic node;
– the number of destinations directly connected by i nodes;
– the number of nodes; generally it does not correspond to the number of network
stations (two or three different line stations, placed at the same point, are repre-
sented by a unique network node);
– the number of links (a link covered by several lines is counted only once);
– the number of cycles.
A list of parameters at geographical level is also proposed. Actually, this study is
very notable for the development of two indicators at geographical level.
Derrible and Kennedy (2010, 2011, 2012) aim at characterizing the network
features of metro systems by adapting various concepts of graph theory to describe
their characteristics clustered into three classes: State, Form and Structure. In their
study, 33 metro mode networks (meaning urban rapid rail transit whether it is
underground, at grade or elevated), real working over six major world areas
(North and Latin America, Eastern and Western Europe, Africa and Asia) and
with different sizes, are taken into consideration. The authors transform the
networks into graphs by coupling a node to each station only if the station is a
transfer station (where transfer station means a station connected to at least three
other stations, both transfer and termini). Obviously, this choice can affect the
analysis related to land and service accessibility but not the functional properties
of connection between nodes. Variables taken into account are the number of
vertices, the number of edges, and the network diameter, i.e., the total number of
edges linking the two furthest vertices, using the shortest path. The state indicators
are two: the first one is the complexity β and the second one is the degree of
connectivity γ both by Garrison and Marble (1962). Other indicators are calcu-
lated by using physical characteristics of the network (such as the lengths of
edges).
The long-standing interest in measuring the spatial structure of road networks has
produced many other papers with different aims and tools. Newman (2003), Gastner
and Newman (2006) and Nadakuditi and Newman (2012) find some clear patterns that
imply a connection between network structure and geography by analysing empirical
data and overcoming past limitations on computer resources. Blumenfeld-Lieberthal
(2009) analyse the topology of transportation networks within different systems of
cities using their characteristics as indicator of economic activity between them.
Xie and Levinson (2007, 2008) propose to calculate three parameters, hetero-
geneity, connection pattern and continuity, to measure structural characteristics of
road networks. Heterogeneity is derived from the probability, pk, that a vertex is
connected to other k vertices and it is proportional to 1/ka, where k is the degree
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of a vertex and a is a coefficient to be calibrated. The distribution of pk is called
power law degree and networks with this property are called scale-free. On this
topic a particular interest assumes the paper by Barabasi and Albert (1999) who
study the ways networks can grow but without the constraint of planarity.
Connection pattern uses Garrison and Marble’s (1962) definition but it mainly
focuses on comparing the total length of roads belonging to a ring or circuit to the
total length of roads. However, it appears of great interest the effort of defining a
methodology capable of singling out circuit blocks, subsets of a graph containing
no bridge or articulation point and remaining connected after deleting a vertex or
an edge. Continuity is based on a definition of edge hierarchy which again implies
a certain quantification of a network property.
A thorough discussion about structure and dynamics in transportation networks is
proposed by Ducruet and Lugo (2013); static dimension of those networks is analysed
with regard to topology, geometry, morphology, and spatial structure from a global and
local point of view, according to the required application (e.g., looking for intercon-
nectivity or vulnerability, respectively). Kurant and Thiran (2006) propose to extract
topology of mass transportation networks from their timetables. Many other papers
focus on dynamic features (mainly the growth) of transportation networks [see, for
example, Xie and Levinson (2009a, b), Levinson (2009)], so many and so specialized
that this topic deserves a dissertation apart.
Given a graph, with its size we mean the number of vertices and of edges, while with
complexity we mean not only the size, but the topology of the graph, too, that is to say,
the ways edges connect vertices. With this premise in mind, our research focuses on the
following two questions:
1. given a transportation graph, are there indicators that measure its complexity?
2. once the indicators are found, how can we compare the complexity of transporta-
tion graphs, different both for size and complexity?
It is well known that graphs have shown very useful in many application areas, other
than transportation, but it is remarkable that the study of graph theory is still an active
research area in pure mathematics, despite the fact that graph were first considered by
L. Euler in 18th century. In the last 15 years, the development of both scientific calculus
software and computer algebra systems has allowed researchers to study graphs from
the point of view of linear and commutative algebra. Even if the properties under
consideration in pure mathematics may not be of immediate interest for transport
scholars, the selected indicators, e.g., eigenvalues, codimension, Betti numbers, among
the others, could be used for measuring the complexity of graphs. E.g., Sáenz-de-
Cabezón and Wynn (2009) and Maruri-Aguilar et al. (2012) use Betti numbers to study
the reliability of networks and systems.
So, the above first question can be rewritten as: can the indicators coming
from algebra measure the complexity of graphs? By applying the proposed
indices to three different datasets, we give good evidences that the question
has a positive answer. So, we tackle the second problem by introducing suitable
normalization factors, main novelty for what at our knowledge. Certainly, future
studies on different datasets could give new insights on the interpretation of the
proposed indicators.
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In this paper, we consider only planar, connected and undirected graphs.
Extensions to non-planar, weighted and/or directed graphs will be the topic of
future research. Our hope is that the linear algebraic and algebraic indicators
(defined and discussed in Section 2) could support planners to integrate traditional
planning factors such as demand, demography, geography, demand assignment,
and costs. They could also be used to compare existing systems especially for
what concerns their complexity.
The paper has four other sections and three appendices: Section 2 presents the
methodology and the parameters proposed for the analysis; Section 3 describes the
datasets used to answering our two research questions; Section 4 shows and discusses
the results giving evidence that the proposed indicators really represent the complexity
of transportation graphs. Finally, in Section 5 we summarize the conclusions.
Appendix 1 presents a short review on polynomial ideals on which the proposed
methodology is based, Appendix 2 contains a mathematical description of the algebraic
parameters, and finally, Appendix 3 is a sample of computer session in which we
compute the algebraic parameters for a given graph. We stress that the session can be
easily adapted to other graphs, and that Singular, the used software, is a computer
algebra system for polynomial computations and is free and open-source under the
GNU General Public License.
2 Methodology
In this section we introduce the parameters we are interested in, and we explain
their meaning in terms of the geometrical properties of graphs. As we have to
compare graphs with different numbers of vertices and edges, we need to pinpoint
some suitably computed functions in order to normalise these parameters. These
functions are empirical, in the sense that we modelled and checked them starting
from the exhaustive analysis of planar connected graphs with 4, 5, 6, and 7
vertices.
To help the reader, we subdivide the parameters into three classes: the classical, the
linear algebraic, and the algebraic parameters (see the list in Subsection 2.1). The
classical ones were introduced in Garrison and Marble (1962) and widely used since
then (see Subsection 2.2). The linear algebraic parameters owe their name to the fact
that they are computed from the adjacency matrix of graphs by linear algebra tech-
niques (see Subsection 2.3). We call algebraic the last set of parameters because we
compute them by using the algebra of polynomial rings (see Subsection 2.4). In order
not to exceed here with mathematical details but to make clear the basic concepts of the
theory, we propose a brief introduction on the algebra of polynomial rings in
Appendix 1, definitions and proved statements on the algebraic parameters in
Appendix 2, and a computer session in which the algebraic parameters of a given
graph are computed in Appendix 3.
2.1 The Considered Parameters
Herein, we report the list of the parameters, both classical and new, that we take into
consideration.
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Let G be a simple planar connected graph with v vertices and e edges.
Classical parameters:
& α
& β
& γ
Linear algebraic parameters:
& Average degree of vertices
& λ and normalised λ
& Gap g and normalised g
Algebraic parameters:
& Codimension codim(G) and normalised codim(G)
& Degree
& deg (G)
& Betti numbers b21(G), b22(G), and normalised b21(G)
2.2 Classic Parameters
As said before, with classical parameters we mean the ones introduced in Garrison and
Marble (1962), and, since then, widely used in the description and analysis of trans-
portation graphs.
Let G be a simple planar connected graph with v vertices and e edges.
& α
It is calculated according to equation
α ¼ e−vþ 1
2v−5
: ð1Þ
α is the normalized number of independent cycles of a graph with v vertices and
e edges. Of course, 0≤α≤1. We obtain the same range even if we observe that
v−1≤ e≤3v−6, because the graph is planar and connected. The main weakness of
α is that it gives information neither on the number of vertices in a cycle, nor on the
topology of the graph, as the following example shows. In Fig. 1 some examples
are proposed
.& β
It is calculated according to equation
β ¼ e
v
: ð2Þ
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Its graph-theoretical meaning in terms of graph-theory is not so evident. At a first
look, it measures a density of edges with respect to vertices. As v−1≤ e≤3v−6, we
have that
1−
1
v
≤ β≤3−
6
v
:
Secondly, it is half the average degree of vertices of the graph, as explained in
the next subsection. As for α, also β gives no information on the topology of the
graph.
& Γ
It is calculated according to equation
γ ¼ e
3v−6
: ð3Þ
It gives the number of edges normalized on the maximum number of edges for a
connected planar graph with v vertices. We have that 13 < γ≤1. Once again, γ gives
no information on the topology of the graph.
2.3 Linear Algebraic Parameters
In this paragraph, we introduce three parameters computed from the adjacency matrix
of a graph. For the sake of completeness, we recall the construction of the adjacency
matrix. Furthermore, we introduce two classes of graphs, one for the second parameter
and one for the third one, that maximise the parameter in the set of the planar connected
graphs with the same numbers of vertices and edges. Hence, we get a normalised
parameter, more suitable in comparing graphs with different characteristics, because it
is independent on the numbers v of vertices and e of edges.
Let G= (V,E) be a simple graph on v vertices. It is possible to associate some
matrices to G. These matrices encode all the information one needs to reconstruct the
graph G. The aim of algebraic graph theory (Chung 1997; Lovasz 2007) is the study of
the properties of G by using those matrices. In the following, we focus on a matrix, the
adjacency matrix, and on its eigenvalues. Among the other matrices that can be
considered, we quote the Laplacian matrix. However, the eigenvalues of the
Laplacian matrix and those of the adjacency matrix are related each other (see
Zumstein 2005 for the mathematical relationship) and for this reason, in the present
paper, we consider the adjacency matrix only.
Fig. 1 Three non-isomorphic graphs with v ¼ e ¼ 5 and α ¼ 0:2 despite the evident topological differences
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Definition 1 Assume V ¼ 1;…; vf g: The adjacency matrix A Gð Þ is the v v matrix
whose i j th entry is equal to 1 if i; jf g ∈E; to 0 otherwise, that is
A Gð Þi j ¼
1 if i; jf g∈E
0 if i; jf g∉E

:
As said before, the adjacency matrix of a graph contains the same information as the
graph itself. For example, the sum of the elements on the i -th row of A Gð Þ is the
valence or degree of the i -th vertex of G. Hence, the sum of the degrees of all the
vertices is twice the number of edges, as A Gð Þ is symmetric. So, the average degree of
the vertices of G is equal to 2ev ¼ 2β.
A graph is said to be d -regular if every vertex has degree d. Other than the degree of
a single vertex, one can consider the largest degree of a vertex as well as the average
degree of the vertices of the graph.
Two graphs on the same set of vertices are isomorphic if one can be obtained
from the other one by relabeling the vertices. The relabeling can be encoded in a
permutation matrix P; an orthogonal v  v matrix, and the adjacency matrix of
the new graph is PT A Gð ÞP: Then, the characteristic polynomial p tð Þ ¼ det Að
Gð Þ tIÞ is invariant under isomorphism, and therefore it is associated to G;
more than to A Gð Þ: For the same reason, the eigenvalues of A Gð Þ are called the
eigenvalues of G; and the set of the eigenvalues is called the spectrum of the
graph G:
Since G is undirected, the matrix A(G) is symmetric and real-valued. So, its
eigenvalues are real and they are v if counted with multiplicity. This is the content of
the celebrated Spectral Theorem from linear algebra. We can assume that the eigen-
values of a graph G are ordered increasingly as λ1≤λ2≤…≤ λv: In the next Theorem 2,
we recall some known results for the spectrum of a graph G:
Theorem 2 Let G be a graph, and let Δ (resp. d) be the maximum (resp. average)
degree of a vertex of G: Then, the largest eigenvalue λv of G satisfies d≤λv≤Δ: If G is
a d regular graph, i.e., each vertex has degree d; then d ¼ λv ¼ Δ:
We assume that G has no loop. Hence, A Gð Þ ii ¼ 0 for every i; and so λ1 þ…þ λv
¼ 0: In particular, the sum of the positive eigenvalues is the opposite of the sum of the
negative ones. Moreover, it can be proved that the range λ1; λv½  of the eigenvalues is
contained in −Δ;Δ½ :
The spectrum of a graph G does not characterize the graph uniquely, i.e., there are
non-isomorphic graphs with the same spectrum (Fig. 2).
1
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5 6
7
Fig. 2 Non-isomorphic graphs with the same spectrum but with different planar layout
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This has obviously a negative impact on the graph analysis since there is no chance
to reconstruct the graph from its spectrum. However, we have to consider also that the
representation of a geographical region as a planar graph is not unique, since it is
strongly affected by the construction rules one chooses.
One of the main open problems in algebraic graph theory is the meaning of the
eigenvalues of a graph in terms of the geometrical properties of the graph itself. In
particular, the largest eigenvalue λv and the difference between the two largest eigen-
values g ¼ λv  λv1; the so-called gap, have no precise interpretation, also if their
importance is related to the study of expanders (Goldreich 2011; Dwork 2005). As for
λv; also the gap of a regular graph can be calculated exactly. The theoretical exact
computation of the gap is not possible, however, for every other graph. So, in general,
one looks for bounds or estimates for both λv and g.
To compare eigenvalues and gaps of graphs with different numbers of
vertices or edges, we proceed as follows: we look for graphs L v; eð Þ with
special planar layouts with respect to the largest eigenvalue, we compute their
largest eigenvalue Λ v; eð Þ; and we use it to compute the relative version of the
eigenvalue, namely λvΛ v; eð Þ: We perform the same job for the gap too, and we
call M v; eð Þ those graphs.
Now, we define the graph L v; eð Þ by giving its adjacency matrix.
Definition 3 Let v; e be integers with v 1≤e≤3v 6: Let M be the v v matrix
whose elements are
Mij ¼ 1 if i; jð Þ∈Bve0 if i; jð Þ∉Bve

where
& if e ¼ v 1; then
Bve ¼ 1; jð Þ
 j ¼ 2;…; vn o;
& if e ¼ vþ 2q; q≥0; then
Bve ¼ 1; ið Þ; 2; jð Þ; 2þ h; 3þ hð Þ
 i ¼ 2;…; v; j ¼ 3;…; 3þ q; h ¼ 0;…; qn o;
& if e ¼ v 1þ 2q; q≥1; then
Bve ¼ 1; ið Þ; 2; jð Þ; 1þ h; 2þ hð Þ
 i ¼ 2;…; v; j ¼ 3;…; 3þ q; h ¼ 1;…; qn o:
The adjacency matrix of L v; eð Þ is defined as A Lð v; eð ÞÞ ¼ M þMT :
In the following Fig. 3, we draw the graphs L 6; 5ð Þ ; L 6; 9ð ÞandL 6; 10ð Þ:
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We checked that the largest eigenvalue Λ v; eð Þ of L v; eð Þ is the maximum of the
largest eigenvalues of planar graphs with at most 7 vertices. Hence, we use it as a
normalization factor.
Now, we define the graph M v; eð Þ for v≥6:
Definition 4 Let v; e be integers with v≥6 and v 1≤e≤3v 6: Let M be a v v
matrix whose elements are
Mij ¼ 1 if i; jð Þ∈Bve0 otherwise

where
The adjacency matrix of M v; eð Þ is defined as A Mð v; eð ÞÞ ¼ M þMT :
In the following Fig. 4, we draw the graphs M 6; 5ð Þ ; M 6; 7ð ÞandM 6; 10ð Þ:
We checked that the gap Γ v; eð Þ of the graph M v; eð Þ is as large as possible for
every v; eð Þ with v ¼ 6; 7; and so we use it as a normalization factor.
To summarise, the linear algebraic parameters are
1
2
3 4 5 6
1
2
3 4 5 6
1
2
3 4 5 6
Fig. 3 Graphs that have the largest maximal eigenvalue for the planar graphs with the same number of
vertices and edges
1
2
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1
2
3 4 5 6
1
2
3 4 5 6
Fig. 4 Graphs with the largest gap among planar graphs with the same number of vertices and edges
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& d
It is the average degree of the vertices of the graph G.
& λ
It is the largest eigenvalue λv of the adjacency matrix of the graph G:
& Normalised λ
It is the ratio between the largest eigenvalue λv and Λ v; eð Þ.
& g
It is the difference g between the two largest eigenvalues of the adjacency matrix
of the graph G:
& Normalised g
It is the ratio between the gap g and Γ v; eð Þ.
2.4 Algebraic Parameters
In this paragraph, we introduce other parameters, that we call algebraic, more related to
the geometry of the graph G under consideration. Herein, we define them from a
computational point of view. In the Appendix 2, we define them from a mathematical
point of view. For the interested reader, the parameters are defined in terms of the edge
ideal associated to the graph, and the computations are performed in the framework of
commutative algebra. As previously told, in Appendix 3 we give a computer session in
which we compute the algebraic parameters for a given graph. We stress that the
computation of codimension and degree for a graph is quite hard when the number of
vertices increases (ninety vertices seems to be close to an upper bound).
2.4.1 Codimension
Let us consider a graph G. An edge is a couple of vertices, usually called the endpoints
of the edge. A vertex meets an edge if the vertex is one of its endpoints. A vertex of a
graph G meets all the edges of G if and only if G has a star shape. Hence, for graphs
that are not star shaped, we need more than a single vertex to meet all the edges. Of
course, if we consider all the vertices, they do meet all the edges, but not all of them are
necessary. Hence, it is meaningful to look for the minimum number of vertices that
meet all the edges of a given graph. We call codimension, codim Gð Þ, of the graph G
this minimum number. Given two graphs with the same numbers of vertices and edges,
but with different codimension, we would like to say that the graph having smaller
codimension will have more vertices with high degree than the vertices of the graph
with larger codimension. Unfortunately it not always the case, as the example in Fig. 5
shows.
As depicted in the previous paragraphs, the general strategy we try to follow is to
introduce a numerical invariant associated to a graph G, and then to propose an upper
bound for it. So we can compute the normalized invariant, better suited to compare
graphs with different numbers of vertices and edges. As in the application we are
concerned with planar connected graphs, we restrict ourselves to bounding the numer-
ical invariants in this class of graphs. In such a class, we empirically computed two
functions, according to the parity of the number of vertices, that give the maximal
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codimension of a graph with a given number of vertices and edges. These functions are
pinpointed on the exhaustive list of planar connected graphs with 5, 6, and 7 vertices.
Definition 5. Assume the number of vertices v to be even, i.e., v ¼ 2m for some m≥3:
For v 1≤e≤3v 6 we define the function
codim max v ¼ 2m; eð Þ ¼
m if e ¼ v − 1 ; v
mþ k þ 1 if v þ 1 ≤ e ≤ 3 v − 11
e−v−1 ¼ 4k þ r with 0≤r≤3
v − 2 if e > 3 v − 11
8><
>:
Assume the number of vertices v to be odd, i.e., v ¼ 2mþ 1 for some m≥2: For
v 1≤e≤3v 6 we define the function
codim max v ¼ 2mþ 1; eð Þ ¼
m if e ¼ v − 1
m þ 1 if e ¼ v ; v þ 1 ; v þ 2
mþ k þ 2 if v þ 3 ≤ e ≤ 3 v − 11
e−v−3 ¼ 4k þ r with 0≤r≤3
v − 2 if e > 3 v − 11
8>><
>>:
Some examples of graphs with maximal codimension are shown in Fig. 6.
So, given a planar connected graph G with v vertices and e edges, we define its
normalized codimension as
ncodim Gð Þ ¼ codim Gð Þ
codim max v; eð Þ : ð4Þ
In graph theory, there are other indices concerning the minimum of some
property. E.g., the distance between two vertices in a graph is shortest path
connecting them. Even if it is not possible to compare the codimension with all
those indices, we spend a few words about the spanning trees of a graph. We recall
Fig. 6 Three graphs with 6 vertices, e ¼ 5; 7; 9 edges, and maximal codimension
Fig. 5 Three graphs with v ¼ 6; e ¼ 5 and codimensions 2; 3; 1 from the left to the right. The degrees of the
vertices are 1; 1; 1; 1; 3; 3ð Þ ; 1; 1; 1; 2; 2; 3ð Þ ; 1; 1; 1; 1; 1; 5ð Þ, respectively. The circled vertices are the ones
that meet all the edges
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that a tree is a connected graph with no cycle, while a spanning subgraph G0 of a
graph G is a graph with V G
0  ¼ V Gð Þ and E G0  ⊆E Gð Þ. Combining the two
notions, we get that a spanning trees G0 of a graph G is a subgraph of G with V
G
0  ¼ V Gð Þ and no cycle (see Godsil and Royle (2001)). The comparison
between codimension and spanning trees is now evident: every spanning tree
has the same vertices as the whole graph, and is a subgraph, while the
codimension selects a subset of vertices and no edge.
2.4.2 Degree
Another parameter related to the codimension of a graph G is the degree deg Gð Þ
of G. Before defining it, we stress that it is not related to the degrees of the
vertices of G. It is defined as follows. At first, one considers all the subsets of V
Gð Þ containing codim Gð Þ vertices exactly. Secondly, one discards the subsets
containing vertices that do not meet all the edges. The number of non-discarded
subsets is the degree deg Gð Þ of the graph. As example, we compute the degree of
the graph G in Fig. 7.
The codimension ofG is 2. Between the 62
 ¼ 15 subsets containing 2 vertices, only
2; 4f g meets all the vertices. In fact, if the subset contains neither 1 nor 2, then its
vertices do not meet the edge 1–2 (we discard 6 subsets). Assume the subset is 1; jf g. If
j ¼ 2 or 3, then they do not meet the edge 4–5. If j ¼ 4; 5 or 6, then they do not meet
the edge 2–3 (we discard 5 more subsets). Finally, the vertices 2 and 3 do not meet the
edge 4–5, while the vertices 2,5 and 2,6 do not meet the edge 3–4 (we discard 3 more
subsets). So, it remains the only subset 2; 4f g whose vertices meet all the edges, i.e.,
deg Gð Þ ¼ 1
We were not able to compute an upper bound for the degree of a graph in terms of
the numbers of vertices and edges, and so the degree has not a normalized value.
2.4.3 Betti Numbers
When dealing with ideals generated by homogeneous polynomials in polynomial rings,
it is natural to consider their graded Betti numbers. With abuse of notation, we call them
Betti numbers of the graph, more than of its edge ideal. Even if for any edge ideal there
are many Betti numbers, we consider only the first three. More precisely, we consider
the number of edges, that is exactly the number of generators of the edge ideal, and we
1 2 3 4 5
6
Fig. 7 The drawn graph has codimension 2 and degree 1: the only subset of 2 vertices that meet all the edges
is 2; 4f g
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call it b11 Gð Þ, and two others, that we call b21 Gð Þ ; b22 Gð Þ, that depend on the
geometry of the graph, and that we are going to define.
Let di be the degree of the i -th vertex, for each i ¼ 1;…; v, and let t Gð Þ be the
number of independent triangles in G. Then
b21 Gð Þ ¼
X v
i¼1
di di−1ð Þ
2
−t Gð Þ; ð5Þ
where a triangle is a complete sub-graph with 3 vertices.
Let e1; e2 be two edges. We say that they are close together if they have a
common vertex, or if there exists an edge e3 such that both e1; e3 and e2; e3 have a
common vertex. We say that e1; e2 are far away if they are not close together.
Finally, we define
b22 Gð Þ ¼ number of couples of edges that are far away: ð6Þ
The Betti numbers do not represent uniquely graphs, in the sense that it is possible to
construct non-isomorphic graphs with the same Betti numbers. See, for example, the
two graphs in Fig. 8.
They both have 7 vertices and 11 edges, b21 Gð Þ ¼ 26; b22 Gð Þ ¼ 0; but they are not
isomorphic because in the one on the left there are two vertices of degree 1, while in the
one on the right, there is only a vertex of degree 1.
Among the many graphs we studied, we did not find two non-isomorphic graphs
with the same spectra and the same Betti numbers.
To compare Betti numbers of graphs with different numbers of vertices and of
edges, we need a normalized version of the Betti numbers of a graph. Of course,
b11 Gð Þ ≤3v 6 as G is a planar connected graph. So the normalized value of b11
Gð Þ is equal to γ. To normalise b21 Gð Þ, we construct particular reference graphs
for each number v of vertices and e of edges, we compute their Betti number
b21 v; eð Þ, and we get the relative version as b21 Gð Þb21 v;eð Þ : This approach is the same
we have adopted in the previous paragraph (2.3) to get a normalised value of the
maximal eigenvalue and of the gap of graphs. We did not succeed in finding the
reference graphs for the Betti number b22 Gð Þ, that remains an open task. The
normalised Betti numbers can be considered as a measure of the difference of
shape between the given graph and the one chosen as a reference.
1
2
34 5
6 7
1
2
345 6
7
Fig. 8 Examples of non-isomorphic graphs with the same number of vertices, edges and Betti numbers b21
Gð Þ ; b22 Gð Þ
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Definition 6 Let v; e be integers with v 1≤e≤3v 6: Let M be the v v matrix
whose elements are
Mij ¼ 1 if i; jð Þ∈Bve0 if i; jð Þ∉Bve

where
& if e ¼ v 1; then
Bve ¼ 1; jð Þ
 j ¼ 2;…; vn o;
& if v≤e≤2v 3, then
Bve ¼ 1; ið Þ; 2; jð Þ
 i ¼ 2;…; v; j ¼ 3;…; e−vþ 3n o;
& if 2v 2≤e≤3v 6, then
Bve ¼ 1; ið Þ; 2; jð Þ; 2þ h; 3þ hð Þ
 i ¼ 2;…; v; j ¼ 3;…; v; h ¼ 1;…; e−2vþ 3n o:
The adjacency matrix of H v; eð Þ is defined as A Hð v; eð ÞÞ ¼ M þMT :
In the following Fig. 9, we draw the graphs H 6; 5ð Þ ; H 6; 8ð Þ ; H 6; 11ð Þ; from the
left to the right.
By using its definition, b21 v; eð Þ of H v; eð Þ is equal to
b21 v; eð Þ ¼
v−1
2
 
þ e−vþ 2
2
 
if v−1≤e≤2v−3
v2−9vþ 10þ 3e if 2v−2≤e≤3v−6
8<
: :
The graph H v; eð Þ has the largest b21 Gð Þ for v≤7 and every e among the planar
graphs with the same numbers of vertices and edges. Hence, we use b21 v; eð Þ as a
normalization factor.
Summarizing the content of the paragraph, we defined the following algebraic
parameters:
1
2
3 4 56
1
2
3 4 56
1
2
3 4 56
Fig. 9 H(6,5) on the left, H(6,8) in the center, H(6,11) on the right, to illustrate the planar layout of the
reference graphs for the Betti number b21 Gð Þ
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& codim(G) and its normalization ncodim(G)
codim Gð Þ (codimension) is the minimum number of vertices that meet all the
edges of G and its normalization is the ratio between its value and the reference
function codimmax v; eð Þ.
& deg (G)
deg Gð Þ (degree) is the number of subsets of vertices having cardinality codim
Gð Þ, which meet all the edges of G.
& b11(G) and its normalization γ
b11 Gð Þ is the number of edges of the graph G.
& b21(G) and its normalization b21(G)/b21(v, e)
b21 Gð Þ is related to the degrees of the vertices and to the number of independent
triangles of the graph. Its normalized value is obtained by means of the function
b21 v; eð Þ.
& b22(G)
b22 Gð Þ is the number of couples of far away edges in the graph.
3 The Application Scenarios
In this section we present the set of graphs used for the analysis and the application of
the previous described indicators.
Three types of scenario are taken into consideration: the first one concerns all planar
connected undirected graphs with four up to seven vertices, the second one concerns 41
graphs representing a functional description of operating underground networks (33
graphs are taken from Derrible and Kennedy (2010) and the remaining eight ones are
their variations1), the third and last one concerns the underground network of Milan,
analysed during its development along the last five decades.
In Table 1, we report the average values of the algebraic parameters codim, degree,
b21 ; b22 and of the linear algebraic parameters, maximum eigenvalue λv and the gap,
and the average values of their normalizations, when computed, for each set of graphs
with fixed number of vertices and edges. These 771 graphs represent the complete set
of planar connected graphs with v vertices, 4≤v≤7; and were computed by complete
enumeration from the set of all graphs with that number of vertices. Since this approach
is particularly time and memory consuming we limited the scenario to graphs with up
to 7 vertices. We remark that the parameters α; β; γ are constant on each set of graphs
with given number of vertices and edges (see Eqs. 1, 2, and 3).
Tables 2 and 3 reports the list of networks of the second scenario with the number of
vertices and edges. 33 of these graphs were built up by Derrible and Kennedy (2010) to
functionally represent the underground networks of some famous cities all over the
world. The way they are carried out is to consider only stations with at least three
entering/exiting connections; other stations are discarded since they do not modify the
connectivity structure of the network. Variants of 8 graphs from the above ones are also
1 The changes mainly consist in the insertion of one vertex for a different interpretation of the underground
network structure. Other changes concern other eight graphs that are transformed in order to be planar.
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taken into consideration (shown with the label ‘modified’ in Tables 2 and 3) and add to
the list. Non planar graphs are transformed into planar ones. It must be underlined that
in this scenario the set of graphs has not the same homogeneity and comprehensiveness
of the first one since it presents cases rather different each other. However, this scenario
allows us to appreciate how the normalization of some parameters works when
comparing so different graphs. It must be underlined that also in this scenario the
computation of algebraic parameters (e.g., codim, degree, b21 and b22) is quite chal-
lenging and time consuming for graphs with a large number of vertices.
In Table 4, we report the underground network of Milan. We have considered the
different construction steps in the last decades (from 1960s up to nowadays), so to
mimic an increasing complexity of a transportation network. In detail, in the rows, from
the first to the fifth one, we reported the parameters of the only red line, of the red and
yellow lines, of the red, yellow and green ones, of the red, yellow, green and lilac lines,
and finally, adding the railway bypass, of the whole network. This sequence with the
lines for each step is drawn in Fig. 10.
4 Results
The first scenario includes all possible simple, connected, undirected planar graphs by
number of vertices (from 4 to 7) and edges, and allows us to investigate whatever
relationship between variables. In Table 1, for the reason of summary, only the average
values per classes (obtained by considering the couples of number of vertices and
edges) together with the variance of normalised algebraic parameters are reported.
From Table 1 the following results can be extracted:
– the average of algebraic parameters and the average of normalised ones increase
with the number of vertices and edges;
– the average of the normalised values for each class is progressively far from 1
when the number of vertices and edges decrease;
– the variance of the normalised algebraic parameters is generally very low (about
the 3 % of the average values) and becomes lower when the number of vertices and
edges increases.
The correlations between the algebraic parameters and the number of vertices are
always positive and quite large (greater than 0.5); on the opposite the same correlations
for the normalized parameters are always negative, though they are lower and around
−0.2. The same behaviour occurs when the correlation with degree and b22 is analysed.
Codim is always negatively correlated with the other algebraic parameters. The number
of edges is always positively correlated with all variables except with b22. In general
correlations between algebraic parameters and classic parameters are very large, in the
range 0.7–0.9, but they are much lower when considering the normalised algebraic
parameters, in the range 0.1–0.4. The maximum value of the algebraic parameters is
highly correlated with all other variables except with b22.
The third column of Table 1 gives the number of different graphs with the same
number v of vertices and e of edges. While the classical parameters are constant in each
class, as they depend on v and e only, both the linear algebraic, and the algebraic ones
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vary in each class. Hence, they are topological sensitive. Moreover, naively, between
graphs with the same v, but with different e, the ones with more edges have a greater
complexity. The averages of the proposed indicators, both absolute and normalized,
show a good level of monotonicity with respect to e. So, we can conclude that the
proposed indicators can measure the complexity of planar connected undirected graphs.
For what concerns the second scenario we present the relationships between the
normalised algebraic parameters and the number of vertices in Figs. 11, 12, 13, and 14.
In Fig. 11 this relationship for codim is drawn. This is the only case where the
normalised parameter increases with the number of vertices.
In the other cases, that is for b21, gap, and λv, the values decrease to zero with the
number of vertices except for the max eigenvalue which has a lower bound at about 0.4.
The correlation of algebraic parameters is generally very different and opposite in
sign from the correspondent normalised ones. In fact, algebraic parameters are highly
red line
yellow line
green line
lilac line
railway bypass
Fig. 10 The five graphs describing the increasing complexity of Milan underground network along the last
decades
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Fig. 11 Relationship between the number of vertices and normalized codim for planar connected graphs of
undergrounds of some relevant cities (second scenario)
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positively correlated with classical parameters; by contrast, normalised algebraic pa-
rameters are highly negatively correlated with all the other variables except between
themselves (in these cases the correlation is greater than 0.9).
This second scenario proves that the indicators we consider are suitable for measur-
ing the complexity not only of planar connected undirected graphs, but also of real
world transportation graphs. While they have an evident asymptotic behaviour as the
number v of vertices, and so the complexity, increases, they give also different values
for underground networks with (almost) the same size. Hence, they actually measure
the changes in the topology of the given transportation graphs. E.g., compare Athens
and Brussels, or Athens-modified, Bucharest, and Montreal-modified.
In Fig. 15 the relationships between the normalised algebraic parameters and the
number of vertices of the third scenario are shown. Though the number of points is
considerably lesser than in the previous scenario, trends for normalised algebraic
parameters is very similar to that observed for the second scenario. Normalised codim
increases with the number of vertices while the other normalised parameters decrease.
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Fig. 12 Relationship between the number of vertices and normalized b21 for planar connected graphs of
undergrounds of some relevant cities (second scenario)
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Fig. 13 Relationship between the number of vertices and normalized gap for planar connected graphs of
undergrounds of some relevant cities (second scenario)
Structure Indicators for Transportation Graph Analysis I 93
Author's personal copy
Correlation between normalised parameters and the other variables is almost always
negative except for codim in which case it is positive. Results are indeed very similar to
those of the second scenario and these examples confirm the opportunity of using the
new proposed parameters in order to analyse transportation graphs.
5 Conclusions
The need of a more refined knowledge on transportation networks and their
underlying graphs, on properties lying under their structure is a still challenging
task, especially because we can observe their behaviour only when interacting
with demand which is generally highly dynamical and changes day by day and
within day. Since each transportation network can be assumed to have different
performance, the aim is to understand and to separate how much of that
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Fig. 14 Relationship between the number of vertices and normalized λv for planar connected graphs of
undergrounds of some relevant cities (second scenario)
0.00
0.10
0.20
0.30
0.40
0.50
0.60
0.70
0.80
0.90
1.00
0 5 10 15 20 25 30 35 40
no
rm
al
ise
d 
in
de
x
verces
Trend of main normalized algebraic parameters      
for graphs of Milan Underground
b21 codim
gap lambda_v
Fig. 15 Relationship between the number of vertices and normalized algebraic parameters for graphs of
Milan underground network (third scenario)
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performance depends on transportation demand and how much can be attributed to
the particular structure of the network. In this sense the studies of graph properties
can be considered a first step in this direction.
In this paper, we present some new parameters for investigating the graph
properties together with some well-known others. The introduction of these new
parameters aims at explaining better the complexity of graphs which is not simply
related to the number of vertices and/or of edges, but how the edges topologically
link vertices. In order to take into account this aspect and to overcome the problem
of comparing graphs with different numbers of vertices or edges, we propose also
to use their normalised values. To this aim we introduce some new definitions in
order to calculate the maximum value of parameters for a graph given the number
of vertices and edges.
In more detail, we consider the algebraic parameters (codimension, degree and Betti
numbers) that are computed from the edge ideal associated to the graph, and the linear
algebraic ones (average degree of vertices, maximum eigenvalue and gap) that are
computed from the adjacency matrix of the graph. We remark that the edge ideal can be
computed from the adjacency matrix and conversely.
We use three scenarios to analyse the behaviour of the proposed parameters
together with the classical ones. The first scenario (all the 771 planar graphs with
number of vertices from 4 up to 7) gives some comprehensive answers about the
relationships between variables. The problem is that real transport graphs gener-
ally have a larger number of vertices and therefore results are not so simply
transferable and generalizable. To overcome this problem a second scenario is
considered. This second scenario is made up by 41 graphs derived from under-
ground networks and offers more realistic cases. The third scenario represents the
evolution in time of the underground network of Milan (in Northern Italy) and
mimics the increasing complexity of a network.
Results show that the normalised parameters are able to describe the increasing
complexity of the graph underlying an underground transportation network.
Correlation of these normalised parameters with other variables (classical and
non-normalised parameters) is low, meaning that their information content is
rather different. It must be stressed that at this stage of research the territorial
component of the transportation network cannot be taken into consideration and
some further results by considering metric graphs are forthcoming in a near work.
However, the comparison between the results of the second and third scenario
(related to real world) and the first one (related to the complete list of graphs with
4 up to 7 vertices) allows us to draw some conclusions about increasing com-
plexity of real networks. We observe that while network size increases, normalized
algebraic parameters converge to a constant value. A possible explanation is that
the way the network growths tends to repeat, by addition, similar basic structures
and not to realize more complex structures, or at least not to realize the most
complex structure achievable by a given number of vertices.
Future research will concern the extension of the proposed approach to directed,
weighted and metric graphs which can represent a transportation network with a higher
detail. Besides, we think to extend the methodology and to enhance computation tools
to graphs of great dimensions (like the whole road network of Milan) to be able to face
also the analysis of other types of transportation networks.
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Appendix 1: A Short Review on Polynomial Ideals
Let K be a numerical field. Examples of such objects are the fields of rational numbers
Q, of real numbers R, and of complex ones C. Let x1,…, xn be distinct unknowns. A
term is a product of powers of the unknowns, i.e., x ̲a ¼ x1a1…xnan with ai non-negative
integer. By definition, if ai ¼ 0 for every i=1,…,n, we write 1 ¼ x ̲0. A monomial is the
product of an element of K and a term, e.g., cax ̲a with ca∈K. We set T the set of terms,
with the product as operation. Finally, a polynomial is a finite sum of monomials with
different terms. Sum and product of two polynomials is defined as usual. The set of
polynomials with coefficients in K, with the operations of sum and product, is referred
to as the polynomial ring A= K[x1,…, xn] (see Lang 2002).
Definition A1. A non-empty subset I of A is an ideal if the following conditions hold:
1. P−Q∈ I for every P,Q∈ I;
2. P Q∈ I for every P∈ I and every Q∈A.
Remark. If I is an ideal, the null polynomial 0 is in I. In fact, 0 =P−P∈ I.
Moreover, if P∈ I, then –P∈ I too, because –P=0−P and then both belong to I.
Lemma A2. Let P1,…, Ps be polynomials. Then <P1,…, Ps> = {Q1P1+ …+
QsPs| Qi∈A} is the smallest ideal containing P1,…, Ps.
Proof. It is a straightforward computation, and we leave it to the reader.
Definition A3 The ideal <P1,…, Ps> is called the ideal generated by P1,…, Ps, and if
we set I= <P1, …, Ps>, the polynomials P1,…, Ps are called generators of I.
Furthermore, the ideal I is finitely generated.
Avery deep result concerning the ideals in the polynomial rings is the following one.
Theorem A4 Every ideal in A is finitely generated.
For the proof, see Erath et al. (2007).
Theorem A4, first proved by D. Hilbert, is also stated as: A is a Noetherian ring, where
a ring is said to be Noetherian exactly if every ideal in such a ring is finitely generated.
To better understand ideals in A and to define numerical invariants for each ideal, we
define two special kinds of ideals.
Definition A5 The ideal I⊂A is prime if PQ∈ I, P ∉ I ⇒ Q∈ I . Furthermore, the ideal J
is primary if P Q∈ J, P ∉ J ⇒ Qn∈ J for a suitable integer n.
Definition A6 Let I⊂A be an ideal. The radical of I is the ideal
ﬃﬃ
I
p
containing the
polynomials P such that Pn∈ I for some integer n.
Proposition A7 The radical of a primary ideal is a prime ideal.
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Proof. Let I be the primary ideal and let J be its radical.
At first, we observe that if Q∉J then Qm∉J for every integer m, by Definition A5.
Assume now that P,Q are polynomials such that PQ∈ J and Q ∉ J. From Definition
A6, it follows that PnQn∈ I for some integer n, but Qn ∉ I. Hence, again from Definition
A5, there exists an integer h such that Pnh∈ I and so P∈ J, as claimed. Q.E.D.
Primary and prime ideals in A play a very special role, as the following result shows.
Theorem A8 For every ideal I⊂A there exist J1,…, Jt primary ideals, with different
radicals, such that I= J1 ∩ J2 ∩… ∩ Jt.
The previous Theorem, known as primary decomposition of an ideal, shows that the
elementary ideals with which one can construct all the ideals in A are the primary ones.
The proof of Theorem 8 can be found in Erath et al. (2007).
Now, we can define the first numerical invariant we are interested in.
Definition A9 A chain of length r of prime ideals is a sequence of prime ideals
I0⊂ I1⊂…⊂ Ir with proper inclusions.
Definition A10 Let I be a prime ideal. The codimension codim Ið Þ of I is the maximal
length of a chain of prime ideals with I as last item of the chain. If I is not a prime ideal
then its codimension codim Ið Þ is the minimum of the codimensions of the radicals of
the ideals that appear in a primary decomposition of I .
A linear ideal of codimension r is an ideal generated by r linearly independent
degree 1 polynomials.
We introduce some tools for making computations with ideals.
Definition A11 A term-ordering > is a well-ordering on T compatible with the product
of terms, that is to say, if x ̲a > x ̲b then x ̲ax ̲c > x ̲bx ̲c for every x ̲c∈T. The leading or
initial term in Pð Þ of a polynomial P is the largest term with respect to > with non-zero
coefficient in P. The initial ideal in Ið Þ of the ideal I is the ideal generated by the initial
terms of the elements of I .
A first relation among the defined concepts is the following one.
Theorem A12 An ideal I has codimension n if, and only if, T∖ xa∈inf Ið Þg is a finite set.
Definition A13 The degree deg(I) of an ideal of codimension n is the cardinality of
T∖ xa∈inf Ið Þg.
Proposition A14 Let I be an ideal of codimension codim Ið Þ < n: Then, the degree of
I þ L for a general linear ideal L of codimension codim Lð Þ ¼ n codim Ið Þ does not
depend on L.
So, we can define the degree of an ideal of whatever codimension.
Definition A15 The degree deg Ið Þ of an ideal I is the degree of I þ L, where L is a
general linear ideal of codimension n codim Ið Þ:
To define the next numerical data associated to an ideal, we need the notion of free
module.
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Definition A16 Let t be an integer. The free A -module of rank t is At with the
following operations
1. f 1;…; f tð Þ þ g1;…; gtð Þ ¼ f 1 þ g1;…; f t þ gtð Þ;
2. f(f1,…, ft) = (ff1,…, fft) with f∈A.
Definition A17 A map F :As→At is A -linear if both F(u+ v) =F(u) + F(v) for every
u, v∈As and F(f u) = f F(u) for every f∈A and u∈As.
The free A -modules and A -linear maps between free A -modules are a generaliza-
tion of vector spaces and linear maps between them. In that context, the basic object is a
field, in ours, it is a ring.
As for linear maps between vector spaces, associated to F there is its kernel and its
image, where ker(F) = {u∈As| F(u) = 0} and Im(F) = {F(u)| u∈As}.
Of course, both the kernel and the image are sub-modules of the right free A -
module. A sub-module is a non-empty subset closed for both the sum of its elements
and the product of its elements and polynomials of A. Furthermore, every A -linear map
of free A -modules can be written as the product of a suitable matrix and the element of
As as a column.
The free A -module of rank 1 is the polynomial ring A, and the sub-modules of A are
exactly its ideals. As for ideals in a polynomial ring, the sub-modules of a free A -
module are finitely generated, too.
Proposition A18 Let I⊂A be the ideal generated by P1,…, Ps. Then, there exists a
map F :As→A such that I= Im(F).
Proof. Let u= (f1,…, fs)∈As and define F(u) = f1P1+…+ fsPs. It is easy to check that
F is a A -linear map, and that Im(F) = I. Q.E.D.
Definition A19 Every element in ker Fð Þ is called syzygy of I , and ker Fð Þ is called
the 1st syzygy module of I . The minimal number of generators of I is called 1st Betti
number of I , and the minimal number of generators of the 1st syzygy module of I is
called 2nd Betti number of I .
By definition, a syzygy is a collection of polynomials f1,…, fs such that f1P1 +
… + fsPs= 0 where the equality means that on the left side there is the null
polynomial, too.
Now, we specialize the previous general concepts to the case of monomial ideals, the
only class of ideals we use.
Definition A20 A monomial ideal is an ideal that can be generated by monomials.
From Definition A1, it follows that the generators of a monomial ideal can be chosen
with numerical coefficient equal to 1. In fact, if cx ̲c; c≠0; is a generator of I , then c1
cx ̲a∈I by property (2), and so we get the claim.
Proposition A21 Sum, intersection and radical of monomial ideals are monomial
ideals.
Sketch of the proof. We give a set of monomial generators for each ideal.
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The sum of ideals is generated by the union of the generators of both the ideals, and
so the sum of monomial ideals is generated by monomials.
To prove the claim about the intersection, let I and J be monomial ideals generated
by xa1 ; …; xas and xb1 ; …; xbt , respectively. Then, I ∩ J is generated by xci j with
i=1,…, s, j=1,…, t, where xci j ¼ lcm xai ; xbi  i.e., the least common multiple of
xai and xbi , and so it is a monomial ideal, too.
Finally, if I is generated by xa1 ; …; xas then its radical
ﬃﬃ
I
p
is generated by xd1 ; …
; xds where xd1 is obtained from xa1 by setting the non-zero exponents to 1. Q.E.D.
From its construction, it is clear the reason why radical monomial ideals are called
square-free.
Proposition A22 A monomial ideal I is prime if, and only if, it is generated by degree
1 monomials, that is to say, it is generated by variables.
Proof. A standard argument allows us to reduce the proof to products of terms.
If x1a1…xnan∈I with a1nnot ¼ 0 and I is prime, then either x1∈I or xan11 …xann ∈I by
Definition A5. If the first item fails, by iterating the argument, we have that a different
variable must be in I . Hence, if I is monomial and prime, then it is generated by
variables.
Conversely, it is evident that if I is generated by variables, then it is prime. Q.E.D.
Theorem A23 The codimension of a monomial prime ideal I is equal to the minimal
number of variables that generate I .
Proof. Assume that I is generated by x1,…, xt. Then, a chain of maximal length of
prime ideals is 0 ⊂ < x1 > ⊂ < x1,x2 > ⊂⋯ ⊂<x1,…, x{t-1}>⊂ I and so the claim follows.
Q.E.D.
Theorem A24 The degree of a monomial prime ideal I is equal to 1.
Proof. Assume that I is generated by x1,…, xt. Then, the general linear ideal L to be
added to I to get an ideal of codimension n is generated by xt + 1− ct + 1,…, xn− cn with
ct + 1, …, cn∈K. Then, I+L is generated by x1,…, xt, xt + 1− ct + 1, …, xn− cn and so
in(I+L) is generated by all the variables, i.e., 1 is the only term not in in(I+L) and the
claim follows. Q.E.D.
A consequence of Theorems A23 and A24 is that we can characterize the
codimension and the degree, also for non-prime monomial ideals.
Proposition A25 The codimension of a radical monomial ideal I is the minimum of
the codimensions of the prime ideals in a primary decomposition of I , while the degree
of a radical monomial ideal I is equal to the number of prime ideals of minimal
codimension associated to I .
Proof. The first claim is true by Definition A10. Assume that the primary decom-
position of I is given by I= J1∩ J2 ∩…∩ Jt with J1,…, Js of codimension equal to
codim(I), and Js + 1,…, Jt of codimension strictly larger. Let L be a general linear ideal
of codimension equal to n− codim(I). Then, L+ Ji, i= s+1,…, t, is equal to the whole
ring A, as it follows from the theory of linear systems. In fact, L is generated by
n− codim(I) independent linear equations, and Ji is generated by more than codim(I)
variables. Hence, the resulting linear system has no solutions, that is to say, one of its
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equations is 1=0, or, in a different language, 1∈L+ Ji for each i= s+1,…, t. By using
the same argument with the ideals J1,…, Js, it follows that each ideal L+ Ji, i=1,…, s,
has degree 1, and the claim follows. Q.E.D.
Finally, we describe how to compute the first and second Betti number for a
monomial ideal.
Proposition A26 The non-minimal generators of a monomial ideal are the ones that
can be divided by a different generator of the same ideal.
Hence, to compute the first Betti number of a monomial ideal, one has to check
if a given generator can be divided by one of the others. If it cannot be divided,
then it is part of a minimal set of generators, otherwise it is unnecessary, and can
be eliminated.
To compute the syzygies of a monomial ideal generated by xai ;…; xat ; the
first remark is that the generators of the syzygy module have the form
0;…; 0; xb; 0;…; 0; −xc; 0;…; 0
 
, where the non—zero items appear at the i—
th and j—th position and xb ¼ lcm xai ; xa jð Þ =xai and xc ¼ lcm xai ; xa jð Þ =xai . The
second Betti number is the number of minimal generators for the first syzygy
module.
Appendix 2: Algebraic Parameters
Let G= (V, E) be an undirected graph, with V set of its vertices, and E set of its edges.
Usually, if G has v vertices, then V= {1,…, v} but for our purpose, we choose
V= {x1,…, xv} and we think of x1,…, xv as independent variables. Each edge is a
set {i, j} with i, j∈V but we represent it with the monomial xixj. Hence, E is represented
as a monomial ideal I⊂A=Q[x1,…, xv] with Q field of the rational numbers. If we want
to stress the graph G, then we write IG for the ideal I.
Definition B1 The ideal I= < xixj | (i, j)∈E> is the edge ideal of the undirected graph
G= (V,E).
Conversely, every monomial ideal generated by degree 2 monomials is the edge
ideal of a graph G. We assume the graph G to have no loop and so I is a square—free
monomial ideal generated by a set of degree 2 monomials. In the remaining part of the
section, we give a graph—theoretical interpretation of the notions described in the
Appendix 1: A short review on polynomial ideals.
We recall that two graphs are isomorphic if they have the same vertices and the same
edges, up to relabeling the vertices of one of the two graphs. Of course, two isomorphic
graphs have the same edge ideal, up to reorder the variables.
At first, we discuss the codimension of an edge ideal. We say that a vertex meets an
edge if the vertex is one of the two vertices of the edge. Furthermore, a subset of
vertices meets a set of edges if each edge of the set meets at least a vertex in the set.
Proposition B2 Let I be an edge ideal, and let V
0⊂V be a subset of the vertex set. If V 0
meets E, then codim Ið Þ ≤ V 0 . Conversely, there exists a subset V 0 of V containing
codim Ið Þ vertices that meets E.
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Proof. Algebraically, the vertex xi meets the edge xhxk if xi divides xhxk, i.e., xi= xh or
xi= xk. Let V
0 ¼ xi1 ; …; xitf g: So, V' meets E if and only if I⊂J ¼ < xi1 ; …; xit > :
Hence, codim(I)≤ codim(J) = t= |V'|.
Conversely, if codim Ið Þ ¼ t; there exists a prime ideal J containing I generated by t
variables, as it follows from Definition A10 or Proposition A25 in Appendix 1. Hence,
the claim follows from the previous argument. Q.E.D.
The general strategy we try to follow is to introduce a numerical invariant associated
to a graph G and then to propose an upper bound for it, so we can compute the
normalized invariant, better suited to compare graphs with different number of vertices
and edges. As in the application we are concerned with planar graphs, we restrict
ourselves to bounding the numerical invariants in the class of planar graphs. In such a
class, for example, the number e of edges verifies v 1≤e≤3v 6 where v is the
number of vertices.
Definition B3 Assume the number of vertices v to be even, i.e., v=2m for some m≥3.
For v−1≤ e≤3v−6 we define the function
codim max v; eð Þ ¼
m if e ¼ v − 1 ; v
mþ k þ 1 if v þ 1 ≤ e ≤ 3 v − 11
e−v−1 ¼ 4k þ r with 0≤r≤3
v − 2 if e > 3 v − 11
8><
>:
Assume the number of vertices v to be odd, i.e., v=2m+1 for some m≥2. For
v−1≤ e≤3v−6 we define the function
codim max v; eð Þ ¼
m if e ¼ v − 1
m þ 1 if e ¼ v ; v þ 1 ; v þ 2
mþ k þ 2 if v þ 3 ≤ e ≤ 3 v − 11
e−v−3 ¼ 4k þ r with 0≤r≤3
v − 2 if e > 3 v − 11
8>><
>>:
From the study of planar graphs with 5,6,7 vertices, the functions codim max are an
upper bound for the codimension of planar graphs. Then, given a planar graph G with v
vertices, e edges and codimension c; we define its normalized codimension as
ncodim Gð Þ ¼ codim Gð Þ
codim max v; eð Þ :
The graph-theoretical meaning of the degree (see Definitions A13 and A15 in
Appendix 1) is explained in next Proposition.
Proposition B4 Let I be the edge ideal of a graph G ¼ V ;Eð Þ, and assume that codim
Ið Þ ¼ t: Then, deg Ið Þ is equal to the number of subsets V 0 of V with t elements that
meet E.
Proof. It is enough to apply Proposition A25 and Proposition B2. Q.E.D.
We were not able to compute an upper bound for the degree of an edge ideal in terms
of the number of vertices and of edges, and so the degree hasn’t a normalized value.
Also the first Betti number has a clear meaning in terms of graphs.
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Proposition B5 The first Betti number of I is equal to the number of edges of G.
Proof.All the generators of I have degree 2. One of them is non-minimal if and only
if it can be divided by a different generator. The degree argument proves that a
generator is non-minimal if, and only if, it appears twice among the generators of I ,
i.e., all the edges are minimal generators. Q.E.D.
As explained when we discussed the meaning of γ; it is the normalized value of
b11 IGð Þ:With a change of notation, we call b11 Gð Þ the Betti number b11 IGð Þ. The same
notation will be adopted for the other Betti numbers.
Now, we discuss the second Betti numbers.
Let xixj and xhxk be the first two generators of the edge ideal I. If the two edges have
no common vertex, then (xhxk, − xixj, 0,…, 0) is a syzygy of I, of degree 2, while, if
they have a common vertex, say xi= xh, then (xk, − xi, 0,…, 0) is a syzygy of I, of
degree 1. Analogously, each couple of edges gives a syzygy. It is possible to prove that
every syzygy of I is a combination of the ones we just described, and so, if b2(G) is the
second Betti number of I, we can write b2(G) =b21(G) +b22(G) where b21(G) is the
number of minimal generators of the second syzygy module having degree 1, while
b22(G) is the number of minimal generators of the second syzygy module having
degree 2. Then, we have
Proposition B6 Let di be the degree of the vertex xi for each i ¼ 1;…; n; and let t Gð Þ
be the number of triangles in G. Then b21 Gð Þ ¼ ∑ i¼1f g n di di1ð Þ2  t Gð Þ:
A triangle is a complete sub-graph with 3 vertices, while the degree of a vertex is the
number of edges that meet the vertex.
Proof. Assume that the degree of x1 is d1. Then, there exist d1 vertices, say x2;…;
xd1þ1; such that x1x2; …; x1xd1þ1 are edges of G. Hence, for each couple of edges
among them we get one degree 1 syzygy. So, each vertex contributes to b21(I) at most
with d d−1ð Þ2 syzygies, where d is the degree of the vertex.
Assume that x1, x2, x3 are the 3 vertices of a triangle. Then, x1x2, x1x3, x2x3 are edges
of I and so s1= (x3,− x2, 0, 0,…, 0), s2= (x3, 0, − x1, 0,…, 0), s3= (0, x2,− x1, 0,…, 0)
are degree 1 syzygies of I. It is evident that the last syzygy is the difference of the
second and the first, that is to say, s1− s2 + s3=0 and so for a triangle only two syzygies
are part of a minimal set of generators.
Now, we prove that only the triangles decrease the number of minimal degree 1
generators.
Let s1,…, sr be degree 1 syzygies such that a1s1+…+arsr=0 for some suitable
non-zero a1,…, ar rational numbers. Up to multiplying for the common denominator,
we can assume that they are integers. Assume that s1= (xi, − xj, 0,…, 0) This is always
possible, up to a permutation of the generators of I. Then, the first two generators of I
have a common vertex, say xk, and the first two generators of I are xjxk, xixk. From the
equality a1s1 +…+arsr=0, we get that xi appears as the first entry of at least 2
syzygies, and so, up to renumbering them, and eventually permuting the minimal
generators of I, we can assume that s2 = (xi, 0, − xh, 0, …, 0). Hence, the first and the
third generators of I have a common vertex. If it were xk again, then the third generator
of I is xixk and this is not possible, because there are no repetitions. So, the common
vertex is xj and h= k. Hence, the third generator of I is xixj and the three generators form
a triangle. We can subtract a1(s1 − s2 + s') from the previous equality, with
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s' = (0, xj,− xk, 0,…, 0). By iterating the argument, we get a new equality in which xi
does not appear. Going on, we get that every such equality is a combination of similar
equalities associated to triangles. Q.E.D.
Definition B7 Let S⊂E  E be the set containing the couples e; e0  such that e≠e0 ; e
; e
0
have no common vertex, and there is no edge e
0 0 such that both e; e
00 and e
0
; e
0 0 have
a common vertex. In Subsection 2.4, the edges e; e0 of a couple e; e
0  ∈E are called far
away.
Proposition B8 b22 Gð Þ is equal to the cardinality of S:
Proof. A degree 2 syzygy is minimal if it cannot be obtained as combination of
degree 1 syzygies. In fact, if the edges xixj and xhxk have no common vertex, the
syzygy has xhxk in correspondence of the edge xixj and conversely. Hence, each
edge appears only once in a specific position of the syzygies. Assume that the
syzygy is s= (xhxk, − xixj, 0,…, 0) and that it is combination of degree 1 syzygies.
There exist two syzygies s1 = (xh, …), s2 = (0, xi, …) so that s− xks1 + xjs2 is a
degree 2 syzygy with the first two entries equal to 0. The first edge is xixj and so
either xjxh or xixh is an edge of E, as it follows from the syzygy s1. Analogously,
being s2 a syzygy, either xixk or xixh is an edge of E. If xixh is an edge, then the 3
edges xixj, xixh, xhxk have the property of the first two ones and the last two ones
have a common vertex. If xixh is not an edge, then xixj, xjxh, xhxk, xixk are edges,
and it is easy to check that s is a combination of degree 1 syzygies obtained from
xixj, xjxh, xhxk with the property that the first two ones and the last two ones have a
common vertex. Q.E.D.
As said in Subsection 2.4, Betti numbers don’t represent uniquely graphs, in the
sense that it is possible to construct non-isomorphic graphs with the same Betti
numbers.
To compare the Betti numbers of graphs with different numbers of vertices and
of edges, we need a relative or normalized version of the Betti numbers of an edge
ideal. To this end, we construct particular reference graphs for each number v of
vertices and e of edges, we compute their Betti number b21 v; eð Þ, and we get the
relative version as b21 Gð Þb21 v;eð Þ : We didn’t succeed in finding the reference graphs for
the Betti number b22; that remains an open task. The relative Betti numbers can be
considered as a measure of the difference of shape between the given graph and
the one chosen as a reference.
Definition B9 The reference graph with v vertices and e edges for the Betti number b21
is H v; eð Þ and it is associated to the ideal
IH v;eð Þ ¼
< x1x2; … ; x1xv > if e ¼ v − 1 ;
< x1x2; … ; x1xv; x2x3; … ; x2 xt > if
v≤ e≤2v−3
t ¼ e−vþ 3 ;
< x1x2; …; x1xv; x2x3; …; x2xv; x3x4; x4x5; …; xt−1xt > if
2v−2≤e≤3v−6
t ¼ e−2v þ 6 :
8>><
>>:
In Fig. 2, we drew the graphs H 6; 5ð Þ ; H 6; 8ð Þ ; H 6; 11ð Þ. In Definition 6, we
defined the graph H v; eð Þ in terms of its adjacency matrix.
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Proposition B10 The Betti number b21 v; eð Þ of H v; eð Þ is equal to
b21 v; eð Þ ¼
v−1
2
 
þ e−vþ 2
2
 
if v−1≤e≤2v−3
v2−9vþ 10þ 3e if 2v−2≤e≤3v−6
8<
: :
Proof. It is enough to apply Proposition B5 to the graph H v; eð Þ: Q.E.D.
The graph H v; eð Þ has the largest b21 for v≤7 and every e among the planar graphs
with the same number of vertices and edges. Hence, b21(v, e) can be considered as a
normalization factor.
Appendix 3: Computing the Algebraic Parameters
Algebraic computations can be performed by using dedicated software. Among the
available many ones, we mention CoCoA, developed at Genova University, and
Singular, developed at Kaiserslautern University (Decker et al. 2015), a free software
available on the web.
As example, we report the Singular session in which, starting from the adjacency
matrix of a graph, we compute the various algebraic parameters associated to it. After
the session, we comment it.
To fix ideas, we consider the graph M 6; 7ð Þ in the middle of Fig. 4.
Command Line Number Command line
line 1 > ring R=0,(x(1.0.6)),dp;
line 2 > int nvar=6;
line 3 > matrix ag[nvar][nvar]=0,1,1,1,1,1, 1,0,1,1,0,0,
1,1,0,0,0,0, 1,1,0,0,0,0, 1,0,0,0,0,0, 1,0,0,0,0,0;
line 4 > int i; int j;
line 5 > ideal ig;
line 6 > for(i=1;i<nvar;i=i+1){for(j=i+1;j<1+nvar;j=j+1)
{if(ag[i,j]==1){ig=ig, x(i)*x(j);}}}; ig=std(ig);
line 7 > int codim=nvar-dim(ig);
line 8 > codim;
2
line 9 > degree(ig);
// dimension (proj.) = 3
// degree (proj.) = 1
line 10 > matrix mg=mres(ig,2);
line 11 > matrix bg=betti(mres(ig,2));
line 12 > poly b21=bg[2,3]; b21;
13
line 13 > poly b22=ncols(mg)-bg[2,3]; b22;
0
line 14 > exit;
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The first line command defines the polynomial ring in which the computation is
performed. In every case, the variables are as many as the vertices, the ground field is
the field of rational numbers (coded as the 0 at the first place), and the term-ordering is
the degree reverse lexicographic (coded as dp).
In the second line, we input the number of variables, or of vertices.
In the third line, we input the adjacency matrix of M 6; 7ð Þ. We call ag this matrix,
whose type is nvar × nvar.
The remaining code lines have to be typed verbatim independently from the graph,
and they produce the following outputs: line 8 prints the codimension computed in the
previous line, the next line computes and prints the degree (second output line), while
the Betti numbers b21 and b22 are computed and printed at 12th and 13th lines.
So, M 6; 7ð Þ has codimension 2, degree 1, and second Betti numbers 13 and 0,
respectively.
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