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Introduction
The unprecedented large quantity of data collected by the LHCb experiment at the Large
Hadron Collider LHC at CERN allows for the first time to study in details the rare decay
B0→K∗0µ+µ−. This decay has a strong potential to unveil the presence of new physics beyond
the Standard Model of particle physics, or at least to constrain the alternative models. Indeed,
the decay proceeds, in the Standard Model, via a flavour changing neutral current, described
by box diagrams and loop diagrams called « electroweak penguins ». Yet undiscovered particles
could appear in the loops, modifying for example the final state particles angular distributions
predicted by the Standard Model.
The LHCb collaboration performed a first measurement of the angular distributions with 1
fb−1 of data 1 -2. A good agreement with the Standard Model has been observed for all the
angular observables, except one, called P ′5. This is different from the prediction by 3.7 standard
deviations in one q2 bin. Several interpretations of the discrepancy have been proposed, some of
them involving the presence of a new interaction mediated by a new vector boson Z ′. Therefore,
the analysis is currently, and for the next years with more data to come, at the core of the LHCb
physics program and of the theoretical discussions.
This thesis presents in the first part the most recent angular analysis of the B0→K∗0µ+µ−
decays performed by LHCb, using the whole dataset collected during the first run of the LHC,
corresponding to an integrated luminosity of 3 fb−1. The analysis is presented in all its aspects.
From an extensive description of the differential decay rate and the observables of the B0→
K∗0µ+µ− decay that can be seen in Sec. 1.3. A brief description of the LHCb experiment and
its different sub-detector is presented in Chap. 2. The new strategy for selecting the signal
events, based on a improvement on the vetoes of some background from exclusive decays of b
hadrons and a significant improvement on the multivariate selection used in the combinatorial
background suppression is described in Chap. 3. Then the angular analysis strategy, with a
description of the maximum likelihood fit and the modeling of signal and background angular
and invariant mass distribution, is detailed in Chap. 4. The systematic uncertainties and the
results of this angular analysis are presented in Chap. 5, including an overview of their first
theoretical interpretation. The main focus, though, is put on those parts of the analysis in
which I was mainly involved, namely the combinatorial background rejection via a multivariate
selection, the evaluation of the impact of low mass di-muon resonances, the parametrisation of
the invariant mass distribution of the B candidates used in the likelihood fit, the study of the
background angular distributions.
The second part of the thesis presents another analysis based on the B0→K∗0µ+µ− decay:
the status of the measurement of the ratio RK∗ . This measurement is a test of the lepton flavour
1LHCb collaboration, R. Aaij et al., Differential branching fraction and angular analysis of the decay B0→
K∗0µ+µ−
2LHCb collaboration, R. Aaij et al., Measurement of Form-Factor-Independent Observables in the Decay
B0→K∗0µ+µ−
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universality, which is of particular interest nowadays, after that some experimental results have
shown hints of a possible violation of it. This is the case, for example, of the recent observation of
a 2.6 standard-deviations difference from unity of the ratio RK = B(B+→K+µ+µ−)/B(B+→
K+e+e−) 3. It is worth to note that some theoretical approaches relate the deviation in P ′5 to the
one in the RK measurement, as being to manifestations of a common source of new physics4-5
The measurement of RK∗ , confirming or not the RK deviation, will be shedding more light
on this puzzle. It will be performed in three regions of q2, that are sensitive to different type
of physics. Since the analysis is currently still ongoing, no results will be shown in this thesis.
Nevertheless, the main analysis procedure will be described in Chap. 6, with a focus on the low
q2 region and on the aspects on which I am directly involved.
3LHCb collaboration, R. Aaij et al., Test of Lepton Universality Using B+→K+`+`− Decays,
4W. Altmannshofer, S. Gori, M. Pospelov, and I. Yavin, Quark flavor transitions in Lµ−Lτ models
5A. Crivellin, G. D’Ambrosio, and J. Heeck, Explaining h→ µ±τ∓, B0→K∗0µ+µ− and B→Kµ+µ−/B→
Ke+e− in a two-Higgs-doublet model with gauged Lµ−Lτ
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This chapter describes the theoretical motivation for studying the electroweak penguin decays
and more specifically the B0→K∗0µ+µ− decay. A brief description of the Standard Model will
be given in Section 1.1. In the Section 1.2, a description of the Flavour Changing Neutral
Currents (FCNC) will be given. Finally a description of the B0→K∗0µ+µ− decay can be seen
in Section. 1.3
1.1 Standard Model
The Standard Model (SM) of particle physics is based on a quantum field theory and is
described by a SU(3)C ×SU(2)L×U(1)Y gauge symmetry. The SU(3)C describes the quarks
3
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andthestronginteractions,whileSU(2)L×U(1)Y uniﬁestheelectromagnetismandtheweak
interaction. Additionalﬁelds,representingthebosons,appearsincethesegroupshavetobe
localygaugeinvariant.Thisrequirementimpliesmasslessbosonandfermionﬁelds.
ThedynamicsoftheSMparticlescanbeexpressedbythefolowingLagrangian:
LSM=LEW+LQCD+LHiggs, (1.1)
whereLEWdescribestheelectroweaksector,LQCDtheﬂavoursectorandtheﬁnalcomponent
istheHiggsmechanismresponsibleforthemassofthefermions.
TheparticlescontainedintheStandardModelaresummarisedinFig.1.1.Thefermionic
matterparticlesaresplitintotwocategories:thequarks,sensibletoalinteractionsandthe
leptons,whicharenotsensibletothestronginteraction. Thesetwocategoriesarearranged
inthreegenerationsofincreasingmass. Fortheleptons,eachgenerationcontainsamassive
particle,(theelectron,themuonorthetau)andacorrespondingmasslessneutrino1. Wealso
haveinadditiontothefermions,thegaugebosons,vectorofthediﬀerentinteractionsandthe
Higgsbosonwhichgivesmassestotheparticles.
Figure1.1: ListofStandardModelparticles.
1Theobservationofneutrinooscilationhaveimpliedthatneutrinoshavemasses.ExtensiontotheStandard
Models,astheSee-Sawmechanism,areneededtoobtainedmassiveneutrinos
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1.1 Standard Model
1.1.1 Electromagnetism
The electromagnetic interaction is described in the quantum field theory by the Quantum
ElectroDynamics (QED).
In quantum field theory a fermion field ψ, of mass m, is obeying to the Dirac equation:
(iγµ∂µ−m)ψ = 0 (1.2)
where γµ corresponding to Dirac matrices. Leading to the following Lagrangian:
L= iψ¯γµ∂µψ−mψ¯ψ, with ψ¯ = ψ†γ0 (1.3)
The Lagrangian is invariant under global gauge transformation. But in quantum field theory,
interactions are introduced via a local gauge transformation keeping the physics invariant. In
the case of the U(1) symmetry, the gauge transformation is defined as :
ψ(x)→ ψ′(x) = eiα(x)ψ(x)
ψ¯(x)→ ψ¯′(x) = e−iα(x)ψ¯(x)
(1.4)
where α(x) is an arbitrary function describing the local transformation. The Lagrangian (1.3)
is not invariant under this transformation. Therefore a covariant derivative and a vector field
Aµ of spin 1, are introduced to restore the invariance:
Dµ = ∂µ− ieAµ (1.5)
where Aµ is the field representing the photon.
This vector field transforms under the U(1) as:
Aµ→Aµ+ 1
e
∂µα (1.6)
The dynamics of this electromagnetic gauge boson, are given by the Lagrangian:
L=−12FµνF
µν (1.7)
where Fµν is the Faraday tensor defined as:
Fµν = ∂µAν−∂νAµ (1.8)
Finally, the complete QED Lagrangian is described by:
LQED = ψ¯(iγµ∂µ−m)ψ+eψ¯γµψAµ− 14F
µνFµν (1.9)
It’s important to notice that a mass term for the photon, of the form m2γAµAµ, would break
the local gauge invariance. As a consequence, the U(1) symmetry implies that the photon is
massless.
1.1.2 Weak interaction
The weak interaction is described by a gauge theory based on the SU(2)L symmetry, where
L indicates that only left handed fermions are sensitive to the the weak interaction. Left and
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right-handed fermions are indicated by the ψL and ψR fields respectively. To conserve this
symmetry, a new quantum number is defined: the weak isospin, I. The left-handed fermions
are represented in SU(2) as doublets of weak isospin I = 12 :
`L =
(
eL
νe,L
)
,
(
µL
νµ,L
)
,
(
τL
ντ,L
)
,
qL =
(
uL
dL
)
,
(
cL
sL
)
,
(
tL
bL
)
,
(1.10)
While the right-handed fermions, un-sensitive to the weak interaction, are represented by SU(2)
singlets with a null weak isospin (I = 0):
`R = eR,µR, τR,ν(e,R),ν(µ,R),ν(τ,R),
qR = uR,dR, cR,sR, bR, tR
(1.11)
The SU(2)L symmetry transforms the left-handed doublets as:
ψL→ eiθi
σi
2 ψL (1.12)
where σi (i=1,2,3) are the Pauli matrices and θi is function of the position. To keep the La-
grangian locally invariant, a covariant derivative is build and defined as:
Dµ = ∂µ− igσi2 W
i
µ (1.13)
where W iµ are the three gauge fields of SU(2) and g the weak coupling constant. These W iµ are
transformed under SU(2) as:
W iµ→W iµ−
1
g
∂µθ
i+ ijkθjGkµ (1.14)
where ijk are the structure constants of the SU(2)L group. The dynamics of these fields are
described by the −14W iµνWµνi term, with W iµν defined as:
W iµν = ∂µW iν−∂νW iµ+gijkW jµW kν (1.15)
Finally, the complete weak interaction Lagrangian is described by:
LW = ψ¯(iγµ∂µ)ψ+gψ¯γµσiψW iµ−
1
4W
i
µνW
µν
i . (1.16)
The mass termmψ¯ψ is not present since it should be written asmψ¯ψ=m(ψ¯RψL+ ψ¯LψR), which
is not invariant under the SU(2)L symmetry. This implies that fermions should be massless.
The Higgs mechanism described in Section 1.1.5 will introduce the mass of the fermions.
1.1.3 Electroweak sector
In the 1960s the electromagnetism and the weak interaction have been unified, by Glashow,
Weinberg and Salam, under the same theory: the electroweak theory. The result is a group
of symmetry SU(2)L×U(1)Y , were the SU(2)L is the symmetry group for the weak isospin I,
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described in Section 1.1.2, and Y is the weak hypercharge defined as :
Y = 2(Q− I3) (1.17)
where Q is the electric charge and I3 =±1/2 is a projection of the weak isospin.
In a similar way as the QED introduced the vector field Aµ to be gauge invariant, the
gauge invariance associated to U(1)Y introduces the vector field Bµ, while the gauge invariance
associated to SU(2)L implies the presence of a triplet of vector fields W iµ, described in the
Section 1.1.2. The Lagrangian invariance under the SU(2)L×U(1)Y group is insured by the
creation of two covariant derivatives:
Dµ,L = ∂µ+ ig
σi
2 W
i
µ+ ig′
Y
2 Bµ (1.18)
Dµ,R = ∂µ+ ig′
Y
2 Bµ (1.19)
where g and g′ are the coupling constants of the SU(2)L and U(1)Y symmetries respectively.
Finally, the complete electroweak Lagrangian is described by:
LEW = iψ¯LγµDµ,LψL+ iψ¯RγµDµ,RψR− 14W
i
µνW
µν
i −
1
4BµνB
µν (1.20)
In this representation, the γ, Z0 and W± bosons are described by the following fields:
Aµ =Bµ cosθW +W 3µ sinθW (1.21)
Zµ =−Bµ sinθW +W 3µ cosθW (1.22)
W±µ =
1√
2
(W 1µ ∓ iW 2µ) (1.23)
where θW is the Weinberg or weak mixing angle.
The electromagnetic coupling constant αe, can be derived by the following equation:
αe = g sinθW = g′ cosθW (1.24)
The Weinberg angle could also be expressed with the coupling constants g and g′ by:
cosθW =
g√
g2 +g′2
and sinθW =
g′√
g2 +g′2
(1.25)
1.1.4 Strong interaction
The strong interaction is described in the quantum field theory by the Quantum Chromo-
Dynamics (QCD). This interaction acts between quarks and gluons. The QCD has been build
on the base of the QED by Gell-Mann and Zweig in the 1960s. This theory is based on gauge
invariance associated to the SU(3) gauge group and each of the quarks form a colour triplets,
q =
qRqG
qB
 , (1.26)
where R,G and B are the three colour indices for red, green and blue respectively.
To insure the gauge invariance, a covariant derivative is defined as:
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Dµ = ∂µ− igsλα2 G
α
µ (1.27)
where λα are the Gell-Mann matrices and Gαµ are the eight gauge fields corresponding to the
gluons. These fields transform under SU(3) as:
Gαµ→Gαµ−
1
gs
∂µθ
α+fαβγθβGγµ (1.28)
where fαβγ are the structure constants of the SU(3) group.
The dynamics of the gluon field is described by the tensors:
Gαµν = ∂µGαν −∂νGαµ +gsfαβγGβµGγν (1.29)
Since SU(3) is a non-commutative group, the kinetic term has a component multiplying two
Gµ, describing the self-coupling between the gluons.
Finally the QCD Lagrangian is given by:
LQCD =
∑
f
(
q¯f (iγµ∂µ−m)qf +gsq¯fγµλαqfGαµ
)
− 14G
α
µνG
µν
α (1.30)
where f represent the quarks flavour.
The mass term for the gluon breaks the SU(3) gauge invariance, which explains why the
gluons are massless.
1.1.5 The Higgs mechanism
The gauge invariance of the SU(2)L×U(1)Y leads to the fact that the four gauge bosons, as
well as the fermions, are massless. Nevertheless we know experimentally that the W± and Z0
bosons, the quarks and the charged leptons are massive.
The Higgs mechanism is a way to solve this problem. It generates the particles masses
dynamically, through spontaneous symmetry breaking of the SU(2)L×U(1)Y symmetry.
Starting with a SU(2)L doublet of complex scalar defined as:
φ= 1√
2
(
φ1 + iφ2
φ3 + iφ4
)
(1.31)
we can define a Lagrangian which preserves the SU(2)L×U(1)Y symmetry:
LHiggs = (Dµφ)†(Dµφ)− (λ(φ†φ)2 +µ2φ†φ), (1.32)
where −(Dµφ)†(Dµφ) is the kinetic term for a scalar particle, λ> 0 the coupling of a four particle
vertex and µ represents the mass of the field for µ2 > 0. In the case where µ2 < 0, the potential
V (φ) = λ(φ†φ)2 +µ2φ†φ reaches its minimum for φ values of:
|φ|=
√
µ2
2λ =
1√
2
ν, (1.33)
where ν is the vacuum expectation value, measured to be ν = 246GeV. This represents a
degenerate ground state. We can choose one of the minima as the vacuum without loss of
generality, since any other minima could be reached by a gauge transformation:
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φ= 1√
2
(
0
ν+h(x)
)
, (1.34)
where h(x) is a perturbative expansion around the minimum value, a real scalar field which
corresponds to a spin 0 boson: the Higgs boson.
The mechanism by which this particular field is chosen from the degeneration of the ground
state is called spontaneous symmetry breaking.
Developing the kinetic term of the Equation. (1.36), (Dµφ)†(Dµφ), we can obtained the mass
terms of the gauge bosons:
mA = 0
mW =
gv
2 =mZ cosθW
mZ =
v
2
√
g2 +g′2
(1.35)
Introducing in the Lagrangian the Yukawa couplings between fermions and the Higgs field,
a mass term for the fermions appears. As example the Lagrangian of the electron is defined as:
L=−λe(ψ¯LφψR+ ψ¯Rφ†ψL)
L=− λe√
2
[
(ν¯e, e¯)L
(
0
v+h
)
eR+ e¯R(0,v+h)
(
νe
e
)
L
]
L=−λev√
2
(e¯LeR+ e¯ReL)− λe√2 (e¯LeR+ e¯ReL)H,
L=−mee¯e−me
v
e¯eH,
(1.36)
where λe is the Yukawa coupling of the electron. The first term of the Lagrangian gives the mass
to the electron me = λev√2 while the second term defines the coupling,
me
v , between the Higgs field
and the electron. Note that the Higgs couples to fermions proportionally to their masses.
The mass of the Higgs boson is given by:
mH =
√
−2µ2 =
√
2λν2 (1.37)
The λ parameter is free in the SM, so the mass of the Higgs boson is not predicted by it. The
4th of July 2012 the ATLAS and CMS collaborations have announced the detection of a new
boson with a mass of around 125 GeV/c2. In March 2013, the measurement of the total angular
momentum and the parity of this new particle have been presented: they are in agreement with
those predicted for the Higgs boson: JP = 0+.
1.1.6 The CKM mechanism
The description of the electroweak interaction presented in Section 1.1.3, doesn’t explain
the couplings between the different quarks generations. This mixing is taken into account by
rewriting the charged current in the weak interaction Lagrangian as:
− g
2
√
2
(u¯′iLγµVijd
j
LW
+
µ + d¯
′j
Lγ
µViju
i
LW
−
µ ) (1.38)
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where Vij = (U †uUd)ij corresponds to the element of the Cabibbo-Kobayashi-Maskawa (CKM)
matrix [1, 2]:
VCKM =
Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 (1.39)
This 3×3 matrix represents the change of basis between the quark mass eigenstates and the
quark interaction eigenstates. It matrix can be parametrised by three angles and one complex
phase.
V =
 c12 s12eiδ 0−s12e−iδ c12 0
0 0 1
×
1 0 00 c23 s23eiδ
0 −s23e−iδ c23
×
 c13 0 s13eiδ0 1 0
−s13e−iδ 0 c13
 (1.40)
where, i, j = 1,2,3 with i 6= j, cij = cos(θij) and sij = sin(θij). The δ is the irreducible complex
phase and the θij are the three angles of the parametrisation. The θ12, responsible of the u-s
quark mixing, is known as the Cabibbo angle and measured to be s12 = 0.22.
The CKM matrix can also be written in terms of the Wolfenstein parametrisation [3]:
VCKM =
 1− λ
2
2 λ Aλ
3(ρ− iη)
−λ 1− λ22 Aλ2
Aλ3(1−ρ− iη) −Aλ2 1
+O(λ4) (1.41)
where A,λ and ρ are the real parameters and η the imaginary part which is responsible for the
only source of CP violation in the SM.
1.1.7 Success of the Standard Model and its limits
Considering, the discovery of the Z0 and W± bosons and of the twelve fermions, the obser-
vation of the CP violation and recently the Higgs boson discovery, the Standard Model has been
a very predictive theory. But despite its success, it has also some limits:
• The Standard Model has 19 free parameters, namely the 9 fermions masses, the 3 coupling
constants, the Z0 and Higgs Boson masses, the 4 parameters from the CKM matrix and
the strong phase describing the CP violation in the strong sector. This large number of
parameters are not predicted and have to be measured experimentally.
• The Standard Model has no explanation for the values of the masses and their huge
difference between the families, neither has an explanation for the number of families
observed.
• Neutrino are massive particles, as demonstrated by the observation of their oscillation,
while no mechanism can give masses to neutrinos in the Standard Model.
• The measured mass of the Higgs boson implies, a huge cancelation between the mass and
the quantum corrections. This issue leads to a motivation for a New Physics at the TeV
scale, which will provide a natural correction of the fine-tuning problem.
• Gravity is not described by the Standard Model.
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• The observed matter, described by the model, represent only 4.8 % of the total mass of
the universe.
• The amount of CP violation is ten orders of magnitude lower that what is needed to
produce the matter-antimatter asymmetry of the universe after the Big Bang.
All these reasons lead many physicists to think that the Standard Model is a part of a more
global model, but, for the moment no manifestation of this "New Physics" has been found. The
study of the B0→K∗0µ+µ− and the measurement of RK∗ , described in this thesis, are a way
to search for manifestation of beyond Standard Model phenomenon.
1.2 Flavour changing neutral currents
Flavour-changing neutral currents (FCNCs) are processes involving a quark transition be-
tween two up-type or two down-type quarks, i.e. a change of quarks families without a change
in electric charge. These FCNC processes are predicted to be rare within the SM, since they
occur only at loop level where the mediating W± bosons are virtual. Measurements of FCNCs
processes are model-independent tests of any new physics model which modifies the properties
of the decay. Indeed, new particles could appear as virtual particles in the loops, causing such
modifications respect to the Standard Model predictions.
The b→ s transitions are an example of FCNC decays, where a photon or dilepton is produced
within a box or a penguin diagram as shown on Figure. 1.2
Figure 1.2: Lowest order penguin (left) and box (right) SM diagrams of a b→ s`+`− transition.
1.2.1 Effective field theory in flavour physics
The formalism of b decays can be expressed with the Operator Product Expansion (OPE),
which integrates out all degrees of freedom above some energy scale µ. This approach is valid
if µ is larger than the relevant energy scale of the decay, which for the B physics is around 5
GeV/c2. This formalism is similar to Fermi’s effective theory of weak decays, in which box or
penguin diagram is interpreted as a four point interaction.
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The matrix element for a high energy process of an effective hamiltonian is defined as:
< f |Heff |i >=
∑
j
Cj(µs)< f |O(µs)j |i > (1.42)
where the Cj , namedWilson coefficients, are complex numbers which encapsulate the high energy,
short distance contribution, while the Oi are local operators to particular gauge structure which
encode the low energy contribution from quarks. The scale µs is the renormalisation scale where
the operators and the Wilson coefficients are evaluated. The advantage of this formalism is that
Wilson coefficients are independent of the underlying process and can include contributions from
new physics models.
The effective Hamiltonian for a b→ s`+`− decay [4] is:
Heff =−4GF√2 VtbV
∗
ts
αe
4pi
∑
i
Ci(µs)O(µs) (1.43)
where GF is the Fermi constant, Vij are CKM matrix elements, αe the fine structure constant.
The local operators important for these b electroweak penguin decays are :
O7 = mb
e
sσµνPRbFµν , O′7 =
mb
e
sσµνPLbFµν ,
O9 = sγµPLb`γµ`, O′9 = sγµPRb`γµ`,
O10 = sγµPLb`γµγ5`, O′10 = sγµPRb`γµγ5`,
where PL,R = (1∓γ5)/2 are a left/right handed chiral projection.
The O7 is the electromagnetic operator, corresponding to the emission of a photon. The O9
and O10 are operators describing the Z penguin and W box diagrams. The O′ operators refer
to right-handed couplings, obtained by replacing PL↔ PR in the Oi operators and conducts, in
the SM, to a ms/mb suppression for the Wilson coefficients C ′i with respect to the Ci.
1.3 The B0→K∗0µ+µ− decay
The B0 → K∗(→ Kpi)µ+µ− decay is a b→ s transition mediated by a flavour changing
neutral current, and the relative Feynmann diagrams are shown in Figure 1.2 at leading order.
It is a particularly interesting decay due to the large number of Wilson coefficients to which
it is sensitive. Indeed, while decays such as B → K∗γ or Bs → µ+µ− 2 can access to one
Wilson coefficient only , C(′)7 or C
(′)
10 respectively, the B0→K∗0µ+µ− decay allows to measure
C
(′)
7 in the very low-q2 region, a mixture of C
(′)
7 −C(′)9 in the low-q2 region and C(′)9 and C(′)10
dominating the high-q2 region. Moreover, from an experimental point of view, channels with
muons are easier to trigger on at LHCb, which makes easier to reconstruct this decay respect to
B0→K∗(→Kpi)e+e−, the corresponding decay with electrons in the final state instead of muons.
This provides a larger number of events available to measure a multiplicity of observables: total
and differential branching fraction as function of q2, CP asymmetries [5], isospin asymmetries [6],
and especially many observables related to the angular distributions of the four particles in the
final-state. Theoretical predictions in the Standard Model framework are available for all these
2The Bs→ µ+µ− decay can also test non-Standard Model Wilson coefficient C(′)S,P
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observables. The experimental measurements can be compared with the predictions to search
for hints of new physics.
The measurement of these angular observables is the main topic of the first part of this thesis
and they will be described in this section.
1.3.1 The angular basis
Different definitions of the decay angles exist in theory and experiment. Details on the
differences between the convention chosen by a majority of the theory publications [4, 7] and
the convention adopted by LHCb for the analysis presented in this thesis and the previous
publications [8, 9] are given in Ref. [10].
The angular basis used in the analysis is illustrated in Fig. 1.3.
• The angle θ` is defined as the angle between the direction of the µ+ (µ−) in the dimuon
rest frame and the direction of the dimuon in the B0 (B0) rest frame, explicitly for the
B0:
cosθ` =
(
pˆ
(µ+µ−)
µ+
)
·
(
pˆ
(B0)
µ+µ−
)
=
(
pˆ
(µ+µ−)
µ+
)
·
(
−pˆ(µ+µ−)B0
)
, (1.44)
and for the B0 decay:
cosθ` =
(
pˆ
(µ+µ−)
µ−
)
·
(
pˆ
(B0)
µ+µ−
)
=
(
pˆ
(µ+µ−)
µ−
)
·
(
−pˆ(µ+µ−)
B0
)
, (1.45)
• The angle θK is defined as the angle between the direction of the kaon in the K∗0 (K∗0)
rest frame and the direction of the K∗0 (K∗0) in the B0 (B0) rest frame.
cosθK =
(
pˆ
(K∗0)
K+
)
·
(
pˆ
(B0)
K∗0
)
=
(
pˆ
(K∗0)
K+
)
·
(
−pˆ(K∗0)B0
)
(1.46)
for the B0 and
cosθK =
(
pˆ
(K∗0)
K−
)
·
(
pˆ
(B0)
K∗0
)
=
(
pˆ
(K∗0)
K−
)
·
(
−pˆ(K∗0)
B0
)
(1.47)
for the B0 decay.
• The angle φ is the angle between the plane containing the µ+ and µ− and the plane
containing the kaon and pion from the K∗0. The definition of the angle φ for the B0 is
given by:
cosφ=
(
pˆ
(B0)
µ+ × pˆ
(B0)
µ−
)
·
(
pˆ
(B0)
K+ × pˆ
(B0)
pi−
)
, (1.48)
sinφ=
[(
pˆ
(B0)
µ+ × pˆ
(B0)
µ−
)
×
(
pˆ
(B0)
K+ × pˆ
(B0)
pi−
)]
· pˆ(B0)K∗0 (1.49)
for the B0 and by:
cosφ=
(
pˆ
(B0)
µ− × pˆ
(B0)
µ+
)
·
(
pˆ
(B0)
K− × pˆ
(B0)
pi+
)
, (1.50)
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K+
pi−
K∗0 θK
µ+
µ−
B0
θ`
(a) θK and θ` definitions for the B
0 decay
µ−
µ+
K+
pi−
B0
K∗0 φ
K+ pi−
nˆKpi
pˆKpi
µ−
µ+
nˆµ+µ−
(b) φ definition for the B0 decay
pi+
K−
K∗0
µ−
µ+
B0
φ
K− pi+
nˆKpi
 pˆKpi
µ−
µ+
nˆµ−µ+
(c) φ definition for the B0 decay
Figure 1.3: Graphical representation of the angular basis used for B0→K∗0µ+µ− and B0→K∗0µ+µ−
decays in this paper. The notation nˆab is used to represent the normal to the plane containing particles
a and b in the B0 (or B0) rest frame:
sinφ=−
[(
pˆ
(B0)
µ− × pˆ
(B0)
µ+
)
×
(
pˆ
(B0)
K− × pˆ
(B0)
pi+
)]
· pˆ(B0)
K∗0
(1.51)
for the B0 decay.
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The pˆ(Y )X are unit vectors describing the direction of a particle X in the rest frame of the
system Y . In every case the particle momenta are first boosted to the B0 (or B0) rest frame.
In this basis, the angular definition for the B0 decay is a CP transformation of that for the B0
decay.
1.3.2 The differential decay rate
The differential decay rate of B0→K∗0µ+µ− and B0→K∗0µ+µ− decays, in terms of q2 and
the three angles, θK , θl and φ, is given by:
d4Γ[B0→K∗0µ+µ−]
dcosθ`dcosθK dφdq2
= 932pi
∑
i
Ji(q2)fi(cosθ`,cosθK ,φ) (1.52)
= 932pi
[
Js1 sin2 θK +Jc1 cos2 θK +
Js2 sin2 θK cos2θ`+Jc2 cos2 θK cos2θ` +
J3 sin2 θK sin2 θ` cos2φ+J4 sin2θK sin2θ` cosφ +
J5 sin2θK sinθ` cosφ+Js6 sin2 θK cosθ` +
J7 sin2θK sinθ` sinφ+J8 sin2θK sin2θ` sinφ +
J9 sin2 θK sin2 θ` sin2φ
]
.
Here, the q2 dependent angular observables Ji(q2) are given by:
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Js1 =
(2 +β2µ)
4
[|AL⊥|2 + |AL‖ |2 + |AR⊥|2 + |AR‖ |2]+ 4m2µq2 <e(AL⊥AR∗⊥ +AL‖AR∗‖ )
Jc1 = |AL0 |2 + |AR0 |2 +
4m2µ
q2
[|At|2 + 2<e(AL0AR∗0 )]
Js2 =
β2µ
4
[
|AL⊥|2 + |AL‖ |2 + |AR⊥|2 + |AR‖ |2
]
Jc2 =−β2µ
[
|AL0 |2 + |AR0 |2
]
J3 =
β2µ
2
[
|AL⊥|2−|AL‖ |2 + |AR⊥|2−|AR‖ |2
]
J4 =
β2µ√
2
[
<e(AL0AL∗‖ ) +<e(AR0 AR∗‖ )
]
J5 =
√
2βµ
[
<e(AL0AL∗⊥ )−<e(AR0 AR∗⊥ )
]
Js6 = 2βµ
[
<e(AL‖AL∗⊥ )−<e(AR‖ AR∗⊥ )
]
J7 =
√
2βµ
[
=m(AL0AL∗‖ )−=m(AR0 AR∗‖ )
]
J8 =
β2µ√
2
[
=m(AL0AL∗⊥ ) +=m(AR0 AR∗⊥ )
]
J9 = β2µ
[
=m(AL∗‖ AL⊥) +=m(AR∗‖ AR⊥)
]
(1.53)
with β2µ = (1− 4m(µ)2/q2). The angular distribution therefore depends on 7 q2 dependent
complex amplitudes (AL,R0 , A
L,R
‖ , A
L,R
⊥ and At) corresponding to different polarisation states of
the B→K∗V ∗ decay. The K∗0 is on-shell and has three polarisation states, (+,−,0). The V ∗ is
off-shell and has 4 possible states, (+,−,0, t). The amplitude At corresponds to a longitudinal
polarisation of the K∗0 and time-like polarisation of the dimuon system. It is suppressed and
can be safely neglected, leaving six complex amplitudes.
The labels L and R refer to the chirality of the dimuon system. In the limit that the decay
is dominated by a vector current AL‖,⊥,0 =AR‖,⊥,0, J5,6,7 = 0 and the angular expression collapses
to the expression for B0→ J/ψK∗0:
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d3Γ[B0→ J/ψK∗0]
dcosθ`dcosθK dφ
= 932pi
[
2|A0|2 cos2 θK sin2 θ` +
1
2
(
|A‖|2 +A⊥|2
)
sin2 θK(1 + cos2 θ`) +
1
2
(
|A⊥|2−|A‖|2
)
sin2 θK sin2 θ` cos2φ +
√
2<e(A0A∗‖)sin2θK sin2θ` cosφ +
1√
2
=(A0A∗⊥)sin2θK sin2θ` sinφ +
=(A‖A∗⊥)sin2 θK sin2 θ` sin2φ
]
(1.54)
In the limit of q2 4m(µ)2 the factor β2µ→ 1 and :
dΓ
dq2 = |A
L
⊥|2 + |AL‖ |2 + |AL0 |2 + |AR⊥|2 + |AR‖ |2 + |AR0 |2
In this limit, Jc2 =−Jc1 and Js2 = Js1/3. While the differential decay rate in Eq. (1.52) is defined
for the decay of the B0 meson, the decay of the B0 is given in complete analogy by
d4Γ[B0→K∗0µ+µ−]
dcosθ`dcosθK dφdq2
= 932pi
∑
i
J¯i(q2)fi(cosθ`,cosθK ,φ). (1.55)
The identical form of this equation compared to Eq. (1.52) is a consequence of our angular
definition described in Sec. 1.3.1. Following Ref. [4], it is customary to define CP-averaged
observables Si and CP-violating observables Ai according to
Si =
Ji+ J¯i(
dΓ + dΓ¯
)
/dq2
(1.56)
Ai =
Ji− J¯i(
dΓ + dΓ¯
)
/dq2
. (1.57)
The normalisation condition implies 34 (2Ss1 +Sc1)− 14 (2Ss2 +Sc2) = 1. In the limit of massless
leptons, the CP-averaged observables are related by Sc2 =−Sc1 and Ss2 = Ss1/3 as discussed above.
Often, the forward-backward asymmetry AFB, and the longitudinal (transverse) polarisation
fraction FL (FT ) are referred to in the literature. These quantities are related to the CP-averaged
observables Si according to:
AFB =
3
4S
s
6
FL = Sc1 =−Sc2
FT = 4Ss2.
In the CP-averaged basis, the B0→K∗0µ+µ− angular distribution is given by,
17
Theoretical contest of particle physics
1
d(Γ +Γ¯)/dq2
d3(Γ +Γ¯)
dcosθ`dcosθK dφ
= 932pi
[3
4(1−FL)sin
2 θK +FL cos2 θK + (1.58)
1
4(1−FL)sin
2 θK cos2θ`−FL cos2 θK cos2θ` +
S3 sin2 θK sin2 θ` cos2φ+S4 sin2θK sin2θ` cosφ +
S5 sin2θK sinθ` cosφ+
4
3AFB sin
2 θK cosθ` +
S7 sin2θK sinθ` sinφ+S8 sin2θK sin2θ` sinφ +
S9 sin2 θK sin2 θ` sin2φ
]
.
1.3.3 Interference with other K+pi− states
Eq. 1.58 is valid if the K+pi− system is in a P -wave configuration, as is the case for the
K∗0(892) vector meson. If the K+pi− system is in a S-wave configuration or in a configuration
with higher angular momentum up to Jmax, the substitutions:
A(J = 1)L,R0 ·Y 01 (θK ,0)→
Jmax∑
i=0
AL,R0 (i) ·Y 0i (θK ,0) and (1.59)
A(J = 1)L,R‖,⊥ ·Y 01 (θK ,0)→
Jmax∑
i=1
AL,R0 (i) ·Y −1i (θK ,0) (1.60)
need to be made, where the Y ml (θK) are spherical harmonics. The relevant spherical harmonics
for S, P and D-wave are
Y 00 (θK) =
1
2
√
pi
Y 01 (θK) =
1
2
√
3
pi
cosθK
Y 02 (θK) =
1
4
√
5
pi
(3cos2 θK −1)
Y −11 (θK) =
1
2
√
3
2pi sinθK
Y −12 (θK) =
1
2
√
15
2pi sinθK cosθK .
1.3.3.1 S-wave interference
For the decay B0→ J/ψK∗0 the S-wave fraction was determined to be (6.4±0.3±1.0)% in
a mass window of ±70MeV around the known K∗0 mass using 1 fb−1 of LHCb data [11]. In
the previous publications [8, 9] the presence of an S-wave contribution in B0→K∗0µ+µ− was
accounted for by assigning a systematic uncertainty. In this analysis, the S-wave parameters
are included in the maximum likelihood fit and treated as nuisance parameters. Therefore,
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Eq. (1.52) needs to be modified according to
d4Γ
dcosθ`dcosθK dφdq2
∣∣∣∣
S+P
→ d
4Γ
dcosθ`dcosθK dφdq2
∣∣∣∣
P
+
9
32pi
[
J ′c1 +J ′′
c
1 cosθK +J ′
c
2 cos2θ` +J ′′
c
2 cosθK cos2θ` +
J ′4 sin2θ` sinθK cosφ +J ′5 sinθ` sinθK cosφ +
J ′7 sinθ` sinθK sinφ +J ′8 sin2θ` sinθK sinφ
]
(1.61)
with
J ′c1 =
1
3 |A
L
J=0|2 +
1
3 |A
R
J=0|2
J ′′c1 =
2√
3
[
<e(ALJ=0AL∗0 ) +<e(ARJ=0AR∗0 )
]
J ′c2 =−
[1
3 |A
L
J=0|2 +
1
3 |A
R
J=0|2
]
J ′′c2 =−
2√
3
[
<e(ALJ=0AL∗0 ) +<e(ARJ=0AR∗0 )
]
J ′4 =
√
2
3
[
<e(ALJ=0AL∗‖ ) +<e(ARJ=0AR∗‖ )
]
J ′5 = 2
√
2
3
[
<e(ALJ=0AL∗⊥ )−Ree(ARJ=0AR∗⊥ )
]
J ′7 = 2
√
2
3
[
=m(ALJ=0AL∗‖ )−=m(ARJ=0AR∗‖ )
]
J ′8 =
√
2
3
[
=m(ALJ=0AL∗⊥ ) +=m(ARJ=0AR∗⊥ )
]
(1.62)
and
dΓ
dq2 =
dΓP
dq2 +
dΓS
dq2 =
[
|ALJ=0|2 + |ALJ=1,0|2 + |ALJ=1,‖|2 + |ALJ=1,⊥|2 +
|ARJ=0|2 + |ARJ=1,0|2 + |ARJ=1,‖|2 + |ARJ=1,⊥|2
] (1.63)
The fraction of longitudinal polarisation is given by
FS = |ALJ=0|2 ·
1
dΓ/dq2 (1.64)
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In the CP-averaged basis, the B0→K∗0µ+µ− angular distribution needs to be changed to
include both the S-wave and interference between S- and P-wave, resulting in
1
d(Γ +Γ¯)/dq2
d(Γ +Γ¯)
dcosθ`dcosθK dφ
∣∣∣∣∣
S+P
= (1−FS) 1d(Γ +Γ¯)/dq2
d(Γ +Γ¯)
dcosθ`dcosθK dφ
∣∣∣∣∣
P
(1.65)
+ 316pi
[
FS sin2 θ`+SS1 sin2 θ` cosθK
+SS2 sin2θ` sinθK cosφ
+SS3 sinθ` sinθ)K cosφ
+SS4 sinθ` sinθK sinφ
+SS5 sin2θ` sinθK sinφ
]
.
1.3.4 Less form-factor dependent observables
The angular observables can be reparametrized such that leading form-factor uncertainties
cancel to first order. The authors of Ref. [12] propose the basis consisting of FL (or AFB) and
the observables P (′)i that can be calculated from the observables Si according to:
P1 = 2
S3
1−FL
P2 =
1
2
Ss6
1−FL =
2
3
AFB
1−FL
P3 =− S91−FL
P ′4 =
S4√
FL(1−FL)
P ′5 =
S5√
FL(1−FL)
P ′6 =
S7√
FL(1−FL)
P ′8 =
S8√
FL(1−FL)
.
1.4 RK∗ measurement
In the SM, the gauge bosons couple equally to the different flavours of lepton. The Higgs
boson instead couples differently and is responsible for the mass spectrum of the leptons. Hiller
and Krüger [13] proposed to test this lepton universality measuring the ratio RH of the decay
rates of B mesons into final states with leptons.
RH =
Γ[B→Hµ+µ−]
Γ[B→He+e−] (1.66)
where H can be an inclusive state containing a s quark (Xs) or a s quark resonance: φ, K, K∗.
These ratios are expected to be RH = 1, in the case of massless leptons. Taking into account
the lepton mass, giving an effects of order m
2
µ
m2
b
, the prediction [13, 14]of the SM in the full q2
range are:
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RK = 1.0003±0.0001,
RK∗ = 0.991±0.002
Given the high precision of the predictions, the measurement of the RH allows to search in a
model independent way the existence of non Standard Model scalar and pseudo scalar interac-
tions with couplings depending on the lepton flavour.
After the previous measurement from BaBar [15] and Belle [16], in 2014 the LHCb experi-
ment, has measured RK [17] in the 1< q2 < 6 range:
RK [1,6] = 0.745+0.090−0.074(stat)±0.036(syst),
which differs from the SM prediction by 2.6σ, as shown in Figure 1.4.
]4c/2 [GeV2q
0 5 10 15 20
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1.5
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LHCb BaBar Belle
Figure 1.4: RK ratio measurements by the LHCb (black dot), BaBar (red square) and Belle
(blue triangle) experiments.
This result is not an evidence of presence of new physics by itself, but can be related with the
results from BaBar on B→D(∗)τν decays [18,19] which have also shown hints of a violation of
lepton universality. A recent measurement of R(D∗) by the LHCb experiment [20] has confirmed
the deviation of 2.1σ from the SM seen by BaBar. These results have led to many theoretical
speculations. In this context, a measurement of the RK∗ ratio is expected to confirm or not these
hints of lepton non-universality and will help to distinguish between alternative New Physics
models [21]. At the moment the analysis is being performed at LHCb with 3 fb−1 of data, and
the current status is presented in Chapter 6. The meauserement is done in three q2 regions. This
choice is related to the different diagrams contributing in each region. At low q2, the b→ s`+`−
decays are dominated by the photon pole and the C7 Wilson coefficient. In the central bin,
1 < q2 < 6 GeV2/c4, the decay is dominated by an interference between C7 and C9. On the
high-q2 region, we have a mixture of C9 and C10.
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The measurement of RK∗ in each q2-region will be obtained by the following formula:
RK∗(q2min, q2max) =
∫ q2max
q2min
dB(B0→K∗0µ+µ−)
dq2∫ q2max
q2min
dB(B0→K∗0e+e−)
dq2
dq2
The C7 Wilson coefficient has been also largely tested through measured of B→K∗γ, [22]
and is in good agreement with the SM. So we do not expect large effects of new physics to show
up in the first q2 bin, but the measurement in the low q2 region will anyway constitute a solid
validation of the analysis technique for the other regions.
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The LHCb experiment at the Large Hadron Collider LHC of the CERN laboratory is a
international collaboration of more than 1121 physicists from 68 institutions and 16 different
countries. In France five laboratories of the IN2P3 institute are involved in the project. The
experiment participates in the challenge of finding answers to the fundamental particle physics
open questions, with a particular focus on the problem of the matter-antimatter asymmetry and
on the indirect searches for new physics effects in b and c-hadrons decays. After recalling the
main features of the LHC accelerator and the summary of its operation during the first period
of the data taking, this chapter will present the experimental apparatus used to collect the data
on which the analyses presented in this thesis have been performed.
2.1 The LHC
The Large Hadron Collider (LHC) is currently the biggest and most powerful particle ac-
celerator in the world. This circular accelerator is based at CERN (European Organisation
for Nuclear Research), in the French-Switzerland border, near Geneva. The LHC uses the 27
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kilometres underground ring that was holding the Large Electron Positron collider (LEP) in the
90’s. It has been conceived to accelerate protons up to an energy reaching 6.5 TeV per nucleon,
in two beams of opposite directions which collide in four different points inside the tunnel, where
the main experiments are localized:
• two general purpose detectors, ATLAS [1] (A Thoroidal Lhc ApparatuS) and CMS [2]
(Compact Muon Solenoid), have been conceived to search for the Higgs boson, accomplish
some precision measurements of the standard model and also look for phenomenon beyond
the standard model.
• the detector LHCb [3](LHC beauty), optimized to study the flavour physics.
• the detector ALICE [4] (A Large Ion Collider Experiment), dedicated to the study of the
quark-gluon plasma in the heavy ions collisions.
Three additional experimental facilities, smaller in size, are installed. TOTEM is an experiment
dedicated to the measurement of total cross section, elastic scattering and diffractive processes
at LHC energies. LHCf (LHC-forward) is dedicated to measure the production cross section
of neutral particles in the forward direction in pp and heavy ions collisions, to better constrain
models of energetic showers. MoEDAL (Monopole and Exotics Detector At the LHC) is ded-
icated to the search for magnetic monopole and other highly ionizing stable massive particles,
and is installed inside the LHCb pit. A schematic overview of the experiments, the LHC and
the CERN accelerator complex is given in the figure 2.1.
2.1.1 Summary of the first period of work (Run I)
The first data taking period has started in 2010 and has lasted until the beginning of 2013.
LHCb has recorded a luminosity of 1.1 fb−1 at a centre-of-mass energy of
√
s = 7TeV (2010-
2011), and 2.08 fb−1 at
√
s = 8TeV (2012). During the Run I, LHCb measured with the 2011
dataset the cross-section at
√
7 TeV to be 284± 20± 49 µb [5]. A total of 26× 1010 of bb and
59×1011 cc pairs were produced within the LHCb acceptance.
2.2 The LHCb detector
The LHCb [3] detector is a single-arm forward spectrometer designed to perform precision
measurements of b and c hadrons decays. LHCb has an angular coverage in the [10 mrad, 300
mrad (250 mrad)] range in the bending (non-bending) plane, corresponding to a pseudorapidity1
region of 2 < η < 5. This geometry is adopted since the bb pairs are mostly produced in the
forward (and backward) direction at the LHC, as shown by Pythia simulation in Fig.2.2.
The layout of the LHCb detector can be seen in Fig. 2.3. The right-handed coordinate
system adopted by LHCb is defined has the z axis along the beam axis and the y axis along the
vertical.
The LHCb detector includes several sub-detectors providing measurement of the trajectory
of the particles (vertex locator, trackers ) and their identifications (RICH, calorimeters and
muon chambers). The whole detector is describe in this section as well as the trigger system.
1The pseudorapidity is defined as η = − ln[tan θ2 ], where θ is the angle between particle momentum and the
beam axis.
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Figure 2.1: The CERN accelerator complex.
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Figure 2.2: Polar angles correlation of the b and the b, obtained from a Pythia 8 simulation
at
√
14 TeV. The LHCb acceptance is represented by the red area.
s
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Figure 2.3: Layout of the LHCb detector, with the different sub-detectors and the right-handed
coordinate system.
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2.2TheLHCbdetector
2.2.1 Thetrackingsystem
InLHCbthetrackingsystemiscomposedofﬁvesubsystem:theVErtexLocator(VELO)
placedaroundtheregionwherethebeamscolide,amagnet,theTriggerTracker(TT)infront
ofthemagnetandthreetrackingstations(T1-T3)behindthemagnet.TheVELOandTTare
siliconmicrostripdetectors,whileT1-T3usesiliconmicrostripintheirinnerpartsandstraw
tubesintheirouterparts.
2.2.1.1 TheVErtexLOcator
TheVELOisthesub-detectorwhichisclosesttotheinteractionpoint.Itisconceivedto
provideapreciseprimaryandsecondaryvertexdetermination. Thisdeterminationalowsto
measurethedecaylifetimesτ,ofthebandchadronsdecays(approximately10−12sforB
mesonsand0.5−1×10−12sforDmesons).TheVELOiscomposedof21stationsofsilicon
modules(Figure.2.4)placedalongthebeamdirection.Eachstationhas2typesofmodules:R-
sensorstomeasuretheradialdistancetothebeamaxis,andφ-sensorstomeasuretheazimuthal
coordinatesofthechargedparticles.Twoadditionalpile−upstationsareplacedupstreamof
theinteractionpointtoalowafastdeterminationofthenumberofprimaryverticesaswelas
thebackwardchargedtracksmultiplicity.Eachsensorhasanexternalradiusof42mmandan
internaloneof8mm,andtheyaremadeupof2048siliconstrips.ThetwohalvesoftheVELO
areretractable,alowingtohavealargeropening,upto6cm,toprotectthesensorduringthe
beamsinjection. Duringnormalcondition,theyoverlapforalignmentpurposes,andcoveran
acceptanceof1.6<η<4.9.
Figure2.4: Crosssectioninthe(x,y)planeoftheVELOsiliconsensors,aty=0,withthe
detectorinthefulyclosedposition.Thetwodrawingsonthebottomilustratetheclosedand
openpositions.Thetwopile-upvetostationsarelocatedupstreamoftheVELOsensors.
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2.2.1.2 The tracking system and magnet
The magnet
The dipole magnet of LHCb, shown in Figure 2.5, is a non superconducting dipole with an
integrated field of 4 Tm, required for high momentum resolution. It’s composed of two identical
coils of conical saddle shape, placed mirror-symmetrically to each other in the magnet yoke.
Figure 2.5: Picture of the LHCb dipole mag-
net installed in the cavern.
Figure 2.6: Magnetic field By along the z axis
for both magnet polarities.
A magnetic field mapping measurement has been performed for the three spatial components.
In Figure 2.6 it is shown for the y component of the field as an example, for both polarities. The
non-uniformities of the field are at the order of 1%. The polarity of the magnet can be reversed
in order to study systematics effects due to possible left-right detection asymmetries.
The silicon tracker: Tracker Turicensis and Inner Tracker
The silicon tracker is the generic name for two detectors: the Tracker Turicensis (TT) located
upstream of the magnet and the Inner Tracker (IT) located downstream of the magnet. Scheme
of an IT and a TT detector layer are shown in Figure 2.7 and 2.8 respectively. They both use
silicon microstrip sensors with a strip pitch of about 200µm providing a 50µm single hit spatial
resolution. Each station has four layers disposed along the x−u− v−x axis, where x refer to
the vertical and the u and v are tilted around the z axis by −5◦ and +5◦ respectively.
The TT is composed of four tracking station layers located upstream of the magnet and
downstream of the RICH1 detector. It is a rectangular area of 150cm wide and 130cm high,
covering the full LHCb acceptance.
The IT systems is located downstream of the magnet covering the inner region of the three
tracking stations T1, T2 and T3. They are 120cm×40cm cross-shaped planes.
Outer Tracker
The Outer Tracker (OT) is a drift time system for precise momentum measurement and track
detection, Figure 2.9. The three stations T1, T2 and T3 are placed downstream the magnet
in the same plane as the IT. Each station is made of four layer of 64 gas-tight straw-tubes of
4.9mm of diameter. The four layer are also disposed along the x−u− v−x geometry used by
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Figure 2.7: Scheme of an IT station. Figure 2.8: Layout of a TT detector module
the other tracking stations. The gas in the straw-tubes is a mixture of 70% Argon and 30% CO2
which provides a fast drift time, below 50 ns, and a good drift-coordinate resolution of 200µm.
Figure 2.9: Arrangement of OT straw-tube modules in layers and stations (cyan) around the
IT stations (purple).
2.2.2 The particle identification system
2.2.2.1 The RICH detector
The precise particle identification, mainly needed to discriminate between the different
hadronic channels, is performed by two dedicated Ring Imaging Cherenkov (RICH) systems.
For tracks with low momentum range, 1−60GeV/c, the particle identification is provided by the
first RICH detector (RICH1), Figure 2.10, which is located upstream the magnet. Instead, for
higher momenta particles from ≈ 15 to 100GeV/c, is the second RICH (RICH2), Figure 2.11,
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located downstream the magnet, that gives the particle identification information. The RICH1
is made of aerogel and fluorobutane C4F10 while the RICH2 uses CF4 as radiator material. The
choice of the radiators is illustrated in Figure 2.12. The RICH2 has a limited acceptance in com-
parison with the LHCb detector, 15 mrad to 120mrad (100 mrad) in the bending (non-bending)
plane, but covers the area where the high momentum particles are located.
A charged particle passing through the radiator with a velocity cβ greater than the speed of
light c/n in the material, emits Cherenkov photons in shape of a cone around the direction of
propagation. The angle of the cone, called Cherenkov angle, is expressed as cosθCherenkov = 1nβ
and is related to the mass and momentum of the particle. In both RICH1 and RICH2, the
Cherenkov light emitted by the particle is reflected by a combination of mirrors and directed
to the Hybrid Photon Detectors (HPDs) installed outside the LHCb acceptance, where it is
collected.
Figure 2.10: Side view schematic layout of the
RICH1 detector
Figure 2.11: Side view schematic layout of the
RICH2 detector
2.2.2.2 The calorimeters
The LHCb calorimeters are conceived to identify the electrons, photons and hadrons and to
measure their energies and direction. The calorimeters are also used in the hardware trigger to
select particles with high transverse energy. Four subsystems compose the LHCb calorimeter:
a Scintillator Pad Detector (SPD), a PreShower detector (PS) and finally an Electromagnetic
(ECAL) and Hadronic (HCAL) calorimeters, shown in Figure 2.13. All the four detectors work
with the shashlik technology: they are sampling devices using scintillator material, and the
scintillating light is transmitted to photomultiplier tubes (PMT) by wavelength-shifting (WLS)
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Figure 2.12: Cherenkov angle as function of the particle momentum for different RICH radiators
and different particle masses.
fibres. The electronics of this system of sub-detectors is design to be as fast as possible for
trigger purposes.
The SPD and PS
The SPD and PS are the first component of the calorimeters. They are composed of a single
15 mm thick scintillators pads with a Pb layer equivalent to 2.5X0 placed in between them. To
match the ECAL segmentation, the SPD and PS are divided into three regions: Inner (composed
of 3072 cells), Middle (3584) and Outer (3376). The WLS fibres are read out by multianode
photomultiplier tube (MAPMT), which makes them fast multi-channel detectors.
Figure 2.13: Shower development in the calorimeter system for different particle types.
The ECAL
The ECAL is placed at 12.5m of the interaction point, it is 7.8m wide and 6.3m high. Is
made of 66 successive layers of 2mm thick lead and 4mm thick scintillator. It is 84 cm deep,
equivalent to 25 radiation lengths, which guarantees full containment of high energy photon
showers. As the hit density is a function of the distance to the beam pipe, and it varies by two
order of magnitude over the calorimeters, this sub-detector is divided into three regions. Close
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to the z axis, where the particle multiplicity is highest, the detectors cells are smallest, in the
Outer region the cells are largest. This design choice provides a modest energy resolution, but on
the other hand ensures fast response, uniformity, acceptable radiation resistance and reliability.
The energy resolution of the ECAL is σEE =
(9±0.5)%√
E
⊕(0.8±0.2)%, where E is expressed in GeV.
The HCAL
The HCAL is placed at 13.33m of the interaction point, it is 6.8m wide and 8.4m high and
1.65m depth, equivalent to 5.6 interaction lengths. It employs a non-typical structure where
the scintillating tiles are arranged parallel to the beam axis and it is transversally segmented
in two regions, with double cell size in the Outer region with respect to the Inner one. The
HCAL uses 1cm thick tiles of iron alternated with 3mm thick scintillator layers. The resolution
is σEE =
(69±5)%√
E
⊕ (9±2)%, where E is expressed in GeV.
(a) ECAL (b) HCAL
Figure 2.14: Cell sizes for the ECAL (left) and for the HCAL (right)
2.2.2.3 The muon chambers
The LHCb muon system provides an essential trigger information as well as oﬄine particle
identification. There are five rectangular-shaped muon chamber, placed along the beam axis.
The M1 station is located upstream of the SPD, to provide a better transverse momentum
measurement at the trigger level, while M2-M5 are downstream of the HCAL. Iron absorbers of
80cm thickness are placed between the four last stations in order to select penetrating muons.
To have a rather constant particle flux and channel occupancy over the muon detector surface,
each station is divided in four regions (R1,R2,R3,R4), with segmentation scale ratios of 1:2:4:8.
They are all multi-wire proportional chambers (MWPC), except the R1 regions in M1, which
use triple-GEM detectors. Muon stations allow muons to be reconstructed with a 20 % of pT
resolution, sufficient for the L0 trigger. Trajectories from the tracking stations are extrapolated
to the muon system and if hits in the muon chambers are found, such tracks are identified as
muon candidates. In 2012 the muon identification efficiency was excellent: 97% with only 1-3%
pion-to-muon mis-identification probability.
2.2.3 Trigger
The trigger system reduces the rate of the events written on tape from 40 MHz down to few
kHz, and it is based on two main levels: the Level-0 trigger (L0), which is hardware based, and
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(a) (b)
Figure 2.15: (left) Side view of the muon stations. (right) Logical pad arrangement
the High Level Trigger (HLT), which is software based. The scheme of LHCb trigger system
adopted in the 2011-2012 data taking period is presented in Figure 2.16.
The trigger uses the kinematics properties of b hadron decays to identify events in which
bb pairs are produced. The rate of muon production in pp interactions is considerably smaller
than that of hadrons. Muons have also higher efficiency than hadrons. Therefore, the trigger
strategy for the B0→K∗0µ+µ− analyses discussed in this thesis is based on the muons.
2.2.3.1 First level
Most of the detector components of LHCb can be read out at a maximum rate of 1 MHz,
while the proton bunch crossing frequency is 40 MHz. The Level-0 (L0) is a hardware trigger
based on custom made front-end electronics. It operates synchronously with the 40 MHz bunch
crossing frequency and reduces the rate to 1 MHz. The L0 exploits the fact that heavy b hadrons
have large masses, so their decay products are particles with large transverse momentum (pT) or
transverse energy (ET). The L0 trigger reconstruct and select the highest ET hadron, electron
or photon in the calorimeter systems and the two highest pT muons in the muon chambers.
The calorimeter trigger system uses all calorimeter stations, forms clusters by adding 2×2
cells and computes the transverse energy of these clusters and select the highest ET candi-
dates. The transverse energy threshold is ET > 3.5 GeV for hadrons and ET > 2.5GeV for an
electromagnetic shower.
The muon hardware trigger requires one muon with pT > 1.48 GeV/c or two muons with√
pT,1 ·pT,2 > 1.296 GeV/c and there are no requirement that the two muons have opposite
charges.
The thresholds mentioned before refer to the 2011 data taking period. In 2012 the thresholds
had to be changed to adapt to the higher collision energy and higher luminosity. They were
raised to: 3 GeV for the hadronic trigger, 3 GeV for the electromagnetic trigger, 1.76 GeV/c for
the single muon trigger and 1.6 GeV/c for the di-muon trigger.
In addition, a few global quantities are extracted by the L0, as the total number of tracks
which is obtained counting the number of hits in the SPD
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(a) Trigger system used in 2011 (b) Trigger system with deferring used in 2012
Figure 2.16: Scheme of the different trigger used during 2011 (2.16(a)) and 2012 (2.16(b)) data
taking period.
2.2.3.2 HLT level
The software trigger consists of a C++ application reducing the 1MHz output rate of the
L0 trigger to 5kHz to be stored on disk. It is subdivided into two main components, HLT1 and
HLT2, to optimise the use of the computation power of the computer farm.
HLT1
The first level of the software trigger (HLT1) performs a partial event reconstruction by using
the information from the VELO reconstruction algorithm realizing a full 3D pattern recognition.
Tracks are selected according to their impact parameter (IP) and their track quality. Then the
selected tracks are extrapolated to the tracking stations, where their momentum are determined
and a minimum momentum cut is applied. The output rate at this stage is around 30 kHz.
HLT2
After the HLT1 trigger the output rate is low enough to perform a full event reconstruction.
VELO tracks are built using a seeding algorithm, and their measured momentum from the
tracking stations is required to be p> 5 GeV/c with pT > 0.5 GeV/c. An identification algorithm
is applied for electrons and muons by matching tracks in ECAL and muon stations. In the HLT2,
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the event rate is sufficiently low to run topological triggers, which look for 2-,3- or 4-body objects
using the track quality, the IP and the distance of closest approach (DOCA). The HLT2 contains
a series of lines, each of them selecting a particular types of events. The bandwidth granted
to each line is the main constraint in their design, and is modulated according to the LHCb
physics program priorities. This flexibility is one of the strong points of this highly performant
trigger. In 2012 the so-called "deferred HLT", Figure 2.16(b), was implemented: the idea was
to take profit of the time between two LHC fills to process the data in the HLT trigger. This
increase the computing resources available over time and so allows to increase the output trigger
rate. About 20 % of the data selected by the L0 trigger in a fill were temporary written to disk,
waiting to be processed by the HLT during the next inter-fill period.
2.2.3.3 Categories of the trigger decisions: TIS, TOS, Dec
At any level of the trigger, an event can be classified in three non-exclusive categories:
• Trigger On Signal (TOS) : Event which are triggered in the signal decay independently of
the presence of the rest of the event. The TOS criterion is satisfied if there exists at least
one trigger object all of whose tracks have overlap with the signal.
• Trigger Independent of Signal (TIS) : Events which are triggered independently of the
presence of the signal. In order for an event to be TIS, there must exist at least one
trigger object which does not have any overlap with the signal. TIS events are trigger
unbiased except for correlations between the signal decay and the rest of the event.
• Trigger Decision (Dec): Events which are triggered either by signal trigger (TOS) or by
the trigger independent of the signal (TIS) without separating these two categories.
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The first part of the analysis measuring the angular observables described in Section 1.3.2
is the search for B0→K∗0µ+µ− candidates among all the events collected by the detector. It
is important to elaborate an efficient event selection procedure that, while keeping the most
of signal events, rejects most of the background events, as they are expected to pollute the
angular distribution and to potentially affect the angular measurements. Here we describe
this selection procedure, comprising several steps. The first is the choice of trigger lines that
allowed to register the interesting events during the data taking, described in Section 3.2. It
is followed by a generic loose preselection, named “stripping”, presented in Section 3.3, aimed
to reduce the amount of data to be analysed with a very high efficiency, and common to a
different analyse with two muons in the final state. A set of additional loose requirements
constitutes the preselection described in Section 3.4, common to the angular analysis [1] and
the S-wave analysis [2]. After these preliminary and more generic steps, the selection focuses
on reducing as much as possible the two main background categories affecting the identification
of B0→ K∗0µ+µ− decays: the peaking background and the combinatorial background. The
peaking background comes from exclusive b-hadron decays that are badly reconstructed and
follow into the signal region: dedicated particle-identification criteria and invariant mass cuts
can reduce their amount, as shown in Section 3.5. Instead, a multivariate technique combining
a set of kinematic and identification variables, described in Section 3.6, is used to considerably
reduce the level of the combinatorial background, which originates from random combinations of
tracks faking the signal. This selection of events, also described extensively in Ref. [3], improves
the performances of the selection strategy of the previous analysis [4].
3.1 Data and simulation
The angular analysis described in this thesis is based on data corresponding to an integrated
luminosity of 3 fb−1, collected by the LHCb experiment in pp collisions. The dataset comprises
1 fb−1 of data collected at
√
s = 7 TeV in 2011 and 2 fb−1 of data collected at
√
s = 8 TeV in
2012.
Monte Carlo simulated B0→K∗0µ+µ− events, generated according to a phase-space model,
are used to determine the efficiency of the selection and reconstruction. The ratio of possible
sources of pollution from peaking backgrounds are estimated using several simulated samples of
exclusive b-hadron decays. The simulated samples have an approximately equal mix of events
generated using Pythia 6 [5] and Pythia 8. The samples used in this analysis are summarised
in Tab. 3.1.
3.2 Trigger
Candidates are required to pass the trigger requirements listed in Table 3.2, where:
• L0muon: requires at least one muon with transverse momentum pT > 1.48 GeV (in 2011)
and pT > 1.76 GeV (in 2012) .
• Hlt1TrackAllL0: requires a good quality track with pT > 1.6 GeV and displaced from the
primary vertex (PV).
• Hlt1TrackMuon: requires a good quality track with pT > 1 GeV, displaced from primary
vertex (PV) and passing the muon identification criteria.
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Decay Number of events
(a) B0→K∗0µ+µ− (phase-space) 5.5M (stripped)
(b) B0→ J/ψK∗0 (benchmark sample) 2M
(c) B0→K∗0µ+µ− (benchmark sample) 1M
(c) Λ0b→ Λ(1520)µ+µ− 1M
(c) Λ0b→ pK−µ+µ− 2M
(c) B0s→ φµ+µ− 0.6M
(c) B+→K+µ+µ− 1M
Table 3.1: List of the simulated samples used in the analysis. Sample (a) is used for deriving
the effiency correction: the number of events in this case corresponds to the size of the dataset
after the stripping procedure. Sample (b) is used to derive data-simulation corrections. Samples
(b-c) are used to assess exclusive backgrounds levels.
• Hlt2Topo[2,3,4]BodyBBDT or Hlt2TopoMu[2,3,4]BodyBBDT: they combine different vari-
ables e.g. the minimum transverse momentum of the tracks pminT , invariant mass of the
candidates , distance of closest approach (DOCA), using a boosted decision tree.
• Hlt2SingleMuon: has trigger Hlt1TrackMuon and additionally a track χ2 < 2, pT > 1.3
GeV, impact parameter IP>0.5 mm and χ2(IP)> 200.
• Hlt2DiMuonDetached: the di-muon system has a mass below 1 GeV, a pT > 1.5 GeV and
the muons have χ2(IP)> 9 and a decay length significance (DLS) >7.
At all stages the oﬄine-candidates are required to be triggered on signal (TOS), i.e. the trigger
decision is due solely to the presence of the candidate in the event. No significant advantage was
found by allowing candidates triggered independently from signal (TIS), or extra trigger lines.
3.3 Stripping
In order to reduce the size of the data sample used in the rest of the analysis, the events
need to pass a set of very loose cuts. This step of the selection is called "Stripping" within the
LHCb experiment, and might be common to many different analyse sharing common features.
Candidates for the decays B0→K∗0µ+µ− and B0→ J/ψK∗0 are required to pass the stripping
requirements, where a good quality for the B0, the di-muon and the K∗0 verteces are required,
as well as reasonable invariant mass window. The complete set of the stripping requirements
are outlined in Table A.1.
Stage Triggers
L0 L0Muon
HLT1 Hlt1TrackAllL0 or
Hlt1TrackMuon
HLT2 Hlt2Topo[2,3,4]BodyBBDT,
Hlt2TopoMu[2,3,4]BodyBBDT,
Hlt2SingleMuon or
Hlt2DiMuonDetached
Table 3.2: List of triggers used in the analysis
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3.4 Pre-selection
Candidates passing the stripping line are additionally required to satisfy other criteria, as cuts
on the primary vertex position or hadrons particle identification (PID) requirements. The whole
pre-selection is detailed in Table A.2. Differently from the stripping, which could be common
to many channels, the pre-selection uses requirements more specific to the decay channel under
study to further reduce the data sample to be analysed.
For example in the present case, additional requirements are made on the Kpi invariant mass,
mKpi. For the angular analysis, [1] an interval of ±100MeV/c2 around the nominal mass of the
K∗(892)0 is employed:
795.9<mKpi < 995.9MeV/c2. (3.1)
Actually, in order to correctly evaluate the contribution of the S-wave in the Kpi system, a
dedicated analysis has been done [2]. In this analysis, it has been shown that a wider Kpi mass
window is needed [6]:
633<mKpi < 1200 MeV/c2 (3.2)
The multivariate selection described in Section 3.6 has been optimised using the largest window,
so that it can be used for both the angular and the S-wave analyses.
3.5 Backgrounds from exclusive decays of b hadrons
This section describes how to reject the background from exclusive decays of b hadrons
passing the trigger, stripping and preselection criteria. These backgrounds usually enter the
signal region because a wrong mass hypothesis is assigned to one or more tracks or because one
or more random tracks are added to a genuine B decay in the reconstruction. A special case
is the charmonium resonances decaying in two muons, detailed in Sec. 3.5.1, which give exactly
the same final state that the signal decay B0→K∗0µ+µ− but with a greatest decay rates.
The main strategy in order to reduce these backgrounds consists in using specific vetoes on
some regions of the phase space. Simulated events have been used to estimate the efficiency of the
pre-selection and of the specific veto cuts. The yields of each background have been estimated
using the bb cross-section and the branching ratio of the different decays. The expected yields of
each decay channel (in 3 fb−1) are summarised in Tables 3.3. The distributions from simulated
events of invariant masses, angular variables and q2 for each of the backgrounds and for the
signal, is shown in Figure 3.1
More details on the different vetoes could be found in Ref. [7, 8].
3.5.1 Background from charmonia resonances
The tree-level decays B0→ J/ψ(→ µ+µ−)K∗0 and B0→ ψ(2S)(→ µ+µ−)K∗0, have exactly
the same final state as B0→K∗0µ+µ− under study, though proceeding via charmonia resonances.
Their contributions are large but can be suppressed requiring a cut on the di-muon invariant
mass, q2. The bin q2 ∈ [8.0,11.0]GeV2/c4 (containing the B0→ J/ψK∗0 resonant decay mode)
and the bin q2 ∈ [12.5,15.0]GeV2/c4 (containing the B0→ ψ(2S)K∗0 resonant decay mode) have
been removed from the data samples before training the MVA. These vetoes have been used in
Ref. [9] and are shown in Figure 3.2, where the contribution of the two channels is evident.
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after preselection, before vetoes after vetoes and selection
Channel Estimated events % signal Estimated events % signal
Λ0b→ Λ∗(1520)0µ+µ− (1.0±0.5)×103 19±8 51±25 1.0±0.4
Λ0b→ pK−µ+µ− (1.0±0.5)×102 1.9±0.8 5.7±2.8 0.11±0.05
B+→K+µ+µ− 28±7 0.55±0.06 1.6±0.5 0.031±0.006
B0s→ φµ+µ− (3.2±1.3)×102 6.2±2.1 17±7 0.33±0.12
signal swaps (3.6±0.9)×102 6.9±0.6 33±9 0.64±0.06
B0→ J/ψK∗0 swaps (1.3±0.4)×102 2.6±0.4 2.7±2.8 0.05±0.05
B0→ J/ψK∗0 70±22 1.35±0.28 59±19 1.14±0.26
B+→K∗+µ+µ− 0 0 0 0
Table 3.3: Estimated yields, and percentage relative to estimated signal yield, of peaking back-
ground events before and after the vetoes. The dominant uncertainty contributing to these
numbers is in σbb and the estimate of B
[
Λ0b→ Λ∗(1520)0µ+µ−
]
.
3.5.2 The contribution of the resonances in the low q2 region
The angular distribution of our signal can be modified by decays with the same final state but
proceeding via intermediate resonances. The case of the two charmonium resonances, J/ψ(1S)
and ψ(2S), has just been discussed previously (Section 3.5.1 ) and vetoes are imposed to remove
their contributions. On the low q2 region, some lighter di-muon resonances could also exist:
ω, ρ and φ. The study of these low mass resonances is based on the previous study [10] of
B0d →K∗0e+e− decays at low q2, and has been adapted for the B0→K∗0µ+µ− mode.
The contribution of the ω, ρ and φ resonances is assessed estimating the branching ratios
of B0→K∗0V (V → µ+µ−), (with V= ρ,ω,φ) and comparing it with the branching ratio of the
non-resonant channel B0→ K∗0µ+µ−. In the following calculations, the branching ratios of
V→ e+e− are used, since they are known to a better precision than those for V→ µ+µ−, and a
correction factor takes into account the difference between the electron and the muon channels.
This correction factor is defined as:
(1 + 2
m2µ
m2V
)
√
1−4m
2
µ
m2V
(3.3)
The correction turns out to be small and equal to 0.998 for both ρ(770) and ω(782) and 0.9993
for φ.
The branching ratios of the resonant decays can then be computed as follows:
B(Bd→K∗0ρ(ρ→ µ+µ−)) = B(Bd→K∗0ρ)×B(ρ→ e+e−)×0.998
= (3.9±1.3)×10−6× (4.72±0.05)×10−5×0.998
= (1.84±0.61)×10−10
B(Bd→K∗0ω(ω→ µ+µ−)) = B(Bd→K∗0ω)×B(ω→ e+e−)×0.998
= (2.0±0.5)×10−6× (7.28±0.14)×10−5×0.998
= (1.45±0.36)×10−10
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Figure 3.2: The µ+µ− versus Kpiµ+µ− invariant mass distribution of B0→K∗0µ+µ− candidates
in data after pre-selection. The J/ψ(1S) and ψ(2S) vetoes are indicated by the red lines. The
B0→K∗0µ+µ− decay is visible within the black lines.
B(Bd→K∗0φ(φ→ µ+µ−)) = B(Bd→K∗0φ)×B(φ→ e+e−)×0.9993
= (1.00±0.05)×10−5× (2.954±0.03)×10−4×0.9993
= (2.95±0.15)×10−9
For a precise estimation of the contributions the resonances to the non-resonant channel,
one has to compare the branching ratios integrating them in the same interval, for example a
2Γ region around the mass of the resonance, where Γ is the natural width of the resonance. The
branching ratio for the ρ resonance in that region is 1.55× 10−10 while the branching ratio of
B0→K∗0µ+µ− (estimated from the B0→K∗0e+e−) is 1.5×10−7 within the same interval. This
results in a ρ resonance contribution of 0.1% with respect to the non resonant channel. Similarly
one can compute the ω resonance contribution, which is found to be 1.4% with respect to the
non resonant channel. For the φ resonance the results turn out to be different. The resonant
branching ratio in the ±2Γ interval around the φ nominal mass is 2.4× 10−9, which is of the
same order as the non resonant branching ratio. Therefore, the φ could be observable in our
dataset.
The evaluation would not be complete if we were not taking into account the impact of
the interference between the resonant channel and the non resonant one. This interference will
depend on the relative phase of the two corresponding diagrams. Since this is unknown, we aim
to estimate the maximum possible effect, which corresponds to a phase difference of pi/2. In
this most conservative scenario, it is the imaginary part B of the Breit-Wigner describing the
resonance that gives the maximum interference. It can be evaluated from the following relation:∫ mV +2Γ
mV −2Γ
[
A
q
+ B1 + (q−mV )2/(ΓV /2)2
]2
2qdq, (3.4)
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giving the interference term:
4AB
∫ mV +2ΓV
mV −2ΓV
[ 1
1 + (q−mV )2/(ΓV /2)2
]
dq = 4AB×ΓV ×arctan(4) (3.5)
where, mV and ΓV are the mass and the width of the resonances, while the first term Aq is the
non resonant term.
The A term can be calculated using the value of the non resonant branching ratio in the 2Γ
interval:
for ρ :
∫ mρ+2Γρ
mρ−2Γρ
A2
q2
2qdq = 2A2 ln
(
mV + 2Γ
mV −2Γ
)
= 1.5×10−7⇒A= 3.0×10−4
for ω :
∫ mω+2Γω
mω−2Γω
A2
q2
2qdq = 5.8×10−9⇒A= 2.55×10−4
for φ :
∫ mφ+2Γφ
mφ−2Γφ
A2
q2
2qdq = 2.4×10−9⇒A= 2.68×10−4
The imaginary part of the Breit-Wigner, B, can be computed from the known branching
fractions of the resonant channels Bd→K∗0V ×B(V → µ+µ−):
for ρ :
∫ ∞
0
[
B
1 + (q−mV )2/(ΓV /2)2
]2
2qdq = 1.84×10−10⇒B = 3.18×10−8
for ω :
∫ ∞
0
[
B
1 + (q−mV )2/(ΓV /2)2
]2
2qdq = 1.45×10−10⇒B = 1.18×10−7
for φ :
∫ ∞
0
[
B
1 + (q−mφ)2/(Γφ/2)2
]2
2qdq = 2.95×10−9⇒B = 6.55×10−7
Finally, substituting A and B in Eq 3.5, we obtain the contribution of the interference in
the conservative scenario. For the ρ it is 7.54× 10−9, which represents a contribution of 5%
with respect to the non resonant channel. The same computation for the ω resonance gives an
interference contribution of 1.36×10−9, corresponding to 16% with respect to the non resonant
channel. Even if more sizeable because of the interference effect, the contributions of these two
resonances are still too small to be seen with the current dataset. For this reason they are safely
neglected and no veto is applied to suppress them.
For the φ resonance, the non interfering term alone, gave a contribution from the φ at the
level of 2.4×10−9, so to avoid any risk of polluting the angular distribution with events coming
from the Bd→K∗0φ(φ→ µ+µ−) decay, it has been decided to veto the φ region by removing
the q2 ∈ [0.98,1.1]GeV2/c4 region.
Indeed, among the three resonances under study, only the φ resonance has been seen on
data, as shown in Fig. 3.4
3.5.3 The contribution of Λ0b→ pK−µ+µ−
The peaking background from Λ0b→ pK−µ+µ− decays arise when the p is reconstructed
as either of the hadron candidates. The dominant contribution to the pK−µ+µ− final state
is expected to be from the Λ∗(1520)0→ pK− resonance. We veto these events by using an
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Figure 3.3: Computation of the branching ratio of the φ resonance without interference with the
di-muon non resonant channel (left) and with a maximal interference (right). The interference
can lead to triple the number of events expected from the decay involving the φ resonance.
alternative mass hypotheses and removing events in regions of mass and the particle information
of the proton, DLLppi, as detailed below. The specific background can occur in two ways.
The simplest is when the p is reconstructed as the “pi+” candidate. In this case, changing the
hypothesis of the pi track, from the pion mass to the proton mass, and computing accordingly the
invariant mass, m(pi→p)Kµµ, should be consistent with Λ0b . The contribution from these events
is removed by vetoing events with m(pi→p)Kµµ around the nominal Λ0b mass with a proton-like
DLLppi, e.g. candidates are removed if:
(5575<m(pi→p)Kµµ < 5665)MeV/c2 (3.6)
DLLppi(pi)> 0 (3.7)
The second way Λ0b→ pK−µ+µ− decays can contribute is when the p is reconstructed as
the “K+” candidate and the K− is reconstructed as the “pi−”. In this case, both hadron track
mass hypotheses need to be changed. The resulting invariant mass, m(K→p)(pi→K)µµ, should be
consistent with Λ0b . This contribution is removed by a similar requirement on m(K→p)(pi→K)µµ
and that the pion candidate has a kaon-like DLLKpi. That is:
(5575<m(K→p)(pi→K)µµ < 5665)MeV/c2 (3.8)
DLLKpi(pi)> 0 (3.9)
3.5.4 Mis-identified B0→K∗0µ+µ− and B0→ J/ψK∗0 decays
The decay B0→ K∗0µ+µ− itself constitutes a peaking background if the K+ is misiden-
tified as a pi+ and the pi− is misidentified as a K−. These misidentified candidates can be
separated from correctly identified signal candidates since, if the pi− and K+ mass assignments
are swapped, the Kpi invariant mass (mK↔pi) should then be consistent with that of a K∗0, so
candidates are rejected if the kaon and pion satisfy:
DLLKpi(K) + 10<DLLKpi(pi) (3.10)
(795<mK↔pi < 995)MeV/c2. (3.11)
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Figure 3.4: φ resonance seen with the 3fb−1 of data.
In addition, a requirement is made of the difference in the hadrons’ DLLKpi variables.
DLLKpi(K)−DLLKpi(pi)> 0. (3.12)
This removes remaining hadron PID swaps. The cut is usually referred to as “diagonal”, forming
a diagonal exclusion region in the DLLKpi(K)-DLLKpi(pi) plane, as shown in Figure 3.5.
Another way in which the B0→ J/ψK∗0 decay contributes as a peaking background, is if
the pi− (K+) is misidentified as a µ− (µ+) and the µ− (µ+) is misidentified as a pi− (K+).
This is a so-called ‘double-swap’. Candidates for which the pi− and µ− are misidentified can
be separated from signal candidates as, if the pi− and µ− mass assignments are swapped, the
piµ invariant mass m(pi→µ)µ should be consistent with that of a J/ψ . The equivalent quantity
for candidates where the K+ and µ+ are misidentified, the Kµ invariant mass m(K→µ)µ, is
calculated by swapping the K+ and µ+ mass assignments. The candidates are rejected if
3036<m(pi→µ)µ < 3156MeV/c2 (3.13)
and the pion satisfies either the IsMuon criteria or DLLµpi > 5.0; or if
3036<m(K→µ)µ < 3156MeV/c2 (3.14)
and the kaon satisfies either the IsMuon criteria or DLLµpi > 5.0.
48
3.5Backgroundsfromexclusivedecaysofbhadrons
πK- DLLπ
-40 -20 0
π
K-
K D
LL
0
10
20
30
40
0
200
400
600
800
1000
1200
1400
1600
Figure3.5:Theeﬀectofthe“diagonal”cut.Fortheangularanalysistheexclusionboundaryis
formedbytheliney=xinthisplane.ThisisEqn3.12.
3.5.5 ThecontributionofB0s→φµ+µ−
ThedecayB0s→φ(→K+K−)µ+µ− (hereafterdenotedB0s→φµ+µ−)contributestothepeakingbackgroundiftheK−ismisidentiﬁedasaπ−.Ifthereconstructedπ−isassignedthe
nominalmassofaK−,theKπinvariantmass(m(π→K)K)shouldthenbeconsistentwiththat
ofaφ.Similarly,theKπµµinvariantmass(m(π→K)Kµµ)shouldthenbeconsistentwiththat
ofaB0s.Candidatesarerejectedif
(5321<m(π→K)Kµµ<5411)MeV/c2 (3.15)
andeither:
(1010<m(π→K)K<1030)MeV/c2 (3.16)
andthepionsatisﬁesDLLKπ>−10,or
(1030<m(π→K)K<1075)MeV/c2 (3.17)
andthepionsatisﬁesDLLKπ>10.Thesetwovetoesaredeﬁnedinseparateregionsofm(π→K)K
toreducethenumberofB0→K∗0µ+µ−decaysthatareremoved.TheeﬀectisshowninFig.3.6.
3.5.6 TheB+→K+µ+µ−decaywithanadditionalslowπ−
Abackgroundcontributioncanbeformedifaπ− fromelsewhereintheeventisaddedto
agenuineB+→K+µ+µ− decaytoformafour-trackﬁnalstate. GiventhatB+→K+µ+µ−
decaysaccumulateatthenominalB0mass,thisbackgroundcanonlycontributetotheupper
mKπµµmasssideband.ThesecandidatesaretypicalyasymmetricincosθK,duetoamomentum
imbalancebetweenthekaonandpion.ThismodiﬁesthecosθK distributionofcandidatesinthe
uppermasssideband,potentialycausingamis-measurementoftheangularobservables. The
candidatesareremovedbyrequiringmKπµµ>5380MeV/c2and(5220<mKµµ<5340)MeV/c2,
wheremKµµ istheKµµinvariantmass.
3.5.7 Othersourcesofpeakingbackground
ThedecayB+→K∗+µ+µ−contributestothebackgroundwhenaπ−fromelsewhereinthe
eventisaddedtotheK∗+→K+π0decay,wheretheπ0isnotreconstructed,toformafour-track
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Figure3.6:AplaneshowingtheB0s→φµ+µ−vetoedregionsdescribedinSection3.5.5.Thisﬁgureshowsdatacandidatesthatfulﬁl Eqn3.15,namelythosecandidatesintheswapped
hypothesismassm(π→K)KµµfalinginsideawindowaroundthenominalB0smass.TheexcludedregionsdescribedinEqns3.16and3.17arevisibleintheupperleft-handcorner.
ﬁnalstate.ThesecandidatescannotbedistinguishedfromB0→K∗0µ+µ−decaysbyimposing
requirementsoninvariantmassdistributionsorDLLquantities.Therefore,novetocriteriaare
imposedtoremovethisbackground.Itscontributionisexpectedatthelevelof1.5%ofthe
signalyieldaccrossthefulmKπµµ rangeand0.5%withinthesignalmasswindow[7].
TheB0→ρ0(→π+π−)µ+µ− (hereafterdenotedB0→ρ0µ+µ−)decaycontributestothe
peakingbackgroundiftheπ+ismisidentiﬁedasaK+.Thedecayproceedsbythesameprocess
astheB0→K∗0µ+µ−decay,butit,isfurthersuppressedbytheratioofCKMfactors
Vcd
Vcs
2
≈0.05and VtdVts
2
≈0.05 (3.18)
fortheresonantandnon-resonantdecays,respectively.Takingtherateofπ→Kmis-identiﬁcation
as10%[11],thecontributionofB0→ρ0µ+µ−decaysiscalculatedtobeabout1%ofthesignal
yield,andisthereforeneglected.
3.6 Combinatorialbackgroundsuppressionbyamultivariatese-
lection
Thecombinatorialbackgroundoriginatesfromrandomcombinationoftracksintheevent
passingthetrigger,strippingandpreselectionrequirementsandfalinginsidetheinvariantmass
regionunderstudy.Itisthemostabundantbackground,butitcanbehighlyreducedusing
thediscriminatingpowerofanumberofvariableexploitingthekinematicsofthedecayandthe
particleidentiﬁcationpowerofthedetector.Thesimplestapproachistoapplycutsoneachof
thesevariablesonebyone(rectangularcuts). Butmorepowerfultechniquesexist,exploiting
alsothecorrelationsbetweenthevariables.Indeedthemosteﬃcientwaytousethesevariables
istocombinethem,makinguseofamultivariateapproach(MVA)like,forexampleaBoosted
DecisionTree(BDT).Avisualcomparisonbetweenthestrategyofmultivariatealgorithmsand
rectangularcutsisshowninFigure3.7.
Themultivariateanalysispresentedheretakesasabaselinetheworkperformedforthe
previousLHCbanalysis[12],andimprovesitsperformanceswhilereducingthenumberofinput
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variables needed, in order to minimise the systematic uncertainties. The presentation of the
classifier chosen for this analysis is given in Section 3.6.1. The input variables are described in
section 3.6.3, while section 3.6.4 shows the comparison done among several MVAs in order to
select the optimal.
Figure 3.7: Illustration of (left) rectangular cut and (centre and right) multivariate algorithms,
for two variable xi and xj . Blue and red points represent the signal and background samples.
3.6.1 The Boosted Decision Tree classifier
The Decision Tree [13] with Boosting technique [14] has been first used by the MiniBooNE
collaboration [15]. The decision tree technique is a binary tree-structure, starting with a root
node: a requirement that splits in two the variable space for both input samples. The input
samples and each part of the variable space is then represented by a sub-node in the tree. One
of the nodes is enriched with signal candidates while the other is enriched with background, as
shown in Figure 3.8. During the “splitting” process, in each node, multiple requirements on
each variable are tried, and one requirement on one variable is chosen to maximise the increase
in separation between signal and background. This choice is made by comparing the Gini index
at the node to the sum of the Gini indices at the two sub-nodes. The Gini index is defined as :
Gini = (purity)× (1−purity) = s
s+ b ×
b
s+ b , (3.19)
where s (b) is the amount of signal (background) at a given node.
The splitting process is repeated at each node until no improvement in separation is obtained
or it stops once it has reached the minimum number of candidates in a “leaf” (node without
splitting) or the tree depth, specified in the configuration.
Each leaf node represent a hypercube in the variable space and each of these leafs node is
identified as “signal” or “background” depending on the class to which the majority of the events
belongs. A background (signal) candidate in a leaf that the Decision Tree classifies as signal
(background) is "misclassified".
A limitation of the Decision Tree is the fact that it is not robust against statistical fluctu-
ations in the input data samples. A "boosting" procedure can be used to avoid this limitation.
The boosting consists of a combination of several decision trees, to obtain a more performant
classifier. Boosting is applied by giving a higher weight to misclassified events in the decision
trees. At each iteration, misclassified events are weighted more heavily.
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Figure 3.8: Illustration of a Decision Tree.
In the case of the Adaptive Boost (AdaBoost) [14], the boost weight, αn, is calculated from
the misclassification rate, εn = ωmcωtot , of the previous tree at the iteration n:
αn = β log
1−εn
εn
, (3.20)
where ωmc is the sum-of-weights of all misclassified events, ωtot is the sum-of-weights of all
events, and β a tunable boosting-strength parameter.
The weights are then renormalised such as the sum-of-weights remains constant. Then the
BDT response T(x) for the event x is defined as :
T (x) =
N∑
n=1
αntn(x), (3.21)
where T(x) is a weighted sum of weak classifiers tn(x). The boosting adjusts the parameters
to minimise the difference between the model response T(x) and the true value X, using a loss
function, L(T,X). In the AdaBoost case, the loss function is defined by an exponential:
L(T,X) = e−T (x)X (3.22)
For another boosting method used during this thesis, the Gradient Boost [16], the loss function
is defined as binomial log-likelihood :
L(T,X) = ln(1 +e−2T (x)X) (3.23)
An important issue that needs to be taken care of is the risk of overtraining. It could happen
that a multivariate classifier "learns too much", in the sense that it gets optimised on statistical
fluctuations rather than on the general pattern of the data. In order to check overtraining, the
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BDT input samples are split into two sub-samples. One is used to train the BDT, referred to
as "training sample". The second one, called "test sample", is not used for the training and the
BDT response is just applied to it to test the results. A comparison of the final distributions
for signal and background, obtained in the test and training samples is made to check if the
procedure was overtrained. An example is shown in Figure 3.9.
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Figure 3.9: Example of a check for overtraining for the signal (blue) and background (red) sam-
ples. The good agreement between test and training sample and the result of the Kolmogorov-
Smirnov test guarantee that there was no overtraining.
3.6.2 Selection of input samples
As previously mentioned, the MVA method needs calibration samples in order to be trained.
For the signal sample we use data candidates from our control channel, the B0→ J/ψK∗0 decay,
described in Sec.3.6.2.1. For the background sample we use the upper mass sideband in our
B0→K∗0µ+µ− data, described in Sec. 3.6.2.2
3.6.2.1 Signal proxy: the s−weighted B0→ J/ψK∗0 candidates
The sPlot technique [17] is employed to weight stripped B0→ J/ψK∗0 candidates. This
procedure statistically removes the background contribution such that the B0→ J/ψK∗0 data
sample can be considered to be “pure” signal. The result of the sP lot technique, after the fit to
the un-weighted B0→ J/ψK∗0 candidates, can be seen in Fig. 3.10, where a clear peak shows
up.
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Figure3.10:InvariantmassoftheB0→J/ψK∗0candidateswithsWeightapplied.
3.6.2.2 Backgroundproxy:eventsintheupper masssideband
ThecombinatorialbackgroundsampleisextracteddirectlyfromtheB0→K∗0µ+µ−data.
Ontheleftandrightsideofthesignalmasswindow,onecandeﬁnetwosidebandscomposed
exclusivelyofbackgroundevents.EventsfrompartialyreconstructedB0mesonspopulatethe
lowmasssideband. Thisremovesthepossibilitytousethispartasacalibrationsamplefor
thecombinatorialbackground. Therefore,onlyeventsintheuppermasssidebandareused
asaproxyforthecombinatorialbackgroundinthe MVAtraining. Themassrangeusedis
mKπµµ∈[5350,7000]MeV/c2,asshownintheFigure3.11.Acomparisonoftheinputvariables
distributions,betweenthesmaleruppermasssideband(mKπµµ∈[5350,5780]MeV/c2),usedin
thepreviousanalysis[4],andthepresentonehasbeenperformed. Nodiﬀerenceshavebeen
found,asshowninFigure3.12.Thenewuppermasssidebandconstitutesanimprovementwith
respecttothepreviousanalysisasitalowstoalmostdoublethenumberofbackgroundevents
availablefortheMVAtraining.
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Figure3.11:InvariantmassoftheB0→K∗0µ+µ− candidateswiththecutat5350MeV/c2
deﬁningthelowerboundoftheuppermasssideband.
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Figure3.12: Distributionsofseveralinputvariablesfortheolduppermasssidebandwindow
mKπµµ∈[5350,5780]MeV/c2(inblack),andthenewmasswindowmKπµµ∈[5350,7000]MeV/c2
(inred).Thedistributionsareingoodagreement.
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3.6.3 Discriminating variables
The choice of the discriminating variables used as input for the BDT takes as a starting
point the list of those adopted in the previous analysis [4]. In order to minimise the systematic
uncertainties, we choose to keep only some of them. We selected the variables having a reason-
able agreement between data and simulation, the highest discriminating power and the lower
correlation among them.
First of all we selected a set of 5 kinematic/topological variables and 2 PID variables. The
kinematic/topological variables are :
• the B0 lifetime
• the Kpiµµ vertex quality (χ2)
• the momentum of the B0 meson
• the transverse momentum of the B0 meson
• the cosine of the angle between the momentum and the direction of flight from the primary
to the decay vertices (DIRA).
The PID variables are:
• the DLLKpi for the pion and the kaon
• the DLLµpi for the muon tracks
The correlation between the different input variables is shown in Fig. 3.13, and can be seen to
be rather low.
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Figure 3.13: Correlation matrices of the input variables used in the BDT training for the signal
(left) and background (right) samples.
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This preliminary set of input variables was further improved, first introducing the isolation
variables, described in section 3.6.3.1, and then using the Neural Network based PID variables,
named "ProbNN", described in section 3.6.3.2.
3.6.3.1 Isolation variables
The isolation variables definition is based on the isolation used in the B0s→µ+µ− analysis [18]
and were used for B0→K∗0µ+µ− decays for the first time. More details about the optimisation
of these isolation variables can be seen in Ref. [19].
We call non-isolating tracks the tracks in the event, other than those belonging to the
selected B0→K∗0µ+µ− candidate, that can form a vertex with a signal candidate track. We
denote in the following as track one of the tracks belonging to the signal candidate (designated
by h in Fig. 3.14). The isolation variables is built counting how many non-isolating tracks in
the event satisfy all the followings conditions, based on the variable described in Fig. 3.14:
• Minimum distance between the non-isolating track and the PV : pvdist ∈ [0.5,40] mm
• Minimum distance between non-isolating track and the B0→K∗0µ+µ− vertex : svdist
∈ [−0.15,30] mm
• DOCA between the track and the non-isolating track : DOCA < 0.13
• Track Impact Parameter (IP) significance : ips > 3
• Angle between the track and the non-isolating track : β < 0.27
• The quantity
fc =
|−→P h+−→P trk|αh+trk,PV
|−→P h+−→P trk|αh+trk,PV +PT,h+PT,trk
< 0.6, (3.24)
where αh+trk,PV is the angle, in radian, between the track and the non-isolating track
candidate, PT,h and PT,trk are the transverse momenta with respect to the beam line.
The distribution of the isolation variable when the track h is the pion, the kaon and the
muons can be seen in Figure 3.15.
For the specific case of the muons, the isolation variable was further optimized employing a
multivariate approach. To do this the quantities described above, for each track in the event,
are fed into a MVA, together with the three following variables:
• Track IP
• Track pT
• Track χ2/ndof
For training the MVA a simulated signal sample with a phase space model and an inclusive di-
muon background sample were used. The best performance was obtained using a BDT classifier,
which is henceforth referred to as BDTiso. The distribution of the new muons isolation variable
is shown in Figure 3.16
The performance of a BDT can be represented in a plane showing the background rejection
vs. the signal efficiency for various cut on the MVA classifier. Such a plot is called a Receiver
Operating Characteristic (ROC) diagram, and can be used to compare the performances of
different BDTs.
58
3.6Combinatorialbackgroundsuppressionbyamultivariateselection
Beampvd
is
trac
k
B c
and
ida
te
svdis (SV to TV)
h
Other signal tracks“ ”
PV
SV
TV
αh+track
β
Figure3.14: Adiagramshowingthevariablesusedintheisolationvariableofthetrack"h".
DescriptionisgiveninSection3.6.3.1.
Diﬀerentsetsofisolationvariableswereaddedtothekinematicvariablesfortrainingdiﬀerent
BDTsandtesttheirperformances. TheROCdiagraminFigure3.17showsthataddingthe
isolationvariablesclearlyimprovestheseparationbetweensignalandbackgroundcomparingto
usingonlythekinematicvariables.
3.6.3.2 ParticleIdentiﬁcationvariables
Inthepreviousanalysis[4],amongtheparticleidentiﬁcationvariablesavailable,onlythe
oneforthehadronswasusedasinputintheMVA.Thisvariableisdeﬁnedas:
PIDK=∆LLK/π=ln(L(K)/L(π)), (3.25)
wereL(K)andL(π)aretheproductsofthelikelihoodsprovidedbythediﬀerentsub-detectors:
L(h)=L(h)RICH×L(none)CALO×L(nonµ)MUON,withhbeingakaonorapion.
Inthesamewayonecanactualybuildthemuonparticleidentiﬁcation:
PIDmu=∆LLµ/π=ln(L(µ)/L(π)), (3.26)
withL(µ)=L(µ)RICH×L(none)CALO×L(µ)MUON.ThedistributionofthePIDvariables,can
beseeninFigure3.18.
InthisanalysisthePIDmuvariable,aswelasnewhadronparticleidentiﬁcationvariables,
caledtheProbNN,weretestedasinputvariableinthe MVA.TheProbNNvariablesarethe
resultofacombinationofthe∆LLvariablesinanartiﬁcialneuralnetwork(ANN),makinguse
ofadditionalinformationaboutthetracks,suchasthePT,theχ2/ndf,aswelastheDLLe,the
DLLµandotherinputsfromthesub-detectors(RICH,ECALandHCAL).Thedistributionsof
theProbNNvariablesareshowninFigure3.19.
ThecomparisonbetweenthediﬀerentsetsofPIDandProbNNvariablesisshowninthe
ROCcurveofFigure3.20.DespitethebetterperformanceoftheProbNNvariables,wechoseto
usethePIDvariablesasinputforourMVA,sinceatthattimetheProbNNdistributionswere
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Figure 3.15: Distribution of the kaon and pion (top) and muons (bottom) isolation for signal
(in blue) and background (in red) events.
not very well reproduced in the simulation, compared to the PID variables, and this would have
led to a larger systematic uncertainty.
3.6.4 k-Folding of the data sample
When adopting an MVA approach, it is not possible to use in the analysis the same data
sample used for the training procedure, as there is the risk to introduce a bias in the measure-
ment. In order to be able to use the full data sample recorded by LHCb in 2011 and 2012, the
k-Folding technique was used [20].
First of all, to avoid any bias due to the variations in the detector running conditions (e.g.
different running energy, magnet polarities) the ordering of the events in the dataset is ran-
domised; the data is then divided in k = 10 samples of equal sizes, both for the full background
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Figure 3.16: Distribution of muon isolation variables for signal (in blue) and background (in
red) events.
sample, B = ⋃iBi, and for the full sWeighted B0→ J/ψK∗0 sample used as a signal proxy,
S =⋃iSi.
Then, ten classifiers are trained, each using nine signal and nine background samples. More
formally, the ith classifier uses⋃j,j 6=iBj and⋃j,j 6=iSj training samples. The obtained ith classifier
is then applied to the ith signal (Si) and background (Bi) samples that were omitted from its
training, as illustrated in Figure 3.21.
Such a training has several advantages compared to a standard procedure where the data
sample is divided in two halfs only:
• The ith and the jth classifier have 89 common events, which makes the classifiers responses
more similar, reducing the systematic uncertainty (see Ref. [20] for a mathematical proof)
• The training samples are increased in size, as the 10-Folding technique allows to use 90%
of the data for the training, compared to 50% in the standard case, which also leads to a
better optimisation of the classifier.
After the training, each fold has its own BDT response. All the BDTs have similar responses,
as expected and desired. After applying the different BDTs on the different datasets the BDT
output values assigned to all the candidates in the all dataset are treated in the same way,i.e.
a unique and identical cut on all the BDT responses is applied. The comparison of the ten
classifiers responses is shown on Figure 3.22.
For simulation samples, which anyway were not used for training, the following quantity is
used as a BDT estimator:
BDTMC =
∑10
i=1 BDTFold i
10 , (3.27)
where BDTMC is the response for a simulated event, and BDTFold i is the response for the
simulated event using the ith fold’s classifier.
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Figure 3.18: Distribution of hadron (top) and muon (bottom) PID variable for signal (in blue)
and background (in red) events.
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Figure 3.19: Distribution of hadron (top) and muon (bottom) ProbNN variable for signal (in
blue) and background (in red) events.
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Figure 3.23: ROC curves of BDTs using different input variables. In black, the BDT trained
with the 5 kinematic variables of the B0 meson and the PID information for the kaon and the
pion. In red (light green) the isolations variables (in particular BDTiso for the muon isolation)
of the final state particle are added to the training. In dark blue the PID information of the
muons are added. In pink the training uses the 5 kinematic variables of the B0 meson and the
ProbNN information for the kaon and the pion and the isolations variables. In cyan the ProbNN
information of the muons are added to the BDT training. In green the muon isolation variables
are replaced by the BDTiso isolation variables.
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3.6.5 Training results
A summary of the different BDTs trained with the 10-folding technique and the different
sets of input variables can be seen in Figure 3.23. The final choice, considering all the criteria
discussed in the previous sections is the one for a BDT containing the following variables:
• the B0 lifetime
• the Kpiµµ vertex quality (χ2)
• the momentum and transverse momentum of the B0 meson
• the cosine of the angle between the momentum and the direction of flight from the primary
to the decay vertices.
• the DLLKpi for pion and kaon
• the DLLµpi for the muons
• the isolation variables of the pion, the kaon and the muons
and can be seen in the Figure. 3.23 with the dark blue line.
The cut on the BDT has been optimized using the following figure of merit : nSig
BDT
µµ√
nSigBDTµµ +nBkgBDTµµ
.
For each BDT cut, the signal yield in a window mKpiµµ ∈ (5230,5330) is estimated by fitting
B0→ J/ψK∗0 events and scaling the yield obtained by the ratio of the total selection efficiency
(apart from the BDT cut) obtained from simulation, and the ratio of branching fractions ob-
tained from the PDG, between B0→K∗0µ+µ− and B0→ J/ψK∗0:
nSigBDTµµ = nSigBDTJ/ψ ×
MCµµ ×B(B0→K∗0µ+µ−)
MCJ/ψ×B(B0→ J/ψK∗0)×B(J/ψ → µ+µ−)
The background yield is estimated by fitting a part of the lower and upper mass sideband regions
of B0→ K∗0µ+µ− events and extrapolating the yield into the signal region (nBkgBDTµµ ). The
upper mass sideband is defined as mKpiµµ ∈ (5500,7000) MeV/c2 and the lower mass sideband
is mKpiµµ ∈ (5000,5180) MeV/c2. Although the upper mass sideband does have a slight overlap
with the final analysis sample, it helps in the stability of the fit in the two regions. Two Gaussian
distributions with common mean and common left side power law tail (double Crystal-Ball) are
used for the fits to B0→ J/ψK∗0 signal events and a double exponential is used for the fit to the
background sidebands, example of these fits is shown in Figure 3.24. The fit quality is sufficient
to obtain a realistic estimate of the background within the signal region.
The distribution of the significance as a function of the BDT cut is shown in Figure 3.25.
There is a cluster of points between 0.1 and 0.2, all with effectively the same figure of merit.
The tightest cut out of this cluster at 0.2 is chosen in order to keep background levels and
therefore potential systematic effects under control. In addition, a tighter cut is preferable
for the q2 region [1,6]GeV/c2 which has a lower signal over background ratio. The optimal
working point for the BDT at 0.2 gives a signal efficiency of 85%, evaluated on B0→ J/ψK∗0
candidates, and a background rejection rate of 97% in the B0→K∗0µ+µ− upper mass sideband.
These performances are evaluated on the data sample for which the full remaining selection was
applied.
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3.6.6 DependenceoftheBDTresponseonmKπµµ andtheangulardistribu-tion
TheBDTisnotdirectlygivenanyinformationonthemomentaofthedaughtersofthe
B0meson. Neverthelessseveralvariablesarecorrelatedwiththese,suchasPIDorisolation
variables,andcanpotentialygiveanindirectdependenceoftheBDTresponseonmKπµµ.This
eﬀectisstudiedbylookingatthedataeventsintheupperandlowermasssidebandregions
passingaltheselectioncriteriaapartfromtheBDTcut.Figure3.26showsthe2Dplotofthe
BDToutputversusthemKπµµacrossawidemKπµµregionincludingbothloweranduppermass
sidebands.AproﬁleoftheBDTresponseasafunctionofmKπµµ isalsoshown.Asmallinear
dependenceoftheresponseonmKπµµisobservedwithnoevidentstructureaboveorbelowthe
signalmassregion. Figure.3.27showsthe2Dandproﬁleplotsfortheuppermasssideband
only.TheeﬃciencyoftheBDTcutasafunctionofmKπµµ isalsoshown.Thecorrelationof
mKπµµ withtheBDTcutinthisregionis6%.Giventhefactthatweuseaparametricmodel
forthebackground,thedependenceissmoothacrosstheful massregion,andastheangular
distributionofthebackgroundfactoriseswithmKπµµ
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Figure3.26:(left)TheBDTresponseversusmKπµµ.(right)Proﬁleofthemean(points)and
RMS(errorbars)oftheBDTresponseinbinsofmKπµµ.
Finaly,acomparisonoftheeﬃciencyofthe10BDTsresponseshasbeenmadeforthethree
decayangles,cosθl,cosθK,φ,andq2andtheK+π−invariantmass.Nodiﬀerencesisobserved
betweentheBDTsresponsesandaﬂateﬃciencyacrosstheK+π−invariantmasscanbeseen
inFig.3.28.
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Chapter 4
Angular analysis of the B0→K∗0µ+µ−
decay
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The candidates passing the selection requirements detailed in the previous chapter have been
fit to measure the angular observables of interest for the B0→K∗0µ+µ− decay. An overview of
the fit strategy is given in Section 4.1. The expression for the angular distribution is recalled
in Section 4.2. The background angular distribution is discussed in Section 4.3, with a focus on
the cross check performed to validate the analysis approach. In order to correctly describe the
shape of the invariant mass of B0→K∗0µ+µ− signal events, some parameterisations, described in
Section 4.5, have been studied. The mass model chosen enters directly the maximum likelihood
fit of the angular distributions of the decay, helping to discriminate the residual background
among the selected events. Finally, a possible contribution from a Kpi S-wave is accounted for
in Section 4.6.
4.1 The angular analysis strategy
The angular analysis of the decay B0→ K∗0µ+µ− presented here determines the angular
observables Si (or Ai) in bins of q2 using an unbinned maximum likelihood fit of the reconstructed
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B0 mass, m, and the decay angles ~Ω = (cosθl,cosθK ,φ). The observables and the different
variables are defined in Sec. 1.3. This analysis has measured, for the first time, a complete set
of CP-averaged observables using a global unbinned maximum likelihood fit. Thanks to this,
the correlations between the observables can be computed, so that the measurements can be
included in the global fits to theoretical models in a statistically correct way. This was not
possible in the previous analysis [1, 2], since it was performed on a smaller dataset and so had
to use some angular foldings of the data.
The analysis describes the signal and background components using probability density func-
tions (PDFs) depending on the mass m and the angles ~Ω. The total PDF is given by:
Ptot = fsigPsig(~Ω,m) + (1−fsig)Pbkg(~Ω,m). (4.1)
Both for signal and background, the mass and angular components are assumed to factorise:
Psig(~Ω,m) = Psig(~Ω)×Psig(m) (4.2)
Pbkg(~Ω,m) = Pbkg(~Ω)×Pbkg(m). (4.3)
The reconstruction and selection cause a distortion of the angular distributions of the final
state particles. This angular acceptance effects are taken into account in the signal PDF, de-
scribed in Section. 4.4. To determine the angular observables, a negative logarithmic likelihood
is built from the PDF:
− logL=−
∑
events e
logPtot(~Ωe,me|~λphys,~λnuisance) (4.4)
and is minimised with respect to the physics parameters ~λphys, which are the angular observables,
and the nuisance parameters ~λnuisance. The minimisation is performed using theMinuit software
package. Uncertainties on the parameters can be either determined using the second derivative
matrix (Hesse) or the −2∆logL= 1 rule (Minos), which allows asymmetric uncertainties.
It has to be noted that, in order to correctly determine the angular observables, the con-
tribution from a Kpi S-wave has to be accounted for. The strategy, described in detail in
Section 1.3, makes use of a simultaneous fit of the mass and the angles distributions with the
mKpi distribution.
Throughout the analysis, the tree-level decay B0→ J/ψK∗0 is used as a control-channel. It
is an important cross-check for the description of the fit strategy.
The angular fit has measured the 8 CP-averaged observables: FL, AFB and S3,4,5,7,8,9, de-
scribed by Eq. 1.56, and the 7 CP-asymmetries A3,4,5,6,7,8,9 defined in Eq. 1.57. The form-factor
independent observables P (′) have also been measured.
These measurements have been performed in bins of q2. With the increase of data available
for the analysis, the traditional q2 binning scheme used by the B-factories [3, 4] has been aban-
doned, and a new finer binning has been adopted. This has been decided on the basis of the
available number of events in each region, the vetoes on the φ (Section 3.5.2) and on the charmo-
nium resonances (Section 3.5.1) and recommendations from theoreticians. A 2 GeV2/c4 binning
scheme, shown in the Table 4.1, is chosen for the maximum likelihood approach described here.
Two larger q2 bins, q2 ∈ [1,6]GeV2/c4 and q2 ∈ [15,19]GeV2/c4 have also been used, as some
theory groups provide their predictions in these wider regions. It is worth mentioning here that
another approach for the angular analysis has been performed within the LHCb collaboration,
which is not described in this thesis: the method of moments. For this approach a 1 GeV2/c4
binning scheme, described in the Table 4.2, is used.
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Bin q2[GeV2]
1 [0.1,0.98]
2 [1.1,2.5]
3 [2.5,4.0]
4 [4.0,6.0]
5 [6.0,8.0]
6 [11.0,12.5]
7 [15.0,17.0]
8 [17.0,19.0]
Table 4.1: The 2GeV2 q2 binning scheme.
Bin q2[GeV2]
1 [0.1,0.98]
2 [1.1,2.0]
3 [2.0,3.0]
4 [3.0,4.0]
5 [4.0,5.0]
6 [5.0,6.0]
7 [6.0,7.0]
8 [7.0,8.0]
9 [11.0,11.75]
10 [11.75,12.5]
11 [15.0,16.0]
12 [16.0,17.0]
13 [17.0,18.0]
14 [18.0,19.0]
Table 4.2: The 1GeV2 q2 binning scheme.
4.2 The signal angular distributions
The angular description of the signal component of the PDF is given by the differential decay
rate in Eq. 1.52. The data are binned in q2, thereby effectively averaging the observables over
the width of the q2 bins. The resulting three-differential decay rate is given by
1
d(Γ +Γ¯)/dq2
d(Γ +Γ¯)
dcosθldcosθK dφ
∣∣∣∣∣
P
= 932pi
[3
4(1−FL)sin2 θK (4.5)
+FL cos2 θK + 14(1−FL)sin2 θK cos2θl
−FL cos2 θK cos2θl+S3 sin2 θK sin2 θl cos2φ
+S4 sin2θK sin2θl cosφ+S5 sin2θK sinθl cosφ
+ 43AFB sin
2 θK cosθl+S7 sin2θK sinθl sinφ
+S8 sin2θK sin2θl sinφ+S9 sin2 θK sin2 θl sin2φ
]
.
As discussed in Sec. 1.3.3.1, the inclusion of an S-wave contribution, where the K+pi− system
is in a spin 0 configuration, leads to additional angular terms. The PDF needs to be changed
as described by the Eq. 1.61
4.3 Study of the background angular distributions
In this analysis, the background angular component in the maximum likelihood fit is modeled
using Chebyshev polynomials. The angular parametrisation of the background is assumed to
factorise in each of its components. Using Chebyshev polynomials Ti of second order and lower,
the PDF for the angular parametrisation of the background is given by
Pbkg(cosθl,cosθK ,φ) =
[ 2∑
i=0
ciTi(cosθl)
]
×
 2∑
j=0
cjTj(cosθK)
×[ 2∑
k=0
ckTk(φ)
]
(4.6)
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Thecoeﬃcientsaredeterminedfromtheﬁtinthewholeregion.Itassumesthateventsin
theupper masssidebandhavethesameangulardistributionasthoseinthesignalregion.
Totestandtovalidatethisassumption,theABCDmethod[5]isusedasacrosscheck. A
comparisonbetweenthebackgroundangulardistributiondeterminefromthePDF4.6andthe
ABCDmethodismadeinthissection.
4.3.1 ParametrisationcrosscheckusingtheABCD method
TheABCDmethodexploitsdiﬀerentregionsoftheBDTversusB0massplane.Namely:
A:BDT>0.2andm(K+π−µ+µ−)<5350MeV/c2
B:BDT>0.2andm(K+π−µ+µ−)>5350MeV/c2
C:BDT<−0.4andm(K+π−µ+µ−)<5350MeV/c2
D:BDT<−0.4andm(K+π−µ+µ−)>5350MeV/c2
BD
T
m(B0) (GeV/c2)53505170
-0.
4
0.2
A B
C E F
G H
excluded safety regions
5800
-0.
55 D
ThegoaloftheABCDmethodistoinferthedistributionofthebackgroundintheregion
A,referredas"thethesignalregion",usingthedistributionsfromthreecontrolregions(B-D),
wheretheregionBtothecommonlycaled"uppermasssidebandregion".
Figure4.1:2DplanedeﬁningthediﬀerentregionsoftheABCDmethod.
ThedistributionintheregionAisobtainedfromthedistributionoftheregionsB,CandD
by:
A=B×CD , (4.7)
werehereA,B,CandDrepresenttheangulardistributionforeachregion.
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4.3 Study of the background angular distributions
The advantage of the ABCD approach is that there is no assumption that the angular
distribution of the background is the same in the sideband and in the signal mass window. The
ABCD method can then be used to test this assumption.
The method relies on two hypothesis:
1. the regions B, C, D contain only background events;
2. there is no correlation between the BDT variable and the reconstructed mass of the can-
didate.
To ensure that the first hypothesis is true, events in a safety zone are excluded from the regions
B and D, this zone being defined by an interval in the MVA response from −0.4 to 0.2. The
leakage of signal events into region B is then at most one event in every q2 bin.
Concerning the second hypothesis, unfortunately, when the BDT requirement is relaxed, there
can be a correlation between the BDT response and the mass of the candidate. To take into
account this correlation, a correction to the angular distribution in the A region is applied. The
correction factor is computed as the following:
R= E×H
F ×G (4.8)
where E,F,G and H are the number of events of subsets of the region D, defined as:
E: −0.55< BDT<−0.4 and 5350<m(K+pi−µ+µ−)< 5800MeV/c2;
F: −0.55< BDT<−0.4 and m(K+pi−µ+µ−)> 5800MeV/c2;
G: BDT<−0.55 and 5350<m(K+pi−µ+µ−)< 5800MeV/c2;
H: and BDT<−0.55 and m(K+pi−µ+µ−)> 5800MeV/c2.
The correction factors for the different q2 bins are given in Table 4.3. It has been checked
that this correction factor has a negligible angular dependence, see Appendix. C.1.
The comparison of the background angular distributions in the A region, obtained from
the ABCD method, to that from the upper mass sideband is shown for the three angles in
Figs. 4.2, 4.3, 4.4, and 4.5. The same comparison has also been done for the smaller binning
scheme and is shown in Appendix. C.2. The distributions are in excellent agreement, and this
study gives confidence on the description of the background angular distributions used in the
analysis.
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q2[GeV2] CorrectionfactorR
[0.1,0.98] 1.304
[1.1,2.0] 1.584
[2.0,3.0] 1.259
[3.0,4.0] 1.366
[4.0,5.0] 1.281
[5.0,6.0] 1.276
[6.0,7.0] 1.324
[7.0,8.0] 1.282
[11.0,11.75] 1.435
[11.75,12.5] 1.007
[15.0,16.0] 1.438
[16.0,17.0] 0.994
[17.0,18.0] 1.057
[18.0,19.0] 0.902
q2[GeV2] CorrectionfactorR
[0.1,0.98] 1.034
[1.1,2.5] 1.517
[2.5,4.0] 1.301
[4.0,6.0] 1.282
[6.0,8.0] 1.304
[11.0,12.5] 1.206
[15.0,17.0] 1.176
[17.0,19.0] 0.968
Table4.3:CorrectionfactorRwithinthetwoq2binningschemes:(left)1GeV2/c4schemeand
(right)2GeV2/c4
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Figure4.2: Comparisonofthecos(θk)backgrounddistributionsobtainedfromtheABCD
method(blue)andsimplyfromtheuppermasssideband(red)inthe2GeV2/c4binningscheme.
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Figure4.3:Comparisonofthecos(θl)backgrounddistributionsobtainedfromtheABCDmethod
(blue)andsimplyfromtheuppermasssideband(red)inthe2GeV2/c4
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Figure4.4: ComparisonoftheφbackgrounddistributionsobtainedfromtheABCDmethod
(blue)andsimplyfromtheuppermasssideband(red)inthe2GeV2/c4binningscheme.
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Figure4.5:Comparisonoftheq2distributionfortheABCDmethod(blue)andsimplyfrom
theuppermasssideband(red)inthe2GeV2/c4
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4.4 Impact of the selection acceptance on the angular distributions
4.4 Impact of the selection acceptance on the angular distribu-
tions
The reconstruction, trigger and the selection cuts distort the angular distributions of the
signal and need to be accounted for in the fit when measuring the angular observables. For
example, the cut on the pT of the muons leads to a drop in the cos(θ`) distribution for values
around ±1 in the first q2 bin; another example is the observed asymmetric distribution of the
cos(θk) variable, related to the pT cuts having a different impact on the kaon and the pion, due
to their different mass.
The shape of the acceptance of the full selection for the three decay angles and q2 is shown
by the distribution in Figure 4.7, obtained from a phase space Monte Carlo simulation. These
acceptances can be parameterised using multidimensional polynomials:
ε(cosθ`,cosθK ,φ,q2) =
∑
k,l,m,n
ck,l,m,nP (cosθ`,k)P (cosθK , l)P (φ,m)P (q2,n). (4.9)
where the terms P (x,i) are Legendre polynomials of order i and the ck,l,m,n coefficients are
determined using a moment analysis of B0→K∗0µ+µ− phase space simulated events. For q2
a seventh order polynomial is used, for cosθ` a polynomial of fifth order, while for both φ and
cosθK polynomials of sixth order. The solid lines in Figure 4.7 give the projections of the four-
dimensional polynomial parametrisation of the acceptance. The determination of the polynomial
coefficients and the resulting angular description is discussed in Sec. ??.
The acceptance can be included in the fit in two ways: either by performing a weighted fit,
in which the events are weighted by 1/; or by including the effect in the signal PDF.
In the first option, the distributions are effectively unfolded, therefore the original signal
PDF without acceptance can be used. It should be noted that the background component will
be weighted in the same way. The per-event weight is included in the likelihood as follows
L=−
∑
event e
we× logP(~Ωe,me)
=−
∑
event e
1
(q2e , ~Ωe)
× logP(~Ωe,me).
Special care needs to be taken for the estimation of the parameter uncertainties, since weighted
fits in general are not guaranteed correct coverage. However, an approximate methods exists.
The corrected covariance matrix V ′ for the weighted fit can be calculated according to
V ′ = V C−1V,
where V is the covariance matrix calculated with the weights we and C the covariance matrix
calculated using the squared weights w2e [6]. The unfolding using acceptance weights is the
preferred approach for the large q2 bins 1.1 < q2 < 6 GeV2/c4 and 15 < q2 < 19 GeV2/c4, since
the method can account for possible variation of the acceptance with q2. Furthermore, the
expected signal yield in these bins is sufficiently large to reduce possible fluctuations from the
weighting procedure.
The second option requires to include the efficiency in the signal PDF. The main difficulty
with this approach is the correct determination of the normalization of the signal component
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Figure 4.7: The efficiency of the full selection on the decay angles and q2 as determined using
fully simulated B0→K∗0µ+µ− events. The solid line gives a four-dimensional parametrisation
of the efficiency using Chebyshev polynomials. The total scale is arbitrary.
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4.4 Impact of the selection acceptance on the angular distributions
which will be affected by the acceptance1. This normalization Nsig willl be given by
Nsig =
∫
(q2, ~Ω)Psig(~Ω)d~Ω
=
∫
(q2, ~Ω) 932pi
∑
i
Sifi(~Ω)d~Ω
= 932pi
∑
i
Siξi(q2), (4.10)
with ξi =
∫
(q2, ~Ω)fi(~Ω)d~Ω, and where ~Ω = (cosθl,cosθk,φ) and the angular terms fi(~Ω) are
defined by the Eqs. 4.5 and 1.65. This is the preferred approach for the 2GeV2/c4 q2 bins, where
the acceptance does not change too much inside each bin.
1Note that the factor (q2, ~Ω) in the numerator can be omitted when determining − logL.
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4.5 Parameterisation of the signal invariant mass distribution
Even after the selection procedure described in the previous chapter, some background events
are still included in the dataset on which the angular analysis is performed. In order to better
disentangle the contribution of the signal and from background in the angular distributions,
we multiply the angular PDF by a Kpiµµ invariant mass PDF, as described in Section 4.1.
Since the final background discrimination rely on this term, it is crucial to provide a precise
parameterisation of the mass. The strategy for modeling the Kpiµµ invariant mass shape of the
Bd→K∗0µµ candidates is to exploit the large sample of B0d→ J/ψK∗0 in data. Monte Carlo
(MC) simulated Bd→K∗0µµ and Bd→ J/ψK∗0 events are then used to study (and correct for)
possible q2 dependence of the mass shape parameters.
The following Sections 4.5.2 and 4.5.3 will present the different mass models that have been
tested. The model currently used in the angular analysis will be presented in the Section 4.5.4.
The event yields for the two q2 binning schemes will be presented in Section 4.5.5.
4.5.1 The Crystal Ball distribution
All models tested for the Kpiµµ invariant mass were based on a Crystal Ball (CB) func-
tion [7], named after the Crystal Ball Collaboration. This distribution describes an invariant
mass spectrum with a peak and a radiative tail. The analytical expression of the Crystal Ball
is given by:
PCB(m|µ,σ,α,n) =N ×
e
− 12(m−µσ )
2
m−µ
σ >−α
a
(b−(m−µσ ))
n
m−µ
σ <−α
, (4.11)
where:
a=
(
n
|α|
)n
e−
1
2α
2
b= n|α| − |α| .
N = 1
σ
(
n
|α|
1
n−1e
− |α|22 +
√
pi
2
(
1 + erf
( |α|
2
)))
(4.12)
In practice, the Crystal Ball is a Gaussian distribution abovem=−ασ, and a power law function
below.
4.5.2 First parametrisation: two Crystal Ball functions with opposite tails
We first tested a sum of two Crystal Ball functions (DCB) with common mean (µ) but
different widths and tails parameters, since it tends to correctly reproduce the Kpiµµ distribution
in simulated events( see Fig. 4.8 ). Explicitly, the reconstructed Bd mass was parameterised as:
Psig(m|~λ) = fcorePCB(m|µ,σ1,α1,n1) + (1−fcore)PCB(m|µ,σ2,α2,n2). (4.13)
where fcore is the relative fraction of candidates falling in the first Crystal Ball function.
In order to study the q2 dependence of the parameters of the DCB, we first applied individual
fits in narrow q2 bins on B0→K∗0µ+µ− MC events, and we plot the results for each parameter
as a function of the q2 of the bin. Then, we fit the results for each parameter with a linear
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Figure4.8:FitwithaDCBfunctiontoKπµµmassdistributionofBd→J/ψK∗0simulated
events.
function:
X=AX×q2+BX, (4.14)
HereXrepresentsaparameteroftheDoubleCrystalBal,whileAXandBXarethecoeﬃcients
tobedeterminedthataredescribingtheq2dependenceoftheparameterX.
Asanalternativeapproach,wealsoperformedasimultaneousﬁtoverthediﬀerentq2bins.
Thecomparisonoftheq2dependenciesobtainedfortheindividual-binﬁtsandthesimultaneous
ﬁt,foreachoftheparameters,areshowninFigure4.9.Theresultsofthiscomparisoncanbe
summarizedasfolows:
•thereisagoodagreementintheq2-dependencyparametersfoundbytheindividualand
simultaneousﬁt;
•thesimultaneousﬁthassmaleruncertainty,duetothefactthatitexploitsthefuldata
sample,leadingtoamoreprecisedeterminationoftheparametersineachbin;
•theyieldsarestableandinagreementamongthetwomethods.
4.5.3 Secondparameterization:a modiﬁedCrystalBalfunction
InordertoreducethenumberofparametersneededtomodeltheKπµµinvariantmass,
anotherparametricfunctionhasbeentested.ThisfunctionwasinspiredfromtheDoubleCrystal
Bal,andhasagaussiancoreandarightandleftpower-lawfunctionstodescribethetails:
P(m|µ,σ,αL,nL,αR,nR)=


e−12(m−µσ )2 −|αL|<=m−µσ <=|αR|
nR,L
|αR,L|
nR,Le−12α2R,L
nR,L
|αR,L|−|αR,L|±(m−µσ )
nR,L
m−µ
σ <−|αL|orm−µσ >|αR|
,(4.15)
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Figure4.9:DoubleCrystalBalparametersasafunctionofq2.Themeasurementsinblackare
thevaluesobtainedintheﬁtsineachindividualq2binonsimulatedevents.Thelinesanderror
bandsinredaretheresultoftheﬁtoftheseindividualmeasurements.Ithastobecompared
tothebluelinegivingtheresultofthesimultaneousﬁt.
FolowingthemethodologydescribedinthepreviousSection4.5.2,individualbinﬁtsanda
simultaneousﬁthavebeenperformedtoextractthe6parametersofourmodel.Theresultsof
thesimultaneousﬁts,representedforthedatainonlyoneofthebins,canbeseeninFigureB.1
asexample(theresultforaltheotherbinsareintheAppendixB).Theq2-dependencyofthe
parametersisshowninFigure4.11forbothindividualbinandsimultaneousﬁts.
Duetothesmalnumberofeventsinsomeofthebins,somedeviationappearsbetween
thevalueofanindividualﬁtinthesebinsandtheoneobtainedbythesimultaneousﬁt.These
deviationsareduetothecorrelationbetweentheαandnparameterandthishasbeenconﬁrmed
byﬁxingtheαparameterintheproblematicbinsandcomparingthenewvalueforthen
parameterfromtheindividualﬁtwiththeonefromthesimultaneousﬁt,whichnowarein
agreement(seebluedotsinFigure4.11).
Comparingtheresultsfromﬁtsontheindividualbinsandthesimultaneousﬁt,weendup
withthesameconclusionasforthepreviousparametrisation:theresultsofbothﬁtsarein
agreement,butthesimultaneousﬁthasasmalererrorandprovidesabettercontrolofthe
correlationsbetweentheparameters,leadingtoamorestableﬁt.
SincetheMCdoesnottakeintoaccountthedetectorresolution,wecannotdirectlyapply
theq2dependenciespreviouslyfoundintheﬁttodata. Toovercomethisissueweevaluatea
scalefactorforeachparameterusingthecontroldecayB0→J/ψK∗0andasacrosscheckthe
secondcharmoniumresonance:ψ(2S).Intheseﬁtsoftheregionscontainingcharmoniaindata,
thecombinatorialbackgroundisdescribedbyanexponentialdistributionandasecondsignal
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Figure 4.10: Results of simultaneous fit, in one of the q2 bin, on the Kpiµµ mass distribution fit
of Bd→K∗0µµ simulated events.
component is included for the B0s → J/ψK∗0 or B0s → ψ(2S)K∗0 decays, expressed with the
same signal parametrisation but with a shift on the mean (µ) by ∆m = m(Bs)−m(B0). The
scale factor obtained in the J/ψ region gives a good result on the ψ(2S) region, validating the
scaling approach (see Figure 4.12).
This parameterisation seems to work well. Nevertheless, some concerns are given by the
fact that the right tail could be overestimated in presence of the Bs→ J/ψK∗0 decay. For this
reason, a more conservative approach has been chosen, described in the following section. In
spite of this, the present study has clearly shown the need for scaling at least the widths of the
CB as a function of q2.
4.5.4 Third parametrisation: a Double Crystal Ball with widths depending
on q2
For the angular analysis, we have finally chosen to describe the Kpiµµ invariant mass, m, by
the sum of two Crystal Ball functions with a common mean (µ) and tail parameters (α and n)
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Figure4.11:ParametersofthemodiﬁedCrystalBalasafunctionofq2.Thegreensquaresare
thevaluefortheﬁtsineachindividualq2binonsimulatedevents.Thegreenbandistheresult
ofthesimultaneousﬁt.Thenewvalueofthenparameterinanindividualﬁtwhenαisﬁxed
totheresultofthesimultaneousﬁtissuperposedwithbluedots.
butdiﬀerentwidths.Explicitly,thereconstructedBdmassisparameterisedas
Psig(m|λ)=fcorePCB(m|µ,σ1,α,n)+(1−fcore)PCB(m|µ,σ2,α,n). (4.16)
TheparameterstodescribetheB0d→K∗0µµsignalmassshape,aredeterminedfromaﬁttothecontroldecayB0d→J/ψK∗0,whichisshowninFig.4.13,wheretheinvariantdistributionofthebackgroundisdescribedbyanexponentialdistributionandwheretheB0s→J/ψK∗0decayisexpressedwiththesamesignalparametrisationandashiftonthemean(µ)by∆m=
m(B0s)−m(B0d). TheresultingmassparametersfortheangularanalysisofthesignaldecayB0d→K∗0µµaregiveninTab.4.4.Toaccountforpossiblechangesofthesignalmassshapewithq2,weincludeasinglescaling
factorsσforeveryq2bin.Thisisappliedtoboththewidthsσ1andσ2.Thescalingfactoris
determinedfromaﬁtto MCsimulatedBd→K∗0µµsignalevents.Itsbehaviourisshownin
Fig.4.14whilethenumericalvaluesaregivenintheTab.4.5.
4.5.5 Eventyields
TheKπµµinvariantmassdistributionofB0d→K∗0µµcandidatesforthediﬀerentq2binsareshowninFig.4.15,Fig.4.16,togetherwiththeresultsoftheﬁts.Table.4.6liststhesignaland
backgroundyieldsineachq2binforthetwobinningschemes.Intotal,2390signalcandidates
areseenwithintherange0.1<q2<19GeV2/c4.
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Figure4.12:ParametersofthemodiﬁedCrystalBalasafunctionofq2.Thegreensquaresare
thevaluefortheﬁtsineachindividualq2binonsimulatedevents.Thegreenbandistheresult
ofthesimultaneousﬁt. TheresultsoftheindividualﬁtsintheJ/ψ(1S)andψ(2S)regions,
usedforthedata-MCrescaling,areshowninred.
Parameter Value
αCB 1.533±0.033
n 4.23±0.6
σ1 15.36±0.19
σ2 25.85±0.82
fcore 0.704±0.031
Bdmass(µ) 5284.339±0.043
∆m 87.21±0.83
exp.slope −0.006319±0.0001
Nsig 343763±822
NBs 4199±162Nbkg 26877±649
Table4.4:ValueoftheﬁttothecontrolchannelBd→J/ψK∗0.
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Figure4.13:FittothecontrolchannelBd→J/ψK∗0.Thesignalcomponentisinreddash-line.
theBs→J/ψK∗0componentisinreddotted-lineandthecombinatorialbackgroundincyan.
q2[GeV2] Scalingfactor
[0.1,0.98] 0.982
[1.1,2.0] 0.997
[2.0,3.0] 0.989
[3.0,4.0] 0.996
[4.0,5.0] 0.999
[5.0,6.0] 0.992
[6.0,7.0] 0.998
[7.0,8.0] 1.003
[11.0,11.75] 1.002
[11.75,12.5] 1.001
[15.0,16.0] 1.050
[16.0,17.0] 1.050
[17.0,18.0] 1.074
[18.0,19.0] 1.049
q2[GeV2] Scalingfactor
[0.1,0.98] 0.982
[1.1,2.5] 0.996
[2.5,4.0] 0.992
[4.0,6.0] 0.996
[6.0,8.0] 1.000
[11.0,12.5] 1.007
[15.0,17.0] 1.049
[17.0,19.0] 1.074
Table4.5:Scalefactorsσforthe2GeV2q2binningscheme(left)and1GeV2binningscheme
(right).
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Figure4.14:Scalefactorsσinthe1GeV2binningscheme(a)and2GeV2q2binningscheme
(b).
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Figure4.15:TheKπµµinvariantmassdistributionofBd→K∗0µµcandidatesintheﬁrst8bins
inthe1GeV2/c4q2binningscheme.
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Figure4.16:TheK+π−µ+µ−invariantmassdistributionofB0→K∗0µ+µ−candidatesinthe
last6binsinthe1GeV2/c4q2binningscheme.
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Figure4.17:TheK+π−µ+µ−invariantmassdistributionofB0→K∗0µ+µ−candidatesinthe
ﬁrst8binsinthe2GeV2/c4q2binningscheme
.
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4.5 Parameterisation of the signal invariant mass distribution
q2[GeV2] signal yield background yield
[0.1,0.98] 339.1±19.6 58.9±10.3
[1.1,2.0] 113.0±12.2 82.0±10.9
[2.0,3.0] 126.3±13.3 103.7±12.4
[3.0,4.0] 106.4±12.8 144.6±14.2
[4.0,5.0] 123.1±13.9 169.9±15.5
[5.0,6.0] 156.6±14.6 130.4±13.7
[6.0,7.0] 150.3±14.5 146.7±14.4
[7.0,8.0] 194.2±16.7 197.8±16.8
[11.0,11.75] 162.5±14.7 96.5±12.2
[11.75,12.5] 166.9±15.0 116.1±13.2
[15.0,16.0] 219.5±16.7 102.5±12.8
[16.0,17.0] 229.8±16.9 87.1±12.0
[17.0,18.0] 184.1±15.4 75.9±11.5
[18.0,19.0] 114.9±12.2 69.1±10.2
q2[GeV2] signal yield background yield
[0.1,0.98] 339.1±19.6 58.9±10.3
[1.1,2.5] 179.7±15.4 124.4±13.5
[2.5,4.0] 165.4±15.9 206.6±17.1
[4.0,6.0] 279.5±20.2 300.4±20.7
[6.0,8.0] 344.3±22.1 344.8±22.1
[11.0,12.5] 329.8±21.0 212.1±18.0
[15.0,17.0] 449.2±23.8 189.8±17.5
[17.0,19.0] 299.9±19.8 144.1±15.3
Table 4.6: Signal and background yields with the two q2 binning schemes: (top) 1GeV2/c4 and
(bottom) 2GeV2/c4.
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4.6 Contraining the S-wave contribution using the mKpi distri-
bution
Including the S-wave contribution results in a reduction of sensitivity to the physically
interesting P -wave observables. This is because, according to Eq. 1.65, all P -wave parameters
are scaled by the factor (1−FS) which is not known a priori. Neglecting the S-wave in the fit and
correcting the P -wave parameters using FS from the dedicated S-wave analysis in preparation is
problematic since it partially uses the same data distributions (mKpiµµ and cosθK). A possibility
to circumvent these difficulties is to include the mKpi projection in a simultaneous fit. Since the
P -wave is peaking inmKpi while the S-wave contribution is relatively flat, this gives an additional
constraint on FS and therefore also allows a better determination of the P -wave observables.
Ref. [8] gives details on the dependence of the decay amplitudes on mKpi. To parameterise the
mKpi dependence of the P-wave a Breit-Wigner distribution is used
AP (mKpi) = √pq ×B′LB (p,p0,d)
(
p
mB
)LB
×B′LK∗ (q,q0,d)
(
q
mKpi
)LK∗
× 1
m2K∗−m2Kpi− imK∗Γ(mKpi)
, (4.17)
where p (q) denotes the K∗0 (K+) momentum in the B0 (K∗0) rest frame, p0 (q0) is the cor-
responding quantity at the resonance peak. LB (LK∗) is the orbital angular momentmum and
B′LB (B
′
LK∗ ) the Blatt-Weisskopf function given in Ref. [9]. For the S-wave component the LASS
parameterisation [10] is used
AS(mKpi) = √pq ×B′LB (p,p0,d)
(
p
mB
)LB
×B′LK∗0 (q,q0,d)
(
q
mKpi
)LK∗0
×
( 1
cotδB− i +e
2iδB 1
cotδR− i
)
, (4.18)
where cotδB = 1aq +
1
2rq and cotδR = (m2K∗0 −m
2
Kpi)/(mK∗0Γ0(mKpi)). Accounting for the mKpi
dependence, Eq. 1.65, integrated over the three decay angles cosθl, cosθK and φ, becomes
1
d(Γ +Γ¯)/dq2
d(Γ +Γ¯)
dmKpi
∣∣∣∣∣
S+P
= (1−FS)
9∑
i=1
9
32pi ξiS
(s,c)
i |A′P (mKpi)|2
+ 316pi
[
FSξFS |A′S(mKpi)|2
+ (SS1ξS1 +SS2ξS2 +SS3ξS3)<
(A′S(mKpi)A∗′P (mKpi))
+ (SS4ξS4 +SS5ξS5)=
(A′S(mKpi)A∗′P (mKpi))] (4.19)
where ξ(S)i denote the angular integrals ξ(S)i =
∫
(cosθl,cosθK ,φ)f(S)i(cosθl,cosθK ,φ)d~Ω and
the amplitudes are appropriately normalised according to
A′P (mKpi) =
AP (mKpi)√∫ 995.9MeV/c2
795.9MeV/c2 |AP (mKpi)|2dmKpi
,
A′S(mKpi) =
AS(mKpi)√∫ 995.9MeV/c2
795.9MeV/c2 |AS(mKpi)|2dmKpi
.
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In the case of flat acceptance the integrated terms ξS1...5 evaluate to ξS1...5 = 0 such that the
interference terms drop out. For the nominal acceptance these terms are of the order of a few
percent and are included for completeness.
The simultaneous fit of the angles and the mKpi projection is tested using the control decay
B0→ J/ψK∗0. Table 4.7 gives the results of a fit of the full 3 fb−1 data sample in the mKpi mass
region ±100MeV around the K∗0 mass. Fig. 4.18 shows the corresponding projections on the
decay angles, mKpiµµ and mKpi.
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Figure 4.18: Angular, mKpiµµ and mKpi projections after the fit of the full B0→ J/ψK∗0 data
sample. The fit is performed as described in Sec. 4.6, simultaneously in the decay angles and
mKpiµµ, and mKpi, in the mKpi mass range [795.9,995.9]MeV.
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Table 4.7: Result of the simultaneous fit of the decay angles, mKpiµµ and mKpi for the full
B0→ J/ψK∗0 data sample.
parameter value
S1s 0.3309±0.0010
S3 0.0015±0.0018
S4 −0.2757±0.0020
S5 −0.0023±0.0019
S6s 0.0017±0.0016
S7 0.0008±0.0020
S8 −0.0503±0.0020
S9 −0.0866±0.0019
FS 0.0793±0.0028
SS1 −0.2286±0.0034
SS2 0.0009±0.0022
SS3 0.0025±0.0021
SS4 0.0013±0.0021
SS5 −0.0653±0.0023
101
REFERENCES
[1] LHCb collaboration, R. Aaij et al., Differential branching fraction and angular analysis of
the decay B0→K∗0µ+µ−, JHEP 08 (2013) 131, arXiv:1304.6325.
[2] LHCb collaboration, R. Aaij et al., Measurement of form-factor-independent observables in
the decay B0→K∗0µ+µ−, Phys. Rev. Lett. 111 (2013) 191801, arXiv:1308.1707.
[3] BABAR Collaboration, B. Aubert et al., Measurements of branching fractions, rate asym-
metries, and angular distributions in the rare decays B→K`+`− and B→K∗`+`−, Phys.
Rev. D 73 (2006) 092001.
[4] Belle Collaboration, J.-T. Wei et al., Measurement of the Differential Branching Fraction
and Forward-Backward Asymmetry for B→K(∗)l+l−,Phys. Rev. Lett. 103 (2009) 171801.
[5] ATLAS collaboration, G. A. et al, Measurement of the inclusive isolated prompt photon cross
section in pp collisions at
√
7 TeV with the ATLAS detector, ArXiv Physics e-prints (2010)
arXiv:1012.4389.
[6] W. Verkerke and D. Kirkby, The RooFit toolkit for data modeling, ArXiv Physics e-prints
(2003) arXiv:physics/0306116.
[7] T. Skwarnicki, A study of the radiative CASCADE transitions between the Upsilon-Prime
and Upsilon resonances,.
[8] D. Becirevic and A. Tayduganov, Impact of B → K∗0`+`− on the New Physics search in
B→K∗`+`− decay, Nucl. Phys. B868 (2013) 368, arXiv:1207.4004.
[9] J. Bressieux, G. Cowan, M. Kreps, O. Schneider, T. Skwarnicki, Q. Wenbin, Evidence for the
resonant character of the Z(4430)− → ψ(2S)pi− mass peak observed in B0 → ψ(2S)K+pi−
decays, and determination of the Z(4430)− spin-parity , LHCb-ANA-2013-053, 2013.
[10] D. Aston et al., A Study of K- pi+ Scattering in the Reaction K- p —> K- pi+ n at
11-GeV/c, Nucl. Phys. B296 (1988) 493.
102
Chapter 5
Results and systematic uncertainties
Sommaire
5.1 Systematics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.1.1 Systematic errors concerning the acceptance . . . . . . . . . . . . . . . . 104
5.1.1.1 Statistical uncertainty of the four-dimensional acceptance . . . 104
5.1.1.2 Differences between data and simulation . . . . . . . . . . . . 104
5.1.1.3 Impact of the fixed q2 value per bin in the four-dimensional
acceptance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.1.1.4 Higher order acceptance model . . . . . . . . . . . . . . . . . . 107
5.1.2 Background related systematics . . . . . . . . . . . . . . . . . . . . . . . 107
5.1.2.1 Systematic error on the peaking backgrounds . . . . . . . . . . 107
5.1.2.2 Angular background modeling . . . . . . . . . . . . . . . . . . 110
5.1.3 Signal mass modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
5.1.4 mKpi related systematic uncertainties . . . . . . . . . . . . . . . . . . . 110
5.1.5 Production asymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.1.6 Detection asymmetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.1.7 Summary of the systematic uncertainties . . . . . . . . . . . . . . . . . 113
5.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
5.2.1 The previous measurements of the B0→K∗0µ+µ− angular observables 129
5.2.2 The new LHCb measurement based on 3 fb−1 of data . . . . . . . . . . 130
5.3 Theoretical interpretations of the results. . . . . . . . . . . . . . . . . 142
5.3.1 New physics interpretations. . . . . . . . . . . . . . . . . . . . . . . . . . 142
5.3.2 Hadronic effects . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143
5.4 Future experimental tests . . . . . . . . . . . . . . . . . . . . . . . . . 143
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
In the first part of this chapter a brief description of the different sources of systematics
uncertainties affecting the measurements of the angular observables is provided (Section 5.1).
Some of these uncertainties are related to the measurement of the analysis acceptance, as de-
scribed in Section 5.1.1. Uncertainties associate to the modeling of the backgrounds are reported
in Section 5.1.2 and mainly concerns the peaking backgrounds estimation and the background
angular distributions. Effects related to the signal invariant mass modeling ( Section 5.1.3) and
invariant mass of the Kpi system (Section 5.1.4) are also taken into account as well as possible
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asymmetries in the production of B mesons and in the detection ( Sections 5.1.5 and 5.1.6
respectively). A summary of the different systematic uncertainties for each set of observables is
provided in Section 5.1.7.
In the second part, the results of the measurement of the angular observables, determined
using the angular maximum likelihood fit described in Section. 4.1 on the 3 fb−1 of data collected
during the first run of LHC are are given in the Section 5.2, together with a short overview of
possible theoretical interpretations (Section 5.3) and of future experimental tests (Section 5.4)
that could help in understanding these results.
5.1 Systematics
Systematics uncertainties are computed as the variation between the results of fits on high
statistics pseudo-experiments using once the nominal and once the systematically varied models.
Each toy uses a larger number of events compared with the data in order to eliminate any
statistical uncertainty in the systematic error evaluation.
5.1.1 Systematic errors concerning the acceptance
5.1.1.1 Statistical uncertainty of the four-dimensional acceptance
The four-dimensional acceptance described in Section 4.4 relies on the determination of
the Legendre coefficients from a sample of simulated B0 → K∗0µ+µ− phase-space events. To
determine the effect of the limited size of the simulated sample, the covariance matrix of the
coefficients is determined alongside their numerical values. High statistics toy studies are then
performed, where the events are generated with an acceptance that is varied according to the
(inverse) covariance matrix. These simulated events are then fit using both the varied and
the nominal acceptance. Figure 5.1 gives the distributions for 500 toy experiments for the q2
bin in the range 0.1< q2 < 1.0GeV2/c4. The observed deviations of the parameters are fit using
Gaussian functions. The distributions are centered around 0, their widths are used as systematic
uncertainties due to the statistical uncertainty of the acceptance. The Appendix D.1, Table D.1
gives the systematic uncertainties for all q2 bins. They are negligible compared to the expected
statistical uncertainties.
5.1.1.2 Differences between data and simulation
The determination of the acceptance relies on an accurate simulation of the signal decay
B0→K∗0µ+µ−. The control decay B0→ J/ψK∗0 is used to cross-check if the distributions in
data are reproduced properly. Ref. [1] describes the procedure used to correct the unsatisfactory
simulation of the transverse momentum of the signal B0, as well as the B0 vertex χ2 and the
track multiplicity in the event. The effect of these corrections on the acceptance is evaluated
by redetermining the acceptance correction without the reweighting. The results are given in
Tables D.2, D.3 and D.4. All deviations seen are negligible.
In addition, there are small differences for the kinematic variables of the B0 daughter parti-
cles. Figure 5.2 shows the (transverse) momentum for the signal kaon and pion for both truth-
matched simulated events as well as B0→ J/ψK∗0 events from data. The distributions for data
are extracted using the sWeighting technique. To minimize the influence of pollution from an
S-wave component which is not simulated in data, the window for invariant mass of the K+pi−
system is reduced from the nominal ±100MeV/c2 to ±20MeV/c2. From the two-dimensional
distributions of K+ and pi− in data and simulation a correction factor is determined. This
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Figure 5.1: Distributions of the deviations of the observables from toy experiments for the first
q2 bin in the range 0.1 < q2 < 1.0GeV2/c4. Events are generated with an acceptance varied
according to its statistical uncertainty and then fit back using the nominal acceptance.
correction factor, depending on the particles momentum and transverse momentum is shown
in Figure 5.3. The systematic uncertainty from the modeling of the signal decay is then evalu-
ated using toy studies where the acceptance is redetermined using the reweightings. Tables D.5
and D.6 give the resulting systematic uncertainties for the reweighting of both kaon and pion.
While the reweighting of the kaon has a negligible effect, there is an, albeit small, systematic
uncertainty for the reweighting of the pion.
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5.1.1.3 Impact of the fixed q2 value per bin in the four-dimensional acceptance
Since a weighted fit of the data is less stable in narrow bins1, given their lower number
of events, the efficiency has been included in the PDF in the fit. The PDF used to fit the
observables is in itself not q2 dependent, therefore the four-dimensional efficiency is evaluated
for a fixed q2. The nominal setting is to use the mean of the q2 in the bin to determine the
efficiency used for the specific bin.
To evaluate a possible systematic bias from this choice, toy experiments are used to determine
the deviation in the observables when fixing q2 at the mean value in the bin, q2mean, respect to the
value at the edge of the bin. More explicitly, the toys use the acceptance at q2mean± 34∆q2, where
the q2 bin is given by [q2mean−∆q2, q2mean + ∆q2]. The largest deviation is taken as systematic
uncertainty and given in Table. D.7 for all observables and q2 bins. While this approach likely
overestimates the systematic effect, the resulting systematic uncertainties are small compared
to the expected statistical errors.
5.1.1.4 Higher order acceptance model
There is some choice in the maximum order of the Legendre polynomials used to model the
four-dimensional acceptance. While higher orders generally will be able to describe details in
the acceptance better, more coefficients also will lead to higher computational requirements.
Therefore, the lowest order polynomials that describe the acceptance sufficiently well has been
chosen. A higher order parametrisation is used to determine a systematic uncertainty on this
choice.
The nominal choice is to include Legendre polynomials of order four and lower for cosθl,
order five for cosθk and q2, and order six for the angle φ as described in Section 4.4. In addition,
the acceptance is assumed to be even in φ, resulting in only non-zero coefficients of even order
for these polynomials. The projections of the four-dimensional acceptance determined with
these settings provide a very good description of the angles cosθl and φ (See Figure 4.7). Small
deviations are observed for low q2 and large cosθK . To estimate the effect of these imperfections
on the angular observables, we determine an acceptance including higher order polynomials for
the description of cosθk and q2, choosing a maximal order of seven for both. Table D.8 gives the
result of the angular fit of the control decay B0→ J/ψK∗0 using this higher order acceptance and
for comparison the nominal result. No deviation of a significant size for the angular analysis of
the signal decay is seen. This gives again confidence in the choice of the acceptance description.
To determine the systematic uncertainties properly, high statistics toys are performed, where
events are generated using the higher order acceptance model and fit with the nominal one. The
resulting deviations are given in Table D.9, and they are negligible for all bins.
5.1.2 Background related systematics
5.1.2.1 Systematic error on the peaking backgrounds
Several peaking backgrounds are able to mimic the signal decay. An overview is given in
Table 5.1 taken from [1], where the peaking background processes are discussed in more detail.
To determine the effect of neglecting the peaking backgrounds in the angular analysis, high
statistics toy studies are performed. In addition to the signal and combinatorial background
component, peaking background events are added according to their expected fraction. The
1The unfolding can be used for the larger q2 bins 1< q2 < 6GeV2/c4 and 15< q2 < 19GeV2/c4.
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deviation of the fitted angular observables from their nominal values when neglecting these
peaking background events in the fit are then taken as systematic uncertainties.
after preselection, before vetoes after vetoes and selection
Channel Estimated events % signal Estimated events % signal
Λ0b→ Λ∗(1520)0µ+µ− (1.0±0.5)×103 19±8 51±25 1.0±0.4
Λ0b→ pK−µ+µ− (1.0±0.5)×102 1.9±0.8 5.7±2.8 0.11±0.05
B+→K+µ+µ− 28±7 0.55±0.06 1.6±0.5 0.031±0.006
B0s→ φµ+µ− (3.2±1.3)×102 6.2±2.1 17±7 0.33±0.12
signal swaps (3.6±0.9)×102 6.9±0.6 33±9 0.64±0.06
B0→ J/ψK∗0 swaps (1.3±0.4)×102 2.6±0.4 2.7±2.8 0.05±0.05
B0→ J/ψK∗0 70±22 1.35±0.28 59±19 1.14±0.26
B+→K∗+µ+µ− 0 0 0 0
Table 5.1: Estimated yields, and percentage relative to estimated signal yield, of peaking back-
ground events before and after the vetoes. The dominant uncertainty contributing to these
numbers is in σbb and the estimate of B(Λ0b→ Λ∗(1520)0µ+µ−).
The distributions of the peaking background events in reconstructed B0 mass, decay angles
and q2 are taken from data. To select these peaking background events, specific selections are
applied. The explicit vetoes against the peaking backgrounds are removed and the criteria
listed in Table 5.2 are applied instead. Since the nominal BDT used to suppress combinatorial
background includes particle identification criteria, the nominal BDT cut is removed. Instead,
a new BDT, trained without particle identification criteria, is applied to remove combinatorial
backgrounds.
mode selection criteria
Λ0b → pKµ+µ− ProbNNk(K)> 0.3
ProbNNp(pi)> 0.3
|mpKµµ−mΛ0
b
|< 50MeV/c2
B0s → φµ+µ− ProbNNk(K,pi)> 0.3
|mKK −mφ|< 20MeV/c2
|mKKµµ−mB0s |< 50MeV/c2
B0→ pi+pi−µ+µ− ProbNNpi(K,pi)> 0.3
ProbNNk(K,pi)< 0.1
|mpipiµµ−mB0 |< 50MeV/c2
Table 5.2: Particle identification criteria and mass ranges to explicitly select specific peaking
backgrounds.
The selected peaking backgrounds Λ0b → pKµ+µ−, B0s → φµ+µ− and B0→ pi+pi−µ+µ−, as
well asKpi swapped B0→K∗0µ+µ− events, are given in Figure D.1. Here, the standard charmo-
nium vetoes are applied. In addition, Figure D.2 gives the corresponding high statistics charmo-
nium modes Λ0b → J/ψpK, B0s → J/ψφ, B0→ J/ψpi+pi− and B0→ J/ψK∗0 swaps, where q2 is in
the range [8,11]GeV2/c4. The selected peaking background yields are 109 (Λ0b → pKµ+µ−), 156
(B0s → φµ+µ−) and 92 (B0→ pi+pi−µ+µ−) events. As expected, the charmonium decays have
much larger yields with 9,000 (Λ0b → J/ψpK), 24,100 (B0s → J/ψφ) and 9,000 (B0→ J/ψpi+pi−)
events.
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Two different methods are employed to determine the angular distributions of the peaking
background events. The first is to simply sample events randomly from the high statistics
b→ J/ψX decays, using the q2 distribution of the corresponding rare modes to determine the
fraction of background events expected in the different q2 bins. The second approach is to use
a kernel density method to describe the distributions, using only the low statistics b→Xµ+µ−
modes. This method uses Gaussian kernels according to
Ppeaking(mKpiµµ,cosθl,cosθk,φ) = 1
N
N∑
events i=1
1√
2pi 4σ(cosθl)σ(cosθk)σ(φ)σ(mKpiµµ)
× exp
[
−(mKpiµµ−mKpiµµ,i)
2
2σ2(mKpiµµ)
− (cosθl− cosθl,i)
2
2σ2(cosθl)
]
× exp
[
−(cosθk− cosθK,i)
2
2σ2(cosθk)
− (φ−φi)
2
2σ2(φ)
]
, (5.1)
where σ(cosθl) = σ(cosθk) = 0.2, σ(φ) = pi/5rad and σ(mKpiµµ) = 10.6MeV/c2. Events near the
borders of the cosθl and cosθk distributions are handled by folding back the PDF. Figure D.3
shows the angular distributions for b→ Xµ+µ− decays in black. Overlayed are the angular
distributions of the b→ J/ψX decays in blue and the results from the kernel method in red.
The results from the kernel method follow the data smoothly, the angular distributions from
the charmonium modes seem to be statistically compatible with the rare decays. The most
interesting feature is certainly the cosθk dependence of the B0s → φµ+µ− and B0s → J/ψφ decays
which strongly peak towards cosθk =−1. This is due to the mass of the φ resonance being just
above the K+K− threshold.
In addition to the peaking backgrounds from misidentified Λ0b→ pKµ+µ−, B0s→K+K−µ+µ−
and B0 → K+pi−µ+µ− decays, there are 2% of B0 → K+pi−rndµ+µ− decays originating from
B0→K∗0µ+µ− decays, where the pi− was replaced by a random pion in the event. The distri-
butions of this background source are modelled using B0→K∗+(→K+pi0)µ+µ− decays.
The resulting deviations from high statistics toys containing the appropriate fraction of Λ0b→
pKµ+µ−, B0s → K+K−µ+µ− and B0 → K+pi−µ+µ−, as well as B0 → K+pi−rndµ+µ− peaking
background events sampled from the charmonium decays are given in the Table D.10. The
corresponding results from the kernel method are given in Table D.11. The peaking background
systematics uncertainty is defined as the biggest uncertainty between the kernel density method
and the high statistics charmonium mode for each observables and each q2 bins.
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5.1.2.2 Angular background modeling
The nominal background parametrisation uses Chebyshev polynomials of second order and
lower to describe the decay angles. To estimate the systematic effect of this choice of angular
background model, the high mass sideband (mKpiµµ ∈ [5355,5700]MeV/c2) is fit with Chebyshev
polynomials of forth order and lower instead. To have enough combinatorial background events
to fit the Chebyshev coefficients, the BDT requirement is removed for the fit. Figure D.4 shows
the fitted angular distributions in bins of q2. To determine the systematic effect of only fitting the
background with polynomials of order two and lower, high statistics toy MC are used. The toy
MC is generated using the forth order angular background description using the nominal signal
fraction. Then the toys are fitted once with the fourth order and once with the second order
angular background description. The observed difference is taken as systematic uncertainty and
is given in Table D.12. The systematic effect is negligible.
5.1.3 Signal mass modeling
To determine the systematic error related to the choice of signal mass model, described in
Section 4.5, a double Gaussian is used as alternative model. The parameters of the double
Gaussian are determined from a fit to B0→ J/ψK∗0 events. A high statistics toy MC is then
generated using the double Gaussian mass model and fitted twice, once using the double Gaus-
sian and once using the nominal Crystal Ball parametrisation. The observed difference is given
in Table D.13 and used as systematic uncertainty.
5.1.4 mKpi related systematic uncertainties
The nominal fit uses the mKpi distribution to constrain FS as described in Section 4.6. Three
possible sources of systematic uncertainties connected to the mKpi distribution are studied: the
parametrisation of the S-wave component, the parametrisation of the background in mKpi, and
the effect of an mKpi dependent efficiency which is neglected in the nominal fit.
To evaluate the systematic uncertainty due to using the LASS shape as nominal model for the
S-wave contribution, the effect of using the ISOBAR model instead is evaluated. The ISOBAR
model consists of the sum of two amplitudes modelling the f800 and the K∗00 (1430) mesons,
AISOBAR(mKpi) = |rf800 |eiargδf800Af800(mKpi) + (1−|rf800 |)AK∗00 (1430)(mKpi),
where Af800(mKpi) and AK∗00 (1430)(mKpi) are Breit-Wigner amplitudes as in Eq. 4.17. The masses
and widths of the resonances are set to m(f800) = 682MeV/c2 and Γ(f800) = 547MeV/c2 for the
f800 contribution and m(K∗00 (1430)) = 1.425GeV/c2 and Γ(K∗00 (1430)) = 0.270GeV/c2 for the
K∗00 (1430) [2]. The parameters |r800| and δ800 are determined from a fit to the mKpiµµ and mKpi
distributions of B0→ J/ψK∗0 decays. An high statistics toy Monte Carlo is generated using the
ISOBAR model and fit twice, once using the ISOBAR, and once the nominal LASS model. The
observed deviations for the angular observables are used as systematic uncertainties and given
in Tab. D.14.
To evaluate the systematic uncertainty due to the background parametrisation ofmKpi a first
order Chebyshev polynomial is compared to a fourth order parametrisation. The fourth order
coefficients are determined from B0 → J/ψK∗0. High statistics toy Monte Carlo is generated
using the fourth order parametrisation and fit using both the fourth order and the nominal
first order parametrisation. The observed deviations for the angular observables are used as
systematic uncertainties and given in Table. D.15.
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For the nominal fit the efficiency over the mKpi range of the angular analysis, [795.9,995.9]
MeV/c2, is assumed to be flat. The systematic effect of this assumption is quantified using high
statistics toy Monte Carlo, including an additional mKpi dependent efficiency. This efficiency is
parametrised using a linearly rising or falling function with a variation of ±5% at the borders of
the mKpi mass range. The additional efficiency is applied on top of the usual four-dimensional
efficiency described in Section 4.4. The angular observables are then determined using the nomi-
nal fit, and the largest deviations from the generated values are taken as systematic uncertainties
and given in Table. D.16.
5.1.5 Production asymmetry
The production of B0 and B0 mesons is known to be asymmetric at the LHC, due to the
non-charge symmetric initial state in pp collision. The production asymmetry Aprod, defined as
Aprod = N(B
0)−N(B0)
N(B0)−N(B0) ,
is measured to be (−0.35±0.76±0.28)% [3]. This affects both the measured CP asymmetries
and the CP -averaged observables, according to
Ai
meas =Ai−Si(κAprod),
Si
meas = Si−Ai(κAprod),
where κ is a dilution factor due to B0−B0 mixing. For B0 mixing, κ is calculated via
κ=
∫∞
0 (t)e−Γt cos(∆mdt)dt∫∞
0 (t)e−Γtdt
,
with Γ = 1/τd = 1/1.519ps−1 and the mixing frequency ∆md = 0.510ps−1 [2]. The decay time
dependent efficiency (t) is given in Figure. 5.4. The calculation results in a factor of κ= 35.2%.
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Figure 5.4: The decay time dependent selection efficiency (t).
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5.1.6 Detection asymmetry
Similarly to the production asymmetry, the measurement can also be affected by the K+pi−
detection asymmetry
Adet = (K
+pi−)− (K−pi+)
(K+pi−) + (K−pi+) ,
according to
Ai
meas =Ai−SiAdet,
Si
meas = Si−AiAdet.
The K+pi− detection asymmetry is known to be driven by the kaon detection asymmetry, which
is momentum dependent. The kaon detection asymmetry, in bins of kaon momentum, is given
in Table. 5.3, which is taken from Ref. [4] and was used in Ref. [5]. Since the momentum spectra
for the hadrons depend on q2, the detection asymmetry is determined for all q2 bins, and given
in Tab. 5.3.
p(K) [GeV/c] Adet [%]
0< p(K)< 10 −1.37±0.11
10< p(K)< 17.5 −1.2±0.10
17.5< p(K)< 22.5 −1.15±0.11
22.5< p(K)< 30 −1.09±0.12
30< p(K)< 50 −0.88±0.16
50< p(K)< 70 −0.71±0.29
70< p(K)< 100 −0.33±0.30
100< p(K)< 150 0.18±0.45
q2 bin [GeV2/c4] Adet [%]
0.1< q2 < 0.98 −0.010
1.1< q2 < 2.5 −0.011
2.5< q2 < 4.0 −0.011
4.0< q2 < 6.0 −0.011
6.0< q2 < 8.0 −0.011
11.0< q2 < 12.5 −0.011
15.0< q2 < 17.0 −0.012
17.0< q2 < 19.0 −0.012
1.1< q2 < 6.0 −0.011
15.0< q2 < 19.0 −0.012
Table 5.3: (Left) kaon detection asymmetry, depending on kaon momentum. (Right) resulting
K+pi− detection asymmetry Adet for the different q2 bins.
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5.1.7 Summary of the systematic uncertainties
An overview of the systematic uncertainties for all the angular observables Si in all the
bins of q2 is given in Tables 5.4, 5.5, 5.6, 5.7 and 5.8. The different systematic sources and
their contribution to the total systematic uncertainty are shown. The total systematic un-
certainty is calculated as quadratic sum of the individual contributions. The statistical un-
certainty from a fit of the data, evaluated using HESSE, is given as well for comparison. The
Tables 5.9, 5.10, 5.11, 5.12 and 5.13 provide the corresponding systematic uncertainties for the
P
(′)
i basis. Tables 5.14, 5.15, 5.16, 5.17 and 5.18 give the systematic uncertainties for the CP
asymmetries Ai.
For the CP -average observable FL the highest systematic uncertainty is the pi-reweighting in
almost every q2-bins, for the other observables the peaking background systematic uncertainty
is the biggest in almost each q2-bins, while systematic uncertainties related to mKpi follow right
after. For the CP asymmetries and P ′i observables the systematic uncertainty on the peaking
backgrounds is again the main contribution to the total systematic uncertainty.
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1.1< q2 < 6.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0307 0.0375 0.0497 0.0457 0.0294 0.0460 0.0500 0.0405
pi reweighting 0.0139 0.0004 0.0001 0.0011 0.0023 0.0002 0.0001 0.0001
K reweighting 0.0000 0.0000 0.0013 0.0000 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0032 0.0000 0.0002 0.0001 0.0005 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0005 0.0001 0.0003 0.0003 0.0000 0.0000 0.0000 0.0000
Ntracks reweighting 0.0000 0.0002 0.0011 0.0003 0.0004 0.0000 0.0000 0.0000
higher order acc. 0.0001 0.0000 0.0006 0.0001 0.0001 0.0014 0.0011 0.0007
(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0063 0.0032 0.0012 0.0041 0.0058 0.0055 0.0066 0.0037
angular bkg. model 0.0021 0.0010 0.0017 0.0005 0.0013 0.0002 0.0001 0.0004
sig. mass 0.0017 0.0001 0.0003 0.0005 0.0001 0.0003 0.0002 0.0001
mKpi isobar 0.0003 0.0000 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000
mKpi bkg. 0.0042 0.0001 0.0013 0.0026 0.0004 0.0006 0.0001 0.0000
mKpi eff. 0.0001 0.0017 0.0027 0.0002 0.0018 0.0007 0.0041 0.0021
acc. stat. 0.0012 0.0011 0.0016 0.0018 0.0007 0.0001 0.0001 0.0000
Adet 0.0000 0.0008 0.0001 0.0005 0.0002 0.0005 0.0005 0.0004
Aprod 0.0000 0.0001 0.0000 0.0001 0.0000 0.0001 0.0001 0.0000
σsyst. 0.0165 0.0040 0.0044 0.0054 0.0067 0.0058 0.0079 0.0043
15.0< q2 < 19.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0267 0.0335 0.0364 0.0349 0.0279 0.0414 0.0425 0.0402
pi reweighting 0.0040 0.0021 0.0009 0.0015 0.0017 0.0000 0.0000 0.0000
K reweighting 0.0003 0.0004 0.0000 0.0001 0.0003 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0029 0.0002 0.0003 0.0004 0.0015 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0011 0.0004 0.0003 0.0003 0.0003 0.0000 0.0000 0.0000
Ntracks reweighting 0.0003 0.0002 0.0003 0.0002 0.0005 0.0000 0.0000 0.0000
higher order acc. 0.0003 0.0010 0.0002 0.0002 0.0004 0.0050 0.0003 0.0002
(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0046 0.0050 0.0037 0.0032 0.0056 0.0025 0.0014 0.0012
angular bkg. model 0.0005 0.0008 0.0015 0.0010 0.0000 0.0001 0.0000 0.0007
sig. mass 0.0017 0.0037 0.0005 0.0019 0.0027 0.0000 0.0000 0.0001
mKpi isobar 0.0003 0.0011 0.0009 0.0013 0.0011 0.0000 0.0000 0.0000
mKpi bkg. 0.0013 0.0042 0.0035 0.0048 0.0042 0.0000 0.0000 0.0000
mKpi eff. 0.0016 0.0034 0.0036 0.0060 0.0036 0.0031 0.0026 0.0008
acc. stat. 0.0029 0.0039 0.0023 0.0031 0.0022 0.0001 0.0001 0.0000
Adet 0.0000 0.0004 0.0009 0.0004 0.0013 0.0005 0.0003 0.0007
Aprod 0.0000 0.0000 0.0001 0.0000 0.0001 0.0000 0.0000 0.0001
σsyst. 0.0079 0.0095 0.0071 0.0094 0.0090 0.0065 0.0030 0.0018
Table 5.4: Summary of systematic uncertainties for the CP -averaged observables Si in the q2
bins 1.1< q2 < 6.0GeV2/c4 and 15.0< q2 < 19.0GeV2/c4.
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0.1< q2 < 0.98GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0436 0.0608 0.0658 0.0569 0.0563 0.0580 0.0738 0.0576
pi reweighting 0.0139 0.0010 0.0005 0.0030 0.0003 0.0003 0.0000 0.0001
K reweighting 0.0035 0.0010 0.0003 0.0010 0.0008 0.0002 0.0001 0.0001
pT(B0) reweighting 0.0009 0.0002 0.0003 0.0004 0.0003 0.0000 0.0001 0.0000
χ2Vtx. reweighting 0.0019 0.0001 0.0019 0.0004 0.0019 0.0002 0.0000 0.0001
Ntracks reweighting 0.0010 0.0000 0.0005 0.0003 0.0022 0.0001 0.0002 0.0000
higher order acc. 0.0037 0.0007 0.0042 0.0162 0.0004 0.0036 0.0003 0.0017
(q2) 0.0025 0.0014 0.0037 0.0014 0.0028 0.0001 0.0003 0.0000
peaking bkg. 0.0064 0.0023 0.0039 0.0040 0.0062 0.0038 0.0066 0.0030
angular bkg. model 0.0003 0.0010 0.0007 0.0002 0.0001 0.0001 0.0000 0.0006
sig. mass 0.0009 0.0001 0.0000 0.0008 0.0005 0.0000 0.0000 0.0000
mKpi isobar 0.0002 0.0000 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000
mKpi bkg. 0.0004 0.0000 0.0003 0.0009 0.0003 0.0001 0.0000 0.0000
mKpi eff. 0.0007 0.0008 0.0025 0.0011 0.0005 0.0019 0.0033 0.0009
acc. stat. 0.0029 0.0038 0.0040 0.0045 0.0038 0.0003 0.0001 0.0000
Adet 0.0000 0.0001 0.0007 0.0000 0.0013 0.0008 0.0003 0.0003
Aprod 0.0000 0.0000 0.0001 0.0000 0.0001 0.0001 0.0000 0.0000
σsyst. 0.0168 0.0051 0.0086 0.0177 0.0085 0.0057 0.0074 0.0036
1.1< q2 < 2.5GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0679 0.0744 0.0939 0.0872 0.0596 0.0883 0.0977 0.0741
pi reweighting 0.0149 0.0002 0.0017 0.0006 0.0077 0.0001 0.0001 0.0001
K reweighting 0.0006 0.0002 0.0006 0.0004 0.0004 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0028 0.0000 0.0002 0.0005 0.0014 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0004 0.0001 0.0001 0.0006 0.0003 0.0000 0.0000 0.0000
Ntracks reweighting 0.0002 0.0002 0.0010 0.0003 0.0000 0.0000 0.0000 0.0000
higher order acc. 0.0108 0.0015 0.0007 0.0065 0.0020 0.0030 0.0030 0.0013
(q2) 0.0088 0.0005 0.0029 0.0005 0.0043 0.0001 0.0001 0.0000
peaking bkg. 0.0035 0.0029 0.0012 0.0040 0.0075 0.0011 0.0034 0.0042
angular bkg. model 0.0033 0.0031 0.0004 0.0010 0.0009 0.0005 0.0004 0.0013
sig. mass 0.0021 0.0001 0.0001 0.0006 0.0011 0.0005 0.0001 0.0001
mKpi isobar 0.0004 0.0000 0.0000 0.0002 0.0001 0.0001 0.0000 0.0000
mKpi bkg. 0.0024 0.0000 0.0002 0.0011 0.0009 0.0003 0.0001 0.0000
mKpi eff. 0.0022 0.0006 0.0003 0.0029 0.0006 0.0009 0.0008 0.0003
acc. stat. 0.0018 0.0015 0.0025 0.0026 0.0013 0.0002 0.0001 0.0001
Adet 0.0000 0.0004 0.0025 0.0012 0.0004 0.0009 0.0005 0.0000
Aprod 0.0000 0.0001 0.0003 0.0001 0.0000 0.0001 0.0001 0.0000
σsyst. 0.0216 0.0049 0.0052 0.0089 0.0121 0.0036 0.0047 0.0047
Table 5.5: Summary of systematic uncertainties for the CP -averaged observables Si in the q2
bins 0.1< q2 < 0.98GeV2/c4 and 1.1< q2 < 2.5GeV2/c4.
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2.5< q2 < 4.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0857 0.0694 0.1162 0.0952 0.0661 0.1017 0.1124 0.0847
pi reweighting 0.0118 0.0005 0.0007 0.0017 0.0043 0.0003 0.0002 0.0002
K reweighting 0.0001 0.0001 0.0010 0.0000 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0027 0.0001 0.0005 0.0001 0.0009 0.0001 0.0001 0.0000
χ2Vtx. reweighting 0.0005 0.0001 0.0003 0.0004 0.0001 0.0000 0.0000 0.0000
Ntracks reweighting 0.0003 0.0002 0.0010 0.0001 0.0005 0.0000 0.0000 0.0000
higher order acc. 0.0022 0.0003 0.0017 0.0025 0.0000 0.0005 0.0009 0.0012
(q2) 0.0089 0.0002 0.0002 0.0019 0.0034 0.0002 0.0002 0.0001
peaking bkg. 0.0024 0.0048 0.0052 0.0051 0.0033 0.0050 0.0048 0.0060
angular bkg. model 0.0013 0.0024 0.0003 0.0010 0.0014 0.0002 0.0002 0.0019
sig. mass 0.0022 0.0003 0.0003 0.0007 0.0003 0.0001 0.0000 0.0002
mKpi isobar 0.0004 0.0000 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000
mKpi bkg. 0.0050 0.0002 0.0011 0.0024 0.0006 0.0005 0.0001 0.0001
mKpi eff. 0.0010 0.0034 0.0023 0.0025 0.0031 0.0020 0.0033 0.0025
acc. stat. 0.0013 0.0012 0.0018 0.0022 0.0009 0.0001 0.0001 0.0000
Adet 0.0000 0.0012 0.0001 0.0001 0.0002 0.0003 0.0008 0.0024
Aprod 0.0000 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001 0.0003
σsyst. 0.0165 0.0066 0.0065 0.0076 0.0074 0.0055 0.0059 0.0073
4.0< q2 < 6.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0513 0.0646 0.0802 0.0747 0.0493 0.0785 0.0878 0.0674
pi reweighting 0.0126 0.0011 0.0021 0.0020 0.0020 0.0002 0.0002 0.0002
K reweighting 0.0004 0.0001 0.0010 0.0004 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0032 0.0001 0.0004 0.0005 0.0005 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0004 0.0001 0.0002 0.0000 0.0001 0.0000 0.0000 0.0000
Ntracks reweighting 0.0004 0.0000 0.0008 0.0001 0.0006 0.0000 0.0000 0.0000
higher order acc. 0.0033 0.0003 0.0015 0.0020 0.0011 0.0001 0.0006 0.0008
(q2) 0.0089 0.0005 0.0009 0.0020 0.0013 0.0002 0.0000 0.0001
peaking bkg. 0.0041 0.0050 0.0069 0.0085 0.0013 0.0037 0.0032 0.0014
angular bkg. model 0.0010 0.0022 0.0010 0.0010 0.0005 0.0002 0.0002 0.0033
sig. mass 0.0013 0.0004 0.0004 0.0013 0.0007 0.0001 0.0001 0.0004
mKpi isobar 0.0002 0.0000 0.0001 0.0004 0.0000 0.0000 0.0000 0.0000
mKpi bkg. 0.0035 0.0003 0.0020 0.0047 0.0006 0.0004 0.0001 0.0000
mKpi eff. 0.0033 0.0028 0.0002 0.0012 0.0012 0.0023 0.0031 0.0016
acc. stat. 0.0012 0.0012 0.0015 0.0018 0.0008 0.0001 0.0000 0.0000
Adet 0.0000 0.0018 0.0018 0.0006 0.0002 0.0004 0.0000 0.0007
Aprod 0.0000 0.0002 0.0002 0.0001 0.0000 0.0001 0.0000 0.0001
σsyst. 0.0174 0.0067 0.0082 0.0107 0.0035 0.0044 0.0045 0.0041
Table 5.6: Summary of systematic uncertainties for the CP -averaged observables Si in the q2
bins 2.5< q2 < 4.0GeV2/c4 and 4.0< q2 < 6.0GeV2/c4.
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5.1 Systematics
6.0< q2 < 8.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0442 0.0551 0.0606 0.0574 0.0390 0.0647 0.0682 0.0571
pi reweighting 0.0130 0.0014 0.0020 0.0010 0.0058 0.0001 0.0001 0.0001
K reweighting 0.0008 0.0002 0.0008 0.0004 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0039 0.0001 0.0001 0.0005 0.0016 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0004 0.0000 0.0001 0.0001 0.0002 0.0000 0.0000 0.0000
Ntracks reweighting 0.0007 0.0001 0.0006 0.0001 0.0006 0.0000 0.0000 0.0000
higher order acc. 0.0034 0.0010 0.0014 0.0021 0.0021 0.0009 0.0013 0.0020
(q2) 0.0043 0.0003 0.0001 0.0004 0.0020 0.0001 0.0001 0.0001
peaking bkg. 0.0023 0.0100 0.0097 0.0082 0.0040 0.0009 0.0057 0.0016
angular bkg. model 0.0012 0.0039 0.0016 0.0034 0.0008 0.0003 0.0001 0.0018
sig. mass 0.0006 0.0006 0.0006 0.0019 0.0011 0.0002 0.0002 0.0002
mKpi isobar 0.0001 0.0000 0.0002 0.0004 0.0001 0.0000 0.0000 0.0000
mKpi bkg. 0.0016 0.0005 0.0019 0.0047 0.0014 0.0003 0.0001 0.0000
mKpi eff. 0.0031 0.0016 0.0030 0.0054 0.0019 0.0023 0.0018 0.0034
acc. stat. 0.0013 0.0013 0.0012 0.0018 0.0009 0.0001 0.0000 0.0000
Adet 0.0000 0.0007 0.0004 0.0014 0.0005 0.0004 0.0005 0.0012
Aprod 0.0000 0.0001 0.0000 0.0002 0.0001 0.0000 0.0001 0.0001
σsyst. 0.0153 0.0111 0.0109 0.0120 0.0083 0.0027 0.0061 0.0048
11.0< q2 < 12.5GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0420 0.0434 0.0676 0.0613 0.0363 0.0689 0.0636 0.0581
pi reweighting 0.0108 0.0015 0.0002 0.0016 0.0066 0.0000 0.0000 0.0000
K reweighting 0.0012 0.0001 0.0002 0.0002 0.0008 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0046 0.0005 0.0006 0.0009 0.0028 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0010 0.0000 0.0001 0.0001 0.0006 0.0000 0.0000 0.0000
Ntracks reweighting 0.0003 0.0007 0.0003 0.0005 0.0002 0.0000 0.0000 0.0000
higher order acc. 0.0032 0.0005 0.0003 0.0028 0.0018 0.0014 0.0023 0.0008
(q2) 0.0013 0.0009 0.0005 0.0005 0.0009 0.0001 0.0002 0.0000
peaking bkg. 0.0018 0.0031 0.0080 0.0058 0.0022 0.0047 0.0042 0.0051
angular bkg. model 0.0007 0.0011 0.0014 0.0024 0.0021 0.0003 0.0002 0.0034
sig. mass 0.0011 0.0014 0.0005 0.0019 0.0019 0.0000 0.0000 0.0000
mKpi isobar 0.0001 0.0001 0.0002 0.0005 0.0003 0.0000 0.0000 0.0000
mKpi bkg. 0.0006 0.0012 0.0021 0.0044 0.0027 0.0000 0.0000 0.0000
mKpi eff. 0.0006 0.0013 0.0013 0.0023 0.0005 0.0017 0.0020 0.0019
acc. stat. 0.0017 0.0017 0.0012 0.0019 0.0012 0.0000 0.0000 0.0000
Adet 0.0000 0.0015 0.0011 0.0003 0.0003 0.0001 0.0002 0.0006
Aprod 0.0000 0.0002 0.0001 0.0000 0.0000 0.0000 0.0000 0.0001
σsyst. 0.0126 0.0050 0.0087 0.0092 0.0089 0.0052 0.0052 0.0065
Table 5.7: Summary of systematic uncertainties for the CP -averaged observables Si in the q2
bins 6.0< q2 < 8.0GeV2/c4 and 11.0< q2 < 12.5GeV2/c4.
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Results and systematic uncertainties
15.0< q2 < 17.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0371 0.0402 0.0475 0.0469 0.0351 0.0547 0.0552 0.0501
pi reweighting 0.0059 0.0020 0.0006 0.0018 0.0031 0.0000 0.0000 0.0000
K reweighting 0.0008 0.0002 0.0000 0.0000 0.0005 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0032 0.0001 0.0001 0.0005 0.0017 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0010 0.0002 0.0003 0.0004 0.0004 0.0000 0.0000 0.0000
Ntracks reweighting 0.0010 0.0001 0.0002 0.0004 0.0006 0.0000 0.0000 0.0000
higher order acc. 0.0018 0.0013 0.0009 0.0022 0.0004 0.0016 0.0018 0.0024
(q2) 0.0034 0.0033 0.0030 0.0024 0.0014 0.0002 0.0002 0.0001
peaking bkg. 0.0034 0.0018 0.0049 0.0068 0.0054 0.0050 0.0025 0.0034
angular bkg. model 0.0011 0.0002 0.0012 0.0005 0.0002 0.0000 0.0000 0.0004
sig. mass 0.0013 0.0039 0.0003 0.0019 0.0023 0.0000 0.0001 0.0001
mKpi isobar 0.0003 0.0007 0.0006 0.0010 0.0008 0.0000 0.0000 0.0000
mKpi bkg. 0.0006 0.0013 0.0012 0.0018 0.0015 0.0000 0.0000 0.0000
mKpi eff. 0.0020 0.0017 0.0009 0.0012 0.0007 0.0010 0.0010 0.0013
acc. stat. 0.0025 0.0030 0.0021 0.0028 0.0020 0.0000 0.0000 0.0000
Adet 0.0000 0.0004 0.0008 0.0009 0.0010 0.0012 0.0006 0.0011
Aprod 0.0000 0.0000 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
σsyst. 0.0093 0.0071 0.0066 0.0089 0.0076 0.0055 0.0033 0.0045
17.0< q2 < 19.0GeV2/c4
σ FL S3 S4 S5 AFB S7 S8 S9
σstat. 0.0453 0.0642 0.0538 0.0527 0.0445 0.0682 0.0656 0.0576
pi reweighting 0.0021 0.0019 0.0010 0.0011 0.0005 0.0000 0.0000 0.0000
K reweighting 0.0002 0.0006 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0024 0.0005 0.0005 0.0003 0.0011 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0013 0.0007 0.0004 0.0002 0.0002 0.0000 0.0000 0.0000
Ntracks reweighting 0.0015 0.0001 0.0009 0.0001 0.0016 0.0000 0.0000 0.0000
higher order acc. 0.0084 0.0025 0.0002 0.0031 0.0059 0.0112 0.0027 0.0015
(q2) 0.0226 0.0102 0.0062 0.0044 0.0063 0.0000 0.0000 0.0000
peaking bkg. 0.0037 0.0049 0.0061 0.0038 0.0074 0.0037 0.0043 0.0033
angular bkg. model 0.0003 0.0059 0.0002 0.0001 0.0002 0.0001 0.0002 0.0018
sig. mass 0.0022 0.0072 0.0011 0.0020 0.0034 0.0003 0.0000 0.0001
mKpi isobar 0.0010 0.0035 0.0024 0.0026 0.0024 0.0000 0.0000 0.0000
mKpi bkg. 0.0004 0.0015 0.0010 0.0011 0.0010 0.0000 0.0000 0.0000
mKpi eff. 0.0008 0.0015 0.0014 0.0009 0.0013 0.0056 0.0007 0.0020
acc. stat. 0.0044 0.0067 0.0037 0.0046 0.0037 0.0000 0.0000 0.0000
Adet 0.0000 0.0007 0.0009 0.0001 0.0016 0.0006 0.0003 0.0005
Aprod 0.0000 0.0001 0.0001 0.0000 0.0002 0.0001 0.0000 0.0001
σsyst. 0.0252 0.0170 0.0102 0.0089 0.0130 0.0131 0.0051 0.0045
Table 5.8: Summary of systematic uncertainties for the CP -averaged observables Si in the q2
bins 15.0< q2 < 17.0GeV2/c4 and 17.0< q2 < 19.0GeV2/c4.
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5.1 Systematics
1.1< q2 < 6.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.2418 0.0643 0.1307 0.1074 0.0987 0.0997 0.1081
pi reweighting 0.0016 0.0008 0.0003 0.0040 0.0034 0.0009 0.0002
K reweighting 0.0004 0.0002 0.0001 0.0029 0.0001 0.0000 0.0000
pT(B0) reweighting 0.0004 0.0002 0.0001 0.0004 0.0014 0.0002 0.0000
χ2Vtx. reweighting 0.0010 0.0001 0.0000 0.0005 0.0004 0.0001 0.0000
Ntracks reweighting 0.0014 0.0010 0.0000 0.0025 0.0006 0.0000 0.0000
higher order acc. 0.0007 0.0000 0.0026 0.0013 0.0000 0.0031 0.0030
(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0426 0.0076 0.0149 0.0076 0.0104 0.0199 0.0084
angular bkg. model 0.0022 0.0052 0.0019 0.0034 0.0002 0.0005 0.0005
sig. mass 0.0019 0.0020 0.0002 0.0010 0.0021 0.0006 0.0001
mKpi isobar 0.0001 0.0002 0.0000 0.0003 0.0005 0.0001 0.0000
mKpi bkg. 0.0021 0.0027 0.0002 0.0037 0.0065 0.0016 0.0002
mKpi eff. 0.0029 0.0007 0.0061 0.0035 0.0003 0.0035 0.0019
acc. stat. 0.0081 0.0018 0.0001 0.0036 0.0044 0.0002 0.0001
Adet 0.0049 0.0003 0.0011 0.0003 0.0010 0.0010 0.0011
Aprod 0.0006 0.0000 0.0001 0.0000 0.0001 0.0001 0.0001
σsyst. 0.0440 0.0100 0.0165 0.0119 0.0138 0.0205 0.0092
15.0< q2 < 19.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.1006 0.0264 0.0611 0.0769 0.0743 0.0872 0.0896
pi reweighting 0.0031 0.0008 0.0000 0.0001 0.0012 0.0000 0.0000
K reweighting 0.0016 0.0001 0.0000 0.0002 0.0004 0.0000 0.0000
pT(B0) reweighting 0.0031 0.0003 0.0000 0.0018 0.0006 0.0000 0.0000
χ2Vtx. reweighting 0.0003 0.0004 0.0000 0.0002 0.0001 0.0000 0.0000
Ntracks reweighting 0.0008 0.0004 0.0000 0.0005 0.0005 0.0000 0.0000
higher order acc. 0.0036 0.0002 0.0002 0.0008 0.0003 0.0099 0.0005
(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0120 0.0077 0.0047 0.0035 0.0093 0.0047 0.0075
angular bkg. model 0.0016 0.0004 0.0015 0.0035 0.0021 0.0002 0.0001
sig. mass 0.0094 0.0022 0.0003 0.0018 0.0046 0.0000 0.0003
mKpi isobar 0.0031 0.0009 0.0000 0.0022 0.0030 0.0000 0.0000
mKpi bkg. 0.0134 0.0040 0.0000 0.0092 0.0127 0.0001 0.0000
mKpi eff. 0.0120 0.0033 0.0013 0.0081 0.0086 0.0028 0.0018
acc. stat. 0.0111 0.0013 0.0001 0.0049 0.0066 0.0002 0.0002
Adet 0.0013 0.0010 0.0011 0.0020 0.0009 0.0010 0.0006
Aprod 0.0001 0.0001 0.0001 0.0002 0.0001 0.0001 0.0001
σsyst. 0.0270 0.0098 0.0052 0.0147 0.0201 0.0114 0.0077
Table 5.9: Summary of systematic uncertainties for the P (′)i in the q2 bins 1.1< q2 < 6.0GeV2/c4
and 15.0< q2 < 19.0GeV2/c4.
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Results and systematic uncertainties
0.1< q2 < 0.98GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.1649 0.0510 0.0780 0.1498 0.1302 0.1317 0.1673
pi reweighting 0.0027 0.0017 0.0001 0.0055 0.0036 0.0003 0.0001
K reweighting 0.0028 0.0009 0.0000 0.0011 0.0002 0.0003 0.0002
pT(B0) reweighting 0.0005 0.0004 0.0000 0.0009 0.0001 0.0000 0.0001
χ2Vtx. reweighting 0.0004 0.0015 0.0000 0.0014 0.0002 0.0004 0.0001
Ntracks reweighting 0.0000 0.0017 0.0000 0.0019 0.0001 0.0001 0.0002
higher order acc. 0.0025 0.0009 0.0021 0.0118 0.0435 0.0079 0.0007
(q2) 0.0038 0.0024 0.0000 0.0093 0.0031 0.0004 0.0007
peaking bkg. 0.0057 0.0041 0.0044 0.0127 0.0249 0.0114 0.0052
angular bkg. model 0.0028 0.0000 0.0006 0.0018 0.0008 0.0002 0.0000
sig. mass 0.0007 0.0000 0.0002 0.0005 0.0029 0.0002 0.0001
mKpi isobar 0.0000 0.0001 0.0000 0.0004 0.0012 0.0001 0.0000
mKpi bkg. 0.0000 0.0001 0.0000 0.0005 0.0015 0.0001 0.0000
mKpi eff. 0.0037 0.0022 0.0043 0.0026 0.0021 0.0042 0.0041
acc. stat. 0.0101 0.0035 0.0001 0.0097 0.0119 0.0008 0.0002
Adet 0.0002 0.0009 0.0004 0.0016 0.0000 0.0018 0.0007
Aprod 0.0000 0.0001 0.0001 0.0002 0.0000 0.0002 0.0001
σsyst. 0.0139 0.0070 0.0065 0.0231 0.0519 0.0147 0.0067
1.1< q2 < 2.5GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.4388 0.1330 0.2237 0.1982 0.1858 0.1891 0.2071
pi reweighting 0.0014 0.0035 0.0003 0.0032 0.0047 0.0009 0.0001
K reweighting 0.0012 0.0001 0.0001 0.0015 0.0010 0.0000 0.0000
pT(B0) reweighting 0.0000 0.0008 0.0000 0.0005 0.0004 0.0002 0.0000
χ2Vtx. reweighting 0.0004 0.0001 0.0001 0.0003 0.0014 0.0000 0.0000
Ntracks reweighting 0.0013 0.0003 0.0001 0.0023 0.0007 0.0000 0.0000
higher order acc. 0.0103 0.0104 0.0046 0.0027 0.0170 0.0054 0.0069
(q2) 0.0032 0.0026 0.0001 0.0052 0.0029 0.0008 0.0003
peaking bkg. 0.0224 0.0214 0.0118 0.0175 0.0100 0.0093 0.0175
angular bkg. model 0.0233 0.0062 0.0042 0.0008 0.0013 0.0010 0.0004
sig. mass 0.0013 0.0059 0.0003 0.0005 0.0022 0.0005 0.0004
mKpi isobar 0.0000 0.0009 0.0000 0.0001 0.0005 0.0002 0.0000
mKpi bkg. 0.0004 0.0060 0.0000 0.0006 0.0032 0.0010 0.0002
mKpi eff. 0.0143 0.0056 0.0071 0.0034 0.0074 0.0039 0.0143
acc. stat. 0.0098 0.0020 0.0002 0.0054 0.0060 0.0004 0.0002
Adet 0.0026 0.0006 0.0001 0.0052 0.0026 0.0019 0.0010
Aprod 0.0003 0.0001 0.0000 0.0006 0.0003 0.0002 0.0001
σsyst. 0.0384 0.0270 0.0151 0.0207 0.0232 0.0117 0.0237
Table 5.10: Summary of systematic uncertainties for the P (′)i in the q2 bins 0.1 < q2 <
0.98GeV2/c4 and 1.1< q2 < 2.5GeV2/c4.
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5.1 Systematics
2.5< q2 < 4.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 1.1432 0.5744 0.8633 0.4373 0.2902 0.3215 0.3429
pi reweighting 0.0031 0.0013 0.0006 0.0047 0.0042 0.0013 0.0001
K reweighting 0.0007 0.0004 0.0001 0.0026 0.0000 0.0001 0.0001
pT(B0) reweighting 0.0004 0.0004 0.0001 0.0001 0.0021 0.0003 0.0000
χ2Vtx. reweighting 0.0012 0.0003 0.0000 0.0006 0.0007 0.0001 0.0000
Ntracks reweighting 0.0023 0.0012 0.0001 0.0027 0.0006 0.0000 0.0000
higher order acc. 0.0022 0.0028 0.0056 0.0030 0.0077 0.0015 0.0021
(q2) 0.0001 0.0006 0.0004 0.0044 0.0013 0.0010 0.0005
peaking bkg. 0.0009 0.0103 0.0186 0.0214 0.0151 0.0111 0.0248
angular bkg. model 0.0248 0.0027 0.0090 0.0003 0.0022 0.0004 0.0003
sig. mass 0.0017 0.0046 0.0017 0.0022 0.0037 0.0009 0.0004
mKpi isobar 0.0002 0.0006 0.0000 0.0004 0.0007 0.0002 0.0001
mKpi bkg. 0.0023 0.0081 0.0004 0.0051 0.0091 0.0022 0.0007
mKpi eff. 0.0292 0.0042 0.0086 0.0021 0.0083 0.0056 0.0029
acc. stat. 0.0117 0.0023 0.0002 0.0046 0.0054 0.0004 0.0002
Adet 0.0192 0.0009 0.0197 0.0002 0.0002 0.0011 0.0023
Aprod 0.0022 0.0001 0.0023 0.0000 0.0000 0.0001 0.0003
σsyst. 0.0448 0.0154 0.0305 0.0241 0.0226 0.0129 0.0252
4.0< q2 < 6.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.3327 0.0844 0.1737 0.1642 0.1528 0.1613 0.1808
pi reweighting 0.0060 0.0040 0.0004 0.0021 0.0073 0.0006 0.0000
K reweighting 0.0006 0.0006 0.0000 0.0025 0.0006 0.0000 0.0000
pT(B0) reweighting 0.0001 0.0011 0.0001 0.0007 0.0017 0.0002 0.0000
χ2Vtx. reweighting 0.0008 0.0000 0.0000 0.0003 0.0004 0.0000 0.0000
Ntracks reweighting 0.0002 0.0013 0.0000 0.0016 0.0002 0.0000 0.0000
higher order acc. 0.0025 0.0051 0.0031 0.0051 0.0074 0.0001 0.0013
(q2) 0.0020 0.0030 0.0003 0.0023 0.0032 0.0005 0.0004
peaking bkg. 0.0108 0.0017 0.0104 0.0152 0.0136 0.0068 0.0093
angular bkg. model 0.0184 0.0005 0.0124 0.0014 0.0011 0.0006 0.0008
sig. mass 0.0028 0.0002 0.0009 0.0016 0.0037 0.0001 0.0002
mKpi isobar 0.0003 0.0003 0.0000 0.0005 0.0011 0.0001 0.0000
mKpi bkg. 0.0033 0.0040 0.0001 0.0060 0.0137 0.0011 0.0004
mKpi eff. 0.0068 0.0057 0.0164 0.0072 0.0035 0.0024 0.0011
acc. stat. 0.0098 0.0020 0.0001 0.0031 0.0044 0.0002 0.0001
Adet 0.0094 0.0003 0.0017 0.0036 0.0013 0.0009 0.0001
Aprod 0.0011 0.0000 0.0002 0.0004 0.0001 0.0001 0.0000
σsyst. 0.0274 0.0105 0.0233 0.0198 0.0233 0.0074 0.0095
Table 5.11: Summary of systematic uncertainties for the P (′)i in the q2 bins 2.5<q2 < 4.0GeV2/c4
and 4.0< q2 < 6.0GeV2/c4.
121
Results and systematic uncertainties
6.0< q2 < 8.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.2626 0.0593 0.1362 0.1227 0.1164 0.1312 0.1383
pi reweighting 0.0053 0.0034 0.0004 0.0002 0.0052 0.0003 0.0001
K reweighting 0.0013 0.0006 0.0000 0.0019 0.0005 0.0000 0.0000
pT(B0) reweighting 0.0000 0.0011 0.0001 0.0009 0.0010 0.0001 0.0000
χ2Vtx. reweighting 0.0002 0.0000 0.0000 0.0002 0.0004 0.0000 0.0000
Ntracks reweighting 0.0001 0.0004 0.0000 0.0010 0.0002 0.0000 0.0000
higher order acc. 0.0048 0.0003 0.0056 0.0018 0.0063 0.0018 0.0027
(q2) 0.0009 0.0009 0.0001 0.0011 0.0015 0.0002 0.0002
peaking bkg. 0.0132 0.0094 0.0083 0.0074 0.0155 0.0108 0.0045
angular bkg. model 0.0164 0.0001 0.0061 0.0022 0.0058 0.0006 0.0003
sig. mass 0.0029 0.0031 0.0004 0.0010 0.0041 0.0006 0.0000
mKpi isobar 0.0002 0.0004 0.0000 0.0004 0.0010 0.0001 0.0000
mKpi bkg. 0.0029 0.0048 0.0002 0.0050 0.0121 0.0007 0.0004
mKpi eff. 0.0061 0.0046 0.0056 0.0006 0.0083 0.0022 0.0037
acc. stat. 0.0073 0.0011 0.0001 0.0025 0.0038 0.0002 0.0001
Adet 0.0033 0.0006 0.0028 0.0008 0.0028 0.0008 0.0009
Aprod 0.0004 0.0001 0.0003 0.0001 0.0003 0.0001 0.0001
σsyst. 0.0248 0.0126 0.0133 0.0101 0.0244 0.0113 0.0065
11.0< q2 < 12.5GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.2808 0.0384 0.1152 0.1271 0.1162 0.1385 0.1285
pi reweighting 0.0012 0.0012 0.0000 0.0021 0.0005 0.0000 0.0000
K reweighting 0.0007 0.0001 0.0000 0.0003 0.0001 0.0000 0.0000
pT(B0) reweighting 0.0000 0.0005 0.0000 0.0003 0.0005 0.0000 0.0000
χ2Vtx. reweighting 0.0003 0.0001 0.0000 0.0003 0.0004 0.0000 0.0000
Ntracks reweighting 0.0025 0.0001 0.0000 0.0005 0.0009 0.0000 0.0000
higher order acc. 0.0005 0.0005 0.0013 0.0001 0.0047 0.0028 0.0047
(q2) 0.0035 0.0000 0.0001 0.0013 0.0015 0.0002 0.0002
peaking bkg. 0.0082 0.0014 0.0075 0.0127 0.0091 0.0055 0.0016
angular bkg. model 0.0040 0.0032 0.0058 0.0030 0.0049 0.0004 0.0005
sig. mass 0.0049 0.0013 0.0000 0.0007 0.0039 0.0001 0.0002
mKpi isobar 0.0005 0.0003 0.0000 0.0005 0.0011 0.0000 0.0000
mKpi bkg. 0.0033 0.0022 0.0001 0.0036 0.0077 0.0000 0.0000
mKpi eff. 0.0051 0.0018 0.0026 0.0013 0.0028 0.0025 0.0008
acc. stat. 0.0057 0.0005 0.0000 0.0024 0.0038 0.0000 0.0000
Adet 0.0059 0.0003 0.0013 0.0023 0.0006 0.0002 0.0003
Aprod 0.0006 0.0000 0.0001 0.0002 0.0001 0.0000 0.0000
σsyst. 0.0152 0.0049 0.0100 0.0143 0.0151 0.0067 0.0050
Table 5.12: Summary of systematic uncertainties for the P (′)i in the q2 bins 6.0<q2 < 8.0GeV2/c4
and 11.0< q2 < 12.5GeV2/c4.
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5.1 Systematics
15.0< q2 < 17.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.1196 0.0316 0.0768 0.0994 0.1012 0.1149 0.1158
pi reweighting 0.0023 0.0008 0.0000 0.0010 0.0010 0.0000 0.0000
K reweighting 0.0013 0.0000 0.0000 0.0002 0.0003 0.0000 0.0000
pT(B0) reweighting 0.0018 0.0004 0.0000 0.0011 0.0005 0.0000 0.0000
χ2Vtx. reweighting 0.0000 0.0002 0.0000 0.0001 0.0003 0.0000 0.0000
Ntracks reweighting 0.0003 0.0001 0.0000 0.0001 0.0003 0.0000 0.0000
higher order acc. 0.0028 0.0008 0.0036 0.0013 0.0037 0.0034 0.0038
(q2) 0.0078 0.0008 0.0000 0.0046 0.0029 0.0002 0.0001
peaking bkg. 0.0031 0.0042 0.0039 0.0123 0.0128 0.0042 0.0018
angular bkg. model 0.0004 0.0005 0.0011 0.0033 0.0021 0.0000 0.0000
sig. mass 0.0113 0.0015 0.0005 0.0012 0.0044 0.0000 0.0002
mKpi isobar 0.0020 0.0006 0.0000 0.0014 0.0022 0.0000 0.0000
mKpi bkg. 0.0049 0.0015 0.0000 0.0036 0.0055 0.0000 0.0000
mKpi eff. 0.0018 0.0016 0.0016 0.0056 0.0035 0.0025 0.0027
acc. stat. 0.0091 0.0010 0.0000 0.0043 0.0063 0.0000 0.0000
Adet 0.0012 0.0008 0.0017 0.0018 0.0019 0.0026 0.0012
Aprod 0.0001 0.0001 0.0002 0.0002 0.0002 0.0003 0.0001
σsyst. 0.0182 0.0054 0.0059 0.0160 0.0174 0.0065 0.0051
17.0< q2 < 19.0GeV2/c4
σ P1 P2 P3 P4 P5 P6 P8
σstat. 0.2002 0.0436 0.0890 0.1148 0.1127 0.1424 0.1371
pi reweighting 0.0038 0.0007 0.0000 0.0011 0.0014 0.0000 0.0000
K reweighting 0.0016 0.0002 0.0000 0.0002 0.0004 0.0000 0.0000
pT(B0) reweighting 0.0040 0.0002 0.0000 0.0024 0.0005 0.0000 0.0000
χ2Vtx. reweighting 0.0007 0.0005 0.0000 0.0002 0.0001 0.0000 0.0000
Ntracks reweighting 0.0019 0.0008 0.0000 0.0011 0.0009 0.0000 0.0000
higher order acc. 0.0012 0.0014 0.0022 0.0039 0.0031 0.0238 0.0058
(q2) 0.0079 0.0056 0.0001 0.0016 0.0016 0.0002 0.0002
peaking bkg. 0.0104 0.0016 0.0063 0.0094 0.0084 0.0081 0.0036
angular bkg. model 0.0162 0.0004 0.0028 0.0003 0.0001 0.0001 0.0003
sig. mass 0.0193 0.0020 0.0002 0.0036 0.0054 0.0003 0.0001
mKpi isobar 0.0095 0.0019 0.0000 0.0055 0.0059 0.0001 0.0000
mKpi bkg. 0.0070 0.0014 0.0000 0.0041 0.0044 0.0000 0.0000
mKpi eff. 0.0031 0.0007 0.0031 0.0039 0.0043 0.0006 0.0058
acc. stat. 0.0195 0.0025 0.0000 0.0080 0.0097 0.0001 0.0001
Adet 0.0021 0.0012 0.0008 0.0018 0.0002 0.0012 0.0006
Aprod 0.0002 0.0001 0.0001 0.0002 0.0000 0.0001 0.0001
σsyst. 0.0371 0.0074 0.0079 0.0161 0.0168 0.0252 0.0090
Table 5.13: Summary of systematic uncertainties for the P (′)i in the q2 bins 15.0 < q2 <
17.0GeV2/c4 and 17.0< q2 < 19.0GeV2/c4.
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1.1< q2 < 6.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0375 0.0497 0.0457 0.0294 0.0460 0.0500 0.0405
pi reweighting 0.0004 0.0001 0.0011 0.0031 0.0002 0.0001 0.0001
K reweighting 0.0000 0.0013 0.0000 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0000 0.0002 0.0001 0.0007 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0001 0.0003 0.0003 0.0000 0.0000 0.0000 0.0000
Ntracks reweighting 0.0002 0.0011 0.0003 0.0005 0.0000 0.0000 0.0000
higher order acc. 0.0000 0.0006 0.0001 0.0001 0.0014 0.0011 0.0007
(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0032 0.0012 0.0041 0.0078 0.0055 0.0066 0.0037
angular bkg. model 0.0010 0.0017 0.0005 0.0018 0.0002 0.0001 0.0004
sig. mass 0.0001 0.0003 0.0005 0.0001 0.0003 0.0002 0.0001
mKpi isobar 0.0000 0.0001 0.0002 0.0000 0.0000 0.0000 0.0000
mKpi bkg. 0.0001 0.0013 0.0026 0.0006 0.0006 0.0001 0.0000
mKpi eff. 0.0017 0.0027 0.0002 0.0023 0.0007 0.0041 0.0021
acc. stat. 0.0011 0.0016 0.0018 0.0010 0.0001 0.0001 0.0000
Adet 0.0001 0.0016 0.0002 0.0011 0.0008 0.0003 0.0007
Aprod 0.0000 0.0002 0.0000 0.0001 0.0001 0.0000 0.0001
σsyst. 0.0039 0.0047 0.0054 0.0090 0.0058 0.0078 0.0044
15.0< q2 < 19.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0335 0.0364 0.0349 0.0279 0.0414 0.0425 0.0402
pi reweighting 0.0021 0.0009 0.0015 0.0023 0.0000 0.0000 0.0000
K reweighting 0.0004 0.0000 0.0001 0.0004 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0002 0.0003 0.0004 0.0019 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0004 0.0003 0.0003 0.0004 0.0000 0.0000 0.0000
Ntracks reweighting 0.0002 0.0003 0.0002 0.0007 0.0000 0.0000 0.0000
higher order acc. 0.0010 0.0002 0.0002 0.0006 0.0050 0.0003 0.0002
(q2) 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
peaking bkg. 0.0050 0.0037 0.0032 0.0074 0.0025 0.0014 0.0012
angular bkg. model 0.0008 0.0015 0.0010 0.0000 0.0001 0.0000 0.0007
sig. mass 0.0037 0.0005 0.0019 0.0036 0.0000 0.0000 0.0001
mKpi isobar 0.0011 0.0009 0.0013 0.0015 0.0000 0.0000 0.0000
mKpi bkg. 0.0042 0.0035 0.0048 0.0056 0.0000 0.0000 0.0000
mKpi eff. 0.0034 0.0036 0.0060 0.0047 0.0031 0.0026 0.0008
acc. stat. 0.0039 0.0023 0.0031 0.0030 0.0001 0.0001 0.0000
Adet 0.0020 0.0034 0.0039 0.0057 0.0006 0.0003 0.0006
Aprod 0.0002 0.0003 0.0004 0.0006 0.0001 0.0000 0.0001
σsyst. 0.0097 0.0078 0.0102 0.0132 0.0065 0.0030 0.0018
Table 5.14: Summary of systematic uncertainties for the CP asymmetries Ai in the q2 bins
1.1< q2 < 6.0GeV2/c4 and 15.0< q2 < 19.0GeV2/c4.
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0.1< q2 < 0.98GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0608 0.0658 0.0569 0.0563 0.0580 0.0738 0.0576
pi reweighting 0.0010 0.0005 0.0030 0.0005 0.0003 0.0000 0.0001
K reweighting 0.0010 0.0003 0.0010 0.0011 0.0002 0.0001 0.0001
pT(B0) reweighting 0.0002 0.0003 0.0004 0.0004 0.0000 0.0001 0.0000
χ2Vtx. reweighting 0.0001 0.0019 0.0004 0.0025 0.0002 0.0000 0.0001
Ntracks reweighting 0.0000 0.0005 0.0003 0.0029 0.0001 0.0002 0.0000
higher order acc. 0.0007 0.0042 0.0162 0.0005 0.0036 0.0003 0.0017
(q2) 0.0014 0.0037 0.0014 0.0037 0.0001 0.0003 0.0000
peaking bkg. 0.0023 0.0039 0.0040 0.0082 0.0038 0.0066 0.0030
angular bkg. model 0.0010 0.0007 0.0002 0.0001 0.0001 0.0000 0.0006
sig. mass 0.0001 0.0000 0.0008 0.0007 0.0000 0.0000 0.0000
mKpi isobar 0.0000 0.0001 0.0004 0.0002 0.0000 0.0000 0.0000
mKpi bkg. 0.0000 0.0003 0.0009 0.0004 0.0001 0.0000 0.0000
mKpi eff. 0.0008 0.0025 0.0011 0.0007 0.0019 0.0033 0.0009
acc. stat. 0.0038 0.0040 0.0045 0.0051 0.0003 0.0001 0.0000
Adet 0.0004 0.0008 0.0018 0.0000 0.0002 0.0008 0.0009
Aprod 0.0000 0.0001 0.0002 0.0000 0.0000 0.0001 0.0001
σsyst. 0.0051 0.0086 0.0178 0.0112 0.0056 0.0074 0.0037
1.1< q2 < 2.5GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0744 0.0939 0.0872 0.0596 0.0883 0.0977 0.0741
pi reweighting 0.0002 0.0017 0.0006 0.0103 0.0001 0.0001 0.0001
K reweighting 0.0002 0.0006 0.0004 0.0005 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0000 0.0002 0.0005 0.0018 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0001 0.0001 0.0006 0.0004 0.0000 0.0000 0.0000
Ntracks reweighting 0.0002 0.0010 0.0003 0.0001 0.0000 0.0000 0.0000
higher order acc. 0.0015 0.0007 0.0065 0.0027 0.0030 0.0030 0.0013
(q2) 0.0005 0.0029 0.0005 0.0057 0.0001 0.0001 0.0000
peaking bkg. 0.0029 0.0012 0.0040 0.0100 0.0011 0.0034 0.0042
angular bkg. model 0.0031 0.0004 0.0010 0.0011 0.0005 0.0004 0.0013
sig. mass 0.0001 0.0001 0.0006 0.0014 0.0005 0.0001 0.0001
mKpi isobar 0.0000 0.0000 0.0002 0.0002 0.0001 0.0000 0.0000
mKpi bkg. 0.0000 0.0002 0.0011 0.0012 0.0003 0.0001 0.0000
mKpi eff. 0.0006 0.0003 0.0029 0.0008 0.0009 0.0008 0.0003
acc. stat. 0.0015 0.0025 0.0026 0.0017 0.0002 0.0001 0.0001
Adet 0.0008 0.0008 0.0014 0.0027 0.0023 0.0010 0.0013
Aprod 0.0001 0.0001 0.0002 0.0003 0.0003 0.0001 0.0001
σsyst. 0.0049 0.0046 0.0089 0.0163 0.0042 0.0048 0.0048
Table 5.15: Summary of systematic uncertainties for the CP asymmetries Ai in the q2 bins
0.1< q2 < 0.98GeV2/c4 and 1.1< q2 < 2.5GeV2/c4.
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2.5< q2 < 4.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0694 0.1162 0.0952 0.0661 0.1017 0.1124 0.0847
pi reweighting 0.0005 0.0007 0.0017 0.0057 0.0003 0.0002 0.0002
K reweighting 0.0001 0.0010 0.0000 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0001 0.0005 0.0001 0.0013 0.0001 0.0001 0.0000
χ2Vtx. reweighting 0.0001 0.0003 0.0004 0.0001 0.0000 0.0000 0.0000
Ntracks reweighting 0.0002 0.0010 0.0001 0.0006 0.0000 0.0000 0.0000
higher order acc. 0.0003 0.0017 0.0025 0.0000 0.0005 0.0009 0.0012
(q2) 0.0002 0.0002 0.0019 0.0045 0.0002 0.0002 0.0001
peaking bkg. 0.0048 0.0052 0.0051 0.0044 0.0050 0.0048 0.0060
angular bkg. model 0.0024 0.0003 0.0010 0.0019 0.0002 0.0002 0.0019
sig. mass 0.0003 0.0003 0.0007 0.0003 0.0001 0.0000 0.0002
mKpi isobar 0.0000 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000
mKpi bkg. 0.0002 0.0011 0.0024 0.0008 0.0005 0.0001 0.0001
mKpi eff. 0.0034 0.0023 0.0025 0.0042 0.0020 0.0033 0.0025
acc. stat. 0.0012 0.0018 0.0022 0.0012 0.0001 0.0001 0.0000
Adet 0.0004 0.0025 0.0002 0.0017 0.0007 0.0003 0.0010
Aprod 0.0000 0.0003 0.0000 0.0002 0.0001 0.0000 0.0001
σsyst. 0.0065 0.0070 0.0076 0.0100 0.0055 0.0059 0.0070
4.0< q2 < 6.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0646 0.0802 0.0747 0.0493 0.0785 0.0878 0.0674
pi reweighting 0.0011 0.0021 0.0020 0.0027 0.0002 0.0002 0.0002
K reweighting 0.0001 0.0010 0.0004 0.0002 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0001 0.0004 0.0005 0.0006 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0001 0.0002 0.0000 0.0002 0.0000 0.0000 0.0000
Ntracks reweighting 0.0000 0.0008 0.0001 0.0008 0.0000 0.0000 0.0000
higher order acc. 0.0003 0.0015 0.0020 0.0015 0.0001 0.0006 0.0008
(q2) 0.0005 0.0009 0.0020 0.0017 0.0002 0.0000 0.0001
peaking bkg. 0.0050 0.0069 0.0085 0.0017 0.0037 0.0032 0.0014
angular bkg. model 0.0022 0.0010 0.0010 0.0006 0.0002 0.0002 0.0033
sig. mass 0.0004 0.0004 0.0013 0.0009 0.0001 0.0001 0.0004
mKpi isobar 0.0000 0.0001 0.0004 0.0001 0.0000 0.0000 0.0000
mKpi bkg. 0.0003 0.0020 0.0047 0.0008 0.0004 0.0001 0.0000
mKpi eff. 0.0028 0.0002 0.0012 0.0015 0.0023 0.0031 0.0016
acc. stat. 0.0012 0.0015 0.0018 0.0011 0.0001 0.0000 0.0000
Adet 0.0004 0.0023 0.0015 0.0003 0.0002 0.0018 0.0003
Aprod 0.0000 0.0003 0.0002 0.0000 0.0000 0.0002 0.0000
σsyst. 0.0064 0.0083 0.0108 0.0047 0.0044 0.0048 0.0041
Table 5.16: Summary of systematic uncertainties for the CP asymmetries Ai in the q2 bins
2.5< q2 < 4.0GeV2/c4 and 4.0< q2 < 6.0GeV2/c4.
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6.0< q2 < 8.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0551 0.0606 0.0574 0.0390 0.0647 0.0682 0.0571
pi reweighting 0.0014 0.0020 0.0010 0.0077 0.0001 0.0001 0.0001
K reweighting 0.0002 0.0008 0.0004 0.0002 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0001 0.0001 0.0005 0.0022 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0000 0.0001 0.0001 0.0003 0.0000 0.0000 0.0000
Ntracks reweighting 0.0001 0.0006 0.0001 0.0008 0.0000 0.0000 0.0000
higher order acc. 0.0010 0.0014 0.0021 0.0028 0.0009 0.0013 0.0020
(q2) 0.0003 0.0001 0.0004 0.0027 0.0001 0.0001 0.0001
peaking bkg. 0.0100 0.0097 0.0082 0.0053 0.0009 0.0057 0.0016
angular bkg. model 0.0039 0.0016 0.0034 0.0010 0.0003 0.0001 0.0018
sig. mass 0.0006 0.0006 0.0019 0.0015 0.0002 0.0002 0.0002
mKpi isobar 0.0000 0.0002 0.0004 0.0002 0.0000 0.0000 0.0000
mKpi bkg. 0.0005 0.0019 0.0047 0.0018 0.0003 0.0001 0.0000
mKpi eff. 0.0016 0.0030 0.0054 0.0025 0.0023 0.0018 0.0034
acc. stat. 0.0013 0.0012 0.0018 0.0012 0.0001 0.0000 0.0000
Adet 0.0005 0.0032 0.0027 0.0022 0.0005 0.0009 0.0003
Aprod 0.0001 0.0004 0.0003 0.0002 0.0001 0.0001 0.0000
σsyst. 0.0111 0.0113 0.0123 0.0113 0.0027 0.0062 0.0047
11.0< q2 < 12.5GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0434 0.0676 0.0613 0.0363 0.0689 0.0636 0.0581
pi reweighting 0.0015 0.0002 0.0016 0.0088 0.0000 0.0000 0.0000
K reweighting 0.0001 0.0002 0.0002 0.0010 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0005 0.0006 0.0009 0.0038 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0000 0.0001 0.0001 0.0009 0.0000 0.0000 0.0000
Ntracks reweighting 0.0007 0.0003 0.0005 0.0002 0.0000 0.0000 0.0000
higher order acc. 0.0005 0.0003 0.0028 0.0024 0.0014 0.0023 0.0008
(q2) 0.0009 0.0005 0.0005 0.0012 0.0001 0.0002 0.0000
peaking bkg. 0.0031 0.0080 0.0058 0.0030 0.0047 0.0042 0.0051
angular bkg. model 0.0011 0.0014 0.0024 0.0028 0.0003 0.0002 0.0034
sig. mass 0.0014 0.0005 0.0019 0.0025 0.0000 0.0000 0.0000
mKpi isobar 0.0001 0.0002 0.0005 0.0004 0.0000 0.0000 0.0000
mKpi bkg. 0.0012 0.0021 0.0044 0.0037 0.0000 0.0000 0.0000
mKpi eff. 0.0013 0.0013 0.0023 0.0007 0.0017 0.0020 0.0019
acc. stat. 0.0017 0.0012 0.0019 0.0016 0.0000 0.0000 0.0000
Adet 0.0021 0.0032 0.0037 0.0048 0.0016 0.0001 0.0000
Aprod 0.0002 0.0003 0.0004 0.0005 0.0002 0.0000 0.0000
σsyst. 0.0052 0.0092 0.0099 0.0128 0.0055 0.0052 0.0065
Table 5.17: Summary of systematic uncertainties for the CP asymmetries Ai in the q2 bins
6.0< q2 < 8.0GeV2/c4 and 11.0< q2 < 12.5GeV2/c4.
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15.0< q2 < 17.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0402 0.0475 0.0469 0.0351 0.0547 0.0552 0.0501
pi reweighting 0.0020 0.0006 0.0018 0.0042 0.0000 0.0000 0.0000
K reweighting 0.0002 0.0000 0.0000 0.0007 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0001 0.0001 0.0005 0.0023 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0002 0.0003 0.0004 0.0006 0.0000 0.0000 0.0000
Ntracks reweighting 0.0001 0.0002 0.0004 0.0007 0.0000 0.0000 0.0000
higher order acc. 0.0013 0.0009 0.0022 0.0005 0.0016 0.0018 0.0024
(q2) 0.0033 0.0030 0.0024 0.0019 0.0002 0.0002 0.0001
peaking bkg. 0.0018 0.0049 0.0068 0.0072 0.0050 0.0025 0.0034
angular bkg. model 0.0002 0.0012 0.0005 0.0003 0.0000 0.0000 0.0004
sig. mass 0.0039 0.0003 0.0019 0.0031 0.0000 0.0001 0.0001
mKpi isobar 0.0007 0.0006 0.0010 0.0010 0.0000 0.0000 0.0000
mKpi bkg. 0.0013 0.0012 0.0018 0.0020 0.0000 0.0000 0.0000
mKpi eff. 0.0017 0.0009 0.0012 0.0009 0.0010 0.0010 0.0013
acc. stat. 0.0030 0.0021 0.0028 0.0026 0.0000 0.0000 0.0000
Adet 0.0017 0.0038 0.0037 0.0065 0.0007 0.0000 0.0002
Aprod 0.0002 0.0004 0.0004 0.0007 0.0001 0.0000 0.0000
σsyst. 0.0072 0.0076 0.0096 0.0120 0.0054 0.0032 0.0043
17.0< q2 < 19.0GeV2/c4
σ A3 A4 A5 A6 A7 A8 A9
σstat. 0.0642 0.0538 0.0527 0.0445 0.0682 0.0656 0.0576
pi reweighting 0.0019 0.0010 0.0011 0.0006 0.0000 0.0000 0.0000
K reweighting 0.0006 0.0001 0.0002 0.0001 0.0000 0.0000 0.0000
pT(B0) reweighting 0.0005 0.0005 0.0003 0.0015 0.0000 0.0000 0.0000
χ2Vtx. reweighting 0.0007 0.0004 0.0002 0.0002 0.0000 0.0000 0.0000
Ntracks reweighting 0.0001 0.0009 0.0001 0.0021 0.0000 0.0000 0.0000
higher order acc. 0.0025 0.0002 0.0031 0.0079 0.0112 0.0027 0.0015
(q2) 0.0102 0.0062 0.0044 0.0084 0.0000 0.0000 0.0000
peaking bkg. 0.0049 0.0061 0.0038 0.0098 0.0037 0.0043 0.0033
angular bkg. model 0.0059 0.0002 0.0001 0.0003 0.0001 0.0002 0.0018
sig. mass 0.0072 0.0011 0.0020 0.0045 0.0003 0.0000 0.0001
mKpi isobar 0.0035 0.0024 0.0026 0.0032 0.0000 0.0000 0.0000
mKpi bkg. 0.0015 0.0010 0.0011 0.0013 0.0000 0.0000 0.0000
mKpi eff. 0.0015 0.0014 0.0009 0.0018 0.0056 0.0007 0.0020
acc. stat. 0.0067 0.0037 0.0046 0.0049 0.0000 0.0000 0.0000
Adet 0.0023 0.0032 0.0039 0.0050 0.0005 0.0002 0.0011
Aprod 0.0002 0.0003 0.0004 0.0005 0.0001 0.0000 0.0001
σsyst. 0.0171 0.0106 0.0097 0.0179 0.0131 0.0051 0.0046
Table 5.18: Summary of systematic uncertainties for the CP asymmetries Ai in the q2 bins
15.0< q2 < 17.0GeV2/c4 and 17.0< q2 < 19.0GeV2/c4.
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5.2 Results
5.2.1 The previous measurements of the B0→K∗0µ+µ− angular observables
The study of the B0→K∗0µ+µ− angular observables started with the B-factories, BaBar [6]
and Belle [7], which published, in 2008 and 2009 respectively, the measurements of the FL and
AFB observables. In 2011, the CDF collaboration published their measurement adding two new
angular observables, A2T and AIm [8]. In 2013, using the first collected 1fb−1 of data, the LHCb
experiment entered the game first publishing the most precise measurements of the FL, AFB,
S3, S9, A9, A2T and AReT observables [9], and then measuring for the first time a set of less form
factor independent observables, the P ′i [10]. All the measurements of the angular observables
agreed with the Standard Model, except for the P ′5, which showed a discrepancy of 3.7 standard
deviations from the prediction in one q2 bin. The collaborations ATLAS [11] and CMS [12] have
also published their results on the FL and AFB observables. All these results, compared with
the theoretical predictions, are shown in Figures. 5.5 and 5.6.
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Figure 5.5: On the top, comparison of the measurements of the AFB (left) and FL (right) angular
observables performed by different collaborations.The Standard Model predictions, in blue bands
and red boxes, are explained in Ref. [13]. On the bottom, the S3 and AReT measurements from
LHCb with 1fb−1 are shown.
Recently, using the data recorded at a centre-of-mass energy of
√
s = 8 TeV, the CMS
collaboration has published an update of its measurement of the FL and AFB observables [15].
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Figure 5.6: Measurements of the P ′i observables by LHCb with 1 fb−1 of data. The Standard
Model predictions from [14] are shown in light blue boxes.
5.2.2 The new LHCb measurement based on 3 fb−1 of data
The angular analysis presented in this thesis makes use of the whole dataset collected by the
LHCb collaboration during the first run of the LHC, corresponding to an integrated luminosity
of 3 fb−1. Due to a larger number of events available respect to the previous publication, the
analysis has been performed on a larger number os smaller q2 bins, giving the opportunity to
have a better handling on the q2 dependencies of the angular observables. Moreover, this larger
number of events allows for the first time to extract the full set of angular observables without
using folding techniques, and so it enables the extraction of the correlations between the different
observables. These correlations are important for a correct treatment of the experimental results
in a global fit.
The projections of the fitted probability density function on the decay angles, the recon-
structed B0 mass and mKpi are given in Figures. 5.7 to 5.10 for different q2 bins. The projections
for the two large q2 bins, 1.1< q2 < 6GeV2/c4 and 15< q2 < 19GeV2/c4 are given in Figures 5.11,
where a weighted fit approach is used, since the acceptance significantly varies over these large
bins.
The results of the fit for the CP-averaged observables in each q2 bin are reported in Table 5.19
and in Figure 5.12. There is a good agreement with the Standard Model predictions for every
observables. It should be noted, though, that the measured value of AFB has the tendency to
be lower than the prediction by about 1σ in the 1.1<q2 <6 GeV2/c4 region.
A measurement of the CP-asymmetries observables, A3,4,5,6,7,8,9, has also been made and the
results, given in Table 5.20, are all compatible with Standard Model expectations.
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Finally, the results for the less form factor dependent P (′)i observables described in Sec-
tion. 1.3.4 are given in Table. 5.21. The result of the P ′5 observable is particularly interesting
and shown in Figure. 5.13. The new analysis on 3 fb−1 of data confirms the deviation seen
in the previous analysis [10] at the same level: indeed, a local discrepancy of the order of 2.9
standard deviations is observed in each of the 4< q2 < 6 GeV2/c4 and 6< q2 < 8 GeV2/c4 bins.
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Figure 5.7: Projections of the fitted probability density function on the decay angles, mKpi and
the reconstructed B0 mass in bins of q2.
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2.5< q2 < 4.0GeV2/c4
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Figure 5.8: Projections of the fitted probability density function on the decay angles, mKpi and
the reconstructed B0 mass in bins of q2.
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6.0< q2 < 8.0GeV2/c4
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Figure 5.9: Projections of the fitted probability density function on the decay angles, mKpi and
the reconstructed B0 mass in bins of q2.
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15.0< q2 < 17.0GeV2/c4
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Figure 5.10: Projections of the fitted probability density function on the decay angles, mKpi and
the reconstructed B0 mass in bins of q2.
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1.1< q2 < 6.0GeV2/c4
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Figure 5.11: Projections of the fitted probability density function on the decay angles, mKpi and
the reconstructed B0 mass in bins of q2.
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Figure 5.12: The CP-average observables in bins of q2. The boxes are the SM prediction from
Ref. [16].
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Results and systematic uncertainties
0.1< q2 < 0.98GeV2/c4
Obs. Value
FL 0.263+0.045−0.044±0.017
S3 −0.036+0.063−0.063±0.005
S4 0.082+0.068−0.069±0.009
S5 0.170+0.059−0.058±0.018
AFB −0.003+0.058−0.057±0.009
S7 0.015+0.059−0.059±0.006
S8 0.079+0.076−0.075±0.007
S9 −0.083+0.058−0.057±0.004
1.1< q2 < 2.5GeV2/c4
Obs. Value
FL 0.660+0.083−0.077±0.022
S3 −0.077+0.087−0.105±0.005
S4 −0.077+0.111−0.113±0.005
S5 0.137+0.099−0.094±0.009
AFB −0.191+0.068−0.080±0.012
S7 −0.219+0.094−0.104±0.004
S8 −0.098+0.108−0.123±0.005
S9 −0.119+0.087−0.104±0.005
2.5< q2 < 4.0GeV2/c4
Obs. Value
FL 0.876+0.109−0.097±0.017
S3 0.035+0.098−0.089±0.007
S4 −0.234+0.127−0.144±0.006
S5 −0.022+0.110−0.103±0.008
AFB −0.118+0.082−0.090±0.007
S7 0.068+0.120−0.112±0.005
S8 0.030+0.129−0.131±0.006
S9 −0.092+0.105−0.125±0.007
4.0< q2 < 6.0GeV2/c4
Obs. Value
FL 0.611+0.052−0.053±0.017
S3 0.035+0.069−0.068±0.007
S4 −0.219+0.086−0.084±0.008
S5 −0.146+0.077−0.078±0.011
AFB 0.025+0.051−0.052±0.004
S7 −0.016+0.081−0.080±0.004
S8 0.167+0.094−0.091±0.004
S9 −0.032+0.071−0.071±0.004
6.0< q2 < 8.0GeV2/c4
Obs. Value
FL 0.579+0.046−0.046±0.015
S3 −0.042+0.058−0.059±0.011
S4 −0.296+0.063−0.067±0.011
S5 −0.249+0.059−0.060±0.012
AFB 0.152+0.041−0.040±0.008
S7 −0.047+0.068−0.066±0.003
S8 −0.085+0.072−0.070±0.006
S9 −0.024+0.059−0.060±0.005
11.0< q2 < 12.5GeV2/c4
Obs. Value
FL 0.493+0.049−0.047±0.013
S3 −0.189+0.054−0.058±0.005
S4 −0.283+0.084−0.095±0.009
S5 −0.327+0.076−0.079±0.009
AFB 0.318+0.044−0.040±0.009
S7 −0.141+0.072−0.074±0.005
S8 −0.007+0.070−0.072±0.005
S9 −0.004+0.070−0.073±0.006
15.0< q2 < 17.0GeV2/c4
Obs. Value
FL 0.349+0.039−0.039±0.009
S3 −0.142+0.044−0.049±0.007
S4 −0.321+0.055−0.074±0.007
S5 −0.316+0.051−0.057±0.009
AFB 0.411+0.041−0.037±0.008
S7 0.061+0.058−0.058±0.005
S8 0.003+0.061−0.061±0.003
S9 −0.019+0.054−0.056±0.004
17.0< q2 < 19.0GeV2/c4
Obs. Value
FL 0.354+0.049−0.048±0.025
S3 −0.188+0.074−0.084±0.017
S4 −0.266+0.063−0.072±0.010
S5 −0.323+0.063−0.072±0.009
AFB 0.305+0.049−0.048±0.013
S7 0.044+0.073−0.072±0.013
S8 0.013+0.071−0.070±0.005
S9 −0.094+0.065−0.067±0.004
1.1< q2 < 6.0GeV2/c4
Obs. Value
FL 0.690+0.035−0.036±0.017
S3 0.012+0.038−0.038±0.004
S4 −0.155+0.057−0.056±0.004
S5 −0.023+0.050−0.049±0.005
AFB −0.075+0.032−0.034±0.007
S7 −0.077+0.050−0.049±0.006
S8 0.028+0.058−0.057±0.008
S9 −0.064+0.042−0.041±0.004
15.0< q2 < 19.0GeV2/c4
Obs. Value
FL 0.344+0.028−0.030±0.008
S3 −0.163+0.033−0.033±0.009
S4 −0.284+0.038−0.041±0.007
S5 −0.325+0.036−0.037±0.009
AFB 0.355+0.027−0.027±0.009
S7 0.048+0.043−0.043±0.006
S8 0.028+0.044−0.045±0.003
S9 −0.053+0.039−0.039±0.002
Table 5.19: Results for the CP -averaged observables Si.
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0.1< q2 < 0.98GeV2/c4
Obs. Value
A3 0.006+0.064−0.065±0.005
A4 −0.068+0.071−0.073±0.009
A5 0.001+0.061−0.059±0.018
A6 0.122+0.076−0.075±0.011
A7 0.076+0.061−0.060±0.006
A8 −0.031+0.074−0.074±0.007
A9 0.030+0.062−0.061±0.004
1.1< q2 < 2.5GeV2/c4
Obs. Value
A3 0.042+0.097−0.087±0.005
A4 0.235+0.125−0.109±0.005
A5 −0.114+0.099−0.105±0.009
A6 0.037+0.102−0.091±0.016
A7 −0.087+0.091−0.093±0.004
A8 −0.044+0.108−0.113±0.005
A9 −0.004+0.092−0.098±0.005
2.5< q2 < 4.0GeV2/c4
Obs. Value
A3 −0.111+0.087−0.109±0.006
A4 −0.007+0.130−0.135±0.007
A5 −0.005+0.107−0.106±0.008
A6 0.022+0.115−0.096±0.010
A7 −0.032+0.109−0.115±0.005
A8 −0.071+0.124−0.131±0.006
A9 −0.228+0.114−0.152±0.007
4.0< q2 < 6.0GeV2/c4
Obs. Value
A3 −0.173+0.070−0.079±0.006
A4 −0.168+0.086−0.085±0.008
A5 −0.059+0.071−0.073±0.011
A6 −0.023+0.082−0.075±0.005
A7 0.041+0.083−0.082±0.004
A8 0.004+0.093−0.095±0.005
A9 0.062+0.078−0.072±0.004
6.0< q2 < 8.0GeV2/c4
Obs. Value
A3 0.064+0.067−0.064±0.011
A4 −0.037+0.073−0.073±0.011
A5 0.129+0.067−0.066±0.012
A6 0.047+0.062−0.060±0.011
A7 0.035+0.065−0.067±0.003
A8 −0.043+0.070−0.069±0.006
A9 0.110+0.061−0.060±0.005
11.0< q2 < 12.5GeV2/c4
Obs. Value
A3 0.132+0.075−0.073±0.005
A4 −0.100+0.082−0.077±0.009
A5 0.027+0.077−0.076±0.010
A6 0.024+0.069−0.067±0.013
A7 −0.008+0.073−0.073±0.005
A8 0.014+0.075−0.073±0.005
A9 −0.057+0.057−0.059±0.006
15.0< q2 < 17.0GeV2/c4
Obs. Value
A3 −0.034+0.056−0.055±0.007
A4 −0.071+0.064−0.064±0.008
A5 −0.076+0.065−0.063±0.010
A6 −0.085+0.062−0.060±0.012
A7 −0.105+0.058−0.059±0.005
A8 0.048+0.063−0.063±0.003
A9 0.091+0.059−0.059±0.004
17.0< q2 < 19.0GeV2/c4
Obs. Value
A3 −0.056+0.075−0.073±0.017
A4 −0.071+0.073−0.073±0.011
A5 0.008+0.073−0.075±0.010
A6 −0.127+0.080−0.076±0.018
A7 0.047+0.070−0.069±0.013
A8 0.022+0.072−0.073±0.005
A9 0.043+0.066−0.067±0.005
1.1< q2 < 6.0GeV2/c4
Obs. Value
A3 −0.072+0.038−0.038±0.004
A4 0.012+0.057−0.056±0.005
A5 −0.044+0.049−0.047±0.005
A6 0.020+0.061−0.060±0.009
A7 −0.045+0.050−0.050±0.006
A8 −0.047+0.058−0.057±0.008
A9 −0.033+0.040−0.042±0.004
15.0< q2 < 19.0GeV2/c4
Obs. Value
A3 −0.035+0.043−0.042±0.010
A4 −0.079+0.047−0.048±0.008
A5 −0.035+0.047−0.047±0.010
A6 −0.110+0.052−0.051±0.013
A7 −0.040+0.045−0.044±0.006
A8 0.025+0.048−0.047±0.003
A9 0.061+0.043−0.044±0.002
Table 5.20: Results for the CP asymmetries Ai.
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Figure 5.13: The P ′5 observable in bins of q2. The yellow boxes are the SM prediction from
Ref. [17]. In blue dots, the results from the previous analysis [10] are superposed for comparison.
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0.1< q2 < 0.98GeV2/c4
Obs. Value
P1 −0.099+0.168−0.163±0.014
P2 −0.003+0.051−0.052±0.007
P3 0.113+0.079−0.079±0.006
P ′4 0.185+0.158−0.154±0.023
P ′5 0.387+0.132−0.133±0.052
P ′6 0.034+0.134−0.135±0.015
P ′8 0.180+0.174−0.169±0.007
1.1< q2 < 2.5GeV2/c4
Obs. Value
P1 −0.451+0.519−0.636±0.038
P2 −0.373+0.146−0.199±0.027
P3 0.350+0.330−0.254±0.015
P ′4 −0.163+0.232−0.240±0.021
P ′5 0.289+0.220−0.202±0.023
P ′6 −0.463+0.202−0.221±0.012
P ′8 −0.208+0.224−0.270±0.024
2.5< q2 < 4.0GeV2/c4
Obs. Value
P1 0.571+2.404−1.714±0.045
P2 −0.636+0.444−1.735±0.015
P3 0.745+2.587−0.861±0.030
P ′4 −0.713+0.410−1.305±0.024
P ′5 −0.066+0.343−0.364±0.023
P ′6 0.205+0.962−0.341±0.013
P ′8 0.091+0.650−0.432±0.025
4.0< q2 < 6.0GeV2/c4
Obs. Value
P1 0.180+0.364−0.348±0.027
P2 0.042+0.088−0.087±0.011
P3 0.083+0.187−0.184±0.023
P ′4 −0.448+0.169−0.172±0.020
P ′5 −0.300+0.158−0.159±0.023
P ′6 −0.032+0.167−0.166±0.007
P ′8 0.342+0.188−0.185±0.009
6.0< q2 < 8.0GeV2/c4
Obs. Value
P1 −0.199+0.281−0.275±0.025
P2 0.241+0.061−0.062±0.013
P3 0.057+0.148−0.139±0.013
P ′4 −0.599+0.131−0.135±0.010
P ′5 −0.505+0.122−0.122±0.024
P ′6 −0.095+0.135−0.135±0.011
P ′8 −0.171+0.142−0.143±0.006
11.0< q2 < 12.5GeV2/c4
Obs. Value
P1 −0.745+0.207−0.230±0.015
P2 0.418+0.053−0.046±0.005
P3 0.007+0.141−0.138±0.010
P ′4 −0.567+0.169−0.187±0.014
P ′5 −0.655+0.147−0.160±0.015
P ′6 −0.282+0.146−0.151±0.007
P ′8 −0.015+0.145−0.142±0.005
15.0< q2 < 17.0GeV2/c4
Obs. Value
P1 −0.436+0.134−0.147±0.018
P2 0.421+0.042−0.035±0.005
P3 0.029+0.082−0.084±0.006
P ′4 −0.672+0.113−0.151±0.016
P ′5 −0.662+0.109−0.127±0.017
P ′6 0.127+0.119−0.122±0.006
P ′8 0.007+0.125−0.129±0.005
17.0< q2 < 19.0GeV2/c4
Obs. Value
P1 −0.581+0.225−0.263±0.037
P2 0.314+0.046−0.048±0.007
P3 0.145+0.107−0.102±0.008
P ′4 −0.556+0.133−0.156±0.016
P ′5 −0.676+0.133−0.152±0.017
P ′6 0.092+0.148−0.152±0.025
P ′8 0.027+0.147−0.147±0.009
1.1< q2 < 6.0GeV2/c4
Obs. Value
P1 0.080+0.248−0.245±0.044
P2 −0.162+0.072−0.073±0.010
P3 0.205+0.135−0.134±0.017
P ′4 −0.336+0.124−0.122±0.012
P ′5 −0.049+0.107−0.108±0.014
P ′6 −0.166+0.108−0.108±0.021
P ′8 0.060+0.122−0.124±0.009
15.0< q2 < 19.0GeV2/c4
Obs. Value
P1 −0.497+0.102−0.099±0.027
P2 0.361+0.025−0.026±0.010
P3 0.081+0.060−0.059±0.005
P ′4 −0.597+0.080−0.085±0.015
P ′5 −0.684+0.078−0.081±0.020
P ′6 0.101+0.090−0.092±0.011
P ′8 0.059+0.094−0.093±0.008
Table 5.21: Results for the CP -averaged observables P (′)i .
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5.3 Theoretical interpretations of the results.
With the observation of a local discrepancy in the P ′5 observable, many theoretical interpreta-
tions have been proposed (see for example [18], [19], [20], [21]). This discrepancy is actually not
the only one within the electroweak penguin decays. Some other analysis have shown anoma-
lies. For example the branching ratios observed in the b→ s transitions: B+ → K(∗)µ+µ−,
B0s → φµ+µ− and Λ0b → Λµ+µ− ( see Ref. [22], [23], [24]) are systematically lower than the
expectations by about one to three standard deviations, depending on the analysis. Also, the
ratio RK measured by LHCb [25] is 2.6 standard deviations away from the Standard Model
prediction. Each of these results has the tendency to indicate the presence of a negative CNP9 ,
affecting the muon channel in the case of RK , though none of them by itself provide a clear
evidence for new physics.
In order to interpret altogether these and other results concerning b→ s transitions, a global
fit providing a model-independent analysis has been performed. In the framework of the op-
erator product expansion, described in Section 1.2.1, this global fit allows to set limits for the
Wilson coefficients C7, C9 and C10 [21]. A χ2 function, providing the compatibility between the
model and the data, is minimised in different configurations, where different sets of Wilson co-
efficients are allowed to have a new physics contribution. The resulting χ2 values are compared
among them and with the one obtained assuming only the Standard Model. The new physics
dependences are encoded in the Wilson coefficients, CNPi =Ci−CSMi . This global fit makes use
of 88 measurements of 76 different observables from the LHCb, ATLAS, CMS, BaBar, Belle and
CDF collaborations. In particular it includes:
• the angular observables of B0→K∗0µ+µ−;
• the differential branching ratios as function of q2 of many decays : B0→K∗0µ+µ−, B∗−→
K∗−µ+µ−, B−→K−µ+µ−, Bs→ φµ+µ−, Bs→ µ+µ−, B0→K∗0γ, B−→K∗−γ, B→
Xsγ, B→Xsµ+µ−
The best fit is obtained when assuming new physics in C9 only, with a CNP9 = −1.07, corre-
sponding to a 3.7σ deviation from the Standard Model, or when CNP9 =−CNP10 =−0.53, with a
pull deviating of 3.1σ from the SM. The results of this fit are shown in Figure. 6.16
To explain the anomaly in P ′5 and in the global fit results, two main different interpretations
have been advanced: either the presence of a new physics interaction is advocated, or an un-
derestimated hadronic effect, such as the contribution of charm loops, is claimed. They will be
briefly described in the following.
5.3.1 New physics interpretations.
There are two kind of new physics models that could agree with the results of the best
fit, contributing to the C9 Wilson coefficient. The first type concerns model where a new
interaction is mediated by a new neutral gauge boson, Z ′, at tree-level. The second type of
models contemplate the existence of scalar or vector leptoquarks.
In the case of models with a new Z ′ boson, different new physics scenario are actually
possible.
• The Z ′ could couple to leptons through the Lµ−Lτ current, which has an impact only on
C9 but also introduces a violation of the lepton flavour universality (see [26], [27], [28]).
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• The Z ′ boson is part of a composite Higgs model, with a partially composite muon, again
introducing a violation of the lepton flavour universality (see [29]). This interpretation
prefers the solution CNP9 =−CNP10 .
• The Z ′ appears in an extension of the Standard Model gauge group with an additional
U(1)′ symmetry, involving both quarks and leptons, and also including a degree of lepton
flavour universality violation (see [30]).
In the case of models with scalar or vector leptoquarks (see [31], [32], [33]), the leptoquark
could have spin 0 or 1 and have various possible representations. For example, a scenario with
a single leptoquark leads to CNP9 = ±CNP10 , while multiple leptoquarks would be needed for
including new physics effect in multiple Wilson coefficients.
5.3.2 Hadronic effects
Another explanation for the observed anomalies could be that the hadronic contributions of
the charm-resonances have been underestimated (see [34]). Indeed, these charmonium effects
are photon mediated, implying a vector like coupling to leptons, which corresponds to the C9
Wilson coefficient. One can include inside the effective C9 Wilson a coefficient for the charm
loop as follows:
C
(′)eff
9 = C
(′)SM
9 +C
(′)NP
9 +η(′)h(q2)
where h(q2) is the charm vacuum polarisation. The functional form of h(q2) is taken from the
low-recoil cc¯ resonances and then extrapolated at low q2. In this way, from the best fits of
the angular observables measured by LHCb, one could just get as solution η = η′ = −1.25 and
C
(′)NP
9 = 0, without advocating the presence of new physics.
5.4 Future experimental tests
The LHC has just restarted to collect data, and will continue until the next shutdown period
in 2018. Then, after un upgrade of the detector, the data taking will resume. It is clear that,
with more data available, all the measurements related to rare decays will be improved, as most
of their errors are of statistical rather than systematical nature. Other additional measurements
of rare decays, not yet possible with the current dataset, will become available too. The whole
set of these new or improved measurements will enter the global fit of b→ s transitions. This
will certainly help to clarify the global picture and hopefully push today dicrepancies, if genuine,
to evidences for new physics.
There are certain measurements that have been proposed, some of which already possible
on a relatively short term timescale, that could help to shed light on the puzzle.
For example, since the charm loop effect is lepton flavour universal, a confirmation of the
lepton flavour non-universality via the measurement of the RK∗ ratio could disfavour this inter-
pretation. I take part in this measurement, currently ongoing in LHCb, and I will describe it in
the following chapter.
Another way to test the hadronic effect is to measured more precisely CNP9 in different q2
bins. A new physics effect should be q2-independent, while the charm-loops should have a q2
dependence. This will require more data, as those that will be collected during the second run
of data taking.
Some measurements could also help to distinguish between the different NP hypothesis.
For example, a more precise measurement of B(Bs → µ+µ−) will constrain C10, allowing to
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distinguish between models with new physics affecting only CNP9 and models with CNP9 =−CNP10 .
Also, the precise measurements of the ratio of B→K∗`+`− angular observables and of the RK∗
ratio could disentangle between the Z ′ boson models or the leptoquark models. Indeed, for
the NP model in Ref. [30], an equality in the ratio, RK = RK∗ = RXS = ... is expected, while
RK =Rη and RK∗ =Rφ are preferred by Ref. [33].
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RK∗ analysis at low q2
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The first LHCb measurement of the RK∗ ratio is well advanced and currently being finalised.
The measurement is performed in three regions of q2 and the analysis strategy is presented in
Section 6.1. The rest of the chapter focuses on the measurement in the low q2 region. As this
measurement relies on the use of Monte Carlo simulations, it is crucial to apply corrections in
order to correctly reproduces the data behaviour, as described in Section 6.2. These corrected
samples are indeed used for a dedicated events selection, detailed in Section 6.3, as well as
for the evaluation of the different components of the efficiency, listed in Section 6.4. Another
key ingredient of the measurement is the determination of the signal yields, performed by the
invariant mass fit procedure presented in Section 6.5. The systematics studies are shown in
Section 6.6. All the analysis procedure is validated by the measurement of the RJ/ψ ratio in
Section. 6.7. At the time of writing, the result of the measurement is not known yet, as the
analysis is still under review by other members of the LHCb collaboration. The whole analysis,
including the measurement of the RK∗ ratio in the central and high-q2 region, is described
extensively in Ref. [1].
6.1 Analysis strategy
The RK∗ ratio is measured by reconstructing the B0→K∗0µ+µ− and B0→K∗0e+e− rare
channels with the K∗0 decaying into a kaon and a pion of opposite charges. In order to reduce
the systematic uncertainties, the measurement is performed as a double ratio with respect to the
decays reaching the same final states via a J/ψ resonance, B0→K∗0J/ψ (→ `+`−), also referred
to as “charmonium” or “resonant” modes:
RK∗ =
NB0→K∗0µ+µ−
NB0→K∗0J/ψ (→µ+µ−)
· NB0→K∗0J/ψ (→e+e−)
NB0→K∗0e+e−
· εB0→K∗0J/ψ (→µ+µ−)
εB0→K∗0µ+µ−
· εB0→K∗0e+e−
εB0→K∗0J/ψ (→e+e−)
.
(6.1)
Indeed, using the relative efficiencies between the rare and resonant modes allows to cancel
many systematic effects, as they wuld affect both the numerator and the denominator, resulting
in a better control of the systematic uncertainties. In addition, the resonant modes are used
as control samples, and they also provide a powerful test of the analysis procedure: as the new
physics is expected not to affect the decays with the charmonium resonances, the ratio RJ/ψ of
the two B0→K∗0J/ψ (→ `+`−) channels is expected to be unity.
For brevity, in the following the rare channels are also referred to as “``", or specifically “µµ”
and “ee”, and the charmonium modes as “J/ψ (``)”, or “J/ψ (µµ)” and “J/ψ (ee)”. The invariant
mass of the dilepton pair is used to distinguish among the rare and the resonant decays.
The full analysis is performed in three regions of q2:
• low-q2: below 1.1GeV2/c4, where the b→ s`+`− process is dominated by the photon pole;
• central-q2: between 1.1 and 6.0GeV2/c4;
• high-q2: above 15GeV2/c4.
In order to fully include in the lower region the B0 → K∗0φ decay with φ→ `+`−, which
could dilute the effects of new physics, the boundary between the low and the central-q2 regions
is set to 1.1GeV2/c4. The upper bound of the central bin is chosen to be sufficiently away from
the J/ψ (ee) radiative tail, where predictions cannot be cleanly extracted. The region between 6
and 15GeV2/c4 is dominated by the presence of the J/ψ and ψ(2S) resonances, which are used
as control channels as stated before. The lower bound of the high-q2 interval, where the signal in
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the electron channel is still unobserved, is chosen to be sufficiently far from the ψ(2S) resonance
to avoid its contamination.
The following chapter will mainly focus on the analysis realised on this low-q2 region, though
many procedures are common with the other regions. Indeed, the low-q2 region is particularly
interesting. It is mainly dominating by the Wilson coefficient C7, which is well measured and
known to be not affected by new physics effects at the level we are searching for. For this reason,
if the RK∗ ratio measured in the low-q2 region will not surprisingly reveal a deviation from the
Standard Model, still it will validate the whole analysis procedure and provide confidence in the
measurements performed in the other two regions.
6.2 Data-simulation corrections
Since the training of the multivariate classifiers (see Section. 6.3.5) and the determination of
most of the efficiency components (see Section. 6.4) are based on simulation, it is crucial that
the simulation reproduces the data behaviour reliably. In particular, it is important that the
detector occupancy and the kinematics of the final state particles match. The reconstructed
4-body invariant mass of the ee channels is strongly correlated to the detector occupancy as this
directly affects the bremsstrahlung recovery algorithm. The hit multiplicity in the SPD detector
is used as a proxy for the detector occupancy. Instead, the description of the kinematics of the
decay is probed by looking at the transverse momentum spectrum of the B0. Discrepancies in
this distribution cause also the spectra of the final particles to differ and affect the efficiency
determination, as this depends on the momentum of the final state particles.
The correction factors are determined using B0→K∗0J/ψ (→ µ+µ−) decays, for which the
signal peak is already visible in data after the pre-selection (see Section. 6.3), and applied to
both muon and electron simulated samples, for which no differences are expected in the SPD and
pT (B0) distributions. The sPlot technique [2] is used to statistically subtract the background
and obtain pure B0→K∗0J/ψ (→ µ+µ−) signal distributions. The invariant mass of the B0 is
used as the control variable, after having constrained J/ψ vertex and mass to the PDG value.
The Figure. 6.1 shows the fit to the 4-body invariant mass mKpiµµ of the J/ψ (µµ) candidates
right after the pre-selection.
The discrepancy in the SPD hit multiplicity is corrected first. Then the B0 transverse
momentum distributions in data and simulation, reweighted for the SPD multiplicities, are
compared. These distributions are presented in Figure. 6.2 and their ratios, which are used
to reweight the simulation, are shown in Fig. 6.3. The weights for the SPD multiplicity are
determined separately for 2011 and 2012, since the average number of interactions per bunch
crossing was different in the two years. To limit statistical fluctuations, an adaptive binning is
used, chosen to provide approximately the same number of simulated events in each bin. Since
the transverse momentum of the B0 is strongly affected by the electron bremsstrahlung, the
corresponding correction is applied using the true B0 pT.
6.3 Selection at low q2
As it was the case for the angular analysis described in the first part of this thesis, the selec-
tion of the B0→K∗0l+l−signal candidates in the low q2 is made up of several steps. The first
are the trigger selection and the "Stripping", described in the following Sections 6.3.1 and 6.3.2.
Then a dedicated particle identification criteria and mass cuts are applied against peaking back-
grounds, as described in Section 6.3.4. Finally a multivariate technique to reduce the amount of
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Figure6.1:FittothemKπµµ invariantmassofB0→K∗0J/ψ(→µ+µ−)candidatesafterpre-
selection.
combinatorialbackgroundisapplied,describedindetailinSection6.3.5.Theselectionstrategy
fortheµµandeechannelsaremainlybasedontheanalysisin[3]andRef.[4]respectively.Here
wedescribetheelectronchannelselectionthatwasnotdescribedbefore.Forthemuonchannel,
weputtheaccentontheneedforaspeciﬁcoptimisationatlowq2withrespecttotheselection
developedfortheangularanalysisandontheresultinggain.
6.3.1 Trigger
Thetriggerrequirementshavebeenestablishedincommonforthethreeregionsofq2.Forthe
B0→K∗0µ+µ−candidates,eventsarerequiredtopassthesametriggerrequirementsdescribed
inSec3.2,withtheexceptionoftheHlt2SingleMuonline. Thisisaprescaledtrigger,soits
eﬃciencycalculationismorecomplicated,andsinceitwasaddinganegligiblenumberofsignal
events,itwasdiscarded.CandidatesoftheB0→K∗0e+e−decayarerequiredtopassthesame
triggerrequirementsusedintheB0→K∗0e+e−angularanalysis[4].Thetriggerlinerequired
arelistedinTab.6.1.
Fortheelectronchannel,previousanalyses[4,5]havenoticedadependenceoftherecon-
structedBmesoninvariantmassfromtheL0triggerlinewhichhadselectedtheevent.There-
fore,thisanalysiswilbeperformedseparatelyinthreediﬀerenttriggercategories,deﬁnedas:
•L0E:eventstriggeredbyatleastoneoftheelectronsinthesignalcandidate(L0Electron_TOS);
•L0H:eventstriggeredbyatleastoneofthehadronsinthesignalcandidateandnotby
theelectrons(L0Hadron_TOS&&!L0Electron_TOS);
•L0I:eventstriggeredbyparticlesnotinthesignalcandidateandnotbelongingtoanyof
thetwopreviouscases(L0Global_TIS&&!(L0Electron_TOS||L0Hadron_TOS)).
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Figure 6.2: Distributions of the number of SPD hits (left) and the B0 transverse momentum
(right) in 2012 data (CL) and simulation (MC).
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Figure 6.3: Ratios of simulated over real data distributions used to correct the Monte Carlo as
a function of the number of SPD hits (left) and the B0 transverse momentum (right).
Muon Electron
L0Muon L0Electron
L0Hadron
L0Global (TIS)
Hlt1TrackAllL0 Hlt1TrackAllL0
Hlt1TrackMuon
Hlt2Topo[2,4]BodyBBDT Hlt2Topo[2,4]BodyBBDT
Hlt2TopoMu[2,4]BodyBBDT Hlt2TopoE[2,4]BodyBBDT
Hlt2DiMuonDetached
Table 6.1: Summary of the trigger lines used to select the µµ and the ee channels. All lines are
required to be TOS, except when specified differently.
Most of the events are selected by the L0E category. The L0H is more efficient in the low-
q2 region, where the K∗0 is more energetic than in the other regions. Since L0I is defined as
independent of the signal candidate, the corresponding trigger efficiency cancels in the ratio
between the rare and resonant modes.
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6.3.2 Stripping
The B0→K∗0µ+µ− candidates are selected with the stripping line described in Section 3.3.
Instead, the B0→K∗0e+e− candidates are selected with a BDT-based stripping line described
in [4]. In this stripping line, first all cut outlined in Table 6.2 are applied. Then a BDT classifier
is used with the variables listed in Table 6.3 as input. The BDT has been trained using a
B0→K∗0e+e− Monte Carlo as signal proxy and upper mass sideband events, mKpie+e− > 5600
MeV/c2, as background proxy.
Particle Condition
B0 χ2Vertex < 16, |mB0−5280|< 1000 MeV/c2, θflight > 0.999
K∗0 χ2Vertex < 16, |mK∗0−895.9|< 150 MeV/c2
e+e− (J/ψ ) χ2Vertex < 16, m(e+e−) = [1,1200] ([2200,4200]) MeV/c2
K pT > 400 MeV/c2, p > 3 GeV/c, χ2Track < 3, χ2IP > 4, PIDK >−5, GoshtProb <0.35
pi pT > 250 MeV/c2, p > 2 GeV/c, χ2Track < 3, χ2IP > 4, PIDK < 10, GoshtProb <0.35
e± pT > 200 MeV/c2, χ2Track < 3, χ2IP > 1, PIDe >−2, GoshtProb <0.5
Table 6.2: List of cuts of the stripping line for the electron channel.
Particle BDT Input Variables
B0 pT , χ2IP, χ2FD, θflight
K∗0 pT , χ2IP, χ2FD
e+e− (J/ψ ) pT , χ2IP, χ2FD
K,pi,e± pT , χ2IP
Table 6.3: Variables used to train the BDT for the electron channel stripping line.
6.3.3 Pre-selection
After the trigger and the stripping, the candidates have to pass additional criteria. Both
µµ and ee channels tighten the invariant mass window for the K∗0 to 895.9± 100.0 MeV/c2.
Specific requirements for the µµ channel are detailed explicitly in Table A.2 in Section 3.4, For
the ee channel the m(e+e−) invariant mass window to select B0→ J/ψ (e+e−)K∗0 is [2200,3400]
MeV/c2 and [20,1100] MeV/c2 for the B0→K∗0e+e− decay.
6.3.4 Peaking background
Several sources of exclusive backgrounds have been considered. Some of them are common to
both µµ and ee channels and are described in Section 3.5.1-3.5.6. Additional peaking background
for the ee channel are vetoed as described in the following.
6.3.4.1 The B0→D−e+ν veto cut
The decay B0→D−e+ν, where the D− decays semileptonically to K∗0e−ν, has a branching
ratio four orders of magnitude larger than B0→K∗0e+e− and it might pass the selection cuts if
the two neutrinos carries a very low momentum. To avoid this scenario, a cut is applied to the
invariant mass of the K∗0(K¯∗0) and the e−(e+) above the D− mass at 1900 MeV/c.
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6.3.4.2 The B0→K∗0γ veto cut
The branching fraction of B0 → K∗0γ has been measured to be B = (4.33± 0.15)× 10−5,
and in the case where the photon converts into an electron and a positron, this decay will have
similar characteristics as B0→ K∗0e+e−. To apply a veto for it, the reconstructed invariant
mass window for the di-electron is chosen above 20 MeV/c, so to cut the photon pole, and the
error on the reconstructed z-coordinate of the e+e− pair is required to satisfy the condition
σZ(e+e−)< 30 mm, so to ensure that the e+e− pair are created at the B meson vertex.
6.3.4.3 The B0→K∗0η decay
The B0→K∗0η decay can be a source of background if the η decays into two photons which
convert into a di-electron pair, or if the η makes a Dalitz pair. The first case is similar to the
B0→K∗0γ decay and thus is vetoed by the cut previously described (see Section 6.3.4.2). For
the second case, where the η makes a Dalitz pair, the contribution was estimated to be about 3.3
events, with a flat mass distribution between 4800 MeV/c and 5000 MeV/c, so this is considered
negligible.
6.3.4.4 The B0→K∗0V (→ e+e−) decays with V = ρ,ω,φ
As for the muon channel, contributions of light resonances have been studied [6] and found
to be negligible for ρ and ω. For the φ(1020) resonance, due to the Bremsstrahlung radiation of
the electrons, a complete veto of the resonance will require a larger q2 cut for the electron than
for the µµ channel. Since only 2.6±0.6 events are expected for the B0→K∗0φ(→ e+e−) decay,
we choose to fully include the B0→K∗0φ for both the µµ and the ee channels in the low q2
region, rather than put a veto on it. This justify the choice of upper limit for the ow q2 bin.
6.3.5 Multivariate analysis
To reduce the combinatorial background a multivariate classifier is used. For the ee channel
the same BDT developed for the angular analysis [4] has been used, while for the µµ channel a
new classifier has been developed and optimised for the low q2 region. Since in this case we do
not need an unbiased angular distribution, the pT distributions of the final states particles have
been added as input variables. In addition, since the J/ψ control sample does not reproduce
correctly the distributions in the low-q2, a new proxy for the signal as been used for the training
of the classifier. The description and the performance of this new classifier are presented in this
section.
6.3.5.1 Input samples
As previously described in Section 3.6, the classifier need calibration samples as proxy for
both signal and background events, in order to be trained.
The input signal sample was obtained from a B0→K∗0µ+µ− simulated sample in the [0.047-
1.1] GeV/c2 bin, which has been corrected for data-simulation differences has described in Sec-
tion 6.2. The background sample was obtained from the 2011 and 2012 LHCb data. The events
in the upper mass sideband (mKpiµµ > 5350MeV/c2) belonging to the low q2 region ([0.047-1.1]
GeV 2/c4) have been selected as background proxy. In order to be able to use the full statistic
recorded by LHCb in 2011 and 2012, the data sample has been split randomly into two sub-
samples and two classifiers have been trained. Then, each of this classifiers has been applied on
the data sub-sample not used for its training.
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6.3.5.2 Classifier trainings
A BDT with the gradientBoost option was used as classifier. The input variables are similar
to those in Section 3.6.3 and [4] with the addition of the pT . They are listed in Table 6.4.
The distribution for each input variable for the signal and background samples can be see in
Figure 6.4. The BDT of the B0→ K∗0e+e− channes as in addition variables from the K∗0
and ``, which have been removed in the muon channel due to their high correlations with the
variables of the final state particles (see Figure E.2).
Particle Variables
B0 pT, log(χ2IP), log(χ2FD), log(χ2vtx), DIRA
K pT, isolation, log(χ2IP)
pi pT, isolation, log(χ2IP)
µ± pT, isolation, log(χ2IP)
Table 6.4: Input variables used in the muon channel BDT classifier.
After the training, the response of the two BDTs are similar, as seen in Fig 6.5. The
comparison with the classifier used for the B0→K∗0µ+µ− angular analysis, in Fig 6.6, shows
an improvement in the signal efficiency for this BDT dedicated to the low q2 region.
6.3.6 Optimisation of the BDT cut and particle identification
The BDT cut was optimised using a similar strategy for both the µµ and ee channel. The
optimisation consist in maximising the signal significance for the rare modes, S = NS√
NS+NB
,
where NS (NB) is the number of expected signal (background) events in the signal mass window
(±50MeV/c2 around the B0 mass). The BDT cut optimisation is done simultaneously to the
optimisation of the PID cuts for the final state particles. Thus an optimal combination of the
BDT and PID cuts has been obtained for each channel and for the different trigger categories.
The PID variables considered are:
• the kaon ProbNNk,
• the pion ProbNNpi,
• the leptons PID, PIDe or PIDmu depending on the decay channel
An example of this optimisation can be seen in Figure 6.7 and the complete set of optimised
cuts are reported for both channel in Table 6.5
As the simulated event samples do not reproduce faithfully the PID variables distributions,
the number of expected signal events NS is obtained using the number of signal found in the
data for the B0→ J/ψK∗0 decay and scaled with the selection efficiencies and known branching
ratios:
NS(B0→K∗0`+`−) = NS(B
0→K∗0J/ψ (→ `+`−))× MC(B0→K∗0`+`−)×B(B0→K∗0`+`−)
MC(B0→ J/ψK∗0)×B(B0→ J/ψK∗0)×B(J/ψ → `+`−)
The number of signal events in the B0→K∗0J/ψ (→ `+`−) decay is extracted using a fit of
the B0 invariant mass with the `+`− pair invariant mass fixed to the J/ψ PDG central value.
The selection efficiencies have been extracted from MC.
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Figure6.4:DistributionsoftheinputvariablesusedintheBDTclassiﬁerontheRK∗analysis
forthemuonchannel.
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Figure6.5: ResponsesoftheBDTsforthetwosub-samplesusedinthetraining,whichare
ingoodagreement.Foreachofthem,thecomparisonofthedistributionforthetestingsam-
ple(shaded)andthetrainingsample(dots)isalsoshown,demonstratingthatthereisno
overtrainingforbothsignal(blue)andbackground(red)samples.
Figure6.6:Signaleﬃciencyversusbackgroundrejectionforthetwosub-samples(ingreenand
cyan)incomparisonwiththeBDTusedfortheB0→K∗0µ+µ−angularanalysisappliedtothe
samesub-samples(inblackandred).ThebluearrowshowtheworkingpointofthenewBDTs
aftertheoptimisationdescribedinSection6.3.6,tobecomparedwiththeworkingpointofthe
BDTusedfortheB0→K∗0µ+µ−angularanalysis(blackarrow).
ThebackgroundNBexpectedintheblindedsignalmasswindowhasbeenextrapolatedfrom
aﬁtonthedatamass-sidebandsofthelowq2region.Theseare:between5100and5180MeV/c2
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andbetween5500and7000MeV/c2forthemuonchannel;below4800andbetween5500and
6300MeV/c2
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Figure6.7:Exampleofresultsfromtheproceduremaximizingasigniﬁcance NS√NS+NB intheµchannelfordiﬀerentcombinationofthecutsontheBDT,theKProbNNk andtheπProbNNpi
,withtheµ±PIDmucutﬁxedto−3.Topleft:BDTvsπProbNNpiforKProbNNkﬁxedto
0.Topright:BDTvsKProbNNkforπProbNNpiﬁxedto0.1.Bottomleft:KProbNNkvsπ
ProbNNpiforBDTﬁxedto0.2.
Channel BDT ±PID KProbNNk πProbNNpi S/√S+B
L0Electron 0.88 1.2 0.05 0.2 7.5
B0→K∗0e+e− L0Hadron 0.94 1.2 0.05 0.2 3.9
L0TIS 0.96 1.6 0.05 0.2 4.9
B0→K∗0µ+µ− 0.2 0.0 0.0 0.1 22.7
Table6.5:Optimizedcutsandsigniﬁcances.
6.4 Evaluationoftheanalysiseﬃciencies
Foreachdecaychannel,thetotaleﬃciencyoftheanalysisiscalculatedaccordingtothe
formula:
εtot=εgeom·εreco|geom·εtrig|reco·εPID|trig·εMVA|PID,
whereεgeomcorrespondstotheeﬃciencyofhavingalﬁnalstateparticlesintheLHCbdetector
acceptance;εreco|geomrepresentsthereconstructioneﬃciency,giventhegeometricaleﬃciency;
εtrig|recocorrespondstothetriggereﬃciencygiventhereconstructioneﬃciency;εPID|trigrepre-
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sents the PID efficiency, given the trigger efficiency; εMVA|PID corresponds to the efficiency of
the MVA classifier, given the PID efficiency.
Reconstruction, trigger and MVA efficiencies are evaluated using the simulations, with the
trigger efficiency for B0→K∗0J/ψ (→ `+`−) being compared between data and simulation using
the TISTOS method. The PID efficiency is calculated with the data-driven method described
in Sec. 6.4.3.
The absolute efficiency for both rare and resonant channel are given in Tab. 6.6 and Tab. 6.7
respectively. The relative efficiencies of the rare over the resonant decay are given in Tab. 6.8.
The rare to resonant efficiency double ratios (εee/εJ/ψ (ee))/(εµµ/εJ/ψ (µµ)), given in Tab. 6.9, are
the most relevant to the analysis as they enter directly the measurement of RK∗ (see equa-
tion 6.1).
ε
µµ ee
L0E L0H L0I
Geom 0.1727±0.0005 0.1659±0.0005
Reco 0.0942±0.0001 0.0504±0.0001
Trig 0.6076±0.0004 0.1366±0.0000 0.0518±0.0000 0.1399±0.0000
PID 0.9804±0.0000 0.9106±0.0000 0.8883±0.0000 0.8892±0.0000
MVA 0.9465±0.0003 0.8759±0.0007 0.7872±0.0006 0.5360±0.0017
Tot 0.0092±0.0000 0.0009±0.0000 0.0003±0.0000 0.0006±0.0000
Table 6.6: Absolute efficiencies for the rare ee and µµ channel in the low-q2 region.
ε
µµ ee
L0E L0H L0I
Geom 0.1598±0.00046 0.15934±0.0004
Reco 0.08875±0.0001 0.0354±0.0001
Trig 0.7612±0.0004 0.2560±0.0004 0.0222±0.0002 0.1159±0.0004
PID 0.9810±0.0000 0.9093±0.0001 0.9065±0.0004 0.8934±0.0002
MVA 0.9047±0.0003 0.8913±0.0010 0.7700±0.0046 0.5711±0.0024
Tot 0.0094±0.0000 0.0012±0.0000 0.0001±0.0000 0.0003±0.0000
Table 6.7: Absolute efficiencies for the resonant channel, J/ψ (``) with the low-q2 region.
ε
low-q2
µµ ee
L0E L0H L0I
Geom 1.085±0.018 1.041±0.004
Reco 1.061±0.0011 1.424±0.005
Trig 0.798±0.0039 0.5334±0.0030 2.331±0.030 1.207±0.009
PID 0.999±0.0000 1.0014±0.0004 0.9799±0.0010 0.9953±0.0005
MVA 1.046±0.0025 0.9827±0.0037 1.0223±0.0105 0.9386±0.0094
Tot 0.960±0.0108 0.7778±0.0089 3.4603±0.0655 1.6709±0.0270
Table 6.8: Relative efficiencies of the rare over the resonant (εrel = ε``/εJ/ψ ) ee and µµ channels
in the low q2 region.
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ε Low-q2L0E L0H L0I
Geo 0.959±0.016
Rec 1.342±0.005
Trg 0.668±0.005 2.921±0.040 1.513±0.013
PID 1.002±0.0004 0.981±0.001 0.996±0.0005
MVA 0.810±0.004 1.064±0.010 0.978±0.009
Tot 0.698±0.013 3.924±0.094 1.897±0.040
Table6.9:Summaryoftheraretoresonanteﬃciencydoubleratios(εee/εJ/ψ(ee))/(εµµ/εJ/ψ(µµ)).
6.4.1 Geometriceﬃciency
Inordertosavediskspace,thesimulatedsamplescontainonlycandidatesforwhichalthe
daughterparticlesareinsidetheLHCbdetectoracceptance.Thiscorrespondstotherequirement
thateachoftheﬁnalparticleshasapolarangle,θ,between10and400mrad,whichisapplied
asﬁlteratthegenerationlevelbeforepassingtheeventstothefuldetectorandreconstruction
simulation.Forthisreason,theεgeomeﬃciencyneedstobedeterminedusingdedicatedgenerator
levelsamples,wheretheﬁlterhasbeenremoved.TheresultsareshowninFigure6.8
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Figure6.8:RatioεK∗0 /εK∗0J/ψ()ofthegeometriceﬃcienciesfortherareandtheresonant
channels,inthecaseofmuons(left)andelectrons(right).
6.4.2 Reconstructioneﬃciencyandbin migration
Theεreco|geomeﬃciencyisdeﬁnedasthenumberofreconstructeddecaysgiventhattheir
decayproductsareinsidethegeometricalacceptanceofthedetector. Thisincludestheprob-
abilityforaltrackstobereconstructed,thedecaytobestripped(Sec.6.3.2)andpassthe
requirementsthatremovethebackgrounds(Sec.6.3.4). ThePIDrequirementsareremoved
fromthestrippingandaccountedforusingPIDCalib,asdescribedinSec.6.4.3.
Ithastobenotedthat,inthecaseoftheelectronchannels,sincethebremsstrahlung
radiationoftheelectronsisnotfulyrecovered,theq2resolutionisworsethanformuons.For
thisreason,eventsthataregeneratedatagivenq2mightbereconstructedatasigniﬁcantly
diﬀerentone.Thiseﬀectiscaledbinmigration.Forexampleinthelowq2region,duetothe
presenceofthephotonpole,therewilbemoreeventsoriginalybelongingtotheloweredge
ofthebinthatwilnotbereconstructed,thaneventsthatwilcomeinsidetheregionfrom
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the central-q2 bin. Figure 6.9 illustrates this phenomenon showing the correlation between the
reconstructed and the generated q2 for simulated B0→K∗0e+e− events. Table 6.10 lists the net
amounts of bin migration, Mnet, in the J/ψ bin, which is defined as:
Mnet =N(in→ in) +N(out→ in)−N(in→ out),
where N(in→ in) is the number of candidates that are generated and reconstructed inside the
considered q2 interval, N(out→ in) is the number of candidates that are generated outside the
interval but reconstructed inside, and N(in→ out) is the number of candidates generated inside
that fall outside.
Since the reconstruction efficiency is determined by comparing generated to reconstructed
events, it already includes the bin migration. However, it is useful to single out this component
to better asses the corresponding systematic uncertainty.
6.4.3 PID efficiency
The simulation is known to not reliably describe the PID variables and therefore the PIDCalib [7]
package is used to determine the εtrig|PID efficiency. This package provides PID efficiency tables
for each particle, based on high statistic data control samples, coming for example from charm
decays. The efficiency in the tables are computed as function of momentum, pseudo-rapidity,
number of tracks and final state particles. Applying these tables to our simulated events sample
allows to obtain the correct PID efficiency.
6.4.4 Trigger efficiency
The trigger efficiency for the muon channels is determined using simulated events. A combi-
nation of simulation and data-driven methods is used instead for the electron modes, as described
in sec:trigee. In particular, the electron efficiency of the trigger software stage, HLT, is measured
from simulation, while the efficiency of the hardware stage, L0, is obtained from data driven
techniques. As a cross-check, J/ψ (``) channels are used to test the data-simulation compatibility
of εtrig|PID via the TISTOS approach, described in Sec. 6.4.4.2.
6.4.4.1 Electron triggers
Since the electron data are divided into three sub-samples, L0E, L0H and L0I, the εtrig|PID
efficiency is separately measured for each trigger category. The HLT efficiency is determined
using the simulation for all the three categories. Instead, the L0E and L0H efficiencies are
measured using data. This is needed because the ageing of the calorimeters, on which the
decision of these triggers relies on, is not well simulated. Tables of the efficiency depending
on the pT of the particles and the ECAL regions, obtained from data control samples via the
TISTOS method and provided by the L0CaloTool tool, are used to calculate the following event
probabilities:
PL0Electron_TOS = εL0Electron(e+) +εL0Electron(e−)−εL0Electron(e+) ·εL0Electron(e−),
PL0Hadron_TOS = εL0Hadron(K) +εL0Hadron(K)−εL0Hadron(pi) ·εL0Hadron(pi).
Event weights are then defined as:
• wL0E = PL0Electron_TOS, corresponding to the probability that at least one of the electrons
triggered;
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Figure 6.9: Generated versus reconstructed q2 in simulated B0→K∗0e+e− events.
Table 6.10: Bin migration in the J/ψ bin: positive (negative) values indicates “net in” (“net
out”).
Sample J/ψ
µµ −0.0012±0.0000
ee −0.0360±0.0002
• wL0H = PL0Hadron_TOS · (1−PL0Electron_TOS), corresponding to the probability that at least
one of the hadrons triggered, but none of the electrons;
• wL0I = (1−PL0Hadron_TOS) · (1−PL0Electron_TOS), corresponding to the probability that nei-
ther the hadrons nor the electrons triggered.
The L0E and L0H weights can be directly used to determine the trigger efficiency for the
corresponding category as:
εL0 = 1
N
N∑
i
wL0,
This is not the case for the trigger efficiency of the L0I category. In this case, the efficiency
is calculated counting how many events, on top of those passing the selection, satisfy the
L0Global_TIS requirement in the simulation, after that the wL0I data-driven weight is applied
to “remove” the fraction of events that triggered L0E or L0H.
6.4.4.2 Crosscheck using the TISTOS method
The TISTOS [8] method is a powerful tool to determine the trigger efficiency. It can be used
both on data and simulation, and therefore is useful to check for mis-modelling or biases. In
this context it is used to test that the procedure described in the previous section provides the
correct trigger efficiencies.
In the TISTOS method, two samples are defined:
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• TIS: L0Global_TIS && Hlt1Phys_TIS && Hlt2Phys_TIS;
• TOS: L0Global_TOS && Hlt1Phys_TOS && Hlt2Phys_TOS.
Some events could belong both to TIS and TOS, and the efficiency for this to happen is defined
as:
TIS|TOS =
NTISTOS
NTOS
In the assumption that TIS = TIS|TOS , which is verified to be true in small bins of the kinematic
phase space, one can evaluate a trigger efficiency relative to a generic selection as:
Trig =
NTrig|Sel
NSel
=
NTrig|Sel
NTIS|Sel
× NTIS|Sel
NSel
=
NTrig|Sel
NTIS|Sel
× TIS
where all the quantities in the last term can then be determined directly from the sample, either
a simulation or data collected by the detector.
This method is applied on the control sample B0→ K∗0J/ψ (→ `+`−), both on data and
simulation. For the data, as they contains a non negligible amount of background, the sPlot
technique is used to statistically remove it. For the simulation the L0 weights described in the
previous Section 6.4.4.1 are applied.
Results are listed in Tab. 6.11 and shows a good compatibility between data and simulation
for J/ψ (µµ), while there are significant deviations in J/ψ (ee). The discrepancy is largest for the
L0I category, for which indeed we know that the procedure described in Sec. 6.4.4.1 does not
ensure a correct calibration.
Sample MC Data f
J/ψ (µµ) 0.797±0.002 0.803±0.004 1.0073
J/ψ (ee) (L0E) 0.268±0.002 0.255±0.004 0.9536
J/ψ (ee) (L0H) 0.028±0.001 0.026±0.002 0.9269
J/ψ (ee) (L0I) 0.017±0.001 0.011±0.001 0.6760
Table 6.11: Trigger efficiencies determined using the TISTOS method on B0→K∗0J/ψ (→ `+`−)
data and simulation.
For this reason, the εtrig|PID efficiency is corrected using the following factor:
f = 1 + ε
TISTOS,data−εTISTOS,MC
εTISTOS,MC
,
where the εTISTOS is the trigger efficiency obtained for events triggering simultaneously TIS
and TOS. For this correction to be effective on the charmonium channels as well as on the rare
modes, the TISTOS efficiency must be reweighted for the difference in the kinematics between
the two processes. This is done as function of the maximum pT of the particles that fired L0:
leptons for L0Electron and L0Muon, kaon and pion for L0Hadron, and all final state particles
for L0Global. Results are shown in Fig. 6.10.
The ratios εTISTOS`` /εTISTOSJ/ψ (``) obtained on data and simulation are found to be fully compatible,
meaning that even though the TISTOS correction has an effect on the absolute efficiency, this
becomes negligible on the ratio between the rare and resonant modes.
No correction is applied for the extraction of the RK∗ ratio, but this is accounted for in RJ/ψ .
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Figure6.10:TriggereﬃciencyobtainedusingtheTISTOSmethodon(topleft)B0→K∗0J/ψ(→
µ+µ−)candidatesasafunctionofthemaximumpTofthemuons,andB0→K∗0J/ψ(→e+e−)
candidatesasafunctionofthemaximumpToftheelectrons(topleft)fortheL0Ecategory,
(bottomleft)kaonandpionforL0Hand(bottomright)alﬁnalparticlesforL0I.
6.4.5 Eﬃciencyofthe multivariateselection
The MVAeﬃciencyisevaluatedfromfulyweightedsimulatedsamplesand,fortheelec-
tronchannels,itisobtainedseparatelyforeachtriggercategory,astheBDTcutisoptimized
independentlydependingonthecategory.
6.5 Massﬁt
Inordertoextractthesignalyields,asimultaneousunbinnedmaximumlikelihoodﬁtonthe
mKπ + − invariantmassoftherareandresonantsamplesisperformed. Theyieldoftherare
channelsisparameterisedasafunctionoftheJ/ψ()yieldas:
N =NJ/ψ()· εεJ/ψ()·R ,
wherealtheeﬃciencyratiosbetweentherareandcharmoniummodes,ε/εJ/ψ(),aregiven
inTab.6.8.Consequently,R correspondstotheeﬃciencycorrectedratiooftherawyields:
R = N /εNJ/ψ()/εJ/ψ().
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TheReeandRµµratiosarethenusedtodetermineRK∗,asdescribedinSec.6.8.Thefolowing
subsectionsdescribesthelineshapesthatareusedtomodelalthecomponentsincludedinthe
ﬁt.
6.5.1 Muonchannels
Fortheresonantcase,the4-bodyinvariantmassmKπµµ isrecalculatedusingaJ/ψmass
constrainttothedileptonpairandavertexconstraintontheBmeson. Theeﬀectofthis
kinematicﬁtistoimprovethemassresolutionbyaboutafactor2,whichresultsinamore
stableﬁt. Thishasalsotheadvantageofpushingthemis-reconstructedbackgroundtowards
massessolowthatitfalsoutsidetheﬁtregion,whichischosentobe5170–5850MeV/c2. As
atthispointthereisnoneedtomodelthemis-reconstructedbackgroundintheﬁt,thisalso
eliminatesthesystematicuncertaintiesassociatedwiththeknowledgeofitsshape.
ThemodelchosentodescribethereconstructedB0invariantmassisaDoubleCrystalBal
(DCB)functionwithopposite-sidetails,whichhasbeenalreadypresentedinSection4.5.2,for
boththerareandcharmoniummodes.Explicitly,theDCBfunctionisparameterisedas
Psig(m|λ)=fcorePCB(m|µ,σ1,α1,n1)+(1−fcore)PCB(m|µ,σ2,α2,n2).
wherefcoreistherelativefractionofcandidatesfalingintheﬁrstCrystalBalfunction,σithe
widthofeachCB,αiandniaretheparameterscontrolingthepowerlawtail,andﬁnalyµ
isthemeansharedbythetwoCrystalBals.Intheﬁrststep,theparametersoftheDCBare
extractedusingaﬁtontheinvariantmassdistributionoftheB0→J/ψK∗0simulatedevents
samples,asshownonFig6.11
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Figure6.11:FittomKπµµ massdistributionofB0→J/ψK∗0simulatedevents.
Inordertotakeintoaccountpossibledata-MCdiﬀerencesintheinvariantmassdistribution,
theµisleftfreeintheﬁtandthewidthsarealowedtoscalediﬀerentlyforthecharmonium
andraremodes. Altheotherparametersareﬁxedtothevaluesdeterminedfromtheﬁtto
simulation.
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Thecombinatorialbackgroundistheonlybackgroundcomponentintheraremodesand
itisdescribedbyanexponentialfunction.Intheresonantmode,asecondsignalcomponent
isincludedfortheBs→J/ψK∗0decay,expressedwiththesamesignalparametrisationplus
ashiftofthemeanby∆m=m(Bs)−m(B0). Finaly,aΛ0b→pKJ/ψ(→µ+µ−)backgroundcomponentismodeledusingsimulatedeventstowhichthefulB0→J/ψK∗0selectionisapplied.
Thisdistributionhasabroadshapeunderthesignalpeakandisparametrisedfromsimulated
samplesusingtheRooKeysPdfclassoftheRooFit[9]package.
Theinvariantmassﬁtforthecharmoniumandtheraremodesinthelowq2regioncanbe
seeninFigure
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Figure6.12:FittothemKπµµ invariantmassofB0→K∗0J/ψ(→µ+µ−)candidates(top)and
theraremodeinthelow-q2region(bottom).
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6.5.2 Electron channels
For the electron channels, a wider mass window, 4500 up to 5800MeV/c2, has been used to
have a better control on the parameters which model the radiative tail and the mis-reconstructed
backgrounds.
The reconstructed invariant mass of the B0 depends on which L0 trigger line fired the event.
Moreover, the shape strongly depends on how many bremsstrahlung photons were recovered.
Three bremsstrahlung categories are considered:
• 0γ: events with no photon recovered;
• 1γ: events with one photon recovered from either of the electrons;
• 2γ: events with one photon recovered from each electron.
In the case where no bremsstrahlung photon has been found, the invariant mass distribu-
tion is modelled by a Crystal Ball function. For the 1γ and 2γ categories, the signal shape
is parametrised by the sum of a CB function and a Gaussian function with all independent
parameters. The Gaussian describes events in which a bremsstrahlung photon is added without
being the proper one. All parameters are fixed using MC, and in order to take into account
possible data-MC differences in the invariant mass distribution, the µ is left free in the fit and
the widths are allowed to scale.
The results of the invariant mass fit on the B0→K∗0J/ψ (→ e+e−) signal MC are shown in
Figure 6.13.
A special selection is applied on B0→K∗0J/ψ (→ e+e−) data to remove the partially recon-
structed backgrounds and obtain a clean sample to be compared to MC. This special selection
criteria is the request that the B mass computed with a J/ψ mass constrain is larger than 5175
MeV/c2. Then the mKpie+e− distribution without the J/ψ mass constraint is fitted. An addi-
tional exponential component is added for the parametrisation of the combinatorial background.
The results of the fit are shown in Figure 6.14.
For the fit of the invariant mass distribution in the rare mode, the B0→ K∗0e+e− decay,
a partially reconstructed background component has been added. The shape of the partially
reconstructed events are extracted using a RooKeysPdf on a B+→ γK+1 (1400) MC.
The results of the invariant mass fit on the B0→K∗0e+e− data are shown in Figure 6.15.
6.6 Systematic uncertainties
Since the RK∗ measurement is performed as a double ratio as shown in Eq. 6.1, many
systematic uncertainties, that would have a significant impact on an absolute measurement,
cancel.
6.7 Measurement of RJ/ψ
RJ/ψ is the ratio between the branching ratio of the muon and electron resonant channels
and has been used to cross-check the analysis procedure for two different regions: Low-q2 and
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Figure 6.13: mKpie+e− invariant mass distribution for the B0→K∗0J/ψ (→ e+e−) decay mode
for the three trigger categories from MC. The dotted line is the signal PDF for the category
without bremsstrahlung photon, the dashed one is for the category with one bremsstrahlung
photon and finally the dashed-dotted one is for two or more bremsstrahlung photons category.
Central-q2. It is determined as:
RJ/ψ =
B(B0→K∗0J/ψ (→ µ+µ−))
B(B0→K∗0J/ψ (→ e+e−)) =
εJ/ψ (µµ)
εJ/ψ (ee)
· NB0→K∗0J/ψ (→e+e−)
NB0→K∗0J/ψ (→µ+µ−)
.
Here the trigger efficiencies needs to be corrected for data-simulation differences using the
factors obtained in Sec. 6.4.4.2. The measured values of the RJ/ψ ratios are reported in Tab. 6.12,
where the error is only statistical. Note that not all systematic uncertainties that cancel on RK∗
fully cancel here. A reasonable agreement with unity is found, which validate the analysis in
the different q2 bins.
Trigger category RLow-q
2
J/ψ R
Central-q2
J/ψ
L0E 0.997±0.007 1.028±0.022
L0H 1.046±0.025 0.986±0.072
L0I 1.820±0.026 0.973±0.128
Table 6.12: Summary of the measured B(B0→K∗0J/ψ (→ µ+µ−))/B(B0→K∗0J/ψ (→ e+e−))
ratios.
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Figure 6.14: mKpiµµ invariant mass distribution for the B0→K∗0J/ψ (→ e+e−) decay mode for
the three trigger categories in the data. The dotted line is the signal PDF for the category
without bremsstrahlung photon, the dashed one is for the category with one bremsstrahlung
photon and finally the dashed-dotted one is for two or more bremsstrahlung photons category.
6.8 Towards a result.
The RK∗ ratio will be calculated dividing the Ree and Rµµ parameters determined from the
mass fits in Sec. 6.5:
RK∗ =
Rµµ
Ree
= Nµµ
NJ/ψ (µµ)
· NJ/ψ (ee)
Nee
· εJ/ψ (µµ)
εµµ
· εee
εJ/ψ (ee)
.
The advantage of using directly the electron ratio Ree is that, since it is a shared parameter in
the simultaneous fit to the three trigger categories, its value provides already a combination of
the three samples.
The results are currently still blinded, as the analysis procedure is under review by other
members of the LHCb collaboration, but they are expected to be published by the end of the
year at latest.
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Figure 6.15: mKpie+e− invariant mass distribution for the B0→ K∗0e+e− decay mode for the
three trigger categories.
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Conclusion
TheangularanalysisoftheB0→K∗0µ+µ−decay,performedonthewholerunIdatasample
colectedbytheLHCbdetectorhasbeenpresented.Thisanalysis,withrespecttotheprevious
oneon1fb−1ofdata,beneﬁtsofanimprovedselection,basedonasmalernumberofdiscrim-
inatingvariablesbutwithabetterglobalperformances.Fortheﬁrsttime,thefulsetofthe
angularobservableshasbeenmeasuredthroughamaximumlikelihoodﬁt,alowingtoprovide
tothetheoreticiansnotonlythemeasurementsthemselves,butalsothecorrelationsbetween
themeasurements.Alargernumberofsmalersizeq2binshasbeenused,thankstothelarger
datasetavailableforthisanalysis. Theresultsconﬁrmsthetendencysawalreadyintheﬁrst
analysis:ageneralgoodagreementofaltheobservableswiththeStandardModelpredictions
exceptfortheP5variable,showinglocalyadiscrepancyof2.9standarddeviationsintwobins.
Theoreticalinterpretationsoftheseresults,togetherwithotherrelatedmeasurements,such
asthediﬀerentialbranchingratiosoftheB→Hµ+µ−orB→Hγdecays(withH=K∗,φ,K,
Xs,etc.)arealreadyavailable. Aresultofsuchanapproach1isshowninFigure.6.16forthe
NewPhysics WilsoncoeﬃcientsCNP7 ,CNP9 andCNP10.ThebestﬁtvaluesareCNP9 =−1.07
-3 -2 -1 0 1 2
-2
-1
0
1
2
Re(C9NP)
Re
(C
10NP
)
with
-3 -2 -1 0 1 2
-2
-1
0
1
2
3
Re(C9NP)
Re
(C
9 )
Figure6.16: Thebluearearepresentsthebestﬁtregionfromtheglobalﬁtintheplane
Re(CNP9 )-Re(CNP10)plane(left)andintheRe(CNP9 )-Re(C9)plane(right). TheredandgreencontoursrepresentthealowsregionifonlyangularobservablesfromB0→K∗0µ+µ− oronly
branchingratiodata,respectively,istakenintoaccountintheglobalﬁt.
1W.AltmannshoferandD. M.Straub,Implicationsof b→smeasurements,in50thRencontresde Moriond
onEWInteractionsandUniﬁedTheoriesLaThuile,Italy,March14-21,2015,
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Conclusion
a p-value of 11.3% and CNP9 = −CNP10 = −0.53 with a p-value =7.1%. These results could be
explained by a new physics model with a new interaction mediated by a Z ′ particle with a mass
of 7TeV, but also by hadronic effects at unpredicted levels or by larger errors in the form factors
computation. In addition, from an experimental point of view, the deviation from the Standard
Model prediction is not yet at a significance level such to claim an evidence for new physics:
a statistical fluctuation could still be responsible for this observation. As a consequence, more
data are needed to further investigate this decay and confirm or not the result.
Some theoreticians relate the deviation in P ′5 to the deviation of the LHCb RK measurement
from unity, supposing that the new interaction could violate the lepton flavour universality. A
related analysis has been presented, the measurement of the RK∗ ratio, which is in itself a test
of the lepton flavour universality and is also expected to add an important piece to the global
puzzle of the b→ s transitions. The analysis is still ongoing, but the first tests, and in particular
the RJ/ψ measurement, show that all its ingredients are well under control. The results are
expected by the end of 2015.
In the future, the measurement of Rφ, the ratio X = RK∗RK proposed in
2 and of the ratios of
angular observables will allow to further test the SM predictions using observables even more
independent from the theoretical uncertainties and the experimental effects. The B0→K∗0µ+µ−
decay will remain one of the main laboratory for the search of new physics in the years to come.
2G. Hiller and M. Schmaltz, Diagnosing lepton-nonuniversality in b→ s``
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Selection criteria
Candidate Selection
B meson IP χ2 < 16 (best PV)
B meson 4600MeV/c2 <M < 7000MeV/c2
B meson DIRA angle < 14mrad
B meson flight distance χ2 > 121
B meson vertex χ2/ndf < 8
µ+µ− m(µ+µ−)< 7100MeV/c2
µ+µ− vertex χ2/ndf < 9
K∗0 m(K+pi−)< 6200MeV/c2
K∗0 vertex χ2/ndf < 9
K∗0 flight distance χ2 > 9
tracks ghost Prob < 0.4
tracks min IP χ2 > 9
muon IsMuon
muon DLLµpi >−3
GEC SPD Mult. < 600
Table A.1: Stripping selection criteria used in the 3fb−1 B0→K∗0µ+µ− analysis.
Candidates Selection
Track 0< θ < 400 mrad
Track Pairs θpair > 1 mrad
µ+µ− IsMuon True
K hasRich True
K DLLKpi > -5
pi hasRich True
pi DLLKpi < 25
PV |X−<X > |< 5mm
PV |Y−< Y > |< 5mm
PV |Z−< Z > |< 200mm
Table A.2: Pre-selection cuts applied to stripped candidates. In this table only: θ is the opening
angle from the beam; and θpair is the opening angle between two track pairs. Variables <X >,
< Y >, < Z > denote the mean primary vertex position.
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Simultaneous fit on invariant mass distribution
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Figure B.1: Simultaneous fit on the Kpiµµ mass distribution fit of Bd→K∗0µµ simulated events
for 1 GeV/c2 q2 bins.
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FigureC.1:CorrectionfactorRforthecos(θk)distributionforthe2GeV2/c4binwidth.
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FigureC.2:CorrectionfactorRforthecos(θl)distributionforthe2GeV2/c4binwidth.
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Figure C.4: Correction factor R for the q2 distribution for the 2 GeV2/c4 bin width.
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FigureC.5:Comparisonofthecos(θk)distributionfortheABCDmethod(blue)andtheupper
masssideband(red)inthe1GeV2/c4binningscheme.
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FigureC.6:Comparisonofthecos(θl)distributionfortheABCDmethod(blue)andtheupper
masssideband(red)inthe1GeV2/c4binningscheme.
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FigureC.7:ComparisonoftheφdistributionfortheABCDmethod(blue)andtheuppermass
sideband(red)inthe1GeV2/c4binningscheme.
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C.2 Comparison with upper mass sideband
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Figure C.8: Comparison of the q2 distribution for the ABCD method (blue) and the upper mass
sideband (red) in the 1 GeV2/c4 binning scheme.
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Appendix D
Systematics test
D.1 Statistical uncertainty of the four-dimensional acceptance
0.1< q2 < 1.0
param. σsyst.
FL 0.0029
S3 0.0038
S4 0.0040
S5 0.0045
AFB 0.0038
S7 0.0003
S8 0.0001
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0018
S3 0.0015
S4 0.0025
S5 0.0026
AFB 0.0013
S7 0.0002
S8 0.0001
S9 0.0001
2.5< q2 < 4.0
param. σsyst.
FL 0.0013
S3 0.0012
S4 0.0018
S5 0.0022
AFB 0.0009
S7 0.0001
S8 0.0001
S9 0.0000
4.0< q2 < 6.0
param. σsyst.
FL 0.0012
S3 0.0012
S4 0.0015
S5 0.0018
AFB 0.0008
S7 0.0001
S8 0.0000
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0013
S3 0.0013
S4 0.0012
S5 0.0018
AFB 0.0009
S7 0.0001
S8 0.0000
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0025
S3 0.0030
S4 0.0021
S5 0.0028
AFB 0.0020
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0044
S3 0.0067
S4 0.0037
S5 0.0046
AFB 0.0037
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0017
S3 0.0017
S4 0.0012
S5 0.0019
AFB 0.0012
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0012
S3 0.0011
S4 0.0016
S5 0.0018
AFB 0.0007
S7 0.0001
S8 0.0001
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0029
S3 0.0039
S4 0.0023
S5 0.0031
AFB 0.0022
S7 0.0001
S8 0.0001
S9 0.0000
Table D.1: Systematic uncertainties due to the statistical uncertainty on the four-dimensional
acceptance. Ranges of q2 bins are given in GeV2/c4.
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Systematics test
D.2 Differences between data and simulation
0.1< q2 < 1.0
param. σsyst.
FL 0.0009
S3 0.0002
S4 0.0003
S5 0.0004
AFB 0.0003
S7 0.0000
S8 0.0001
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0028
S3 0.0000
S4 0.0002
S5 0.0005
AFB 0.0014
S7 0.0000
S8 0.0000
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0027
S3 0.0001
S4 0.0005
S5 0.0001
AFB 0.0009
S7 0.0001
S8 0.0001
S9 0.0000
4.0< q2 < 6.0
param. σsyst.
FL 0.0032
S3 0.0001
S4 0.0004
S5 0.0005
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0039
S3 0.0001
S4 0.0001
S5 0.0005
AFB 0.0016
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0032
S3 0.0001
S4 0.0001
S5 0.0005
AFB 0.0017
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0024
S3 0.0005
S4 0.0005
S5 0.0003
AFB 0.0011
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0046
S3 0.0005
S4 0.0006
S5 0.0009
AFB 0.0028
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0032
S3 0.0000
S4 0.0002
S5 0.0001
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0029
S3 0.0002
S4 0.0003
S5 0.0004
AFB 0.0015
S7 0.0000
S8 0.0000
S9 0.0000
Table D.2: Systematic uncertainties from neglecting the explicit reweighting of the B0 pT.
Ranges of q2 bins are given in GeV2/c4.
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D.2 Differences between data and simulation
0.1< q2 < 1.0
param. σsyst.
FL 0.0019
S3 0.0001
S4 0.0019
S5 0.0004
AFB 0.0019
S7 0.0002
S8 0.0000
S9 0.0001
1.0< q2 < 2.5
param. σsyst.
FL 0.0004
S3 0.0001
S4 0.0001
S5 0.0006
AFB 0.0003
S7 0.0000
S8 0.0000
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0005
S3 0.0001
S4 0.0003
S5 0.0004
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
4.0< q2 < 6.0
param. σsyst.
FL 0.0004
S3 0.0001
S4 0.0002
S5 0.0000
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0004
S3 0.0000
S4 0.0001
S5 0.0001
AFB 0.0002
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0010
S3 0.0002
S4 0.0003
S5 0.0004
AFB 0.0004
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0013
S3 0.0007
S4 0.0004
S5 0.0002
AFB 0.0002
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0010
S3 0.0000
S4 0.0001
S5 0.0001
AFB 0.0006
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0005
S3 0.0001
S4 0.0003
S5 0.0003
AFB 0.0000
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0011
S3 0.0004
S4 0.0003
S5 0.0003
AFB 0.0003
S7 0.0000
S8 0.0000
S9 0.0000
Table D.3: Systematic uncertainties form neglecting the explicit reweighting of the B0 vertex
χ2. Ranges of q2 bins are given in GeV2/c4.
0.1< q2 < 1.0
param. σsyst.
FL 0.0010
S3 0.0000
S4 0.0005
S5 0.0003
AFB 0.0022
S7 0.0001
S8 0.0002
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0002
S3 0.0002
S4 0.0010
S5 0.0003
AFB 0.0000
S7 0.0000
S8 0.0000
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0003
S3 0.0002
S4 0.0010
S5 0.0001
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
4.0< q2 < 6.0
param. σsyst.
FL 0.0004
S3 0.0000
S4 0.0008
S5 0.0001
AFB 0.0006
S7 0.0000
S8 0.0000
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0007
S3 0.0001
S4 0.0006
S5 0.0001
AFB 0.0006
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0010
S3 0.0001
S4 0.0002
S5 0.0004
AFB 0.0006
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0015
S3 0.0001
S4 0.0009
S5 0.0001
AFB 0.0016
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0003
S3 0.0007
S4 0.0003
S5 0.0005
AFB 0.0002
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0000
S3 0.0002
S4 0.0011
S5 0.0003
AFB 0.0004
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0003
S3 0.0002
S4 0.0003
S5 0.0002
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
Table D.4: Systematic uncertainties form neglecting the explicit reweighting of the track multi-
plicity. Ranges of q2 bins are given in GeV2/c4.
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Systematics test
0.1< q2 < 1.0
param. σsyst.
FL 0.0139
S3 0.0010
S4 0.0005
S5 0.0030
AFB 0.0003
S7 0.0003
S8 0.0000
S9 0.0001
1.0< q2 < 2.5
param. σsyst.
FL 0.0149
S3 0.0002
S4 0.0017
S5 0.0006
AFB 0.0077
S7 0.0001
S8 0.0001
S9 0.0001
2.5< q2 < 4.0
param. σsyst.
FL 0.0118
S3 0.0005
S4 0.0007
S5 0.0017
AFB 0.0043
S7 0.0003
S8 0.0002
S9 0.0002
4.0< q2 < 6.0
param. σsyst.
FL 0.0126
S3 0.0011
S4 0.0021
S5 0.0020
AFB 0.0020
S7 0.0002
S8 0.0002
S9 0.0002
6.0< q2 < 8.0
param. σsyst.
FL 0.0130
S3 0.0014
S4 0.0020
S5 0.0010
AFB 0.0058
S7 0.0001
S8 0.0001
S9 0.0001
15.0< q2 < 17.0
param. σsyst.
FL 0.0059
S3 0.0020
S4 0.0006
S5 0.0018
AFB 0.0031
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0021
S3 0.0019
S4 0.0010
S5 0.0011
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0108
S3 0.0015
S4 0.0002
S5 0.0016
AFB 0.0066
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0139
S3 0.0004
S4 0.0001
S5 0.0011
AFB 0.0023
S7 0.0002
S8 0.0001
S9 0.0001
15.0< q2 < 19.0
param. σsyst.
FL 0.0040
S3 0.0021
S4 0.0009
S5 0.0015
AFB 0.0017
S7 0.0000
S8 0.0000
S9 0.0000
Table D.5: Systematic uncertainties from reweighting depending on pion p and pT. Ranges of
q2 bins are given in GeV2/c4.
0.1< q2 < 1.0
param. σsyst.
FL 0.0035
S3 0.0010
S4 0.0003
S5 0.0010
AFB 0.0008
S7 0.0002
S8 0.0001
S9 0.0001
1.0< q2 < 2.5
param. σsyst.
FL 0.0006
S3 0.0002
S4 0.0006
S5 0.0004
AFB 0.0004
S7 0.0000
S8 0.0000
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0001
S3 0.0001
S4 0.0010
S5 0.0000
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
4.0< q2 < 6.0
param. σsyst.
FL 0.0004
S3 0.0001
S4 0.0010
S5 0.0004
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0008
S3 0.0002
S4 0.0008
S5 0.0004
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0008
S3 0.0002
S4 0.0000
S5 0.0000
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0002
S3 0.0006
S4 0.0001
S5 0.0002
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0012
S3 0.0001
S4 0.0002
S5 0.0002
AFB 0.0008
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0000
S3 0.0000
S4 0.0013
S5 0.0000
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0003
S3 0.0004
S4 0.0000
S5 0.0001
AFB 0.0003
S7 0.0000
S8 0.0000
S9 0.0000
Table D.6: Systematic uncertainties from reweighting depending on kaon p and pT. Ranges of
q2 bins are given in GeV2/c4.
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D.3 Fixing of q2 for four-dimensional acceptance
D.3 Fixing of q2 for four-dimensional acceptance
0.1< q2 < 1.0
param. σsyst.
FL 0.0025
S3 0.0014
S4 0.0037
S5 0.0014
AFB 0.0028
S7 0.0001
S8 0.0003
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0088
S3 0.0005
S4 0.0029
S5 0.0005
AFB 0.0043
S7 0.0001
S8 0.0001
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0089
S3 0.0002
S4 0.0002
S5 0.0019
AFB 0.0034
S7 0.0002
S8 0.0002
S9 0.0001
4.0< q2 < 6.0
param. σsyst.
FL 0.0089
S3 0.0005
S4 0.0009
S5 0.0020
AFB 0.0013
S7 0.0002
S8 0.0000
S9 0.0001
6.0< q2 < 8.0
param. σsyst.
FL 0.0043
S3 0.0003
S4 0.0001
S5 0.0004
AFB 0.0020
S7 0.0001
S8 0.0001
S9 0.0001
15.0< q2 < 17.0
param. σsyst.
FL 0.0034
S3 0.0033
S4 0.0030
S5 0.0024
AFB 0.0014
S7 0.0002
S8 0.0002
S9 0.0001
17.0< q2 < 19.0
param. σsyst.
FL 0.0226
S3 0.0102
S4 0.0062
S5 0.0044
AFB 0.0063
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0013
S3 0.0009
S4 0.0005
S5 0.0005
AFB 0.0009
S7 0.0001
S8 0.0002
S9 0.0000
Table D.7: Systematic uncertainties from fixing q2 of the four-dimensional acceptance. Ranges
of q2 bins are given in GeV2/c4.
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Systematics test
D.4 Higher order acceptance model
parameter higher order result
S1s 0.330±0.001
S3 0.001±0.002
S4 −0.274±0.002
S5 −0.005±0.002
S6s 0.002±0.002
S7 0.001±0.002
S8 −0.050±0.002
S9 −0.085±0.002
FS 0.073±0.003
SS1 −0.235±0.003
SS2 0.002±0.002
SS3 0.001±0.002
SS4 0.001±0.002
SS5 −0.065±0.002
parameter nominal result
Ss1 0.331±0.001
S3 0.000±0.002
S4 −0.276±0.002
S5 −0.002±0.002
Ss6 0.002±0.002
S7 0.001±0.002
S8 −0.050±0.002
S9 −0.087±0.002
FS 0.083±0.003
SS1 −0.229±0.003
SS2 0.001±0.002
SS3 0.003±0.002
SS4 0.001±0.002
SS5 −0.065±0.002
Table D.8: Results from the angular fit of the control decay B0→ J/ψK∗0 using (left) the higher
order acceptance description detailed in Section. 5.1.1.4 and (right) the nominal acceptance
correction.
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D.4 Higher order acceptance model
0.1< q2 < 1.0
param. σsyst.
FL 0.0037
S3 0.0007
S4 0.0042
S5 0.0162
AFB 0.0004
S7 0.0036
S8 0.0003
S9 0.0017
1.0< q2 < 2.5
param. σsyst.
FL 0.0108
S3 0.0015
S4 0.0007
S5 0.0065
AFB 0.0020
S7 0.0030
S8 0.0030
S9 0.0013
2.5< q2 < 4.0
param. σsyst.
FL 0.0022
S3 0.0003
S4 0.0017
S5 0.0025
AFB 0.0000
S7 0.0005
S8 0.0009
S9 0.0012
4.0< q2 < 6.0
param. σsyst.
FL 0.0033
S3 0.0003
S4 0.0015
S5 0.0020
AFB 0.0011
S7 0.0001
S8 0.0006
S9 0.0008
6.0< q2 < 8.0
param. σsyst.
FL 0.0034
S3 0.0010
S4 0.0014
S5 0.0021
AFB 0.0021
S7 0.0009
S8 0.0013
S9 0.0020
15.0< q2 < 17.0
param. σsyst.
FL 0.0018
S3 0.0013
S4 0.0009
S5 0.0022
AFB 0.0004
S7 0.0016
S8 0.0018
S9 0.0024
17.0< q2 < 19.0
param. σsyst.
FL 0.0084
S3 0.0025
S4 0.0002
S5 0.0031
AFB 0.0059
S7 0.0112
S8 0.0027
S9 0.0015
11.0< q2 < 12.5
param. σsyst.
FL 0.0032
S3 0.0005
S4 0.0003
S5 0.0028
AFB 0.0018
S7 0.0014
S8 0.0023
S9 0.0008
1.1< q2 < 6.0
param. σsyst.
FL 0.0001
S3 0.0000
S4 0.0006
S5 0.0001
AFB 0.0001
S7 0.0014
S8 0.0011
S9 0.0007
15.0< q2 < 19.0
param. σsyst.
FL 0.0003
S3 0.0010
S4 0.0002
S5 0.0002
AFB 0.0004
S7 0.0050
S8 0.0003
S9 0.0002
Table D.9: The effect of using a the nominal instead of a higher order acceptance model.
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D.5 Peaking backgrounds
0.1< q2 < 1.0
param. σsyst.
FL 0.0047
S3 0.0023
S4 0.0028
S5 0.0028
AFB 0.0062
S7 0.0038
S8 0.0020
S9 0.0030
1.0< q2 < 2.5
param. σsyst.
FL 0.0018
S3 0.0008
S4 0.0012
S5 0.0032
AFB 0.0075
S7 0.0002
S8 0.0034
S9 0.0024
2.5< q2 < 4.0
param. σsyst.
FL 0.0006
S3 0.0010
S4 0.0037
S5 0.0007
AFB 0.0018
S7 0.0050
S8 0.0048
S9 0.0060
4.0< q2 < 6.0
param. σsyst.
FL 0.0006
S3 0.0036
S4 0.0034
S5 0.0018
AFB 0.0001
S7 0.0031
S8 0.0019
S9 0.0014
6.0< q2 < 8.0
param. σsyst.
FL 0.0001
S3 0.0100
S4 0.0019
S5 0.0005
AFB 0.0022
S7 0.0001
S8 0.0057
S9 0.0016
15.0< q2 < 17.0
param. σsyst.
FL 0.0030
S3 0.0018
S4 0.0018
S5 0.0014
AFB 0.0014
S7 0.0050
S8 0.0013
S9 0.0009
17.0< q2 < 19.0
param. σsyst.
FL 0.0020
S3 0.0029
S4 0.0029
S5 0.0019
AFB 0.0032
S7 0.0037
S8 0.0043
S9 0.0004
11.0< q2 < 12.5
param. σsyst.
FL 0.0018
S3 0.0000
S4 0.0080
S5 0.0058
AFB 0.0013
S7 0.0047
S8 0.0034
S9 0.0051
1.1< q2 < 6.0
param. σsyst.
FL 0.0055
S3 0.0032
S4 0.0012
S5 0.0041
AFB 0.0058
S7 0.0005
S8 0.0042
S9 0.0021
15.0< q2 < 19.0
param. σsyst.
FL 0.0046
S3 0.0050
S4 0.0037
S5 0.0032
AFB 0.0056
S7 0.0025
S8 0.0014
S9 0.0012
Table D.10: Deviations from the nominal observables due to the peaking backgrounds. The
background events have been sampled from the corresponding charmonium mode.
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0.1< q2 < 1.0
param. σsyst.
FL 0.0064
S3 0.0015
S4 0.0039
S5 0.0040
AFB 0.0031
S7 0.0011
S8 0.0066
S9 0.0014
1.0< q2 < 2.5
param. σsyst.
FL 0.0035
S3 0.0029
S4 0.0001
S5 0.0040
AFB 0.0005
S7 0.0011
S8 0.0005
S9 0.0042
2.5< q2 < 4.0
param. σsyst.
FL 0.0024
S3 0.0048
S4 0.0052
S5 0.0051
AFB 0.0033
S7 0.0017
S8 0.0032
S9 0.0052
4.0< q2 < 6.0
param. σsyst.
FL 0.0041
S3 0.0050
S4 0.0069
S5 0.0085
AFB 0.0013
S7 0.0037
S8 0.0032
S9 0.0009
6.0< q2 < 8.0
param. σsyst.
FL 0.0023
S3 0.0064
S4 0.0097
S5 0.0082
AFB 0.0040
S7 0.0009
S8 0.0026
S9 0.0011
15.0< q2 < 17.0
param. σsyst.
FL 0.0034
S3 0.0015
S4 0.0049
S5 0.0068
AFB 0.0054
S7 0.0014
S8 0.0025
S9 0.0034
17.0< q2 < 19.0
param. σsyst.
FL 0.0037
S3 0.0049
S4 0.0061
S5 0.0038
AFB 0.0074
S7 0.0010
S8 0.0033
S9 0.0033
11.0< q2 < 12.5
param. σsyst.
FL 0.0017
S3 0.0031
S4 0.0047
S5 0.0033
AFB 0.0022
S7 0.0016
S8 0.0042
S9 0.0032
1.1< q2 < 6.0
param. σsyst.
FL 0.0063
S3 0.0005
S4 0.0009
S5 0.0010
AFB 0.0034
S7 0.0055
S8 0.0066
S9 0.0037
15.0< q2 < 19.0
param. σsyst.
FL 0.0027
S3 0.0038
S4 0.0020
S5 0.0008
AFB 0.0055
S7 0.0002
S8 0.0003
S9 0.0012
Table D.11: Deviations from the nominal observables due to the peaking backgrounds. The
background events have been generated using the kernel method described in the text.
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Figure D.1: Selected (first row) Λ0b → pKµ+µ−, (second row) B0s → φµ+µ− and (third row)
B0 → pi+pi−µ+µ− peaking background events, as well as (fourth row) B0 → K∗0µ+µ− swaps.
The left column gives the reconstructed mass of the b hadron, the right column the reconstructed
mass of the final state hadron.
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Figure D.2: Selected (first row) Λ0b → J/ψpK, (second row) B0s → J/ψφ and (third row) B0→
J/ψpi+pi− peaking background events, as well as (fourth row) B0 → J/ψK∗0 swaps. The left
column gives the reconstructed mass of the b hadron, the right column the reconstructed mass
of the final state hadron.
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Figure D.3: The decay angles (left) cosθl, (middle) cosθk, and (right) φ for (black) b→Xµ+µ−
decays, (blue) b→ J/ψX decays, and (red) from the kernel method described in the text. The
three peaking backgrounds studied are (first row) Λ0b → pKµ+µ−, (second row) B0s → φµ+µ−,
(third row) B0→ pi+pi−µ+µ− and (fourth row) B0→K+pi−µ+µ− swaps.200
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D.6 Angular background modeling
0.1< q2 < 1.0
param. σsyst.
FL 0.0003
S3 0.0010
S4 0.0007
S5 0.0002
AFB 0.0001
S7 0.0001
S8 0.0000
S9 0.0006
1.0< q2 < 2.5
param. σsyst.
FL 0.0033
S3 0.0031
S4 0.0004
S5 0.0010
AFB 0.0009
S7 0.0005
S8 0.0004
S9 0.0013
2.5< q2 < 4.0
param. σsyst.
FL 0.0013
S3 0.0024
S4 0.0003
S5 0.0010
AFB 0.0014
S7 0.0002
S8 0.0002
S9 0.0019
4.0< q2 < 6.0
param. σsyst.
FL 0.0010
S3 0.0022
S4 0.0010
S5 0.0010
AFB 0.0005
S7 0.0002
S8 0.0002
S9 0.0033
6.0< q2 < 8.0
param. σsyst.
FL 0.0012
S3 0.0039
S4 0.0016
S5 0.0034
AFB 0.0008
S7 0.0003
S8 0.0001
S9 0.0018
15.0< q2 < 17.0
param. σsyst.
FL 0.0011
S3 0.0002
S4 0.0012
S5 0.0005
AFB 0.0002
S7 0.0000
S8 0.0000
S9 0.0004
17.0< q2 < 19.0
param. σsyst.
FL 0.0003
S3 0.0059
S4 0.0002
S5 0.0001
AFB 0.0002
S7 0.0001
S8 0.0002
S9 0.0018
11.0< q2 < 12.5
param. σsyst.
FL 0.0007
S3 0.0011
S4 0.0014
S5 0.0024
AFB 0.0021
S7 0.0003
S8 0.0002
S9 0.0034
1.1< q2 < 6.0
param. σsyst.
FL 0.0021
S3 0.0010
S4 0.0017
S5 0.0005
AFB 0.0013
S7 0.0002
S8 0.0001
S9 0.0004
15.0< q2 < 19.0
param. σsyst.
FL 0.0005
S3 0.0008
S4 0.0015
S5 0.0010
AFB 0.0000
S7 0.0001
S8 0.0000
S9 0.0007
Table D.12: Systematic effect due to the angular background modeling.
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Figure D.4: The angular distribution of combinatorial background events in the high mass
sideband (mKpiµµ ∈ [5355,5700]MeV/c2).
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D.7 Signal mass modeling
0.1< q2 < 1.0
param. σsyst.
FL 0.0009
S3 0.0001
S4 0.0000
S5 0.0008
AFB 0.0005
S7 0.0000
S8 0.0000
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0021
S3 0.0001
S4 0.0001
S5 0.0006
AFB 0.0011
S7 0.0005
S8 0.0001
S9 0.0001
2.5< q2 < 4.0
param. σsyst.
FL 0.0022
S3 0.0003
S4 0.0003
S5 0.0007
AFB 0.0003
S7 0.0001
S8 0.0000
S9 0.0002
4.0< q2 < 6.0
param. σsyst.
FL 0.0013
S3 0.0004
S4 0.0004
S5 0.0013
AFB 0.0007
S7 0.0001
S8 0.0001
S9 0.0004
6.0< q2 < 8.0
param. σsyst.
FL 0.0006
S3 0.0006
S4 0.0006
S5 0.0019
AFB 0.0011
S7 0.0002
S8 0.0002
S9 0.0002
15.0< q2 < 17.0
param. σsyst.
FL 0.0013
S3 0.0039
S4 0.0003
S5 0.0019
AFB 0.0023
S7 0.0000
S8 0.0001
S9 0.0001
17.0< q2 < 19.0
param. σsyst.
FL 0.0022
S3 0.0072
S4 0.0011
S5 0.0020
AFB 0.0034
S7 0.0003
S8 0.0000
S9 0.0001
11.0< q2 < 12.5
param. σsyst.
FL 0.0011
S3 0.0014
S4 0.0005
S5 0.0019
AFB 0.0019
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0017
S3 0.0001
S4 0.0003
S5 0.0005
AFB 0.0001
S7 0.0003
S8 0.0002
S9 0.0001
15.0< q2 < 19.0
param. σsyst.
FL 0.0017
S3 0.0037
S4 0.0005
S5 0.0019
AFB 0.0027
S7 0.0000
S8 0.0000
S9 0.0001
Table D.13: Systematic effect of the signal mass model.
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D.8 mKpi related systematic uncertainties
0.1< q2 < 1.0
param. σsyst.
FL 0.0002
S3 0.0000
S4 0.0001
S5 0.0004
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0004
S3 0.0000
S4 0.0000
S5 0.0002
AFB 0.0001
S7 0.0001
S8 0.0000
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0004
S3 0.0000
S4 0.0001
S5 0.0002
AFB 0.0000
S7 0.0000
S8 0.0000
S9 0.0000
4.0< q2 < 6.0
param. σsyst.
FL 0.0002
S3 0.0000
S4 0.0001
S5 0.0004
AFB 0.0000
S7 0.0000
S8 0.0000
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0001
S3 0.0000
S4 0.0002
S5 0.0004
AFB 0.0001
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0003
S3 0.0007
S4 0.0006
S5 0.0010
AFB 0.0008
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0010
S3 0.0035
S4 0.0024
S5 0.0026
AFB 0.0024
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0001
S3 0.0001
S4 0.0002
S5 0.0005
AFB 0.0003
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0003
S3 0.0000
S4 0.0001
S5 0.0002
AFB 0.0000
S7 0.0000
S8 0.0000
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0003
S3 0.0011
S4 0.0009
S5 0.0013
AFB 0.0011
S7 0.0000
S8 0.0000
S9 0.0000
Table D.14: Systematic deviations due to using the ISOBAR model instead of the nominal LASS
description of the S-wave.
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0.1< q2 < 1.0
param. σsyst.
FL 0.0004
S3 0.0000
S4 0.0003
S5 0.0009
AFB 0.0003
S7 0.0001
S8 0.0000
S9 0.0000
1.0< q2 < 2.5
param. σsyst.
FL 0.0024
S3 0.0000
S4 0.0002
S5 0.0011
AFB 0.0009
S7 0.0003
S8 0.0001
S9 0.0000
2.5< q2 < 4.0
param. σsyst.
FL 0.0050
S3 0.0002
S4 0.0011
S5 0.0024
AFB 0.0006
S7 0.0005
S8 0.0001
S9 0.0001
4.0< q2 < 6.0
param. σsyst.
FL 0.0035
S3 0.0003
S4 0.0020
S5 0.0047
AFB 0.0006
S7 0.0004
S8 0.0001
S9 0.0000
6.0< q2 < 8.0
param. σsyst.
FL 0.0016
S3 0.0005
S4 0.0019
S5 0.0047
AFB 0.0014
S7 0.0003
S8 0.0001
S9 0.0000
15.0< q2 < 17.0
param. σsyst.
FL 0.0006
S3 0.0013
S4 0.0012
S5 0.0018
AFB 0.0015
S7 0.0000
S8 0.0000
S9 0.0000
17.0< q2 < 19.0
param. σsyst.
FL 0.0004
S3 0.0015
S4 0.0010
S5 0.0011
AFB 0.0010
S7 0.0000
S8 0.0000
S9 0.0000
11.0< q2 < 12.5
param. σsyst.
FL 0.0006
S3 0.0012
S4 0.0021
S5 0.0044
AFB 0.0027
S7 0.0000
S8 0.0000
S9 0.0000
1.1< q2 < 6.0
param. σsyst.
FL 0.0042
S3 0.0001
S4 0.0013
S5 0.0026
AFB 0.0004
S7 0.0006
S8 0.0001
S9 0.0000
15.0< q2 < 19.0
param. σsyst.
FL 0.0013
S3 0.0042
S4 0.0035
S5 0.0048
AFB 0.0042
S7 0.0000
S8 0.0000
S9 0.0000
Table D.15: Systematic uncertainties due to the mKpi parametrisation of background events.
0.1< q2 < 1.0
param. σsyst.
FL 0.0007
S3 0.0008
S4 0.0025
S5 0.0011
AFB 0.0005
S7 0.0019
S8 0.0033
S9 0.0009
1.0< q2 < 2.5
param. σsyst.
FL 0.0022
S3 0.0006
S4 0.0003
S5 0.0029
AFB 0.0006
S7 0.0009
S8 0.0008
S9 0.0003
2.5< q2 < 4.0
param. σsyst.
FL 0.0010
S3 0.0034
S4 0.0023
S5 0.0025
AFB 0.0031
S7 0.0020
S8 0.0033
S9 0.0025
4.0< q2 < 6.0
param. σsyst.
FL 0.0033
S3 0.0028
S4 0.0002
S5 0.0012
AFB 0.0012
S7 0.0023
S8 0.0031
S9 0.0016
6.0< q2 < 8.0
param. σsyst.
FL 0.0031
S3 0.0016
S4 0.0030
S5 0.0054
AFB 0.0019
S7 0.0023
S8 0.0018
S9 0.0034
15.0< q2 < 17.0
param. σsyst.
FL 0.0020
S3 0.0017
S4 0.0009
S5 0.0012
AFB 0.0007
S7 0.0010
S8 0.0010
S9 0.0013
17.0< q2 < 19.0
param. σsyst.
FL 0.0008
S3 0.0015
S4 0.0014
S5 0.0009
AFB 0.0013
S7 0.0056
S8 0.0007
S9 0.0020
11.0< q2 < 12.5
param. σsyst.
FL 0.0006
S3 0.0013
S4 0.0013
S5 0.0023
AFB 0.0005
S7 0.0017
S8 0.0020
S9 0.0019
1.1< q2 < 6.0
param. σsyst.
FL 0.0001
S3 0.0017
S4 0.0027
S5 0.0002
AFB 0.0018
S7 0.0007
S8 0.0041
S9 0.0021
15.0< q2 < 19.0
param. σsyst.
FL 0.0016
S3 0.0034
S4 0.0036
S5 0.0060
AFB 0.0036
S7 0.0031
S8 0.0026
S9 0.0008
Table D.16: Systematic uncertainties due to the assumption of flat efficiency in mKpi.
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Figure E.1: Correlation matrix for the signal (top) and background (bottom) samples used for
the BDT classifier on the RK∗ analysis.
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Figure E.2: Correlation matrix for the signal (top) and background (bottom) samples tested
based on the classifier used in the B0→K∗0e+e− analysis [?] where information from K∗0 and
`+`− were used.
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