Q uality assessment plays an important part in any attempt to improve the quality and increase the accountability of healthcare organisations. 1 2 In recent years rapid advances have been made, particularly in relation to developing quality indicators for condition specific clinical processes. [3] [4] [5] While these indicators have helped focus attention and improve our understanding of quality improvement in primary care, there are still many challenges that need to be addressed.
One challenge is a conceptual one: quality assessment that focuses on single diseases or conditions in isolation fails to reflect the nature of primary care. 6 Patients presenting to primary care practitioners usually have more than one clinical condition. 7 8 Co-morbidity is particularly important in an aging population and single disease quality assessment fails to recognise this complexity. 9 There are also methodological challenges. The development of quality indicators, even using the most rigorous approaches available, represents only the first stage in the process of quality assessment. 10 If indicators can be developed for a range of conditions, is it feasible to extract the required data from the medical record and is this extraction process reliable? Should indicators be applied to all patients with the given condition, or to a sample of those patients, and how should such samples be selected? How can results across a range of indicators or conditions be summarised?
There are both practical and policy related reasons for addressing these issues. Primary care professionals tend to criticise attempts to package their work into single biomedical conditions and this is one of the reasons why they may not engage with current quality assessment initiatives. 11 12 This problem has resulted in calls from professionals for simultaneous assessment across multiple conditions. 9 At the same time, policy makers are becoming aware that single condition assessment can encourage practitioners to focus their attention on the condition that is being measured, to the detriment of conditions that are not being assessed. 13 14 An increasing range of methods is being developed in order to make external judgements about the quality of the care being provided. This demands greater rigour than has been shown in the past, both in terms of conceptualising the role of measures and in understanding the science underlying them.
In this paper we investigate the practical and methodological problems of conducting a multi-condition quality assessment in UK general practice using a published set of clinical quality indicators. 5 
METHODS

The quality indicator set
We conducted the quality assessment exercise using a published set of quality indicators representing 23 of the most common conditions seen in general practice. 5 The conditions cover acute, chronic and preventative care (table 1) and we estimate from routine data sources 7 that they address approximately 65% of the problems presenting to general practice. The indicators were developed using a modification of the RAND appropriateness method, 10 15 an approach which ensures that the resulting indicators have high face validity among health professionals. This process is described in detail elsewhere. 3 5 Indicators were only accepted if there was professional consensus that each represented an important element of quality for that condition, that the relevant information needed to be recorded in the patient record, and that the indicator was supported by the best available scientific evidence. For this reason, where the evidence is good and professional consensus strong-for example, diabetes mellitus (box 1) or coronary heart disease (CHD)-the indicator set covers most of the elements of high quality care for that condition. In contrast, for conditions with a weak evidence base and poor consensus about the elements of high quality care-for example, acne vulgaris (box 2) or headache-the indicator set is small and addresses only a small part of the care for the condition.
Practice selection
The audit was conducted in two Primary Care Trusts (PCTs) (see box 3), one in a deprived inner city area in north-west England and the other in an affluent semi-rural area in south-west England. The local research ethics committees in each locality granted approval to conduct the study. A random sample of 10 practices in each PCT, stratified by practice size and teaching status, was invited to participate. Sixteen of the practices (80%, nine in one PCT and seven in the other) agreed to take part. One of the practices had no computer, nine used their computer to record all patient contacts, and six used it only for registration and repeat prescribing.
Patient record sampling
We selected a random sample of patient records from each practice, an approach that has been used in other large scale quality assessment exercises. 17 18 One hundred records (both electronic and paper) were sampled from each practice, giving 1600 records in total. We estimated that, given the prevalence of the chosen conditions, this number of records would ensure that all of the conditions had a high chance of being sampled in each of the practices. Random samples were identified either using the practice's own computer system or by using random number tables in order to select from lists of patients where an electronic facility was not available.
Data collection
Data were collected by two researchers (SK, SKW) between October 2000 and May 2001, one working in each locality. Both had a background in nursing and both were trained to review patient records. For each patient, both the electronic and paper records were examined to determine: (a) whether there were any entries in the previous 5 years relating to the tracer conditions; (b) whether the indicators for identified conditions could be applied; and (c) whether or not the indicators were met. Data were anonymised before being removed from the practice. Inter-rater reliability was formally assessed for five of the conditions (depression, hypertension, upper respiratory tract infections, family planning, and urinary tract infections). To do this, the two researchers independently extracted data from 25 sets of records in each of four practices and their results were compared.
Data analysis
The data were analysed using SPSS version 10.1 for basic frequency counts and STATA version 8 for statistical modelling. Inter-rater reliability was assessed using the Cohen kappa coefficient of agreement.
The aim of this study was to investigate the feasibility, in terms of both practical and methodological problems, of conducting a multi-condition quality assessment in UK general practice using a published set of clinical quality indicators. 5 Using the data collected in the study we explore the feasibility of record sampling, the reliability of data extraction, and the methodological difficulties inherent in calculating summary scores. In addition, we use the data to examine the number of patient records that need to be reviewed in order to produce statistically reliable quantitative measures of quality and the issue of data quality within records. 
RESULTS
The feasibility of multi-condition quality assessment is examined in relation to four issues:
N Accessing patient records and the quality of data within them.
N The reliability of data extraction. N Varied prevalence rates for conditions and indicators. N Construction of composite quality scores.
Access to and quality of patient records Records for all sampled patients could be identified. Manual data extraction was labour intensive and highly dependent on the quality of the records and the number of conditions in each record. The practices were all supportive of the study but lack of space or access to a computer terminal often meant that the researcher had to be sensitive about the demands that they were making on the practices. On average, it took 5-10 days to audit 100 records in each practice. The length of time to examine each set of records ranged from a few minutes to over an hour. Even in the practices that made significant use of their computer, some data items could only be found in the manual records.
Reliability of data extraction
Inter-rater reliability was assessed for five conditions which included 52 indicators. Of these, 10 indicators had a kappa of less than 0.6 indicating poor reliability of data extraction. Six of these related to depression. These 10 indicators were excluded from the subsequent analysis and are not presented in this paper.
Condition and indicator prevalence
As expected, the prevalence of the 23 conditions varied considerably although the overall prevalence rates across the 16 practices (table 1) were in line with published data. 7 Not surprisingly, indicators relating to preventative care, which Box 1 Indicator set for diabetes mellitus: example of a condition with a good evidence base and strong consensus about the elements of high quality care N The diagnosis of diabetes should be clearly identifiable on the electronic or paper records of all known diabetics.
N If the HbA1c level of a diabetic patient is measured as .8%, the following options should be offered: change in dietary or drug management; explanation for raised test; or written record that higher target level is acceptable.
N HbA1C levels should be checked in diabetic patients at least every 12 months. N If topical retinoids are prescribed to females of childbearing age (16-45 years), advice should be given regarding effective means of contraception (including abstinence).
Box 3 Roles and responsibilities of Primary Care Trusts
Primary Care Trusts are National Health Service organisations that have the main responsibility for assessing need, planning, and securing of all health services and improving health in England. They aim to actively engage with local communities and professionals and lead the NHS contribution to joint work with local government and other partners. Their functions are:
N Improving the health of the local community. N Securing the provision of services. N Integrating health and social care in the local health and social care community.
They are accountable to the Secretary of State for Health through regionally based strategic health authorities. 16 apply to a large proportion of the population-for example, immunisation or cervical screening-could be applied most frequently. Where the indictor set for a given condition referred to only a small part of the care for that condition, the overall prevalence for that condition appeared to be low even though the condition was common. For example, the indicators for ''headache'' referred only to the management of head injury and migraine, so although 232 of the 1600 records had a reference to headache, the indicator set could be applied to only 13 of these records. In contrast, conditions with a relatively low prevalence but with a comprehensive set of indicators that could be applied to most or all of the records had a much higher profile. For example, only 34 of the 1600 records examined triggered the diabetes indicator set but the 13 indicators could be applied 344 times to these records.
Quality scores
For any individual indicator the most intuitive and simplest way of constructing a ''quality score'' is to compute the percentage of times that the indicator, when it applied, was met. This is referred to as the indicator ''pass rate''. Thus, of 34 patients with diabetes mellitus who should have had an annual fundal examination, 29 had evidence of one in the medical records, yielding a pass rate of 85%. For any one condition a wide range in the pass rates for individual indicators was observed (table 1). The last but one column in table 1 gives a ''composite'' pass rate for each condition, computed as the total number of passes across all indicators for that condition divided by the total number of times those indicators applied. The composite pass rates vary widely between conditions.
Adequacy of sample size
The low prevalence of some indicators meant that some of the pass rates could not be estimated accurately. The composite pass rates, being based on pooled indicators, are more reliable than those for individual indicators. Using the study data it is possible to explore the sample size required to estimate reliable pass rates for practices. The question is important as it may not be feasible to assess the quality of particular aspects of care if the number of patient records that need to be sampled is very large.
Analyses are presented for individual indicators (table 2) and for composite ''condition level'' pass rates (table 3) . This analysis can inform the use of quality scores as a ''screen'' to identify where quality of care in a practice falls below a certain minimum standard. With this in mind, we calculated sample sizes that would estimate indicator pass rates within a range of ¡10% with 90% confidence. So, if the minimum standard for a particular indicator was set at 60%, the data would identify 19 practices out of every 20 that were genuinely operating at a level 10 points below this minimum (that is, around 50%).
Individual indicator level scores
To examine the pass rates expected for an ''average'' practice, the mean pass rate on each indicator was computed by pooling the data across all practices in the study. Individual indicators are binary variables (pass or fail) so it is reasonable to assume that the pass rate for an individual practice, based on a random sample of patient records, will have a binomial distribution. Using this assumption, the sample sizes required to achieve a 90% confidence interval of ¡10 points around the pass rate for each indicator are summarised in table 2. The table shows that, for four of the 24 asthma indicators, the records of 50 asthma patients or fewer are required in order to estimate the true pass rate to the desired degree of accuracy; but for 14 indicators more than 100 sets of records are needed. Across all 23 conditions, 142 indicators out of 200 (71%) require a sample of more than 100 and 31% require more than 1000 records. The smaller the subset of patients to whom the indicator applies, the larger the number of records that have to be assessed in order to obtain enough examples where the indicator applies.
Condition level scores
The composite pass rate for each condition (table 1) was taken to represent the score expected at the ''average'' practice. The sample size required to achieve a 90% confidence interval of ¡10 points around each score was then calculated. To do this we used the fact that the composite score for a condition can be expressed as a weighted mean of the pass rates for the individual patients with that condition (the weights being the number of indicators applying to each patient). The generalised linear modelling (GLM) procedure within STATA was used to model the proportion of indicators passed by each patient using the number that applied as weights, and an estimate obtained of the standard deviation of the weighted mean score. Although the patient level scores have an unknown distribution, under the central limit theorem their weighted mean will tend to a normal distribution as the sample size increases, and hence confidence intervals and sample sizes have been derived using an assumption of normalcy. Differences between practice means have been controlled for in the analyses, except where this left fewer than 30 degrees of freedom for estimating the standard deviation. Four conditions were represented by fewer than eight patients, too few to derive a reliable measure of standard deviation. To err on the side of caution, sample size requirements for these conditions have been estimated using the 75th percentile of the standard deviations for the remaining conditions within the same modality. The results are shown in table 3. It can be seen that the numbers of patients required are dramatically reduced in comparison with the numbers required for the individual indicators. For example, only eight cases are required for the assessment of asthma or coronary heart disease. Indeed, 10 of the 23 conditions require a sample of 20 cases or fewer to achieve the desired accuracy. In only four instances are more than 100 cases required, and these are all conditions where a high proportion of the indicators applied to only a subset of patients. Table 3 also shows the numbers needed if sampling could be restricted solely to patients with applicable indicators. In this situation, 13 conditions can be assessed using a sample of 20 and only five conditions require more than 40 cases. The penultimate column in table 3 shows the number of records that would have to be drawn at random to identify sufficient cases with each of the conditions to give a reliable overall score for that condition. All conditions except asthma and cervical screening require a sample of more than 100 randomly selected records. However, a single random sample of 500 would be sufficient to allow reliable quality scores to be computed for 14 of the 23 conditions.
PCT level quality scores
The sample size estimates need to be increased when the objective is to derive quality scores for a group of practices (for example, a PCT) rather than a single practice. In this situation, cluster effects have to be taken into account and this can be done with the study data by examining the standard deviation for each condition level quality score. This was done separately for each of the two PCTs in the study and the results pooled to obtain a single estimate. The ratio of the sample sizes required at PCT level in comparison with practice level are shown in the right hand column of table 3. For most conditions the PCT samples need to be between one and two times the size of the sample required for individual practice level scores. For pneumococcal immunisation, the Table 3 Samples sizes required for condition level scores to achieve 90% confidence intervals of ¡10 points on estimated pass rates sample needs to be eight times as large. This is because practices tended to meet either all or none of the pneumococcal indicators resulting in a between practice variance many times larger than that within practices, thereby increasing the cluster effect.
DISCUSSION
Summary of key findings
We found that conducting simultaneous quality assessment across multiple conditions is a highly resource intensive exercise, even when using indicators with a high level of face validity. A major practical barrier is the poor availability of data in general practice records. This would be partially overcome if practices made greater use of computerised records. However, in addition, there are significant technical barriers to conducting multi-condition assessments, particularly in calculating aggregate or summary scores for each condition or each provider of care (practice or PCT). There is no perfect way of aggregating scores to a higher level. The principal problem is determining the relative contribution of different indicators to the condition level score or the relative contribution of different conditions to a provider level score. The process is complicated by the fact that not all of the indicators are applicable to all patients with a given condition.
We have shown that it is very difficult to make reliable judgements about quality of care at the level of individual indicators. This is because very large samples are required, even if it is possible to sample medical records by condition, and this is not feasible at present for most conditions in many UK practices. Assessments are more reliable if indicators are aggregated to give condition level scores. Inspection of condition level scores in our sample of practices confirms the published evidence that there is significant variation in quality of care. 19 20 However, even at the condition level it may still not be feasible to conduct reliable assessments based on a random sample of records and it would be necessary to be able to identify the records of patients with the relevant diagnosis. Aggregation across a number of conditions to practice or PCT levels may be more feasible, although in the latter case cluster effects need to be taken into account.
Critique of the approach adopted One of the reasons for conducting this demonstration project was to explore the inherent barriers to conducting a comprehensive quality assessment of care. However, there were also conceptual and practical limitations to the approach that we adopted. In conceptual terms, our assessment of clinical care was limited in scope. Packaging the clinical components of primary care into simple technical processes risks marginalising the importance of the quality of interpersonal care. 21 In practical terms, we were aware that our approach only assessed the care that had been recorded and it is possible that these data were not an accurate record of the care that was actually given. However, the method that we used to develop the set of indicators made the recording of relevant data an explicit element of the quality of care that was provided. We made no attempt to adjust the quality of care scores for factors outside the control of practices, such as population demographics, patient choice, or disease severity. Finally, the complexity of data collection using our approach dictates that inter-rater reliability checking is of great importance. We only had the resources to check this for five conditions. While the results for four of these were acceptable, the inter-rater reliability for one condition (depression) was poor and we are not sure why this was the case. This poor reliability was despite using research nurses with considerable experience to extract data from the medical records.
Implications for future research, policy, and practice Individual quality indicators are useful tools for primary care teams to use within their practices. However, if valid and reliable external judgements are to be made about the relative quality of care of different practices, then individual indicators are much less useful and composite scores at condition or even modality levels (acute, chronic, preventive) may need to be used. The methods used to create composite scores are in their infancy and more work is required to move beyond the simple approach that we describe in this study to examine the merits and problems of different methods.
There are high expectations among policy makers and managers that data about quality of care will play a significant role in improving patient care and health system efficiency. This study shows that in general practice this ambition is well ahead of the science that is needed to support it-random sampling of records and manual data extraction cannot be relied upon to assess quality of care using indicators. The principal barrier is the poor quality of data and information management systems in general practice. As general practices become increasingly ''paperless'' and more accurate diagnostic and symptomatic computer codes are developed, research will be required to compare indicator assessment based on computer codes and electronic datasets with that of random sampling. Nevertheless, even the development of sophisticated information management systems is not likely to address the fundamental issue of data quality. How accurate are the data codes and how consistently are they used across general practices? And the question at the heart of all quality assessment exercises using either manual or computerised medical records-how accurately does the record reflect the care that has been provided? This intractable problem suggests that the use of clinical indicators should only form one part of a quality assessment process.
N Conducting simultaneous multi-condition quality assessments in general practice is a highly resource intensive activity.
N There are significant problems in relation to poor data quality, low prevalence of some indicators/conditions, and methodological complexities in calculating summary scores for conditions and care providers.
N Random sampling and manual data extraction cannot be relied upon to assess quality of care using indicators. While some barriers may be overcome by the use of computerised records and sophisticated information management systems, these innovations alone will not solve more fundamental problems such as data quality, reliability, and the accuracy of records in reflecting the care actually provided to patients.
N Further research is required to develop methods for calculating summary scores and to compare indicator assessment based on computer codes and electronic datasets with that of random sampling.
