We give sufficient conditions for a differential equation to have a given semisimple group as its Galois group. For any group G = H × G 0 , H finite and G 0 = G i where each G i is SL n i or Sp 2n i , n i ≥ 2, we construct a differential equation over C(x) having Galois group G.
Introduction
In [17] , a large class of linear algebraic groups, including all groups with semisimple identity component, are shown to occur as Galois groups of differential equations dY dx = AY with A an n × n matrix with coefficients in C(x) where C is an algebraically closed field of characteristic zero. The proof of this depended heavily on the analytic solution of the Riemann-Hilbert Problem and did not directly give a way of constructing such an equation 1 . Techniques for constructing an equation with a given group have been produced for connected solvable groups [10, 11] and connected groups in general [13] . For groups that are not connected, the present authors showed in [14] that one could construct equations having any solvable-by-finite group as Galois group assuming one could produce (algebraic) equations having any finite group as Galois group. In [4] , Julia Hartmann has shown that any linear algebraic group can be realized as the Galois group of a linear differential equation over C(x) and this proof shows that equations can be constructed once one knows how to construct equations for reductive groups (the proof uses the results of [17] in this case as well).
In this paper we will give a criterion, Proposition 3.2, for a differential equation to have a given semisimple algebraic group as a Galois group. We will use this proposition to show how one can construct differential equations with Galois group G, where G = H × G 0 , H finite and G 0 = G i with each G i equal to SL n i or Sp 2n i . The rest of the paper is organized as follows. In Section 2, we discuss the criteria given in [14] and [4] , that allow one to reduce the inverse problem for arbitrary groups over C(x) to finding equivariant differential equations having connected Galois groups over an arbitrary finite Galois extension K of C(x). In Section 3, we develop the necessary group theory and give criteria for a differential equation to have a given semisimple group as its Galois group. In Section 4, we produce equations for the groups described above. In Section 5, we describe an alternate construction for groups of the form SL 2 × W , W a finite group.
We wish to thank A. Bolibrukh and R. Schäfke for showing us how to select the local form of a differential equation so that Katz's Criterion ensures it is irreducible.
Equivariant Equations
In both [14] and [4] , it was shown how to reduce the inverse problem for general groups to the inverse problem for groups of the form H × G 0 , where H is a finite group and G 0 is a connected group defined over C. We shall assume that we are given a finite extension K of C(x) with Galois group H and we wish to find a Picard-Vessiot extension E of C(x) containing K with Galois group H × G 0 such that the Galois action of H × G 0 on K factors through the given action of H on K. To attack this problem, these authors introduce the notion of an equivariant equation, which we now review.
Let K be a finite Galois extension of C(x) with Galois group H and let V be a vector space over C that is also a right H-module. Notice that this also gives a right action of H on
We will again denote this action by w → wh for h ∈ H and w ∈ V (K). The group H can be seen to also act on the left on V (K) via an action defined by h(f ⊗ v) = hf ⊗ v for f ∈ K and v ∈ V . We say that an element w ∈ V (K) is equivariant if hw = wh for all h ∈ H ( [14] , Definition 6.1; c.f. [4] Definition 3.5).
Let us now consider a semidirect product G = H × G 0 of the finite group H and a connected linear algebraic group G 0 (defined over C) with multiplication given by (h 1 , g 1 )(h 2 , g 2 ) = (h 1 h 2 , h −1 2 g 1 h 2 g 2 ). Let G be the Lie algebra of G 0 . For any h ∈ H the map g → h −1 gh from G 0 to G 0 can be lifted to a map of G to G which we shall also denote by A → h −1 Ah. In this way we may consider G as a right H-module. With this convention, we may speak of equivariant elements of G(K). In concrete terms, an element A ∈ G(K) is equivariant if, for any h ∈ H, the result of applying h (as an element of the Galois group of K) to the entries og A is the same as conjugating A by h −1 (where h is now considered as an element of G). We will say a differential equation
We will throughout the paper use the notation Y ′ for ∂Y , where ∂ is the unique extension of d dx on K. Using this notion of equivariance, we have the following criterion (c.f., [ To apply this result, we will need ways of constructing equivariant elements A of G(K) and criteria to ensure that the equation Y ′ = AY has the desired Galois group over K. The remainder of this section is devoted to the first task and the next section to the second task. In the following, we shall think of C as embedded in the complex numbers and denote by C{t} the subring of convergent power series of C[[t]], and by C({t}) its quotient field C({t}). Lemma 2.2 Let π : C → P 1 be a covering of the projective line by a curve C with function field K, such that C(x) ⊂ K is induced by π. There exists a computable set of points S ⊂ P 1 such that the following is true: Given 1. an integer M, 2. points p 1 , . . . p r ∈ C with π(p i ) / ∈ S and π(p i ) = π(p j ) for i = j, 3. local parameters t i at p i and
there exists an equivariant A ∈ G(K) such that at each p i , we have
where t = t i and B i (t) ∈ G(C{t}).
Proof. We can consider G(C) as a left H-module under the action v → hvh −1 for any h ∈ H. We define an action of H on G(K) by the formula h(f ⊗ v) = h(f ) ⊗ hvh −1 . This action satisfies h(aw) = h(a)h(w) for all h ∈ H, a ∈ K, w ∈ G(K) and so, by a result of Kolchin and Lang ([12] , Exercises 31 and 32, p. 550), one can construct an invariant basis of G(K) over K, that is, a basisẽ 1 , . . . ,ẽ s such that h(ẽ i ) =ẽ i for i = 1, . . . , s. This basis is an equivariant basis in the above sense, that is hẽ i =ẽ i h for all h ∈ H. Fix a basis e 1 , . . . , e s of G(C) and define B ∈ GL s (K) such that (ẽ 1 , . . . ,ẽ s ) = (e 1 , . . . , e s )B. For any
We shall now show how one can select the f i so that the conclusions of the Lemma are satisfied. Let S be the image under π of those points p ∈ C satisfying at least one of the following conditions:
1. p is a singular point of C or is a ramification point of π, or 2. p is a pole of an entry of B, or 3. {ẽ 1 (p), . . . ,ẽ s (p)} fails to be a basis of G(K), i.e., det(B(p)) = 0.
Note that condition 1. implies that we may select t = x − π(p) to be a local coordinate for any point p with π(p) / ∈ S, if π(p) is finite, and t = 1/x if π(p) is infinite. We shall use these local coordinates. From these conditions, we see that at each
C{t} when written in local coordinates t = t j at the point p j . We then have that A = s j=1 f jẽj satisfies the conclusion of the Lemma.
Corollary 2.3
Let π : C → P 1 be a covering of the projective line by a curve C with function field K such that C(x) ⊂ K is induced by π. There exists a computable set of points S ⊂ P 1 such that the following is true: Given
2. points p 1 , . . . p r ∈ C with π(p i ) / ∈ S and π(p i ) = π(p j ) for i = j, 3. local parameters t i at p i and 4. for each i = 1, . . . , r elements A i,M , . . . , A i,N ∈ G(C), there exists an equivariant A ∈ G(K) such that at each p i , we have
Proof. Let S be as before. We will proceed by induction on N − M. Assume that we have found an equivariant A 0 ∈ G(K) such that at each p i , we have
where t = t i and B i (t) ∈ G(C{t}). Let C i be the coefficient of t N in the expansion of A 0 at p i . Using Lemma 2.2, we can find an equivariantÃ ∈ G(K) such that
where t = t i andB i (t) ∈ G(C{t}). The element A = A 0 +Ã satisfies the conclusion of the Corollary.
Example 2.4
The group Z/2Z × SL 2
We shall illustrate the above results for this group where h = −1 ∈ Z/2Z acts on SL 2 by sending a matrix to the transpose of its inverse. Note that the action of this element on sl 2 sends an matrix to the negative of its transpose. Let K = C(x, √ x) with Galois group
form an equivariant basis of sl 2 (K). We now will construct an equivariant element A of G(K) with the following prescribed principal parts at the points (4, 2), (9, 3) and (16, 4) of the curve y 2 − x = 0 (we will see in Section 4 that the equation Y ′ = AY is then an equivariant equation with Galois group SL 2 over K).
A calculation shows that the following rational functions yield the desired result for A := f 1ẽ1 + f 2ẽ2 + f 3ẽ3 :
Group Theory and its Differential Consequences
Throughout this section H stands for any (not necessarily finite) subgroup of G. The principal tool that we shall use is the following result:
be a connected semisimple algebraic group of rank r with Lie algebra G and let Ad : G → GL(G) be the adjoint representation. Let H be an algebraic subgroup of G and assume:
1. H acts reductively on G via the adjoint representation.
2.
H contains an element having at least r multiplicatively independent eigenvalues.
3. H contains an element u such that Ad(u) is a unipotent element with an r dimensional eigenspace corresponding to the eigenvalue 1.
Then H = G.
Proof. Let H be the Lie algebra of H. It is enough to show that H = G. To do this we will use the following result ( [3] , p. 246, Ex. 5): If G is a semisimple Lie algebra and H is a subalgebra acting reductively on G via the adjoint representation, of the same rank as G, and containing a principal sl 2 -triple of G, then G = H. We shall show that each of the conditions of the Lemma implies the corresponding condition of this latter result.
If H acts reductively on G then so does H.
Let h be an element of H having r multiplicatively independent eigenvalues. Then h i has the same property for all i > 0, so we may assume that h ∈ H 0 . We may write h = h s h u where h s and h u are the semisimple and unipotent parts of h, respectively. Since the eigenvalues of h and h s coincide and h s ∈ H 0 , we may assume that h is semisimple and that h lies in some maximal torus T of H. We may assume that T is a subgroup of diagonal matrices and that the r multiplicatively independent eigenvalues of h are the first r entries on the diagonal of h. If χ i denotes the character that picks out the i th element on the diagonal, we see that no nontrivial power product of χ 1 , . . . , χ r is trivial on h. Therefore χ 1 , . . . , χ r are multiplicatively independent on T and so the dimension of T is greater than or equal to r, that is, the rank of H is r.
Let u ∈ H satisfy the property that Ad(u) is unipotent with an r-dimensional eigenspace corresponding to the eigenvalue 1. Since Ad(u) = Ad(u s )Ad(u u ) where u s and u u are semisimple and unipotent, we have Ad(u s ) = 1 and can replace u with u u and assume that u is unipotent. If we let n = log(u) we have that {exp(an) | a ∈ C} is the unique smallest closed subgroup of H containing u and that n ∈ H (see Lemma C, p. 96 and Exercise 11, p. 101 of [6] ). This implies that ad(n) = log(Ad(u)) and so a calculation implies that the dimension of the nulspace of ad(n) is r. Since n is nilpotent, the Jacobson-Morozov Theorem ([3] p. 162) implies that n is contained in an sl 2 -triple in H and furthermore this triple is principal in SL n ([3], p. 166).
The above lemma gives us the following criterion to ensure that a differential equation has a given semisimple group as its Galois group. 
where A 1 is semisimple and has r eigenvalues that are Z-independent mod Z and B 1 (t) ∈ C{t}.
3. There exists a point p 2 ∈ C such that in terms of some local coordinate t at p 2 , we have that dY dt = (
where ad(A 2 ) is nilpotent with a kernel of dimension r and B 2 (t) ∈ C{t}.
Proof. We know that H is an algebraic subgroup of G (c.f., [14] Prop.2.1). We shall show that it satisfies the hypotheses of Lemma 3.1. Clearly hypothesis 1. is satisfied.
To see that hypothesis 2. of Lemma 3.1 is satisfied, note that the present hypothesis 2. implies that the distinct eigenvalues of A 1 do not differ by integers. This implies that the equation Y ′ = AY is equivalent (over C((t)) and even C({t})) to the equation dY dt = A 1 t Y whose monodromy at p 1 is given by e 2πiA 1 (see Section 3 of [1] or Sections 3.3. and 5.1.1 of [16] ). Note that this element has at least r multiplicatively independent eigenvalues. Since K-equivalent differential equations have conjugate Galois groups there exists an element h of H which is conjugate (in GL n (C)) to e 2πiA 1 , and hence h satisfies hypothesis 2. of Lemma 3.1.
To verify hypothesis 3 we must argue in a more careful way. For this we use the results of Section 8 of [1] . Since ad(A 2 ) is nilpotent, the spectral subspaces g λ of ad(A 2 ) corresponding to all positive integers λ are zero (c.f., Section 8.5 of [1] ). Therefore Proposition 8.5 of [1] implies that there exists a g ∈ G(C{t}) such that the gauge transform Y = gZ yields an equation of the form dZ dt =Ã 2 t Z, where ad(Ã 2 ) is again nilpotent with a kernel of dimension r. This equation has solution z = eÃ 2 log t and local monodromy (at p 2 ) given by z → e 2πiÃ 2 z. Therefore the solution y = gz ∈ G(C{t}) of the equation Y ′ = AY has local monodromy ge 2πiA 2 g −1 , that is, there is an u ∈ H which is conjugate in G(C) to e 2πiÃ 2 . One now sees that Ad(u) has the desired property.
From Section 2 it is clear that we should have no trouble fulfilling hypotheses 2. and 3. of Proposition 3.2. The difficulty arises in trying to ensure that hypothesis 1. is satisfied. Before we describe criteria that ensure this hypothesis is satisfied, we will recall the facts we need relating the local Galois groups and the global Galois group.
Let π : C → P 1 be a nonsingular curve over the projective line and let C(x) ⊂ K be the corresponding inclusion of function fields. Let p ∈ C and assume that C is not ramified at p and that π(p) = ∞. What follows can be developed without these assumptions but they simplify the exposition and will hold in our applications. We can then embed K into C((t)), t = x − π(p), by expanding each element of K as a series in t. We shall identify K with its image and write K ⊂ C((t)). In fact, we have that K ⊂ C({t}) ⊂ C((t)). Any differential equation Y ′ = AY, A ∈ gl(K) can be considered as a differential equation over C((t)) and so we can form a Picard-Vessiot extension E of C((t)) corresponding to this equation. Let y be a fundamental solution matrix of Y ′ = AY having entries in E. If we denote by K(y) and C({t})(y) the fields generated by the entries of y over K and C({t}) respectively, we see that K(y) is a Picard-Vessiot extension for Y ′ = AY over K and C({t})(y) is a Picard-Vessiot extension for this equation over C({t}). We denote by G, G conv and G f orm the Galois groups of K(y) over K, C({t})(y) over C({t}) and E over C((t)) respectively. One then easily checks that there are natural injections G f orm ֒→ G conv ֒→ G and that the actions of the former two groups on the solution space of the differential equation coincide with their actions as embedded subgroups of G. These considerations lead to: Lemma 3.3 Let C be a curve with function field K ⊃ C(x) and let Y ′ = AY be a differential equation with A ∈ G(K). If there exists a point p ∈ C as above such that the equation is irreducible over C({t}), then the equation is irreducible over K and its Galois group is reductive. In particular, if it is irreducible over C((t)), then the Galois group of Y ′ = AY over K is reductive. Proof. A differential equation is irreducible over a differential field with algebraically closed field of constants if and only if its Galois group acts irreducibly on the solution space of the equation in its Picard-Vessiot extension. If Y ′ = AY is irreducible over C({t}) then G conv acts irreducibly on the solutions space. Since G conv ֒→ G, we have that G acts irreducibly on this space and so the equation is irreducible over K. We can furthermore conclude that G is reductive since it has an irreducible faithful representation. The final statement follows in a similar manner.
It is much easier to show that a differential equation is irreducible over C((t)) than to show it is irreducible over C({t}). Regrettably, from our point of view, irreducibility over C((t)) puts severe restrictions on the Galois group G of Y ′ = AY over C(x). One can deduce from ( [16] , Remark 3.34) that if Y ′ = AY is irreducible over C((t)), then 1. the identity component G 0 f orm of G f orm is a (connected) torus, 2. as a G 0 f orm -module, the solution space is the sum of one dimensional invariant subspaces corresponding to distinct characters of G 0 f orm , and 3. there is an element γ ∈ G f orm whose action on G 0 f orm by conjugation cyclically permutes these characters of G 0 f orm .
In ([7], 3.2.9 and 3.2.8), Katz has shown that a connected algebraic subgroup G of SL n , containing a closed subgroup H ⊂ G satisfying the properties of G f orm above must be of the form G i where each G i is either SL n i or Sp n i , n i even in the latter case, and the n i are pairwise relatively prime. Katz further shows that the n-space (in our case the solution space) can be written as a tensor product ⊗V i of representations of these groups where each V i is the standard or contragredient representation of G i if G i = SL n i or the standard representation of G i if G i = Sp n i .
Nonetheless, Lemma 3.3 together with Proposition 3.2 will allow us to construct equations Y ′ = AY having Galois group SL n or Sp 2n . These two results yield the following criteria:
Proposition 3.4 Let G ⊂ SL n (C) be a connected simple linear algebraic group of rank r with Lie algebra G and C a curve with function field K ⊃ C(x). Let Y ′ = AY be a differential equation with A ∈ G(K). Let H be the Galois group of Y ′ = AY over K and assume that 1. There exists a point p 0 ∈ C such the equation Y ′ = AY has a unique slope of the form a n , (a, n) = 1. 2. There exists a point p 1 ∈ C such that in terms of some local coordinate t at p 1 , we have that dY dt = (
where A 1 is semisimple and has r eigenvalues that are Z-independent mod Z and B 1 (t) ∈ gl(C{t}).
where ad(A 2 ) is nilpotent with a kernel of dimension r and B 2 (t) ∈ gl(C{t}).
Then H = G. Furthermore, if this is the case, then G must be either SL n or Sp 2n .
Proof. We refer to [1] , [7] or [16] for the definition and properties of the slopes of a differential equation at a singular point. From (2.2.8) of [7] or Remark 3.34 of [16] , one sees that hypothesis 1. above implies hypothesis 1. of Proposition 3.2. The last statement follows from the discussion preceding the statement of this proposition.
Equivariant Equations for
In this section G is a given linear algebraic group with identity component G 0 and H, as in section 2, denotes a finite subgroup of G. Let K be a Galois extension of C(x) with Galois group H. We will begin by showing how one can construct equivariant equations Y ′ = AY, A ∈ G(K) where G = sl n (respectively G = sp 2n , n ≥ 2) having Galois group G 0 = SL n (resp. G 0 = Sp 2n ) over K. To do this, we will choose an element A ∈ G(K) satisfying the hypotheses of Proposition 3.4. We begin by defining four matrices in G(C), which we will assume is sl n (resp. sp 2n as a subalgebra of sl 2n via its standard representation).
A 0,1 , A 0,2 : Let A 3 = (a i,j ) be the matrix defined by a i+1,i = 1 for i = 0, . . . , n − 1 and a i,j = 0 if j + 1 = i and let A 4 be the matrix with 1 as the (1, n) entry and 0 everywhere else. If G 0 = SL n , let A 0,1 = A 3 and A 0,2 = A 4 . If G 0 = Sp 2n , let
and A 0,2 = 0 (−1) n A 4 0 0 .
Note that in both cases the matrix A 0,1 + A 0,2 is a matrix whose eigenvalues are the n th roots of 1 in the case of SL n and the 2n th roots of 1 in the case of Sp 2n .
A 1 : Let r 1 , . . . , r n−1 ∈ C be Z-linearly independent mod Z and let r n = − r i . If G 0 = SL n let A 1 = diag(r 1 , . . . , r n ), the diagonal matrix of trace zero with the r i on the diagonal. If G 0 = Sp 2n , let A 1 = diag(diag(r 1 , . . . , r n ), −diag(r 1 , . . . , r n )).
A 2 : Any semisimple Lie algebra of rank r contains principal nilpotent elements u ([3], Proposition 8, p. 166). These can be constructed by decomposing the algebra as the sum of a Cartan algebra and nonzero root spaces and letting u = α∈Φ + v α where Φ + is the set of positive roots and each v α is nonzero ( [3] , Proposition 10, p. 168). For example, in sl n we can take the matrix u = (a i,j ) where a i,j = 0 if i ≥ j and a i,j = 1 if i < j. We let A 2 be such an element.
We now will apply Corollary 2.3. Select 3 points p 0 , p 1 , and p 2 whose projections are distinct and not in S. Corollary 2.3 implies that one can produce an A ∈ G(K) such that in terms of the local coordinate t at these points, the equation Y ′ = AY has the following form:
At
We now will check that the conditions of Proposition 3.4 hold. To see that there is a unique slope at p 0 , let us assume that G = sl n and let g = diag (1, t 1/n , t 2/n , . . . , t n−1/n ). Note that for any matrix (a i,j ), we have that
This is usually called a shearing-transform of the equation dY dt = AY . Since the matrix A 0,1 + A 0,2 is semisimple, there will be a unique slope, equal to 2 − 1/n ([1], Proposition 4.2 and the subsequent paragraphs). Therefore, as noted before, the equation will be irreducible over C((t)). If G = sp 2n , we let g = diag(1, t 1/2n , . . . , t 2n−1/2n ) and proceed as above.
Finally, at p 1 and p 2 the required conditions are obviously satisfied. Therefore, the equivariant equation Y ′ = AY has Galois group G 0 over K and so using the techniques of [14] or [4] one can construct an equation having Galois group H × G 0 over C(x). In particular, the example given in Section 2 was constructed in the above manner and so has Galois group SL 2 over K = C(x, √ x) (another example with this group is given via an ad hoc construction in [4] , p. 42.)
We now turn to the general situation where G 0 = m i=1 G i , G i = SL n i or G i = Sp 2n i . Let G i denote the Lie algebra of G i and G = ⊕ m i=1 G i . Let ρ i : G i → G 0 and π i : G 0 → G i denote the canonical injections and projections respectively. We will denote by dρ i : G i → G and dπ i : G → G i the corresponding maps on the level of Lie algebras. Let {p i 0 , p i 1 , p i 2 } m i=1 be 3m points on C\S having distinct projections. For each i, we denote by A i 0,1 , A i 0,2 , A i 1 , A i 2 ∈ G i be matrices as above. Corollary 2.3 implies that one can produce an A ∈ G(K) such that in terms of the local coordinate t at these points, the equation Y ′ = AY has the following form:
Let A i = dπ i (A). We then have that the differential equations Y ′ = A i Y are non-singular at each p j 0 , p j 1 , p j 2 for j = i and expand as equations (1), (2), (3) at p i 0 , p i 1 , p i 2 . These two facts will be the key to showing that Y ′ = AY has Galois group G.
Let E be the Picard-Vessiot extension of K corresponding to Y ′ = AY . Since A ∈ G(K), the proof of Proposition 1.31 of [16] shows that we can assume that K is generated by the entries of an element g ∈ G 0 (E) such that g ′ = Ag. Writing g = (g 1 , . . . , g m ) where each g i ∈ G i and A = (A 1 , . . . , A m ) where each A i ∈ G(K), we have that g ′ i = A i g i and so E contains the Picard-Vessiot extension E i = K(g i ) of K corresponding to each of the equations. From the discussion at the beginning of this section, we know that the Galois
Since A ∈ G(K), we have that G ′ ⊂ G ( [16] , Proposition 1.31). Assume that G ′ = G. We will show that this implies that there exist indices i = j such that E i lies in an algebraic extension of E j . We will see that comparing the local behavior of solutions of the corresponding differential equations at p i 0 will yield a contradiction.
A result of Kolchin (Theorem of [8] or Exercise 8, Chapter V.23 of [9] ) implies that there are indices i = j and a homomorphism (defined over C) f :
is the center of G j , such that for every h = (h 1 , . . . , h m ) ∈ G, f (h i ) = π(h j ), where π is the canonical homomorphism G i → G j /Z(G j ). Note that since G i and G j are simple, the kernels of f and π are finite.
We now apply the maps f and π to the element g = (g 1 , . . . , g m ) ∈ G 0 (E) defined above.
Since f (g i ) = π(g j ), we have that E i and E j share the common subfield K(f (g i )) = K(π(g j )). Furthermore, E i and E j are algebraic extensions of this field since the kernels of f and π are finite. Therefore E i is contained in an algebraic extension of E j .
By construction, Y ′ = A j Y is not singular at p i 0 and so the solutions of Y ′ = A j Y at p i 0 lie in C((t)) where t is the local parameter at p i 0 . Therefore we can embedd E j into C((t)). This implies that Y ′ = A i Y has a fundamental set of solutions in an algebraic extension of C((t)) and so must be regular singular at this point ( [16] , Exercise 3.29). This contradicts the fact that Y ′ = A i Y has nonzero slopes at this point. This contradiction invalidates our assumption that G ′ = G and so the Galois group of Y ′ = AY is G.
An Alternate Construction for Finite Extensions of SL 2
In this section we present an alternate method for constructing linear differential equations whose Galois groups are finite extensions of SL 2 . In the previous sections, we considered groups of the form H × G 0 , H a finite group and G 0 of the type considered above, and showed that for any realization of H as a Galois group of an extension K of C(x), we could find an equivariant A such that Y ′ = AY had Galois group G 0 over K. The construction described here begins by constructing a suitable K and so does not work over any such K. On the other hand, it introduces fewer singularities and uses group theoretic facts that may be of independent interest. This construction was motivated by the Example on page 42 of [4] .
We begin with a modification of a result of Borel and Serre ( [2], Lemma 5.11; c.f., [19] , Lemma 10.10). For any algebraic group G we define Int : G → Aut(G 0 ) to be the map that sends an element to the automorphism resulting from conjugation by that element. 3), we have that for any g ∈ G there exists an h ∈ G 0 such that gBg −1 = hBh −1 . Therefore h −1 g ∈ N G (B) and we can conclude that G = N G (B) · G 0 . Using the fact that the maximal tori of B are all conjugate in B (Theorem 19.3, [6] ), we also have that N G (B) = N G (B, T ) · B. Lemma 10.10 of [19] implies that there exists a finite subgroup W of N G (B, T ) such that the natural projection W → N G (B, T )/N G (B, T ) 0 is surjective. We then have that the projection W → G/G 0 is surjective as well.
2. (c.f., the proof of Theorem 27.4 in [6] ) Since all automorphisms of G 0 are inner, for any element w ∈ W there is an element h ∈ G 0 such that for all g ∈ G 0 , wgw −1 = hgh −1 .
Since w normalizes B and T , we have that Int(W ) ⊂ Int(N G 0 (B, T )). Since B is a Borel subgroup, we have that N G 0 (B, T ) ⊂ N G 0 (B) = B. An element of B that normalizes T must lie in T (Proposition 19.4, Corollary 26.2A of [6] ) so Int(W ) ⊂ Int(T ). The final statement follows from the fact that a maximal torus of these groups has dimension 1.
Let G be a linear algebraic group with G 0 semisimple and let G be its Lie algebra. If T is a maximal torus of G 0 , then its Lie algebra T is a Cartan subalgebra of G and we can decompose
where Φ are the roots of G which we consider as multiplicative characters on T . If W is the finite group described in Corollary 5.1, then for any α ∈ Φ and w ∈ W we define α(w) = α(t) for any t ∈ T such that Int(w) = Int(t). Since the elements of Φ factor through Int : G → Aut(G), each root in this way defines a multiplicative character on W .
Example 5.2 Let G 0 = SL 2 and assume that T is the subgroup of diagonal matrices. As usual we let
T is spanned by h and there are two roots α and −α with G α being spanned by e and G −α by f . Furthermore, considering the roots as characters on T , we have that
Let G = SL 2 × {1, −1} where the action of −1 on SL 2 is given by conjugation by the matrix
We then have that Int(W ) = Int(H) where W = {1, −1} and H is the order four cyclic subgroup of SL 2 generated by the above matrix. Note that α can be considered as the character on W given by α(−1) = −1.
Let G be an algebraic group with G 0 = SL 2 and let W be as in Lemma 5.1. We shall construct a differential equation having W × G 0 as its Galois group over C(x). The group G will then be the Galois group of a subfieldẼ of the Picard-Vessiot extension E of C(x) corresponding to this former equation.
We now use the notation G to denote the group SL 2 × W and G to denote the Lie algebra of G. Conjugation by an element of W induces an automorphism of G and also an automorphism of G, which we again denote by conjugation. If K is any field containing C and X = ah + be + cf ∈ G(K), a, b, c ∈ K, then, for w ∈ W w −1 Xw = ah + bα(w −1 )e + c(−α(w −1 )f ) Note that if the image of W in Aut(G) has order n, then α maps W onto the group of n th roots of unity. We identfy this with the Galois group of C(x, x 1/n ). Let K be a Galois extension of C(x) with Galois group W such that the fixed field of the kernel of α is C(x, x 1/n ), x ′ = 1 and the action of W on this latter field is given by α. Theorem 7.13 of [18] implies that such a field exists. Let
To construct a differential equation whose Galois group is G, Proposition 5.2 of [14] implies that it is enough to prove the following proposition.
Proposition 5.3Ã is equivariant and the differential Galois group of Y ′ =ÃY over C(x, x 1/n ) is SL 2 .
Proof. To prove the claim about the Galois group, we make a change of variables x = z n . We then get a new equation dY dz = AY where A = n(z n−2 e + z n f + z 3n−1 h)
We will use the techniques of [13] to show that dY dz = AY has differential Galois group SL 2 over C(z).
Assuming that this latter fact is true, we claim that the differential Galois group of Y ′ =ÃY over C(x, x 1/n ) is SL 2 . To see this, let K be a Picard-Vessiot extension of C(z) = C(x 1/n ) for dY dz = AY . Since K has no new d dz -constants, it has no new d dx -constants. Furthermore, since the elements of SL 2 commute with d dz and leave C(z) fixed, they will commute with d dx = 1 nz n−1 d dz . Therefore, SL 2 is a subgroup of the differential Galois group G of K/C(z) with respect to d dx . From the form ofÃ, we see that G ⊂ SL 2 , so the claim is proved.
We now proceed to show that dY dz = AY has differential Galois group SL 2 over C(z). Since and w ′ − n[z n−2 e + z n f + z 3n−1 h − cI]w = 0 (4) then w = 0.
To simplify notation, we let u = 1 0 and v = 0 1 . These generate the root spaces of SL 2 and eu = 0, ev = u, f u = v, andf v = 0 and that u, v are eigenvectors of h. The proof of the above fact proceeds by considering the coefficients of powers of z in equation (4). The highest power of z that can appear is z 3n−1+m and its coefficient is
We therefore have that w m is an eigenvector of h and so we can assume that w m = u, c 3n−1 = 1 or w m = v, c 3n−1 = −1. Let us assume that w m = u and c 3n−1 = 1. We shall write w = pu + qv where p, q ∈ C[z], p = z m + lower degree terms, and q = a polynomial of degree at most m − 1. Substituting w = pu + qv into equation (4), we have: (p ′ − nz n−2 q − nz 3n−1 p + ncp)u + (q ′ − nz n p + nz 3n−1 q + nqc)v = 0 and therefore p ′ − n[z 3n−1 − c]p = nz n−2 q (5) q ′ + n[z 3n−1 + c]q = nz n p
The right hand side of equation (6) has degree n + m. Since z 3n−1 + c has degree 3n − 1, q must have degree m − 2n + 1. Therefore the right hand side of equation (5) has degree m − n − 1, while the degree of [z 2n−1 − c]p is at least m if z 3n−1 − c = 0. Therefore we have c = z 3n−1 and that p ′ = nz n−2 q. Comparing degress in this last equation, we have m − 1 = n − 2 + m − 2n + 1 = m − n − 1 so n = 0, a contradiction, unless w = 0. If w m = v and c 3m−1 = −1 one argues in a similar way to also show that w = 0.
