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ABSTRACT 
With each polynomial p of degree n whose roots lie inside the unit disc we may 
associate the n-dimensional space of all solutions of the recurrence relation whose 
coefficients are those of p (considered as a subspace of 1’). The main result consists in 
establishing a close relation between the Bezoutian of two such polynomials (of the 
same degree) and the projection operator onto one of the corresponding spaces along 
the complement of the other. The note forms a loose continuation of the author’s 
investigations of the infinite companion matrix-the generating function of the 
infinite companion matrix of a polynomial p appears thus as a particular case: the 
corresponding Bezoutian is that of the pair p and .z”. 
INTRODUCTION 
In the 1967 paper [3] the author raised and solved the following maximum 
problem: 
Given a polynomial p of degree n with all roots inside the unit disc, to find 
among all linear operators on the ndimensional Hilbert space H, the operator 
which maximizes (T” ( subject to the constraints ITI < 1 and p(T) = 0. 
The method adopted for the solution of this problem required in a natural 
manner the introduction of what the author calls the infinite companion 
matrix of the polynomial p. It has n infinite columns, each of which is a 
solution of the recurrence relation whose coefficients are those of p, the kth 
column being the solution ak with initial conditions (0,. . . ,O, l,O, . . . ,O) with 1 
in the kth place. For a variety of reasons it is useful to express the entries of 
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the infinite companion matrix in terms of the roots of the polynomial p. At 
the early stages of the theory there was a conjecture of a qualitative character 
concerning the symmetric polynomials giving the entries of the matrix as 
functions of the roots of p. This conjecture was formulated by the author, who 
only proved some particular cases. At the author’s request, the late Professor 
V. Knichal supplied a full proof of this qualitative conjecture; unfortunately, 
Professor Knichal never found the time to write down and publish this proof. 
Later work [ 1,8,6] showed however that it is possible to give explicit formulae 
for the entries of the infinite companion matrix in terms of the roots of p. 
There are several ways of obtaining such explicit formulae. 
The method used by the present author was based on a technical trick 
which may be described as follows: we assign to each solution 
a function fk (holomorphic in the disc 1.z < 1) as follows: 
and form the following function of two variables: 
k=O 
From then on the reasoning is straightforward: it turns out that it is possible 
to express the function F in a fairly simple explicit form from which the 
coefficients may be obtained without serious difficulties. It was obvious from 
the outset that the function F must be more than just a technical device; there 
was no immediate need, however, to clarify its meaning. It was only after 
some further work on the Lyapunov equation, notably by N. J. Young, that 
the possibility suggested itself of investigating the connection of the function 
F with projection operators. The connection is, indeed, a very intimate one 
[9,7] and provides a satisfactory explanation of the properties of the infinite 
companion matrix. At the same time a striking lack of symmetry in the results 
becomes evident. 
It is purpose of this note to restore the symmetry by presenting a natural 
extension of these results to the case of two polynomials, which establishes an 
interesting interpretation of the classical notion of a Bezoutian. 
The main result consists in explaining a very close connection of the 
Bezoutian with the kernel of a certain projection operator in H2. The proof of 
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this result forms the subject matter of Section 2 of the present note; in Section 
1 we collect some facts about generating functions and Bezoutians needed in 
the proof of the main theorem. 
1. PRELIMINARIES 
The following two simple algebraic facts will be used. 
LEMMA 1.1. Given any polynomial in two variables P( z, y), there exists 
exactly one pair of polynomials Q(z, y) and R(z) such that 
P(X, y) = (z - Y>Q(~> Y)+RW. 
Proof. Write P in the form 
i Pkb)Yk. 
k=O 
If n = 0, set Q = 0 and R = P. If n > 1, then 
n-1 
P(~,y)+(z-y)y”~lp,(z)= c Pk(2.)yk+~P,,(~)y”-1 
k=O 
n-l 
= k~nQ~(4~k. 
and the proof goes by induction. n 
COROLLARY 1.2. Zf P(x, y) is zero whenever x = y, then P(x, y) is 
divisible by x - y. 
Proof Write P(x, y)=(r - y)Q(x, y)+ R(x); given any x, set y =x, 
and it follows that R(x) = 0. W 
With any sequence x E l2 
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we associate the generating function 
which is holomorphic in the disc IzI < 1. The space of all such generating 
functions is known as the Hardy space Hz. If x and y are two elements of l2 
for which the corresponding generating functions are holomorphic even in a 
neighborhood of the closed unit disc, it is easy to see that the scalar product 
of the sequences x and y may be expressed in terms of the corresponding 
generating functions in the form of the integral 
taken along the unit circle. This formula remains valid even in the general 
case, but it is then necessary to define properly the “boundary values” of the 
functions x( .) and y( .): the series Xr,zk may fail to converge for IzI = 1. 
Fortunately we shall be dealing only with functions holomorphic in domains 
containing the closed unit disc. 
The method of generating functions is a classical tool which makes it 
possible to obtain results concerning l2 sequences by looking at the corre- 
sponding functions and proving appropriate statements for these functions. 
The method has an undeniable heuristic value and has yielded many im- 
portant results in the past, although it has frequently been used in cases where 
the generating “functions” had to be understood in a purely formal manner, 
the convergence of the series being more than dubious. 
Consider now a linear operator T on 12; replacing elements of l2 by their 
generating functions, we may ask how the action of Ton 1’ sequences may be 
represented by some operation to be performed on the corresponding gener- 
ating functions. In this section we intend to collect some facts describing the 
connection between an operator on l2 and the corresponding kernel which 
operates on the generating functions. 
Let us denote by D the open unit disc. For each t E D let us denote by 
e(t) the function 
so that e( t ) is holomorphic even in a neighborhood of the closed unit disc. It 
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has the following property: for each f E H2 
accordingly, we shall call it the evaluation functional corresponding to the 
point t. 
The correspondence between bounded linear operators on H2 and their 
kernels may be summarized as follows. 
THEOREM 1.3. Given any A E B( H2), we define for s, t E D 
K(s, t) = (AC(t), e(s)). 
Then 
(1) K(-,t)EH2fmeachtED, 
(2) K(s;)~H~foreachs~D. 
This kernel makes it possible to recover A: for each f E H2 and each s E D 
(3) (Af )(s) = &]K(s, -)f(Q$ 
the integral being taken along the unit circle. Here K(s, z) and f(z) are the 
boundary “values” of K(s, -) and f at the point x, Iz;( = 1. 
Proof. The first assertion follows from the equation 
K(-,t)= Ae(t). 
To prove (2), write b(s) for A*e(s). We have then, for s, t E D 
K(s, t) = (Ae(t),e(s)) = (e(t), A*e(s)) 
= (e(t), b(s)) = b(s)(t) 
whence 
K(S, .) = b(s) E H2 
and (2) is established. 
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(3): Given any f E H2 and any s E D, we have 
(Af J(s) = (Af, e(s)) = (f, b(s)) 
On the other hand, 
n 
THEOREM 1.4. Suppose we have a kernel K(s, t ) such that 
K(.,~)E H2, 
K(s, .) E H2 
for each s, t E D, and such that the integral 
defines a bounded linear operator A E B( H2). Then 
K(s, t)= (Ae(t),e(s)). 
Proof 
(Ae(t),e(s)) = (Ae(t))(s) 
= &pt s, z)e(t)(z)$ = (e(t), K(s, .> ) 
= (K(s;) ,e(t)) = K(s,t) =K(sJ). n 
Now we shall describe an algebraic isomorphism which establishes an 
embedding of C” in H2. For each complex number z, IzI < 1, let [z] stand for 
the row vector 
[z] = [l, 75 )...) Y-11. 
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If b is a (column) vector in C”, we define q(b) to be the element of H2 for 
which 
v(b)(z) = [zb 
Clearly cp(b) is a polynomial of degree not exceeding n - 1, and cp is an 
isomorphism mapping C” onto F = Ker S”. Suppose now M is a linear 
operator on C”; we shall denote by & the operator on F obtained by 
translating M into F via ‘p: 
It is not difficult to characterize h in terms of M. Indeed, if M is given by the 
matrix mik, then ti is the operator on F given by the kernel 
m(s,t)=Cmiksjt*k= [s]M[t]*. 
To see that, denote by K the operator defined on F by the kernel m, and let 
us show that 
Kcp = cpM. 
It will be sufficient to show that 
for all complex w in the open unit disc. We have 
= [s]M[w]~=~M[~]~(~). 
Hence Kq, = cpM, so that K = a. 
A more suggestive if somewhat less precise characterization of a in terms 
of M is given in the following lemma. In stating the lemma, we shall use the 
(1) 
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following notational convention. If f E H2 and if A E B( H2), then Af( z) will 
stand for the value of Afat the point z. 
LEMMA. @ is the operator on F which satisfies 
Aqz][ug= [z]M[w17 
for each 1.~1 < 1, IwI < 1. 
Proof. Of course, the expression &f[.z][w]r is to be interpreted as the 
value at z of the function a[ +I[ w]r. The equation flop = QJM is equivalent to 
&lqb = CpMb for each b E C”, in other words 
fi[.]b(z)=ti[z]b= [z]Mb. (2) 
If Qicp = cpM, then (2) implies (1) for the particular case b = [w] T. If (1) is 
satisfied, we may deduce (2) by observing that every vector b may be 
obtained as a linear combination of vectors of type [w] T. n 
To give some examples, let us mention that, for the matrix 
10 . . . 0 1\ 
0 1 0 
I= . -.. . . 
. . 
; . . . (j 0, 
we have 
jf=cl 
-i! 
i . 
If S, is the n by n matrix 
10 1 0 ... 0 
0 0 1 ... 0 
. . . . . . . . . . . . . . 
0 0 0 ... 1 
0 0 0 ... 0 
then S, coincides with the restriction to F of the shift operator S. Indeed, we 
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have 
(S[.]h)(z)=S(b,+b,z+ ... +b,_lZn-l) 
= b, + h,z + . . . + bn_lzn-2 = [z] S,b; 
in other words 
for k = 1,2,... . 
Suppose now that we are given a kernel of the form 
C mjksjt*k = m(s, t). 
O<j,k<n-1 
If A is the corresponding operator on Hz, then A maps F into itself and 
A(F = ti where M is the matrix ( mik). 
It suffices to prove Av(e,) = p, Mep for each p; in other words 
However, 
m. rk sit*"tP f = Cmips’. 
To conclude this section, let us restate two formulae 
m(s, t> = (Ae(t),e(s)), 
% = (AV(ek), V(ei>). 
2. BEZOUTIANS 
connecting A and m: 
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In this section we intend to show that there is a natural connection 
between Bezoutians and the kernels of certain projection operators in H2. 
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NOTATION. If f is a polynomial of degree n, we define the polynomials 
f,, f as follows: 
A(z)= a(;)> 
f(z) = { f(z*>}*. 
Now consider two polynomials p, w of degree n. It is not difficult to see 
that H2 may be written as the direct sum of the n-dimensional subspace 
Kerp(S) and of the orthogonal complement of Ker 6(S). Denote by 71 the 
corresponding projection operator of Hz onto Ker p(S) along (Ker 3(S)) I, 
and let us describe the kernel of the projection operator 7~. 
THEOREM 2.1. For evey m E Hz 
Proof. According to the general Theorem 1.3, 
(am>(s) =&J_,_ lK(s, 3)m(l)$ 1 
where K is defined, for Is1 < 1 and 1.~1 < 1, by the relation 
The proof will proceed as follows: we denote first by G the kernel 
G(t, z) = (rre(t*),e(z)) 
and prove that 
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Having done that, it follows that, for lyl = 1, 
It is thus sufficient to compute G(t, z). 
To find the explicit form of G(t, z) = (rre(t*), e(z)), observe first that the 
function G(t, z) will be of the form 
like every element of Ker p(S). It is defined by the 
l/(1 - tz) - G(t, z) be a multiple of w(n): 
for some H. Upon multiplying this by (1 - t~)p~(z), 
requirement is equivalent to 
Pi(Z) - (I - tz>S(t, 2) = W(z){ b,(t)+b,(+ 
requirement that 
we see that this 
t -}; 
the left hand side being a polynomial in z of degree < n, we must have 
b,=b,=... = 0. Thus we are looking for a function a(t) such that 
P,b) - w(zb(t) 
is divisible by 1 - tz. 
We shall show that this requirement determines a uniquely as 
P(t) a(t) = - 
f%(t). 
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(1) Suppose first that 
Pl(Z> - w(z>a(t> 
is divisible by 1 - tz. Setting z = l/t, the function 
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must be identically zero; hence 
p(t)-Pwjfjn(t)=O, 
whence 
p(t) a(t) = - 
dt> ’ 
(2) On the other hand we shall show that 
PlbhW - w(z)P(t) 
is divisible by 1 - tz. To see that, consider the Bezoutian of p and wl, 
P(YMt> - wl(Y)P(t) = (Y - tMt, Y>. 
It follows that, for y = l/z, 
Z”j~-t)B(t,~)=Pl(-)w,(t)-w(z)P(t), 
so that 
pl(z)wl(t) - w(z)p(t) = (1- tz)z”-‘B 
(3) To return to the computation of G, we have 
G(t,z)=- l S(t,z) 
PI(Z) 
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and 
pl(z)-(1-tz)S(t,z)=w(z)a(t) 
= w(z)$g: 
1 
thus 
1 Pl(44> - 4zMt> 
Pl(44> 1 - tz 
Now it is easy to establish the relation 
1 
i i 
1 
G Y’ z = &MY) 
PlW4Y> - W(Z>Pl(Y> 
l-Z/Y 
Thus 
1 
i 1 1 G YyZ = P,wdY) YR(Y, z>, 
where R is the Bezoutian of p, and w: 
R(y, z) = PlbMY) - WWPl(Y) 
Y--Z 
41 
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