Fourier series are convenient expressions for the seasonally fluctuating values of parameters in sto chastic models of precipitation. Least-squares methods are often used to estimate the Fourier series coefficients, but this method has two important disadvantages. First the "data" points are in fact esti mates of parameters, and because of varying sample size, they may have unequal variances and should not be given equal weight. Second, there is no statistically sound procedure to test the significance of individual harmonics.
Introduction
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2) There is no statistically sound procedure to test the significance of individual harmonics.
The maximum likelihood procedure described in this paper overcomes both of these objections.
Denning the precipitation model
We assume that the amount of precipitation falling on a day / is a random variable Zt=Xt-Yt, the product of two independent random variables. X, is described as a two-state Markov chain, taking on values of 0 or 1 depending on whether day / is dry or wet; Yt is the amount of precipitation that falls on day / when Xt=l. If the distribution of V, depends only on Xt and X<_t, this is an example of a chain-dependent process (Katz, 1977) . ]', can be modeled in any one of a number of ways, depending on the causative meteorological process. As an example we will consider the case where Yt is serially independent, is independent of A',_i, and has a marginal distribution which is a mixture of two exponential distributions. As a generalization to allow for seasonal variability all of the parameters of Xt and Yt may vary slowly with time over the year; we will describe each on*.-of them with a finite number of terms from ;> Fourier series. We have found that the mixed exponential distribution describes daily precipi tation significantly better than the simple exponential distribution. Furthermore, it appears that it may have some physical significance in locations where precipita tion may occur from two different air masses.
To describe the periodicities in the precipitation process, we let the calendar day n= (/ modulo 365)+1, /=1, 2.... Let {Xt} be a Markov chain defined by a transition probability matrix (tpm) Pn=(Po(«)}={P(Arn = i|A'"_1= *)} ;{,; = (), 1.
The marginal distribution of Xt is given by the vector p(«)= P"p(«-1), whose elements are both positive and sum to 1. Evidently, p(») must satisfy the relation
where T indicates the transpose. Each P" is defined by two parameters pn>(ri), i~0, 1, wherepa(n) = 1-pMnj.
{Yt} is assumed to be a stochastically independent sequence of random variables having a mixed expo nential distribution whose probability density is given by
where U<3(n)<y(n) and 0^a(»)^l. Thus {I*,} is specified by three parameters, which may vary with the calendar day «.
The parameter set for the precipitation process can thus be written
e(»)=(M»), M»), «(»). Pin), 7(»)>. (2)
Each parameter will be specified by a finite Fourier series, i.e.,
(-A+Bjksm[ -
where !T=365/2t and m, is the maximum number of harmonics needed to specify the parameter concerned.
Thus a maximum of 2w>+l coefficients are needed to describe each parameter 0/(«), which makes for parsi monious estimation.
An alternative (and equivalent) formulation of 0,(k) which may save computational effort and lends itself more readily to regionalization by mapping, iŝ
This form was used in the results described in Section 5.
Maximum likelihood equations a. The Markov chain
At a station the observed sequence of wet and dry days [Xt) is assumed to be exactly S years long. Thus x is a vector of length A'=365 5 elements. Let <J>i be a vector whose elements are the coefficients of the Fourier series describing pM(n) and pm(n). We wish to find the estimate^i of <{>i whichmaximizes the likelihood function Z,i(X = x|<j>i). This function is specified by the number of transitions of the various types occurring on each of the calendar days n= 1, 2, ..., 365.
Let a,-y(w) be the observed number of transitions from state t(=0 or 1) on day w-1 to state j(=0 or 1) on day n in the sample x. Clearly, a,•>(/') can be any of the integers 0, 1, 2, ..., S, and their ensemble is an array of size 365 by 4.
The logarithm of the likelihood function, which we will call U, can be written
U can be written as the sum of two subsidiary loglikelihoods Uq and tr] which are functions of p0n(n) and pio(n), respectively. Thus the coefficients specifying p(m(n) and p\»{n) can be estimated independently if desired because dU,-/d/>,-.-.(«)=() if z"== /. Recalling that the pain) are specified by the coefficients'*^and n,
the estimation procedure requires that we maximize U with respect to <J>i. This is accomplished numerically, successively adding harmonics until a likelihood ratio test indicates no significant change in U. The details are discussed in Section 4.
In this example we have assumed that a first-order Markov chain is adequate to describe the precipitation process. Chin (1977) has shown that higher order chains are superior for many regions of the United States, particularly in the winter months. The approach de scribed in this paper could also be applied to higher order Markov chains.
b. The mixed exponential model of { Y,}
The observed 5-year record of precipitation at a station can be written as a vector z of A" = 365 5 ele ments which are either zero or positive. We wish to estimate the coefficients <J»j which maximize the likeli hood function Z.2(Y=yj $.>), where y is a vector con sisting of the nonzero elements of z. If we denote the logarithm of Z,2 by b\, then
where, as before, n=(t modulo 365)+1 and X,=0 or 1 depending on whether zt is zero or positive /" (zt! <f>-.) is given by Eq. (1) in which a(n), 0(n) and y(n) are specified by their Fourier coefficients $> and n. This formulation ensures that only the nonzero elements of z contribute to Z72. <j>2 is again found by maximizing U« numerically, but the elements of <j>2 are statistically dependent, which requires that they be estimated simultaneously if a rigorous approach is adopted. However, it was antici pated that the Fourier coefficients may be weakly cross correlated. If this were so, then independent esti mation of the harmonics describing the various param eters, as compared with simultaneous estimation, would save considerable computational effort.
Numerical techniques for optimization a. Optimization strategy
An examination of the derivatives of the likelihood function with respect to the coefficients in the Fourier series reveals that the harmonics are not independent.
A rigorous approach to determining significant har monics for />oo or Pio would therefore require calcula tion of the maximum likelihood function with a maxi mum of, for example, six harmonics for each parameter. This calculation would require multivariate optimiza tion with 13 variables (the Fourier coefficients;. Then six optimizations involving 11 coefficients cuuld.be carried out dropping out a different one of the six harmonics each time. The least significant harmonic of this set could be determined and a liktliho..,! ratio test could be used to determine whether it should be dropped. This strategy could be continued until only the most important harmonics remain, but it would be very costly in computer time for the Markov chain parameters and even more so for the parameters of the mixed exponential because they are not independent. Therefore, a less rigorous approach was used. First the maximum likelihood estimates (MLL) of each param eter and the maximum likelihood functions U and U« were found, assuming that the parameters are constant throughout the year. Then the MLE of the amplitude and phase angle for the first harmonic was found and a likelihood ratio test was used to determine if the addi tional two parameters increased the likelihood function significantly. This procedure was followed for the second through the fifth harmonic and only those that were significant at the 0.01 level were retained.
b. Calculations
The polar form of the Fourier series as given by Eq. (4) was used in all optimization calculations. Starting values of the coefficients (means, amplitudes and phase angles) were obtained from least-squares fits to param eter values calculated for 14-day periods by numerical maximum likelihood methods.
The following three different numerical techniques were used to estimate the coefficients <j>i and <j >_> by maximizing the log-likelihood functions L\, U\ and £/*: (ii) A multivariate, constrained optimization tech nique using a modified Rosenbrock procedure called ROSEN.
(iii) A simple univariate scheme referred to as OPTI.
These techniques are described briefly in Appendix A.
To test the dependence between the parameters in the mixed-exponential distribution, we first estimated the phase angles and amplitudes of the first harmonic simultaneously using ROSEN and then estimated them individually using OPTI. The results are presented in Section 5.
Examples
National Weather Service daily rainfall records were obtained for Indianapolis, Indiana, Kansas City, Missouri, Tallahassee,Florida, and Sheridan,Wyoming, as examples. For each station, 20-25 years of data were used and the data were arranged so that calendar day 1 corresponds to 1 March. These stations were selected to include substantially different climatic conditions io test our optimization strategy and to determine the suitability and adaptability of the model.
The optimization results for the Markov chain are shown in Table 1 . The rows labelled LS are the Fourier The coefficients' estimates for the mixed-exponential distribution obtained by least squares (LS), con strained multivariate optimization by the modified Rosenbrock Method (ROSEN) and a simple univariate procedure (OPTI) are shown in Table 2 . In this example we were interested in examining the dependence struc ture between the coefficients and in comparing a sequential approximate optimization (OPTI) and a multivariate scheme (ROSEN). The strategy used was as follows: The ROSEN subroutine was called twice for each station; first to optimize the Co coefficients for a, 0 and y (three parameters) and second to simul taneously estimate the Co, C\ and Dx coefficients for a, P and 7 (nine parameters). Two versions of OPTI were utilized. The first, used only for Indianapolis, used the C0 values obtained by least squares and optimized the C" D" i= 1, 5, coefficients in the following order: 7, fl, a. Afier some preliminary runs we found that considerable improvement could be made in £/2 with little increase in computer time by taking into account the dependence between the Co coefficients.
Therefore, the subroutine ROSEN was used to estimate the C,. coefficients in the OPTI program. Univariate optimization was ;hen used to estimate amplitudes and To obtain the approximate correlations between, and the sampling variance of. the coefficients, the Hessian matrix was estimated numerically after optimization by ROSEN. (The method used to compute the Hessian and the correlation matrices is described in Appendix B). The sampling standard deviations of the coefficients (which are comfortingly small!) are shown in Table 2 for Indianapolis and Sheridan in the rows labeled a, while the approximate correlation matrix for the coeffi cients for Sheridan is shown in Table 3 . To exploit this interrelationship, we used the hybrid optimization strategy previously described, viz., lj find the joint optimum of C0a, Cog and C0> simultaneously, using ROSEN, then 2) find the phase and amplitude of each harmonic for individual parameters using OPTI.
To support this strategy, it will be seen from Table 3  that •ig. 2b. As in Fig. lb except for Indianapolis, In.
for the other two stations. This observation might be utilized to further reduce the number of coefficients.
In contrast to the Markov chain parameters, the 14-day period estimates of parameters for the mixedexponential distribution exhibit a great deal of random variation. Much of this variation can be attributed to the properties of the distribution. For example, as a -* 1 the variance of the estimator of 7 is unbounded. Similarly the variance of the estimator for 8 is un bounded as a-M). Both stations had no significant harmonics for the weighting factor a at the 0.01 level. Tallahassee shows substantial fluctuations in 7 with constant 0, while Indianapolis has a constant 7 with a low-amplitude fluctuation in/3. Clearly, the distribution function for precipitation at Tallahassee has more seasonal variation than that at Indianapolis. The expected amount of rainfall, given that it occurs, at Tallahassee peaks around 3 October which is in the season of most frequent tropical storms. During this period the probability of rainfall is decreasing rapidly, reaching a minimum around 1 November. The high probability of rainfall and the highpersistence of rainfall in late July apparently coincides with the peak of thunderstorm activity. Although rainfall is more likely during this period, the average amounts are smaller than in the tropical storm season and in late March and early April.
Strategy for parameter mapping
The parsimony attained by utilizingthe finite Fourier series to describe the seasonal variations in parameters for this stochastic precipitation model is best illustrated by considering the examples from the previous section.
For each station and for the model used, 130 values of the five parameters were required for an adequate description in the twenty six 14-day periods, assuming constancy within those periods. By contrast when Fourier coefficients are used to describe the seasonal behavior of the five parameters, we found that an ade quate description could beobtained by using from 13 to 17 coefficients depending on the station, and what is more, the value of the parameters can be evaluated for any calendar day. This description of the precipita tion climatology requires only one to five more param eters than a listing of the monthly mean precipitation, but is much more informative.
Preliminary studies suggest that coefficients such as Co, Ci and D{ can be plotted on maps and isopleths drawn, thereby presenting a regional ;ind temporal picture of parameter variation. Coefficients could be interpolated for locations ulitu-there are no records (provided there were no significant topographicfeatures) and equally likely sequences ofdaily precipita tion could be generated by Monte Carlo techniques. This type of input data could be utilized effectively for daily hydrologic models. Coefficient maps could graphi cally portray rather subtle differences in precipitation characteristics and may be useful in conjunction with temperature and soils data in more precisely defining areas of plant adaptability.
It would be interesting to compare the seasonal vari ations in relative frequencies of different air masses at a point with seasonal variations in parameters of stochastic precipitation models, to determine if some sort of linkage can be established.
Summary and conclusions
Fourier series have frequently been used to concisely describe the periodic seasonal fluctuations of parameters in stochastic precipitation models. Fletcher (1972) and involves the evaluation of U{ as a function of <J>i. It is a quasi-Newton method where the Jacobian and Hessian matrices are obtained by finitedifference approximation and interation.
The optimization subroutine ZXMIN was used only to estimate the coefficients for parameters of the Markov chain because only in this case could the necessary constraints be incorporated without extensive program modification.
Constrained multivariate optimization
Because poa(n) and Pw(n) cannot be negative or greater than 1, and a(/.'), (3{n) and y{n) are also con strained as indicated in Eq. (1) 
Univariate optimization
A simple univariate optimization scheme OPTI was used as a rapid method of estimating MLE of Fourier series coefficients to compare with the more accurate, but more costly, multivariate methods.
In subroutine OPTI a relative optimum of the likeli hood function is first found by incrementing the phate angle Z), until a positive increment in the likelihood function is followed by a negative incremc:.;. A parahub is then fitted through the three points and the .ippaur.t maximum obtained by finding the phase angle, where dUi/dDi^O. A similar procedure is then used to find a relative maximum by varying the amplitude C*. The improved estimates of Dk and C* are then used as starting values for a second iteration. This method has been found quite satisfactory if the starting values of the parameters are reasonably close to the optimal values. This is helped by the fact that only a weak dependence exists between the amplitude and phase angle of successive harmonics, as had been conjectured before beginning this study.
APPENDIX B

Numerical Approximations
It is well known (see, e.g., Kendall and Stuart, 1968) that the variance-covariance matrix Vof a set of param eters 0" i=l, 2, ..., n, can be obtained from the Hessian H of the log-likelihood function U evaluated at its maximum; in fact, To obtain H, we have to proceed numerically when the log-likelihood function U does not exist in closed form, as is the case in this study. The result is that R and S will be approximations (perhaps quite close) to their true equivalents.
To explain the ideas and to avoid an unnecessarily complicated notation, we deal with a function f(x,y) of of two independent variables x and y.
Using the two-dimensional Taylor series expansion about (.v,y) with equal increments in each direction, we have, using central differences, that This latter formulation was used for evaluating the off-diagonal terms of H in this study. The computational savings are considerable (54 evaluations versus 162 for n= 9), especially when each function evaluation takes appreciable time.
