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The Talbot effect has been known in optics since XIX century and found various technological
applications. In this paper, we demonstrate with the help of micromagnetic simulations this self-
imaging phenomenon for spin waves propagating in a thin ferromagnetic film magnetized out-of-
plane. We show that the main features of the obtained Talbot carpets for spin waves can be described,
to a large extent, by the approximate analytical formulas yielded by the general analysis of the wave
phenomena. Our results indicate a route to a feasible experimental realisation of the Talbot effect
at low and high frequencies and offer interesting effects and possible applications in magnonics.
I. INTRODUCTION
Spin waves (SWs) are coherent disturbances of the mag-
netization which may propagate in magnetic material as
waves. In ferromagnetic materials, the SW dynamics is de-
termined by strong isotropic exchange interactions coexist-
ing with anisotropic magnetostatic interactions. In thin fer-
romagnetic films, the magnetostatic interactions cause the
SW properties being strongly dependent on the magneti-
zation orientation with respect to the film plane, and also
dependent on the relative orientation of the propagation
direction and the static magnetization vector. This makes
the studies of SWs interesting and offers properties uncom-
mon for other types of waves, like negative group velocity,
caustics, and dynamic reconfigurability control. Their fre-
quency spans range from a few to hundreds GHz with the
corresponding wavelengths range extended from microme-
ters to tens of nanometers, which make them very attrac-
tive for applications in microwave technology. In this con-
text, it is interesting to test in magnonics the basic laws
that govern waves phenomena and search for analogs of
the effects known for electromagnetic or acoustic waves.
Recently, the Snell’s law for SWs in thin ferromagnetic
films1, mirage effect2, and spin-wave Goos-Hänchen ef-
fect have been predicted and demonstrated3,4. Also, self-
focusing of SWs5, SW diffraction on gratings6, and forma-
tion of the SW beams7–9 found experimental confirmation.
The analogs of the graded refractive index structures10–12,
metamaterials13,14, and metasurfaces15, have recently been
introduced to magnonics. Thus, it may be expected that
other phenomena and concepts are also transferable to
magnonics. Among them, the Talbot effect (self-imaging
effect) should be mentioned.
The Talbot effect was observed for light in XIX century16
and then explained in Ref. [17]. In recent years, this ef-
fect has been extensively revisited, e.g., see18 and refer-
ences therein. It has been used to improve x-ray imaging19
and advance the process of lithographic patterning20–22,
and proposed for realization of some physical models and
computing scenarios23–25, the applications of which can
be interesting also for magnonics. Apart from electromag-
netic waves propagating in a medium, the Talbot effect
has already been demonstrated for plasmons26, waves in
fluids27,28, and exciton-polaritons29, but for SWs it has not
been shown so far.
In this paper, we demonstrate the Talbot effect with the
use of micromagnetic simulations for SWs propagating in a
thin ferromagnetic film magnetized out-of-plane. We show,
that the diffraction grating created by the periodically lo-
cated holes in a thin ferromagnetic film allows obtaining
Talbot’s carpets, which are formed by the SWs propagating
in the film and passing through the grating. The demon-
stration is presented at high frequencies where the exchange
interactions dominate, and at low frequencies where the
magnetostatic interactions contribute, too.
The structure of the paper is as follows. In Sec. II, we
present derivation of the main parameters of the Talbot’s
pattern based on the wave optics model. Then, in Sec. III,
we present the results of micromagnetic simulations for
short and long SWs. Finally, we summarize our results in
Sec. IV. The appendices are put at the end, which present
the model development and analysis of some issues pre-
sented in the main part of the paper.
II. TALBOT EFFECT—MODEL DESCRIPTION
A. Talbot’s length
The phenomenon of self-imaging, known as the Tal-
bot effect, results from the interference of plane wave
passed through an array of the periodically arranged ob-
jects, which often represents a diffraction grating. Using the
knowledge that SWs may behave similarly to electromag-
netic and acoustic waves, we can explain the essence of the
SW Talbot effect with the help of an analysis of the basic
wave phenomena, such as diffraction and interference. Ac-
cording to the principle formulated by Christian Huygens30
and later supplemented by Augustin Jean Fresnel31:
Each unobstructed point of the wavefront at
a given moment acts as a source of secondary
spherical elementary waves with the same fre-
quency as the primary wave. The amplitude of
the resultant field at any other point is the su-
perposition of all these elementary waves taking
into account their amplitudes and relative phase
differences.
This principle is particularly important not only for under-
standing the phenomenon of wave diffraction, but first of
all, for the design of the simulation system and building a
suitable mathematical model. It can be used when an aper-
ture width is comparable to a length of incident plane wave,
an angle of secondary waves is so large that this aperture
can be treated as an elementary source of circular waves
(or cylindrical in a two-dimensional view), and the entire
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2diffraction grating can be treated as a one-dimensional in-
finite matrix of the periodically spaced elementary sources
of circular waves. The presented concept of diffraction grat-
ing allows us to describe its effects and thus the diffraction
field with a high accuracy, by means of the superposition
principle.
Repetitive modulation of intensity occurring along the
propagation direction of the waves diffracted on periodic
obstacles, i.e., the Talbot self-imaging effect we study,
defines the length parameter also called from his name.
The Talbot’s length determines the period over which
secondary beams re-focus their source image, i.e., when
the diffraction image is created after passing through
a diffraction grating, at a certain, precisely determined
distance zT in the direction perpendicular to the grating
plane, an image identical to our original grating is formed.
The classical formula for the Talbot’s length17 can be
derived based on the geometrical consideration, which is
known from wave optics. It yields
zT =m
d2
λ
, (1)
where m is an integer specifying the number of subsequent
self-images, d is a diffraction grating period, and λ is an
incident wave length. The details are given in Appendix A
and B:
For even m values, we obtain the distance between the
primary (basic), not laterally shifted in phase Talbot’s im-
ages, whereas for odd m values – we observe the secondary
Talbot’s images laterally shifted in phase by half the period
of the diffraction grating, as shown in Fig. 1.
Figure 1. Diagram of self-images arising behind the diffraction
grating with the indicated Talbot’s length zT , diffraction grating
constant d, and aperture size s.
B. Talbot’s carpet
In order to obtain an analytical expression for the in-
tensity distribution of the waves after passing through a
periodic, infinitesimally thin diffraction grating, we start
with writing32 the transformation equation at the grating
in z = 0:
ψ(x,z =+0) = ψ(x,z =−0) · t(x), (2)
where ψ(x,z) represents incident wave and t(x) is a periodic
grating transmission function. The term z =−0 means the
coordinate z = 0 at the incidence side of the diffraction
grating, and z=+0 similarly means the coordinate z=0 at
the transmission side of the grating. Under the assumptions
that the one-dimensional periodic structure has an infinite
length along the x-axis and the incident beam is a plane
wave propagating along the normal towards the grating,
the transmittance of the diffraction grating, t(x), can be
defined as
t(x) =
∞∑
n=−∞
An exp
[
2piinx
d
]
. (3)
The function t(x) is so-called rectangular function, which
has „binary” nature, i.e., a plane wave passes through the
structure, when its transparent parts are illuminated, with
the maximum value (t(x) = 1), and do not pass through
it when its opaque parts are illuminated (t(x) = 0). For
the unlimited (max|n|=∞) rectangular function along the
x-axis, components of the Fourier decomposition An are
described by the formulas:
An = sinc(
npis
d
), (4)
where sinc(w) = sinw/w, and
A0 = s/d. (5)
By substituting Eqs. (A1) and (3) to Eq. (2) and re-
membering that instead of the wave vector k = 2pi/λ, its
projection on the x-axis depending on the incidence angle
θ, kR = k sinθ, should be taken into account, we get
ψ(x,z =+0) =
∞∑
n=−∞
An exp[ix(kdn+kR)], (6)
where kd = 2pi/d.
Next, we extend the function ψ to describe the wave
propagation in the direction of positive z values by
ψ(z) = exp(ikzz), (7)
where kz is the axial wave vector associated with propaga-
tion along the z-axis.
Therefore, the complete expression describing the plane
wave after passing through the diffraction grating at arbi-
trary distance from it can be written as
ψ(x,z) =
∞∑
n=−∞
An exp[ix(kdn+kR)+ ikzz]. (8)
3The axial wave number kz can be expressed as the function
of the wave vector k as follows:
k2 = k2z +(kdn+kR)2 → kz =
√
k2− (kdn+kR)2. (9)
Assuming that k (kdn+kR) and using the Taylor’s ex-
pansion so that
k
√
1−
(
kdn+kR
k
)2
≈ k
(
1− 12
(
kdn+kR
k
)2)
, (10)
we finally obtain
kz ≈ k− (kdn+kR)
2
2k . (11)
For the purposes of numerical study, we assume that the
initial plane wave incident along the normal to the diffrac-
tion grating plane (θ = 0). Then, we obtain the following
formula:
ψ(x,z)≈
∞∑
n=−∞
An exp
[
ixn
2pi
d
+ iz
(
2pi
λ
− n
2λ
d2
)]
. (12)
Here, the last term contains the inverse Talbot’s length
formula, see Eq. (1) for m= 1.
To generate energy density graphs in the near diffraction
field, we calculate the field intensity function, i.e.
I(x,z) = ψ(x,z) ·ψ∗(x,z). (13)
The results a shown in Fig. 2 for the selected parameter
set, in order to demonstrate the basic features of these Tal-
bot’s carpets. They clearly show the primary and secondary
Talbot images, as well as, the lower orders of these images
(visible especially in Figure 2b), which testify to the frac-
tal nature of the effect33. Being obtained with the use of
rather general formalism, these results form the basis for
understanding of and comparing with the numerical results
presented for SWs in the next section.
III. MICROMAGNETIC SIMULATIONS
To demonstrate the Talbot effect for SWs and examine
the theoretical assumptions and predictions of Sec. II B,
we have conducted a series of micromagnetic simulations
by taking into account dipolar interactions and employ-
ing MuMax3 software34. The simulations have been per-
formed for an uniformly out-of-plane magnetized 5-nm-
thick permalloy (Py) film, which is characterized by the
following magnetic parameters: saturation magnetization
MS = 860 kA/m, exchange stiffness Aex = 13 pJ/m, gyro-
metric ratio γ = 176 rad GHz/T, and damping constant
α= 0.0001. The film has been uniformly magnetized by an
external magnetic field, µ0H0 = 1.1 T (H0 >MS), which is
directed perpendicular to the film’s plane. The above given
(a)
(b)
Figure 2. Talbot’s carpets obtained from Eq. (13) and (12) for:
(a) the aperture width s= λ= 1 [arb. unit] and diffraction grat-
ing constant d = 3λ, and (b) s = λ = 0.25 [arb. unit], d = 12λ.
The grating is located at the left edge of each plot.
parameters are kept the same for all performed numeri-
cal simulations. We compute the diffraction of normally
incident plane SWs of frequencies 3 GHz and 40 GHz for
various parameter sets of a diffraction grating. The dis-
tance between individual holes creating the diffraction grat-
ing is adjusted to approximately correspond to the inci-
dent SW wavelength (it is calculated analytically in Ap-
pendix E). The simulated steady-state, i.e., the state with
a fully evolved interference pattern, is analyzed. For better
visualization of the Talbot effect, the periodic boundary
conditions have been also used along the z-axis (i.e., per-
pendicular to the grating plane), at the edges of the simu-
lated area, so that the diffraction grating was much longer
compared to the near diffraction field range. Further details
of simulations can be found in the Appendix D
A. Spin-wave Talbot’s carpets and Talbot’s length
The simulated Talbot carpets are presented as the SW
intensity maps, i.e., averaged in time, squared dynamic
in-plane component of the magnetization,
〈
m2x
〉
. These
diffraction fields for SWs of frequencies 40 GHz and 3 GHz
and for different values of d are shown in Fig. 3 and Fig. 4,
respectively. To make comparison of interference images for
the both frequencies more direct, every periods of the an-
alyzed diffraction gratings were selected, so that for each
pair of the results plotted in Figs. 3 and 4 some kind of
scaling takes place. In other words, visually the same (or
very similar) carpets can be obtained for different choices of
period and frequency. For more clarity, compare the peaks
in the reciprocal (wavevector) space, see Fig. 7. They ap-
proximately correspond to the same angle for 40 GHz and
43 GHz, while geometrical parameters were selected depend-
ing on frequency.
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Figure 3. Spin-wave intensity distribution at frequency of 40
GHz after passing through a one-dimensional diffraction grating
with period of (a) 80 nm, (b) 200 nm, and (c) 280 nm. The
grating is located at the left edge of each plot.
Figure 3 shows the well-resolved Talbot carpets for SWs
excited at frequency 40 GHz. It is observed that with the
increasing period of the grating the Talbot length increases
as well, and the effect of self-imaging is well-recognizable
in the form of bright focal points. The resulting diffraction
field obtained for 3-GHz-SWs (shown in Fig. 4) presents
similar Talbot carpets. However, Talbot’s carpets for 3
GHz are slightly less regular than in the case of 40 GHz.
Later in this paper, we will prove that the both Talbot
carpets for SWs are consistent with theoretical predictions,
in spite of the above-mentioned irregularity.
The first, naturally occurring compliance test for the ob-
tained numerical results is to compare the distance between
the primary self-images (Fig. 1), Talbot’s length, with the
theoretical predictions. For this purpose, we use Eq. (1) as
the function of d for the two selected frequencies. As can be
seen in Fig. 5, the simulation results well coincide with the
general theory given in Sec. II A. Therefore, the simulated
interference patterns behave very similarly to the Talbot
carpets theoretically described in Sec. II B. The Talbot’s
length data used in Fig. 5 come from the simulations car-
ried out in an identical manner to those shown in Figs. 3
and 4. The distances between primary Talbot’s images were
measured by analysing the lengths between individual sub-
sequent intensity maximums (i.e., between each pair of in-
tegers, m and m+2, see Eq. 1 and Fig. 1) on the two-
dimensional Talbot’s carpets. The measured lengths were
averaged to obtain one, possibly accurate value of Talbot’s
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Figure 4. Spin-wave intensity distribution field at frequency of 3
GHz after passing through a one-dimensional diffraction grating
with period of (a) 400 nm, (b) 1000 nm, and (c) 1400 nm. The
grating is located at the left edge of each plot.
length, for each of the selected values of d.
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Figure 5. Functions representing the Talbot’s length depending
on the diffraction grating period from Eq. (1) together with the
data taken from micromagnetic simulations for (a) 40 GHz and
(b) 3 GHz.
The obtained results show that the resulting SW Tal-
bot’s carpets are in good agreement with the theoretical
description of wave optics. The visualizations in Figs. 3 and
4 show the distribution of SW intensity in the diffraction
field according to Eq. (12), which has been proven by com-
paring the numerically obtained and theoretically predicted
Talbot’s lengths in Fig. 5.
5B. Talbot’s carpets in wavevector space
The next stage of the results analysis is to apply Fast
Fourier Transform (FFT) to the obtained Talbot’s car-
pet visualizations, in order to transform the results from
the space domain to the wavevector domain. To maintain
greater accuracy, the absolute amplitude values of the FFT
results (along the z-axis) were averaged over a perpendicu-
lar axis. The purpose of this averaging was to confirm that
the frequency set used in the simulations corresponds to the
theoretical values of the wavelengths given by the analytical
dispersion relation35 and observe the discrete components
of perpendicular wavevectors (i.e., transverse modes).
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Figure 6. SW spectra with marked first peaks responsible for
the propagation direction wavelength. On the left panel, there
are spectra from simulations performed for 40 GHz for period,
d, which is equal to (a) 80 nm, (b) 200 nm, and (c) 280 nm. On
the right panel, we have analogous results for 3 GHz for period
of (d) 400 nm, (e) 1000 nm, and (f) 1400 nm.
In Fig. 6, we can see that for frequency of 40 GHz, the
wavelength is about 30 nm, while for 3 GHz its value os-
cillates around 160 nm. These values satisfactorily coincide
with the ones obtained from the dispersion relation, see Ap-
pendix E. Attention should also be paid here to the peaks
occurring at larger wavelengths: they are associated with
the transition of the plane SW through the periodic object.
It is clear that the larger the value of d is, the more pro-
nounced the transverse components of the wavevector in
our Talbot’s carpets are. A plane wave after encountering
an obstacle (in our case – in the form of a hole array) gains
a non-zero component of the wavevector kx perpendicular
to its propagation direction. Due to the nature of the ob-
stacle, it also has discrete values being a multiple of 2pi/d,
see Section II B for details.
To find transverse components of the wavevector co-
creating the Talbot’s carpets, we perform two-dimensional
FFT. In Fig. 7, we can see the wavevector-space maps of
SW amplitude, on the left side for 40 GHz and on the
right side for 3 GHz, along with the marked isofrequency
contours of the dispersion relation lines (IFDRLs) for the
given frequency, and the lines specific for the quantized
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Figure 7. Reciprocal-space maps of SW amplitude distribution
at 40 GHz for the grating period equal to (a) 80 nm, (b) 200
nm, and (c) 280 nm, and at 3 GHz for the period equal to (d)
400 nm, (e) 1000 nm, and (f) 1400 nm. Isofrequency contours
are presented as red circles. The quantized wavevector lines are
shown in green.
wavevector kd (located on the kx-axis). As we can read
from these figures, the results obtained from the simula-
tions agree very well with the theoretical data. Indeed, the
individual peaks in the (kz,kx) planes perfectly match the
straight lines corresponding to the multiples of 2pi/d pro-
vided in Eq. (12). They are also located directly on the
circular isofrequency lines, which confirms that the simu-
lated propagation of SWs in a thin Py film is isotropic.
The results directly show that the Talbot effect can be
successfully developed with SWs for its subsequent use for
applications. The outcome visible in Fig. 7 also indicates
that by manipulating the reciprocal space of the diffraction
image we can predict its properties and shape in the real
space. This feature is particularly useful, because it opens
an avenue for the use of the Talbot effect for SWs in the
systems, in which the location of self-images may provide
information about the input signal or the nature of the
previously encountered obstacle.
6IV. CONCLUSIONS
In this paper, we have shown by using micromagnetic
simulations that the Talbot effect occurs when spin waves
(SWs) propagate in a thin ferromagnetic film, after passing
through a periodic diffraction grating created in the film.
We demonstrated, that the properties of SW self-imaging
are consistent with the theoretical predictions based on the
wave optics formalism. Thus, it can be used to describe this
this phenomenon quite accurately.
The Talbot effect is a promising phenomenon from the
viewpoint of analysis, control and manipulation of wave
propagation. That is why we may believe that it will find
applications in magnonics, where devices of such a type
could be used in signal processing, e.g., in logic circuits
and SW analyzers. In the coming years, further theoretical
research, experimental demonstration, and development of
prototypes of magnonic devices based on the SW Talbot
effect may be expected. Therefore, this work will help to
understand the main properties and assess the potential of
the studied effects.
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Appendix A: Derivation of the Talbot’s length –
model analysis I
In order to determine the Talbot’s length, we analyze the
intensity (distribution of a flux density) as a function of the
distance between the object and a given observation point
in the diffraction field, P , according to Refs.36–38. At point
P away from the source (being one of the apertures) by
distance rn, the resulting wave Ψ(~r, t) can be written as a
superposition of the N+1 waves in the following form:
Ψ(r, t) = <
 N/2∑
n=−N/2
Cne
−iωt[cos(krn)+ isin(krn)]
 .
(A1)
Then, intensity can be defined as follows:
I(r) = 〈Ψ2(r, t) 〉t = ((N +1)C)
2
2
 N/2∑
n=−N/2
cos(krn)
2 ,
(A2)
where
rn =
√
z2+(nd+x)2. (A3)
In order to simplify further analysis, we neglect the con-
stant ((N +1)C)2/2, remembering that N +1 is the num-
ber of apertures of the diffraction grating, C is a numerical
factor, and the calculations are correct for the point P such
that x = 0. This results in the distribution of intensity in
the diffraction field being a function of z coordinate:
I(z,x= 0) =
 N/2∑
n=−N/2
cos( 2pi
λ
√
z2+(nd)2)
2 . (A4)
To examine the course of the expression (A4), the following
substitution has been made:
Un =
2pi
λ
√
z2+(nd)2, (A5)
and the Un argument will take the value 1 (for any n) only
when Un = pib, where b is a natural number, b= 0, 1, 2, . . ..
To extract the classical formula for the Talbot’s length, we
assume now that (
nd
z
)2
 1 (A6)
and use Taylor’s expansion as follow:√
1+
(
nd
z
)2
≈ 1+ 12
(
nd
z
)2
. (A7)
All terms of the Taylor series above the second one were
omitted. We can now substitute the approximate result of
(A7) to (A5), and remembering that Un = pib, we get the
condition
2z
λ
+ (nd)
2
λz
= b. (A8)
Note, that the fraction 2z/λ is, in fact, a certain integer,
indicating the doubled number of wavelengths, λ, along the
z-axis. We can therefore substitute 2z/λ = b0, thanks to
which we get
z = n
2
b− b0
d2
λ
. (A9)
Since for all n there exists an integer b− b0, that satisfies
Eq. (A9), every aperture (i.e., every circular wave source)
contributes to the resulting phase at a certain position,
which can be finally found by using the following formula
for the Talbot’s length:
zT =m
d2
λ
, (A10)
where m is an integer specifying the number of subsequent
self-images.
Appendix B: Derivation of the Talbot’s length – model
analysis II
Another, slightly more intuitive method of determin-
ing the Talbot’s length37,39, uses the fact that each order
(greater than 0) of the wavefront, which has passed through
7the diffraction grating, must have, in the direction parallel
to the apertures plane (i.e., along x-axis), the period that
is a natural multiple of the distance between them:
bλx = d, (B1)
where b denotes natural numbers, b = 0, 1, 2, . . ., and λx
is the distance between wavefronts along the x-axis (x-
direction modulation for simplicity called „horizontal wave-
length” while λz – „vertical wavelength”, remembering that
they are not wavelength projections). The described phys-
ical situation is presented in Fig. 8.
Figure 8. Propagation scheme of two diffraction orders of the
plane wavefronts behind a diffraction grating, in accordance
with the rule described by Eq. (B1). Gray lines are the wave-
fronts with equal phases, while the black arrows determine the
directions of wave vector. A wavelength representations on the
axes are marked below.
In order to find the dependence between those particular
wavelengths, the geometrical property presented in Fig. 8
is used, from which a simple relationship can be obtained
as follows:
1
λ2
= 1
λ2x
+ 1
λ2z
. (B2)
Using the above introduced Eq. (B1) and simple mathe-
matical derivations, we get the following formula for the
„vertical wavelength”:
λz =
λ√
1− (λbd )2
. (B3)
As we know, a period of repetitive intensity modulation
in the direction parallel to the z-axis, after passing through
the periodic structure, has a strictly defined value. There-
fore we considered points on this axis, for which the sec-
ondary waves coming from each of the apertures will have
the same phase – it is the condition of occurrence of the con-
structive interference. The phase distribution of the waves
along the z-axis is introduced as
φz = kzz =
2pi
λz
z. (B4)
For the points on the z-axis that are a multiple of the wave-
length λz, the phase will be constant and equal to 2pi.
By combining Eq. (B3) and Eq. (B4), we obtain the phase
distribution of the diffraction image along the z-axis:
φz =
2piz
λ
√
1−
(
λn
d
)2
. (B5)
Assuming that the grating constant is much larger than the
wavelength, it can be written:
(
λn
d
)2
 1. (B6)
Next, again using Taylor’s expansion, we obtain:
φz ≈ 2piz
λ
(
1− 12(
λn
d
)2
)
= 2piz
λ
− pin
2λz
d2
. (B7)
Having already expressed the phase distribution in the
diffraction field along the z-axis, we could think about par-
ticular points we are interested in. As we know, the Tal-
bot’s length determines the distance between the successive
maxima of intensity perpendicular to the diffraction grating
plane and coming from one of the apertures. What is ob-
vious, the maximum intensity also occurs on the apertures
themselves (at x = 0). Therefore, their subsequent repeti-
tive modulation will be the reproduction of the image from
the beginning of the system. Thus, the reconstruction of the
diffraction grating itself (self-imaging) takes place. We are
looking for a constructive interference along the z-axis for
each of the values x = nd, which correspond to the subse-
quent apertures positions. The first term in the right-hand
side of Eq. (B7) does not depend on which aperture we
choose as a reference point, so we should make its second
term a multiple of the full period. Then, this formula could
fulfil the condition of constructive interference, so we can
write in our case
φz =
2piz
λ
−2pin2. (B8)
Comparing Eq. (B7) with the above given condition of
constructive interference, we can see that they are identical
only if λz/2d2 = 1, which leads us to the desired Talbot’s
length, i.e.,
zT =
2d2
λ
. (B9)
In Eq. (B9), the obtained Talbot’s length is multiplied
by 2, which can be omitted in the general case. As we can
see in Eq. (1), the factor by which d2/λ is multiplied de-
termines only the order, i.e., the number of the Talbot’s
8image analyzed in the sequence, and the fact whether the
self-image is shifted laterally in a phase (secondary image,
for an odd factor) regarding the original image or is it the
phase compatible with that image (primary image, for an
even factor), see Fig. 1. Equation (B9) gives the distance
between the source and the first-order primary self-image.
The laterally shifted Talbot’s image would be, in turn,
extinguished by taking over the condition for destructive
interference
φz =
2piz
λ
−pin2, (B10)
which yields
zT =
d2
λ
, (B11)
being the Talbot’s length for the odd factor m= 1, accord-
ing to Eq. (1).
Appendix C: Analysis of computational uncertainties
It should be emphasized40, that the analytical formulas
obtained in Appendix A and Appendix B give correct re-
sults in the systems, for which the approximations
d λ (C1)
and
z d. (C2)
are applicable. Thanks to them, it was possible to apply
Taylor’s expansion in each of the cases described by
Eqs. (10, A7, and B7). While the condition (C2) can
be easily met in most cases, the condition (C1) is no
longer so obvious. Indeed, for diffraction gratings whose
spatial period is comparable to a given wavelength, then
Eq. (B9) can cause significant discrepancies as compared
to experimental or numerical data.
In the case when d ≈ λ, the verification of experimental
and numerical results is based on the exact, general solution
derived by Lord Rayleigh in 188117, defining the Talbot’s
length as
zTgen. =
λ
1−
√
1− (λd )2
. (C3)
To quantify the difference of results obtained from
Eqs. (B9) and (C3), a graph of the function zT (d) gen-
erated from the both equations is presented in Fig. 9.
The discrepancy function (expressed in per cent) is defined
as the relative difference of values obtained from Eqs. (C3)
and (B9):
δ =
|zTgen. −zT |
zTgen.
·100%. (C4)
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Figure 9. Graph of the Talbot’s length as a function of the
diffraction grating constant. General form and the form derived
in this paper are shown by blue and green lines. The discrepancy
function is shown by red line.
Analyzing the results presented in Fig. 9, we can conclude
that the discrepancy function increases as the diffraction
grating period decreases, and reaches 100% when d = λ.
Thus, it is justified to use Eq. (B9) only in the systems,
where the grating constant is properly greater than the
incident wave length. Otherwise, it is necessary to use its
general form (C3).
Appendix D: Simulations details
The performed simulations consist of two parts. Firstly,
the static magnetic configuration has been reached which,
in turn, was perturbed by an SW source emitting plane SWs
incident normally on the grating. SWs have been excited
by the continuously applied RF field of frequency f local-
ized on the left side of the diffraction grating within a 15-
nm-wide region. SWs have been continuously induced until
reaching the resultant steady state, i.e., the state when the
fully evolved interference pattern is formed. Along the film’s
edges perpendicular to the grating, the periodic bound-
ary conditions have been introduced to mimic an infinitely
long diffraction grating. In contrast, at the edges parallel
to the grating, the absorbing boundary conditions with a
gradually increasing damping constant have been used41.
The simulations have been performed for two frequencies:
40 GHz and 3 GHz which correspond to the wavelengths
31.2 nm and 156.9 nm, respectively (see the analytical dis-
persion relation in Appendix E). Pure exchange SWs are
definitely easier to model for higher frequencies, since the
wavelength for 40 GHz is only a few times greater than the
exchange length (lex =
√
2Aex/(µ0M2S) = 6 nm). However,
due to the high frequency and short wavelengths, this case
is not yet accessible experimentally. Therefore, we have de-
cided to perform simulations for a more realistic regime to
check whether this effect is obtainable for frequencies and
wavelengths available in contemporary laboratories, which
would directly affects its application potential.
For the both analyzed SWs frequencies, the studied system
was discretized by the 5×5×5 nm3 unit cells.
9Appendix E: Spin wave dispersion in out-of-plane
magnetized film
The analytical theory of SWs in thin ferromagnetic films
was developed by Kalinikos and Slavin in Ref.35. Following
that theory, in the linear approximation the dispersion re-
lation for the out-of-plane magnetized thin film takes the
following form35:
ω2 =
(
ωH+ l2exωMk2
)(
ωH+ l2exωMk2+ωMF (kL)
)
, (E1)
where ω=2pif is the angular frequency of SWs, f is the fre-
quency, µ0 is the vacuum permeability, L is a film thickness,
ωH = |γ|µ0(H−MS), ωM = γµ0MS, k is the wavenumber,
and
F (kL) = 1−
(
1− e−kL)
kL
. (E2)
If kL 1, the dispersion relation can be simplified as fol-
lows:
ω2 =
(
ωH+ l2exωMk2
)(
ωH+ l2exωMk2+ωM
)
. (E3)
The contribution of dipolar interactions to the SWs dy-
namics is expressed by the term F (kL) and the effect of
the exchange interaction is represented in Eq. (E1) by the
terms proportional to k2.
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Figure 10. The dispersion relation for 5-nm-thick Py film in the
presence of 1.1 T out-of-plane magnetic field. The two marked
values of the wavevector correspond to the frequencies 3 GHz
and 40 GHz.
The dispersion relation of the simulated Py film is pre-
sented in Fig. 10. We can see that for 40 GHz the wavevec-
tor value along the z-axis kz is equal to 32.01 rad/µm,
which corresponds to the wavelength λz = 31.24 nm. For 3
GHz, kz = 6.37 rad/µm, so λz = 156.92 nm.
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