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We present the first nontrivial results on t-stack sortable permutations by con-
structively proving that the sequence Wt(n, k) of the numbers of t-stack sortable
permutations with k descents is symmetric and unimodal. © 2002 Elsevier Science (USA)
1. INTRODUCTION
In what follows, permutations of length n will be called n-permutations.
The stack-sorting operation s can be defined on the set of all n-permuta-
tions as follows. Let p=LnR be an n-permutation, with L and R respec-
tively denoting its subword before and after the maximal entry. Let
s(p)=s(L) s(R) n, where L and R are defined recursively by this same rule.
For a nonrecursive, algorithmic definition, or the origin of the notion see
[6, 9].
A permutation p is called t-stack sortable if s t(p) is the identity permu-
tation. The stack-sorting operation, and 2-stack sortable permutations,
were the subject of numerous research efforts during the past decade, and
connections between this field and labeled trees [1], Young tableaux [5],
and planar maps [10] have been found.
The set of 1-stack sortable n-permutations is easy to characterize by the
following notion of pattern avoidance. Let q=(q1, q2, ..., qk) be a
k-permutation and let p=(p1, p2, ..., pn) be an n-permutation. We say that
p contains a q-subsequence if there exists 1 [ iq1 < iq2 < · · · < iqk [ n such
that pi1 < pi2 < · · · < pik . We say that p avoids q if p contains no
q-subsequence. For example, p avoids 231 if it cannot be written as ...,
a, ..., b, ..., c, ... so that c < a < b. It is easy to show [6, 9, 10] that
a permutation is 1-stack sortable if and only if it avoids the pattern 231. In
particular, the number of 1-stack sortable permutations is therefore Cn, the
nth Catalan number.
The set of 2-stack sortable permutations is much more complex. For
example, it is not true that a subword of a 2-stack sortable permutation is
always 2-stack sortable; for 35241 is 2-stack sortable, while its substring
3241 is not. So in general, t-stack sortability cannot be described by regular
pattern avoidance. Similarly, it is far more difficult to find a formula for
the number Wn of these permutations [1, 4, 11] than for that of 1-stack
sortable ones.
The exact numbers Wt(n, k) of t-stack sortable n-permutations with k
descents are known if t=1 or t=2, and show several interesting
properties.
As 1-stack sortable permutations are the 231-avoiding ones, it is well-










In particular, for any fixed n, the sequence {W1(n, k)}, 0 [ k [ n−1 is
symmetric. This symmetry is further explained in [2], where it is proved
(up to a trivial symmetry) that there are as many 1-stack sortable
n-permutations with descent set S ı {1, 2, ..., n−1} as there are with
descent set S*, where S* is the reverse complement of S, that is, i ¥ S* if and
only if n−i ¨ S.
If t=2, then determining the numbers W2(n, k) is much more difficult.




(k+1)! (n−k)! (2k+1)! (2n−2k−1)!
.
In particular, we get again that for any fixed n, the sequence {W2(n, k)},
0 [ k [ n−1 is symmetric. This raises the question whether the sequence
Wt(n, k), 0 [ k [ n−1 is symmetric for any fixed t and any fixed n. The
following example shows, however, that we cannot hope for a proof along
the same lines as the one we cited for the case of t=1. Indeed, if t=2, and
n=4, then the above formula says that there are ten 2-stack sortable per-
mutations of length 4 with 1 descent, and there are ten such permutations
with 2 descents. If a 2-stack sortable permutation of length 4 has 1 descent,
then its descent set is either {1}, or {2}, or {3}, and it is easy to manually
verify that the first descent set belongs to 3 such permutations, the second
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belongs to 5, and third belongs to 2. If a 2-stack sortable permutation of
length 4 has 2 descents, then its descent set is either {1, 2}, or {2, 3}, or
{1, 3}, and it is easy to manually verify that the first descent set belongs to
3 permutations, the second belongs to 3, and the third belongs to 4. As the
multisets {3, 5, 2}, and {3, 3, 4} are not the same, we cannot find a bijec-
tion b that would map a k-element subset a of {1, 2, ..., n−1} into an
n−1−k-element subset b(a) of {1, 2, ..., n−1} so that for each a, there
would be as many 2-stack sortable n-permutations with descent set a as
with descent set b(a).
In Section 2 we answer the mentioned question whether the sequence
Wt(n, k), 0 [ k [ n−1 is symmetric for any fixed t and any fixed n in the
affirmative. We note that even in the special cases t=1 and t=2, when
this dual property has already been known, there has been no straightfor-
ward bijection known that transformed a t-stack sortable permutation with
k descents into one with k ascents, so the real reason for this simple duality
property has somewhat remained a mystery. In this paper we construct
such an involution, for all values of t.
In Section 3 we prove that the sequence Wt(n, k), 0 [ k [ n−1 is uni-
modal. This has only been known for the cases of t=1 and t=2, and even
in these cases, the known proofs were not combinatorial; they simply
deduced this result from the above cited exact formulae. That method
would not work for t > 2 as there are no exact formulae known forWt(n, k)
in that case. Our method will be an enhanced reflection principle that will
use our duality map proved in Section 2.
2. THE DUALITY MAP AND ITS PROPERTIES
In this section we recursively define an involution on the set of all finite
permutations, then we show that it fixes the set of t-stack sortable
permutations, for all t.
Definition 2.1 (The Duality Map). Let f be the map defined on all
finite permutations as follows
• f(1)=1,
• if p is an n-permutation, and p=LnR, and neither L nor R is empty,
then f(p)=f(L) nf(R),
• if p is an n-permutation and p=Ln, then f(p)=nf(L), and
• if p is an n-permutation and if p=nR, then f(p)=f(R) n.
In words, if the maximal entry n is at neither endpoint of p, then we keep
n fixed and apply f recursively on both sides of n (after relabeling). If n is
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at either endpoint, then we put n into the opposite endpoint, and apply f
recursively (after natural relabeling).
Example 2.2. If p=123, then f(p)=321. So if p=4123, then f(p)=
3214.
Example 2.3. If p=1423, then f(p)=1432.
Example 2.4. As a consequence of the two preceding examples, if
p=412395867, then f(p)=321495876.
We say that i is a descent of the permutation p if pi > pi+1. Similarly, we
say that i is a ascent of the permutation p if pi < pi+1. Let d(p) denote the
number of descents of p. Note that if p is an n-permutation, then
n−1−d(p) is equal to the number of ascents of p. The following Proposi-
tion shows that the effect of f on the number of descents of a permutation
is precisely what we will need.
Proposition 2.5. For any n-permutation p, we have d(p)+d(f(p))=
n−1.
Proof. We prove this claim by induction on n, the initial case being
trivial. First assume that n is at neither endpoint of p, so p=LnR, and
f(p)=f(L) nf(R). Say that n is in the ith position of p. Then we have
d(p)=d(L)+d(R)+1, and d(f(p))=d(f(L))+d(f(R))+1. So we have
d(p)+d(f(p))=d(L)+d(R)+1+d(f(L))+d(f(R))+1
=(i−2)+(n−i−1)+2=n−1,
which was to be proved. We used the facts that d(L)+d(f(L))=i−2 and
d(R)+d(f(R))=n−i−1 by the induction hypothesis.
Now assume n is in the last position, and p=Ln. Then clearly, d(p)=
d(L), while d(f(p))=d(nf(L))=d(f(L))+1, and the proof follows by
induction. Similarly, if n is in the first position, and p=nR, then d(p)=
d(nR)=1+d(R), while d(f(p))=d(f(R) n)=d(f(R)), and again, the
proof follows by induction. L
So our f maps permutations with k descents into permutations with
n−1−k descents. So that we could use f to prove that the sequence
Wt(n, k), 0 [ k [ n−1 is symmetric, we must show that f preserves the
t-stack sortable property. The following lemma is the key element of the
proof of this.
Lemma 2.6. For any permutation p, we have s(p)=s(f(p)).
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Proof. By induction on n, the length of p. The statement is trivially true
if n=1. Now suppose it is true for all positive integers less than n.
(1) Suppose first that the entry n is at neither end of p, and let
p=LnR. Then we have
s(p)=s(L) s(R) n=s(f(L)) s(f(R)) n=s(f(L) nf(R))=s(f(p)).
(2) Now suppose that the entry n is in the first position, so p=nR.
Then we have
s(p)=s(R) n=s(f(R) n)=s(n(f(R))=s(f(p)).
(3) Finally, if the entry n is in the last position, so p=Ln, then we
have
s(p)=s(L) n=s(f(L)) n=s(n(f(L))=s(f(p)).
So the statement is true in all cases. Again, we used the facts that
s(L)=s(f(L)) and s(R)=s(f(R)) by the induction hypothesis. L
Corollary 2.7. The permutation p is t-stack sortable if and only if
f(p) is t-stack sortable.
Proof. Both statements are true if and only if the permutation
s(p)=s(f(p)) is (t−1)-stack sortable. L
Now the proof of our duality theorem is immediate.
Theorem 2.8. For all positive integers n, k, t, we have Wt(n, k)=
Wt(n, n−1−k).
Proof. As f is a bijection, this is an immediate consequence of
Corollary 2.7 and Proposition 2.5. L
3. UNIMODALITY
In this section, our goal is to prove the following theorem. Our method
will be an enhanced reflection principle. A review of the reflection principle
and unimodality can be found in [8]. Our proof will be self-contained,
however.
Theorem 3.1. For all positive integers n and t, the sequence Wt(n, k),
k=0, 1, ..., n−1 is unimodal.
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Proof. We will define an injection r from the set Ek of all n-permutations
with k descents into Ek+1, where k [ (n−3)/2. Then we will show that
s(p)=s(r(p)), that is, our injection preserves the t-stack sortable property.
This will imply our claim as we already know that the sequence Wt(n, k),
k=0, 1, ..., n−1 is symmetric.
Our injection will find a suitable ending segment of p, and apply f to
this ending segment, while leaving the rest of p unchanged. The following
proposition prepares the definition of that segment.
Proposition 3.2. Let p be an n-permutation with k descents, k [
(n−3)/2. Then p has an element pi so that the string pŒ=pi pi+1 · · · pn is of
length n−i+1=2j+1 and has j−1 descents.
Proof. First, note that if pn−2 < pn−1 < pn, then i=n−2 is a good
choice. If this is not the case, then pn−2 pn−1 pn fails to be a good choice
because it has too many descents. On the other hand choosing i=1 if n is
odd, and i=2 if n is even, we see that pŒ cannot have too many descents,
that is, more than (n−3)/2 descents, as by definition p has k [ (n−3)/2
descents. So if i=1 (resp. i=2) is not a good choice, then pŒ does not have
enough descents.
Finally, note that if pi was not a good choice because pŒ had more than
j−1 descents, then the string pi−2 pi−1 · · · pn has at least j descents, in other
words, it cannot fail to be a good choice because it does not have enough
descents. In other words, we cannot jump from ‘‘too many’’ to ‘‘not
enough’’ without having ‘‘just right’’ in between.
Now assume that neither i=n−2 nor i=1 was a good string. Then,
starting with pn−2 pn−1 pn, which has too many descents, then considering all
strings pn−4 pn−3 · · · pn, pn−5 pn−6 · · · pn, and so on, and finally reaching
p1 p2 · · · pn, (resp. p2 p3 · · · pn) which does not have enough descents, we must
have come by one string pŒ=pi pi+1 · · · pn that has the right number of
descents. L
Now we are in a position to define the ending segment of p to which we
will apply the duality map f.
Definition 3.3. Let p be as in Proposition 3.2, and let pi the rightmost
element of p so that the string pŒ=pi pi+1 · · · pn has length 2j+1 and j−1
descents. Then the string p¯=pi+1 pi+2 · · · pn is called the reflection string of
p. The index i is called the reflection index of p.
Note that in any case, we will have pi < pi+1 < pi+2 in this pŒ as this is the
only way that the string pi+2 pi+3 · · · pn, that had too many descents, could
become the string pŒ=pi pi+1 · · · pn, that has the right number of descents.
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Definition 3.4 (The Reflection Map). Let p be as in Proposition 3.2,
and let us write p=pgp¯. Define r(p)=pgf(p¯).
Example 3.5. Let p=2467135. Then the reflection index of p is 4, and
r(p)=2467153.
Example 3.6. If p=12678354, then reflection index of p is 2, and
r(p)=12768354.
Proposition 3.7. For all n-permutations p, we have d(r(p))=d(p)+1.
Proof. We know from Proposition 2.5 that d(f(p¯))=d(p¯)+1. By the
remark after Definition 3.3, pi < pi+1, and therefore there is no descent
between pg and p¯. So our claim will be proved if we can show that this will
be true in r(p), too, in other words, no new descent will be created between
our two substrings pg and f(p¯).
To see this, it suffices to show that the leftmost element of f(p¯) is not
smaller than that of p¯, that is, pi+1. And this is straightforward by induc-
tion on the length of p¯, using the fact that pi+1 < pi+2 and the recursive
structure of the duality map f. L
Lemma 3.8. The map r is an injective.
Proof. Let q be an n-permutation with k+1 [ (n−1)/2 descents. We
must show that there is at most one p so that r(p)=q. Now look for
the rightmost index i so that the string qiqi+1 · · · qn is of length n−i+1=
2j+1, has j descents, starts by an ascent, that is, qi < qi+1, and the string
qif(qi+1, ..., qn) starts with an ascent. If there is no such index, then there
is no p so that r(p)=q. Indeed, if there were such a p, then the reflection
index of p would be a good choice for i.
Otherwise, the rightmost such index i must have been the reflection index
of p. Again, if the reflection index of p were a higher number m, that index
m would satisfy our criteria for q, too. So we know that the reflection index
of any such permutation p must be the same index i. That means, however,
that r(p) is injective. Indeed, r(p)=pgf(p¯), we know that f is injective,
and if we split two different permutations after their ith positions, either
their starting segments or their ending segments will be different. L
So far we have created an injective map from the set of n-permutations
with k descents into that of n-permutations with k+1 descents (and con-
cocted this way yet another, if contrived, proof of the well-known fact that
the Eulerian numbers form a unimodal sequence). To translate this into
a result on t-stack sortable permutations, we must show that r preserves
the t-stack sortable property. To do that, it suffices to show that for all
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n-permutations p, we have s(p)=s(r(p)). The following Lemma proves a
more general statement.
Lemma 3.9. Let p be an n permutation, and let h [ n−2 be an
index so that ph < ph+1 < ph+2. Then s(p)=s(p˜), where p˜=p1 p2 · · ·
phf(ph+1 ph+2 · · · pn).
Proof. We prove the statement by induction on n, the initial case of
p=123 being true. Assume the statement is true for all positive integers
smaller than n. Take any n-permutation p, and choose an index h so that
ph < ph+1 < ph+2 holds. Let p=LnR as in the previous section, and recall
that s(p)=s(L) s(R) n by the definition of the stack-sorting algorithm, and
also recall s(p)=s(f(p)), the result of Lemma 2.6.
If ph ¥ L, then by the induction hypothesis, we have s(L˜)=s(L). On the
other hand, by the recursive definition of the duality map f, we also have
p˜=L˜nf(R). Therefore,
s(p˜)=s(L˜nf(R))=s(L˜) s(f(R)) n=s(L) s(R) n=s(p).
Similarly, if ph ¥ R, then by the induction hypothesis, we have s(R˜)=s(R).
On the other hand, by the recursive definition of the duality map f, we
also have p˜=LnR˜. Therefore,
s(p˜)=s(LnR˜)=s(L) s(R˜) n=s(L) s(R) n=s(p),
completing the proof. L
Corollary 3.10. For all n-permutations p for which r is defined, we
have s(p)=s(r(p)).
Proof. Apply Lemma 3.9 with the reflection index of p being the
index h. L
Now we are in a position to prove Theorem 3.1. We have just shown
that s(p)=s(r(p)). Therefore, s(p) is (t−1)-stack sortable if and only if
s(r(p)) is. In other words, r(p) is t-stack sortable if and only if p is. So the
restriction of the injection r to the set Bt(n, k) of t-stack sortable
n-permutations with k descents, k [ (n−3)/2 defines an injection from
Bt(n, k) into Bt(n, k+1), and the proof is complete. L
4. FURTHER DIRECTIONS
Numerical evidence suggests that for any fixed n and t, the numbers
Wt(n, k) form a log-concave sequence. This can be easily proved for t=1
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and t=2 by using the cited formulae for these numbers. We don’t know,
however, of a bijective proof of these facts even in these special cases.
A more ambitious project would be that the polynomials Wn, t(x)=
;n−1k=0 Wt(n, k) xk have only real zeros. As pointed out by Richard Stanley,
the case of t=1 is implicit in Theorem 5.3.1 of [3]. Moreover, it is
straightforward to see that all permutations of length at most t+1 are
t-stack sortable, so for n [ t+1 the numbers Wt(n, k) count all n-permuta-
tions of length n with k descents, and in this special case the mentioned
generating functions are the well-known Eulerian polynomials, that are
known to have real zeros only.
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