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Optical refrigeration of solids holds tremendous promise for applications in thermal management.
It can be achieved through multiple mechanisms including inelastic anti-Stokes Brillouin and Raman
scattering. However, engineering of these mechanisms remains relatively unexplored. The major
challenge lies in the natural unfavorable imbalance in transition rates for Stokes and anti-Stokes
scattering. We consider the influence of anisotropic photonic density of states on Raman scattering
and derive expressions for cooling in such systems. We demonstrate optimization of the Raman
cooling figure of merit considering all possible orientations for the material crystal and two example
photonic crystals. We find that the anisotropic description of the photonic DoS and the optimization
process is necessary to obtain the best Raman cooling efficiency for systems having lower symme-
try. This general result applies to a wide array of other laser cooling methods in the presence of
anisotropy.
I. INTRODUCTION
Since the first proposal of the concept of optical cool-
ing by Peter Pringsheim in 1929 [1], various experimental
demonstrations have been produced in atomic gases [2–4]
and in solids [5–10]. Laser cooling of solids in particu-
lar, can be achieved by anti-Stokes photon up-conversion
processes in which thermal phonons are annihilated [11–
13]. The most common approach employs anti-Stokes
fluorescence produced by specific electronic transitions in
certain rare-earth elements (e.g. Yb3+, Er3+, Tm3+)[5–
9]. An alternative approach uses strong exciton-phonon
interaction in a polar material to achieve cooling via pho-
toluminescence [10]. Furthermore, in order to minimize
non-radiative recombination processes, only direct band
gap materials are suitable. Even though these techniques
for cooling solids have been remarkably successful [8, 14],
the reliance on specific materials restricts their broad ap-
plicability.
Inelastic light scattering, which also provides anti-
Stokes photon up-conversion and has fewer restrictions
on material properties, has separately emerged as an al-
ternative method for laser cooling of solids. The funda-
mental challenge for cooling using inelastic light scatter-
ing (e.g. Brillouin or Raman scattering) lies in the nat-
ural imbalance between the Stokes and the anti-Stokes
scattering rates. In a homogeneous material the spon-
taneous scattering rate for the Stokes process is pro-
portional to n0 + 1 while the scattering rate for the
anti-Stokes process is proportional to n0, where n0 =
[exp(~ω0/kBT ) − 1]−1 is the Bose-Einstein distribution
and ω0 is the phonon frequency. For optical phonons in
silicon, for example, this ratio of Stokes transition rate to
anti-Stokes transition rate is about 10 to 1 at room tem-
perature. To overcome this challenge researchers have
∗ bahl@illinois.edu
attempted to engineer either the electronic properties
[10, 13, 15, 16] or the optical properties [17–20] of the
system. For instance, successful engineering of electronic
properties via excitonic resonance has led to the demon-
stration of Raman cooling of a longitudinal optical (LO)
phonon mode in ZnTe nanobelts [16], in which only the
anti-Stokes scattering is in excitonic resonance.
The engineering of optical properties, on the other
hand, focuses on enhancing the available photonic states
[21, 22] for only anti-Stokes scattered photons. Using
this concept with optical resonators resulted in the first
demonstration of Brillouin cooling of an acoustic phonon
mode [17], and the understanding that the cooling effi-
ciency is shaped by the photonic density of states (DoS)
of the optical modes [20].
In addition to dealing with only a single resonant mode
of the system, we further expand this method to incorpo-
rate the engineered DoS of all the photonic modes of the
system in the context of Raman scattering [18]. By com-
bining the effect of Raman selection rules and the pho-
tonic DoS, we showed that net Raman cooling can be po-
tentially achieved in a system with low absorption. How-
ever, the photonic DoS in the calculation was assumed
to be isotropic, which as we will see in the present study
is insufficient in dealing with certain photonic systems.
Furthermore, the fundamental problem of analyzing Ra-
man scattering in a system considering the full effect of
anisotropic photonic DoS has not previously been stud-
ied. In this study we produce for the first time an explicit
expression for calculating anisotropic DoS in a photonic
engineered system and analyze the effect of anisotropic
DoS on Raman scattering. We apply this new knowledge
to the specific problem of Raman laser cooling in solids
and perform a full optimization of the cooling process.
The basic concept of using anisotropic photonic DoS
to engineer Raman scattering is illustrated in Fig. 1.
The scattering efficiency is strongly influenced by struc-
ture at two scales. First, the crystal structure at the
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2FIG. 1. Illustration of how Raman selection rules (Eq. (13)) and anisotropic photonic DoS (Eq. (9)) affect the total Raman
scattering pattern. (a) The material crystal structure (example of silicon, diamond crystal structure) and photonic crystal
structure (example of simple cubic with air spheres) used in this paper. (b) An example of a resulting Raman scattering
pattern for a chosen set of material crystal and photonic crystal orientation with respect to an incident photon with a fixed
propagation direction (ki) and a fixed polarization (ei). (c) Changes in the Raman scattering pattern when both the material
and the photonic crystal structures in (b) are rotated while keeping the incident polarization fixed (ei).
microscopic, molecular scale determines available vibra-
tional states and the resulting Raman transitions. For a
selected incident light polarization, the response at this
microscopic scale will determine the Raman scattering
intensity in all directions (for example: left panel of Fig.
1b). If we change the material crystal orientation with
respect to a fixed incident polarization, the resulting scat-
tering pattern will also change accordingly (left panel of
Fig. 1c).
Second, at the mesoscopic scale, the photonic structure
(e.g. photonic crystal) determines the available states for
light in the material or the anisotropic photonic DoS (for
example: middle panel of Fig. 1b) of the system. If the
principal axes of the photonic crystal are rotated, i.e. the
patterning of air-spheres is changed, the photonic DoS
pattern will also be rotated (middle panel of Fig. 1c).
These two effects at the microscale and mesoscale
together determine the Raman efficiency and the re-
sulting scattering pattern is given by the product of
the anisotropic DoS and the Raman scattering intensity
(right panel of Fig. 1b and 1c). By arranging the rela-
tive orientation of the photonic crystal and the material
crystal we can thus obtain the best resulting Raman scat-
tering efficiency for various Raman applications. In this
paper, we aim to exploit this combined effect at two scales
and propose how to optimize the relative orientation for
maximizing Raman cooling efficiency.
To demonstrate our approach, we use crystalline sil-
icon as our material crystal since its highly symmetric
structure and well-known properties simplify the calcula-
tion. In addition, we choose two different photonic crys-
tals with different symmetries to emphasis the effect of
anisotropy on Raman cooling efficiency.
To standardize coordinate systems and crystal axes,
we use x, y, and z to denote a fixed coordinate system,
which is also used to define the polarization direction of
the incident light. Miller indices with bold numbers (e.g.
[100], [010]) are used to denote directions with respect
to the photonic crystal, and the usual Miller indices (e.g.
[100], [112¯]) denote directions with respect to the mate-
rial crystal.
The paper is organized as follows. In section II we
review the theory of Raman scattering and produce an
expression of anisotropic photonic DoS. In section III we
discuss the effect of Raman selection rules on the Raman
scattering intensity. Finally, in section IV we discuss the
3application to Raman laser cooling.
II. RAMAN SCATTERING AND
ANISOTROPIC DOS
In this section, we will provide an explicit expression
for calculating anisotropic DoS and discuss how it affects
the Raman transition rate. Later, we will directly em-
ploy the anisotropic DoS in the calculation of the Raman
scattering efficiency, which is directly proportional to the
Raman transition rate.
In a bulk homogeneous medium, the total transition
rate for Raman scattering with pump frequency ωi and
phonon frequency ω0 is given by Fermi’s golden rule [23,
24]:
WS =
1
V
∑
k
ni(n0 + 1)|MS(k)|2δ(ωi − ω0 − ω(k)) (1)
for the Stokes process and
WAS =
1
V
∑
k
nin0|MAS(k)|2δ(ωi + ω0 − ω(k)) (2)
for the anti-Stokes process, where V is the volume of
the system, ni is the number of pump photons, and
n0 = [exp(~ω0/kBT ) − 1]−1 is the equilibrium phonon
occupation number at temperature T . The delta func-
tions in the above equations enforce energy conservation,
where ωi−ω0 = ωS is the Stokes frequency, ωi+ω0 = ωAS
is the anti-Stokes frequency, and ω(k) is the photon-
dispersion relation of the system. MS andMAS are sum-
mations over all possible intermediate transition matrix
elements for the Stokes and anti-Stokes process, which
include both electron-photon interaction and electron-
phonon interaction [23]. They are in general functions
of both frequencies and wave vectors of the photons and
phonons participating in scattering process as well as the
electron state energies for the virtual transitions. The
summations in Eqs. (1) and (2) should also be over all
possible final states, which would include both final pho-
ton and final phonon states labeled by their respective
wave vectors k and q. However, since we consider only
first order non-resonant Raman scattering in this paper,
the only phonon modes that participate in the scattering
process are the zone center Raman active phonon modes
[25]. We can therefore neglect the dependence of MS
and MAS on frequency and phonon momentum q, and
sum over only all final photon states labeled by k. In
most experiments, the pump frequency is much greater
than the phonon frequency ωi  ω0, which allows us to
approximate |MS(k)| ≈ |MAS(k)| [25]. As we discuss
later in section III, the dependence of MS and MAS
on k comes only from the direction of the final photon
state Ωˆ(k). We can thus rewrite them asMS(Ωˆ(k)) and
MAS(Ωˆ(k)).
In a bulk homogeneous medium, the dependence of the
transition rate on the direction of scattered light only en-
ters via MS and MAS since the photon-dispersion rela-
tion is isotropic and given by ω(k) = c|k|. If we convert
the sum into integral in Eq. (1), we have
WS =
∫∫
k2dk dΩ
(2pi)3
ni(n0 + 1)|MS(Ωˆ)|2δ(ωS − ck), (3)
where a spherical coordinate system is used, and k =
(k, Ωˆ). Here MS is only a function of direction Ωˆ and
is independent of the magnitude k. Thus, we can write
down the transition rate observed over a unit solid angle
as
dWS
dΩ
= ni(n0 + 1)|MS(Ωˆ)|2D0(ωS), (4)
where
D0(ω) =
∫
k2dk
(2pi)3
δ(ω − ck) = ω
2
(2pic)3
(5)
is the isotropic photonic DoS per unit solid angle and is
independent of Ωˆ [22]. In this case, the photonic density
of states factor can be taken out of the integration over
solid angle in the calculation of total scattering rate, as
demonstrated in [18].
In a photonic crystal system with infinite periodicity,
the system is amenable to the standard Bloch treatment
and only the modes in the first Brillouin zone are signif-
icant. Eq. (1) (similarly for Eq. (2)) then becomes
WS =
∑
α
∫
FBZ
dk
(2pi)3
ni(n0 + 1)|MS(Ωˆα(k))|2
× δ(ωS − ωα(k)), (6)
where we have converted the sum over k in Eq. (1) into
an integral over all possible wave vectors in the first Bril-
louin zone. Here we also sum over all bands labeled by α.
Each wave vector k is now associated with more than one
eigenfrequency. It is therefore important to also label the
direction of the wave vector corresponding to each band
Ωˆα(k). In this case both the matrix elements MS and
MAS and the delta-functions depend on the direction
of the scattered light. Due to the anisotropic dispersion
relation, we cannot separate the integral over k into in-
tegrals over dk and dΩ as we did in the isotropic case.
However, if we focus our attention on the transition rate
for light scattered into a differential solid angle dΩ around
the direction of interest Ωˆ, we can write
dWS
dΩ
=
∑
α
∫
FBZ
dk
(2pi)3
ni(n0 + 1)|MS(Ωˆ)|2
× δ(ωS − ωα(k))δ(Ωˆ− Ωˆα(k))
= ni(n0 + 1)|MS(Ωˆ)|2D(ωS , Ωˆ), (7)
and similarly for the anti-Stokes process. Here we have
defined the anisotropic photonic density of states along
4FIG. 2. Examples of anisotropic photonic DoS for a diamond photonic crystal of air spheres of radius r = 0.3a patterned in
silicon, where a is the lattice constant. (a) Band structure and the isotropic DoS of the system. (b) Structure of the photonic
crystal and the k-point path in the Brillouin zone of the photonic crystal. We set the pump at ωa/2pic = 0.594, and use the
zone-center phonon energy for silicon (519 cm−1), corresponding to a non-dimensional frequency shift of 0.045 here (a = 861
nm). This leads to an anti-Stokes frequency at ωa/2pic = 0.639, and a Stokes frequency at ωa/2pic = 0.549. If the pump is
shifted to ωa/2pic = 0.625, the anti-Stokes frequency is shifted to ωa/2pic = 0.670, and the Stokes frequency to ωa/2pic = 0.580.
Computed anisotropic DoS (c) at the anti-Stokes frequency and (d) at the Stokes frequency when pumped at ωa/2pic = 0.594,
and (e) at the anti-Stokes frequency and (f) at the Stokes frequency when pumped at ωa/2pic = 0.625. All the values of DoS
are normalized by the maximum value among the four DoS plots. For anisotropic DoS at multiple frequencies along the band
structure, see the supplementary video.
a given direction Ωˆ and at a given frequency ω as
D(ω, Ωˆ) ≡
∑
α
∫
FBZ
dk
(2pi)3
δ(ω − ωα(k))δ(Ωˆ− Ωˆα(k)).
(8)
The second delta function in the above expression selects
only states around the direction of interest Ωˆ. The total
transition rate can now be written as
WS =
∫ (
dWS
dΩ
)
dΩ
= ni(n0 + 1)
∫
|MS(Ωˆ)|2D(ωS , Ωˆ)dΩ,
and similarly for the anti-Stokes process.
In carrying out the calculation of the anisotropic DoS
in Eq. (8), we can rewrite Ωˆ in terms of polar and az-
imuthal angles and use the relation
δ(Ωˆ− Ωˆα(k)) = δ(cos θ − cos θα(k)) · δ(φ− φα(k))
to evaluate the delta function. However, writing dΩ =
sin θdθdφ may result in uneven spacing for dΩ at different
polar angles. Therefore in our calculation we rewrite Eq.
(8) as
D(ω, Ωˆ) ∝
∑
α
∫
FBZ
dk
(2pi)3
δ(ω − ωα(k))δ(Ωˆ · Ωˆα(k)− 1).
(9)
This change in argument in the delta function will in-
troduce an additional constant factor to the resulting
DoS. This constant factor can be eliminated by demand-
ing that the integral of the anisotropic DoS in Eq. (9)
over entire solid angle gives the total density of states
D(ω) =
∫
D(ω, Ωˆ)dΩ =
∑
α
∫
FBZ
dk
(2pi)3
δ(ω − ωα(k)).
(10)
With the above expression of anisotropic DoS, we can
now evaluate how the photonic DoS varies in space for
5FIG. 3. Examples of anisotropic photonic DoS for an HCP photonic crystal of air cylinders of radius r = 0.45a and height
h = 0.75c patterned in silicon, where a and c =
√
8/3a are the lattice parameters. (a) Band structure and the isotropic DoS of
the system. (b) Structure of the photonic crystal and the k-point path in the Brillouin zone of the photonic crystal. We set the
pump at ωa/2pic = 0.478, and use the zone-center phonon energy for silicon (519 cm−1), corresponding to a non-dimensional
frequency shift of 0.036 here (a = 693 nm). This leads to an anti-Stokes frequency at ωa/2pic = 0.514, and a Stokes frequency
at ωa/2pic = 0.442. If the pump is shifted to ωa/2pic = 0.486, the anti-Stokes frequency is shifted to ωa/2pic = 0.522, and
the Stokes frequency to ωa/2pic = 0.450. Computed anisotropic DoS (c) at the anti-Stokes frequency and (d) at the Stokes
frequency when pumped at ωa/2pic = 0.478, and (e) at the anti-Stokes frequency and (f) at the Stokes frequency when pumped
at ωa/2pic = 0.486. All the values of DoS are normalized by the maximum value among the four DoS plots. For anisotropic
DoS at multiple frequencies along the band structure, see the supplementary video.
our particular systems. We choose a diamond-structured
photonic crystal and a hexagonal close-packed (HCP)
photonic crystal for our DoS calculation. Photonic crys-
tal structures that are similar to our HCP crystal have
been discussed in [26] and fabricated in [27] by stack-
ing two dimensional layers. However, the structures re-
ported in these references are the ABCABC · · · stacking,
which effectively converts the photonic crystal into the
face-centered cubic structure. Here, our structure is the
ABAB · · · stacking and has the symmetry of the HCP
structure.
For the diamond photonic crystal (Fig. 2), air spheres
of radius r = 0.3a are arranged in diamond structure and
patterned into crystalline silicon, where a is the lattice
constant of the photonic crystal lattice. For the HCP
photonic crystal (Fig. 3), we put air cylinders of radius
r = 0.45a and height h = 0.75c at the corresponding
atomic sites of an HCP crystal, where a and c =
√
8/3a
are the lattice parameters for the HCP photonic crystal
lattice.
The band structure calculation is carried out using the
MIT Photonic-Bands package (MPB) [28]. We use a 24×
24×24 grid to discretize the unit cell of both diamond and
HCP photonic crystals. In the DoS calculation for the
diamond photonic crystal, we use 1,110 equally-spaced
k-points in the irreducible Brillouin zone, and a total of
42,931 k-points are used over the first Brillouin zone for
the anisotropic DoS calculation. For the HCP photonic
crystal, we use 994 equally-spaced k-points to discretize
the irreducible Brillouin zone. The total number of k-
points in this case is 22,439 over the first Brillouin zone.
This choice of number of k-points allows at least 45 k-
points on average to be around a differential solid angle
in the calculation dΩ = 4pi/10, 000.
As examples of actual experiments, for both photonic
crystals we choose two sets of pump frequencies and plot
the anisotropic DoS at the anti-Stokes and Stokes fre-
quencies corresponding to the Raman shift of the triply
degenerate optical phonon modes of silicon (one LO and
two TO modes, 519 cm−1). For the diamond photonic
crystal, when the system is pumped at ωa/2pic = 0.594
the Stokes frequency lies in the complete photonic band
6gap and thus there are no states available (Fig. 2d).
The anti-Stokes frequency in this case is at ωa/2pic =
0.639 and the corresponding anisotropic DoS has the
anisotropic shape shown in Fig. 2c. The peaks in the
DoS completely reflect the band structure in Fig. 2a.
This can be seen more clearly if we shift the pump to
ωa/2pic = 0.625, leading to an anti-Stokes frequency at
ωa/2pic = 0.670 (Fig. 2e) and a Stokes frequency at
ωa/2pic = 0.580 (Fig. 2f). Now the Stokes frequency lies
at the upper edge of the photonic band gap, and there
are only states along the L direction in the band dia-
gram. Thus, in the anisotropic DoS plot we see only 8
peaks corresponding to the 8 equivalent L points in the
first Brillouin zone.
In comparison to the diamond photonic crystal,
the DoS of the HCP photonic crystal exhibits more
anisotropic behavior, particularly along the [001] direc-
tion, as shown in Fig. 3. In this structure, there is a large
band gap for the out-of-plane modes but only a narrow
in-plane band gap. Fig. 3c and 3d show the anti-Stokes
DoS and the Stokes DoS when the system is pumped at
ωa/2pic = 0.478. The Stokes frequency lies around the
bottom edge of the band gap, and have a negligible pho-
tonic DoS. The anti-Stokes DoS, on the other hand, has
large peaks along the M direction, corresponding to the
low-group velocity bands around the M point.
III. RAMAN SELECTION RULES AND AND
RAMAN EFFICIENCY WITH ANISOTROPIC
DOS
The Raman scattering process in a bulk homogeneous
medium can be evaluated using Eqs. (1) and (2). The
calculation of the matrix element M in Eqs. (1) and
(2) can be carried out from first principles [29, 30]. An
easier approach is to use the semi-empirical formulas for
the Raman scattering efficiency per unit length per unit
solid angle [18, 31, 32] as follows:
dSS
dΩ
=
(ωS
c
)4 N~
Mω0
(n0 + 1)|R(Ωˆ)|2 (11)
for Stokes scattering, and
dSAS
dΩ
=
(ωAS
c
)4 N~
Mω0
n0|R(Ωˆ)|2 (12)
for anti-Stokes scattering. Here N is the number of unit
cells per unit volume, M is the atomic mass, and ~ is
the reduced Planck constant. The Raman tensor R(Ωˆ) is
directly proportional to the summation over the matrix
elements over intermediate virtual electronic states M
in the previous section. However, when written in this
form, the independent elements in R(Ωˆ) can be directly
measured in experiments [23–25]. We also note that the
Raman scattering efficiency is related to the Raman tran-
sition rate by the relation [23]
dS
dΩ
=
n
nic
dW
dΩ
,
where n is the refractive index of the medium, and ni
is the number of incident photons. Before we apply the
anisotropic photonic DoS to the Raman scattering effi-
ciencies, we first examine how the Raman tensor (or the
material crystal) affects the Raman scattering intensity.
For incident light propagating in the direction ki with
polarization ei scattered into the direction ks (same as
Ωˆ in section II) with polarization es, the total Raman
intensity |R|2 can be calculated through [25]
|R|2 = |eTi ·Rξ · es|2, (13)
where Rξ is the Raman tensor for a phonon polarized in
the ξ direction (the direction of atomic displacement)
and the superscript “T” denotes the transpose of the
vector. The Raman intensity for this scattering geom-
etry will depend on the choice of es. However, there
is always another possible scattered photon state with
polarization e′s that is perpendicular to both ks and
es. The total contribution to the Raman intensity from
these two possible photon states is given by the sum
|eTi ·Rξ · es|2 + |eTi ·Rξ · e′s|2, which is the square of the
projection of the vector (eTi · Rξ) onto a plane perpen-
dicular to ks. This is thus independent of how the two
photon states are decomposed (the choice of es and e
′
s),
and only depends on the direction of ks, as we mentioned
in section II.
The form of the Raman tensor Rξ depends on the
symmetry of the corresponding phonon mode [24]. For
diamond-structured crystals (Oh point group for zone
center phonons) and zinc-blende-type crystals (Td point
group for zone center phonons), the matrix represen-
tation of the Raman tensor for all three Raman-active
phonon modes (one LO, two TO) takes the form
Rx =
0 0 00 0 d
0 d 0
 , Ry =
0 0 d0 0 0
d 0 0
 , Rz =
0 d 0d 0 0
0 0 0
 ,
(14)
for phonons polarized along [100], [010], and [001], re-
spectively. Here, d is the only independent Raman tensor
element for these crystal structures. For a polar mate-
rial (zinc-blende crystal), d takes different values for LO
and TO due to the phonon-polariton effect [25]. For a
non-polar material such as silicon, where the LO and the
two TO modes are triply degenerate, d takes the same
value for all these phonon modes. If the phonons are po-
larized in a more arbitrary direction ξ, Rξ will be the
corresponding linear combination of the Rx, Ry, and Rz
matrices.
In our calculations for the selected system (crystalline
silicon), we fix the incident light propagation to be along
the x-axis (ki = x), with a z-polarization of the E field
(ei = z), and allow the scattered wave vector ks to be
in any direction within the entire 4pi solid angle. For
each ks, we include the contributions to the Raman in-
tensity from two possible photon polarizations that are
perpendicular to the ks direction. The wave vector q
7FIG. 4. Raman scattering pattern from Raman selection rules for different crystal orientations of silicon. In these plots we
fix the incident wave vector in the x-direction and the polarization in the z-direction and rotate the material crystal. (a)
ki = x = [100] and ei = z = [001], (b) ki = x = [100] and ei = z = [011], (c) ki = x = [11¯0] and ei = z = [111]. The
directions in Miller indices are with respect to the rotated material crystal, the actual x and z directions are fixed in all these
plots. All the values are normalized to units of |d|2, where d is the only independent Raman tensor element for silicon.
of the phonon participating in the scattering process for
a selected pair of ki and ks is obtained from momen-
tum conservation q = ki − ks (for Stokes scattering).
The direction of phonon polarization ξ is simply q for
the LO phonon mode, or is two orthogonal unit vectors
perpendicular to q for the two TO phonon modes, re-
spectively. The corresponding Raman scattering inten-
sity from the Raman selection rules is then evaluated
through Eq. (13).
When the material crystal is rotated with respect to
a fixed incident polarization, the Raman tensor for the
rotated crystal is related to the original Raman tensor by
a unitary transformation
R′ξ = URξU
T , (15)
where U is the Euler rotation matrix for the given rota-
tion. Here we note that fixing the incident polarization
while rotating the material is equivalent to rotating the
incident polarization while fixing the material. Through-
out this paper we will use the former operation.
In Fig. 4 we show the Raman scattering intensity
|R(Ω)|2 from the Raman selection rules described above
for crystalline silicon. Note that we have not included the
effect of anisotropic DoS and all the values are normal-
ized by |d|2. Here we choose three different orientations
in which either the [001], [011], or [111] direction coin-
cides with the incident polarization (ei = z) axis. The
rotation matrices (corresponding to Eq. (15)) for the
z = [011] and z = [111] orientations are given by
U[011] =
1 0 00 1/√2 −1/√2
0 1/
√
2 1/
√
2
 ,
and
U[111] =
1/√2 −1/√2 01/√6 1/√6 −2/√6
1/
√
3 1/
√
3 1/
√
3
 ,
respectively. Silicon wafers are typically manufactured
with three different choices of the out-of-plane axis,
specifically the [001], [011], or [111] axis of the crystal
structure. It is thus natural to choose these out-of-plane
axes as the directions of incident polarization for light,
assuming an in-plane waveguiding structure. In the next
section we will further allow the material crystal to rotate
about this axis (the ei = z axis), which can be though as
rotating the wafer, or chip, in a real experimental setup.
From Fig. 4 we see that when the material crystal is
rotated with respect to a fixed incident polarization, the
pattern of Raman intensity is also rotated correspond-
ingly. For the [111] orientation, the shape of the total
scattering pattern also changes. However, we note that
the total Raman intensity integrated over all directions
remains unchanged for all cases.
8We can now include the effect of anisotropic DoS to the
Raman scattering efficiencies. To do so, we first note that
Eqs. (11) and (12) are obtained for scattering processes
in free space, and the photonic DoS in vacuum D0(ω)
(Eq. (5)) is assumed. Following our treatment in the
previous section to replace the vacuum DoS D0(ω) by
the actual anisotropic DoSD(ω, Ωˆ) and integrate over the
entire solid angle, we obtain the total Raman scattering
efficiency per unit length [18]:
SS =
(ωS
c
)4 N~
Mω0
(n0 + 1)
∫
Ω
D(ωS , Ωˆ)
D0(ωS)
|R(Ωˆ)|2dΩ,
(16)
SAS =
(ωAS
c
)4 N~
Mω0
n0
∫
Ω
D(ωAS , Ωˆ)
D0(ωAS)
|R(Ωˆ)|2dΩ. (17)
From Eqs. (16) and (17), we see that the term in the inte-
gral has two of degrees of freedom (in R(Ωˆ) and D(ω, Ωˆ))
and can be engineered to obtain the best scattering effi-
ciency for a cooling process. In the next section we will
apply this principle to optimize the Raman laser cooling
process.
In practice, one usually collects scattered light within
a finite solid angle given by the experimental apparatus.
The integral in Eqs. (16) and (17) are then integrated
over the solid angle in which scattered light is collected.
IV. OPTIMIZATION OF FIGURE OF MERIT
FOR RAMAN COOLING
Now that we know the analytical forms of both the
anisotropic photonic DoS and Raman intensity, we can
optimize the Raman scattering efficiencies in Eqs. 16 and
17 for laser cooling. We first recall that the minimum
requirement to achieve net cooling via Raman scattering
from a purely spontaneous process is given by [18]
α <
ω0
ωAS
SAS − ω0
ωS
SS , (18)
where α is the absorption coefficient (per unit length) of
the material. We note that in the above cooling condi-
tion, it is assumed that the scattered light can escape the
system with 100 % efficiency. Without further knowledge
of the absorption coefficient, the most import parameter
for Raman cooling is the right hand side of Eq. (18),
which we define as the figure of merit
FoM ≡ ω0
ωAS
SAS − ω0
ωS
SS . (19)
The optimization of a Raman cooling process is therefore
reduced to maximizing the FoM.
In the calculation of SS and SAS (Eqs. 16 and 17)
for our particular systems, we use the properties of crys-
talline silicon, M = 28.09 amu, N = 2.5 × 1022 cm−3,
|d| = 1.9×10−15 cm2 and the phonon energy is set to 519
cm−1 [31] corresponding to the triply degenerate zone-
center phonon modes (one LO and two TO modes).
We use the two photonic crystals discussed in sec-
tion II as our engineered DoS systems. Here we choose
a = 861 nm for the diamond photonic crystal such that
when pumped at around 207 THz (1448 nm exhibits ex-
tremely low optical absorption for undoped silicon [33])
the Stokes sideband lies within the photonic band gap.
The choice of lattice constant for the HCP photonic
crystal is more crucial than that of the diamond photonic
crystal. Without the knowledge of the photonic DoS, one
would expect that a good choice of maximizing the FoM
would have the Stokes frequency inside the band gap.
However, by observing the DoS in Fig. 3a, we see that if
the Stokes sideband is moved into the band gap, the anti-
Stokes sideband will be at around a local DoS minimum,
which significantly reduces the FoM. We therefore choose
a = 693 nm, which places the Stokes frequency at the
bottom edge of the photonic band gap and notably gas
nonzero DoS (Fig. 3d) and simultaneously place the anti-
Stokes at a DoS peak when pumped at 207 THz.
We can now adjust the relative orientation between
the photonic crystal and the material crystal to obtain
the highest FoM. To explore the optimization space, we
examine cases where we set the [001], [011], or [111] ori-
entation of the material crystal as the z-axis of the fixed
coordinate system, which is also the direction of incident
polarization. The material crystal is now allowed to un-
dergo rotation on a z directed vector by an angle θz,
while keeping incident wave vector ki = x and polariza-
tion ei = z fixed (illustrated in Figs. 5-8). After fixing
a particular material orientation, we allow the photonic
crystal to take any orientation within the 4pi solid angle.
In our calculations, we specify the orientation of the pho-
tonic crystal using the polar and the azimuthal angles θ
and φ of the [001] axis with respect to the fixed coordi-
nate system (not to be confused with θ and φ in section
II). In both diamond and HCP cases, we divide θ and
φ into 100 equally-spaced segments. A total of 10,000
different orientations are used for each photonic crystal
in the calculation for a chosen material orientation.
Before discussing the effects of anisotropic DoS on Ra-
man laser cooling, we first highlight the importance of
anisotropy on the measurement of scattering. We can
thus define a directional FoM, where SS and SAS are
only integrated over the solid angle of light collection in
an actual experiment. This directional FoM character-
izes the fractional contribution to the total cooling by
the light scattered within a given solid angle. In Figs. 5
and 6 we show the forward directional FoM for the di-
amond and the HCP photonic crystals respectively as a
function of the photonic crystal orientation for each fixed
material crystal orientation (specified by a selected crys-
tal axis as the z-axis, and a selected θz). The scattering
efficiencies SS and SAS are integrated over a cone of apex
angle ψ = 1 rad, centered around the positive x direction,
which corresponds to a solid angle of Ω = 2pi(1−cos ψ2 ) ≈
9FIG. 5. Forward Directional Figure of Merit (FoM) over a solid angle of Ω =0.77 sr around the positive x direction (see text)
for total phonon scattering with the diamond photonic crystal. The scattering geometries and material crystal orientations are
shown in the top-left corner. The incident light has a wave vector ki = x and polarization ei = z with respect to the fixed
coordinate system (xyz). We allow the [001] axis of the photonic crystal to take any direction within 4pi solid angle in our
fixed coordinate system, which corresponds to a direction on the 3D surface plots. The distance of a point on the surface to
the origin represents the value of FoM at this particular photonic crystal orientation. All the axes are in units of 10−9 cm−1.
FIG. 6. Forward Directional Figure of Merit (FoM) over a solid angle of Ω =0.77 sr around the positive x direction (see text)
for total phonon scattering with the HCP photonic crystal. The scattering geometries and material crystal orientations are
shown in the top-left corner. The incident light has a wave vector ki = x and polarization ei = z with respect to the fixed
coordinate system (xyz). We allow the [001] axis of the photonic crystal to take any direction within 4pi solid angle in our
fixed coordinate system, which corresponds to a direction on the 3D surface plots. The distance of a point on the surface to
the origin represents the value of FoM at this particular photonic crystal orientation. All the axes are in units of 10−9 cm−1.
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FIG. 7. Figure of Merit (FoM) optimization for total phonon scattering with the diamond photonic crystal. The scattering
geometries and material crystal orientations are shown in the top-left corner. The incident light has a wave vector ki = x
and polarization ei = z with respect to the fixed coordinate system (xyz). We allow the [001] axis of the photonic crystal to
take any direction within 4pi solid angle with respect to our fixed coordinate system, which corresponds to a direction on the
3D surface plots. The distance of a point on the surface to the origin represents the value of FoM at this particular photonic
crystal orientation. All the axes are in units of 10−7 cm−1.
FIG. 8. Figure of Merit (FoM) optimization for total phonon scattering with the HCP photonic crystal. The scattering
geometries and material crystal orientations are shown in the top-left corner. The incident light has a wave vector ki = x
and polarization ei = z with respect to the fixed coordinate system (xyz). We allow the [001] axis of the photonic crystal to
take any direction within 4pi solid angle with respect to our fixed coordinate system, which corresponds to a direction on the
3D surface plots. The distance of a point on the surface to the origin represents the value of FoM at this particular photonic
crystal orientation. All the axes are in units of 10−8 cm−1.
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0.77 sr in the forward direction. For each 3D surface plot,
the direction of a point on the surface represents the di-
rection of the [001] axis of the photonic crystal with re-
spect to the fixed coordinate system, and the distance
between a point on the surface to the origin indicates the
value of directional FoM for the particular relative ori-
entation. Note that for the z = [001] and the z = [111]
material orientations, rotating the material crystal about
the z-axis does not change the FoM since their total Ra-
man scattering patterns are symmetric with respect to
the z-axis (Fig. 4a and c). Thus only one FoM surface
plot is shown in Figs. 5 and 6 for the z = [001] and the
z = [111] cases.
On the other hand, for changing photonic crystal ori-
entation, we observe that for both the diamond and
the HCP photonic crystals the forward directional FoM
varies significantly. At certain photonic crystal orien-
tations, almost no forward scattering is observed. The
maximum forward directional FoM occurs for the dia-
mond photonic crystal when the [001] axis coincides with
the x axis (and other equivalent orientations). The HCP
photonic crystal, on the other hand, gives a maximum
forward directional FoM when the [001] axis lies in the
xy plane and makes a 69.1◦ angle from the x-axis.
The effect of Raman selection rules can be clearly seen
when we rotate the material crystal for the z = [011] case.
As we increase θz the total Raman scattering pattern in
Fig. 4b also rotates about the z-axis, resulting in a larger
forward directional FoM at θz = pi/2 in Figs. 5 and 6.
This shows that the combined knowledge of anisotropic
photonic DoS and Raman selection rules is crucial here,
since in an actual experiment one may not observe any
scattered light if the apparatus is designed to collect light
at certain direction only.
We can now discuss total Raman laser cooling from
scattered light in all directions. In Figs. 7 and 8 we
plot the total FoM for the diamond photonic crystal and
the HCP photonic crystal respectively, where the scat-
tering efficiencies SS and SAS in Eq. (19) are integrated
over entire 4pi solid angle. We see immediately that since
the total FoM includes scattered light in all direction,
the variation in its value is much less than the direc-
tional FoM. Overall, the FoM surfaces for the diamond
photonic crystal are close to spherical, showing that the
FoM for the diamond photonic crystal is relatively insen-
sitive to changes in both material crystal orientation and
photonic crystal orientation. This is due to the fact that
the diamond photonic crystal belongs to the space group
O7h, which has high symmetry along all directions, and
the change in anisotropic DoS under rotation does not
contribute too much to the integrated Raman efficiency.
The largest difference in FoM among all orientations is
only about 4 %.
The HCP photonic crystal, on the other hand, belongs
to the space group D46h, where properties along the out-
of-plane direction behave differently from properties in
the in plane directions. Thus, we see a larger difference
in the FoM between cases for [001] = z and [001] = x.
The largest FoM for the HCP is obtained when [111] = z
and [001] = z. This can be understood from Fig. 3c and
Fig. 4c, where the large in-plane Raman scattering from
the selection rules is enhanced by the anti-Stokes DoS
peaks along the M directions. The largest FoM among
all these orientations is up to 19 % greater than the FoM
of the worst orientation.
In these calculations for the selected examples, we use
silicon as the material crystal of the system, which, as
mentioned in section III, has the same independent Ra-
man tensor element d in Eq. (14) for both LO and TO
phonons. It is worth noting that if instead a polar ma-
terial is used for Raman cooling, d will be different for
the LO and TO phonons. In such a case, instead of op-
timizing the total FoM, one can separately optimize the
LO FoM or the TO FoM for the more prominent Raman
mode. For example, in the excitonic resonant Raman
cooling experiment reported in [16] (ZnTe, zinc-blende
structure), the dominant phonon mode in the cooling
process is the LO mode. A photonic crystal orientation
that maximizes the LO FoM could be used to further
enhance the cooling efficiency in the experiment.
In Figs. 9 and 10 we plot the FoM for our particular
examples as a function of pump frequency, and compare
against available experimental data on optical absorp-
tion coefficients. Here, the material crystal orientation
is denoted by a choice of z-axis (z = [001], z = [011],
or z = [111]) and the angle θz, while the photonic crys-
tal is denoted by θ and φ, which are the polar and the
azimuthal angles of the [001] axis with respect to the
fixed coordinate system. For the diamond photonic crys-
tal, all FoM curves are almost identical and no significant
change in FoM is observed. The large photonic band gap
allows a wide range of frequencies (207-216 THz) for po-
tential Raman cooling (when Eq. (18) is satisfied). In
this case, the results are similar to those calculated under
the isotropic DoS assumption [18].
We can also see that overall the FoM for the HCP pho-
tonic crystal is smaller than that of the diamond photonic
crystal. This is due to the reduced dielectric material to
air volume ratio in the HCP structure in order to open
a band gap. However, the importance of arranging the
orientation of anisotropic DoS with respect to the mate-
rial crystal can be seen more clearly in Fig. 10 for the
HCP case. In particular, without the knowledge of the
anisotropic DoS of the system, a natural choice for fab-
ricating such a photonic crystal would be using the most
easily available z = [001] oriented wafer (red curve in
Fig. 10a). By simply using a z = [111] wafer in place of
the z = [001] wafer, we can obtain an improvement of of
FoM by 19 % for a 207 THz pump.
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FIG. 9. Figure of merit of the diamond photonic crystal evaluated as a function of pump frequency for (a) fixed photonic
crystal orientation and (b) fixed material crystal orientation. The experimental data for optical absorption coefficient in silicon
is obtained from [33].
FIG. 10. Figure of merit of the HCP photonic crystal evaluated as a function of pump frequency for (a) fixed photonic crystal
orientation and (b) fixed material crystal orientation. The experimental data for optical absorption coefficient in silicon is
obtained from [33].
V. CONCLUSION
We have provided the first mathematical description of
how Raman scattering is influenced by anisotropic pho-
tonic DoS and Raman selection rules. Using this, we
demonstrated a optimization procedure with anisotropic
DoS for laser cooling by going through all possible rel-
ative crystal orientations. In the specific cases that we
considered, the highly-symmetric diamond photonic crys-
tals showed only small change in the Raman cooling FoM
with respect to changes in material and photonic crystal
orientations. For such photonic crystals, the isotropic
DoS assumption used in [18] is sufficient to predict the
range of pump frequencies for potential Raman cooling.
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On the other hand, for photonic systems with lower
symmetry (e.g. waveguides), the anisotropic-DoS opti-
mization of the FoM is of greater importance. In the
specific HCP photonic crystal that we considered in this
paper, the difference between optimized and unoptimized
FoM can be up to 19 % and is dictated purely by a choice
of crystal orientations. For such systems, isotropic DoS
alone is not sufficient to predict the best available cool-
ing efficiency of the system. The additional knowledge
provided by the anisotropic DoS and the optimization
procedure that examines all possible relative orientations
give us the capability to identify the best orientations and
frequency range for achieving Raman laser cooling.
We note that even though the 19 % enhancement in
total FoM may not be significant, the combined knowl-
edge of both anisotropic DoS and Raman selection rules is
crucial for both high- and low- symmetry photonic crys-
tals when only directional scattering is considered. In
the cases we considered, depending on the relative ori-
entations the maximum directional FoM can be 20 times
greater than the minimum (for the HCP case), which is
of great importance in actual experiments.
Our formalism not only provides an approach to an-
alyze net Raman cooling, but can also function as a
method to improve the efficiency for other laser cooling
methods in semiconductors [10, 16] by aligning the best
anisotropic DoS at the frequency of emission.
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