A new correlation diffusion equation has been derived from a correlation transport equation allowing one to take into account the presence of moving scatterers and static background. Solutions for the reflectance from a semiinfinite medium have been obtained (point-like and ring detectors). The solutions have been tested by comparisons with "gold standard" Monte Carlo (MC) simulations. These formulas suitably describe the electric field autocorrelation function, for Brownian or random movement of the scatterers, even in the case where the probability for a photon to interact with a moving scatterer is very low. The proposed analytical models and the MC simulations show that the "classical" model, often used in diffuse correlation spectroscopy, underestimates the normalized field autocorrelation function for increasing correlation times.
INTRODUCTION
The knowledge of the electric field autocorrelation function of a laser light that has traveled into a biological tissue allows one to estimate tissue blood flow [1] [2] [3] [4] [5] . For this reason, if one wants to extract reliable blood-flow information from the experimental data, it is essential to define precise mathematical models for the autocorrelation function. Today, from a strictly practical point of view, a unique "classical" model for the field autocorrelation function, G 1class ρ; τ (Wmm −2 ), is used (see, e.g., [3, 6] ) 
which holds for a unitary isotropic-emitting point light source of 1 Wmm −3 sr −1 , where S 0 1 W. Equation (1) is considered to hold for a semi-infinite medium, containing moving scatterers (mainly red blood cells) in a static background, and in reflectance geometry. The variable ρ (mm) represents the source/detector spacing and τ (s) the correlation time. The constant K is expressed as 
μ 0 s (mm −1 ) is the reduced scattering coefficient, μ a (mm −1 ) the absorption coefficient, P m ∈ 0; 1 the probability that a scatterer is moving, λ (mm) the laser wavelength (continuous wave), and n the refractive index of the medium. The refractive index of the external medium (air) is always set to 1. The constant r 1 and r 2 are expressed as
r 2 ρ 2 z 0t 2z et 2 1∕2 ;
and z et 2AD;
where the coefficient A, depending on the ratio of the refractive indices, is computed using Ref. [7] . The remaining term hΔr 2 τi represents the mean squared displacement of the moving scatterers. In the past, two main speed distributions, defining hΔr 2 τi, for the red blood cells moving in the microvascular network of a biological tissue, have been considered: 1) the Brownian movement ( [3] )
where D B is the diffusion coefficient related to the scatterers' movement. In this case, the blood flow is proportional to P m D B ; 2) the random movement ( [3] )
where hV 2 R i is the second moment of the scatterers' speed. For the random model, the blood flow is proportional to P m hV 2 R i. Equation (1) is utilized, in a normalized form G 1class ρ; τ∕ G 1class ρ; 0, to fit the experimental data obtained from the hardware composing the optical flow meters and to extract tissue blood-flow values. If one carefully observes the quality of the fits on biological data, one rapidly realizes that the Brownian model is the better model. However, neither of the two models [Eqs. (9) and (10)] perfectly fits the data. This can be seen, e.g., in the figures appearing in Refs. [3, [8] [9] [10] (note that in some figures the normalized intensity autocorrelation function g 2 ρ; τ 1 jG 1class ρ; τ∕G 1class ρ; 0j 2 , or the normalized field autocorrelation function g 1 ρ; τ G 1class ρ; τ∕ G 1class ρ; 0, are represented in place of G 1class ρ; τ ). This is the reason why further speed models have been introduced with the aim to better fit the data [11] , such as the mixed model [9, 12] (linear combination of Brownian and random models) or the hydrodynamic diffusion (Langevin) model [8, 13] . These models undoubtedly provide a better fit to the data. However, in some cases, no differences in the derived flow parameters have been observed if compared with the Brownian model [10] . It is important to note that these results might be simply due to the larger number of degrees of freedom owned by the mixed and the hydrodynamic diffusion model so that they "mathematically" fit more easily complex data shapes. This does not automatically mean that these more complex models do necessarily describe the actual underlying physics.
At this point, a basic question may be formulated: is Eq. (1) able to precisely describe the data when the investigated system, and in particular the speed distribution of the scatterers, are exactly known? In order to clarify this point, going back to the origin of Eq. (1), we can draw two important observations:
• Equation (1) has been derived from a correlation diffusion equation (CDE) where the parameter P m has been introduced after its derivation "by hand" (see, e.g., [2] ). In other words, the CDE was not directly derived from the more fundamental and general correlation transport equation (CTE), suitably taking into account the static background from the beginning. Therefore, the actual dependence on P m might be more complex or different from the one appearing in Eq. (1).
• Equation (1) is used to describe a physical system represented by a semi-infinite medium, where the source/detector configuration is in reflectance mode. However, Eq. (1) has been derived by considering the detection of a fluence rate signal [14] , while the actual measured signal is usually in reflectance configuration (fluence and reflectance solutions might not be exactly proportional in the present context).
The above two observations imply that Eq. (1) might not exactly fit a fortiori the amplitude and the shape of data obtained from a well-defined Brownian or random system. For these reasons, the aim of the present contribution was to clarify this problem. This has been done by deriving a new CDE from a CTE, taking simultaneously into account the moving scatterers and the static background. From the CDE, exact analytical solutions (ring and point-like detectors) for a semi-infinite medium in reflectance geometry have been obtained. The obtained solutions have been tested by comparisons with "gold standard" Monte Carlo (MC) simulations. Finally, the exact CDE solution for a point-like detector, G 1 ρ; τ, was compared to G 1class ρ; τ. To simplify the reading, we will call from now on the solution for G 1 ρ; τ, the "reference CDE" solution, and G 1class ρ; τ, the "classical CDE" solution.
METHODS
In Section 2.A, the CTE is presented. In Section 2.B, the main steps allowing one to derive the CDE from the CTE are explained. In Sections 2.C.1 and 2.C.2, the analytical solutions for a semi-infinite medium, with a point-like or a ring detector are derived. A comment on the MC code is presented in Section 2.D.
A. CTE
As previously demonstrated [15] , the CTE for the directional electric field autocorrelation function, G 1 r;Ω; τ (Wmm −2 sr −1 ), can be expressed as
where
Equation (11) holds for any speed distribution of the scatterers, and, through the term P m , it also takes into account the presence of a static scattering background. The unit vectorΩ 0 describes the direction of a photon before the interaction with a moving scatterer andΩ the direction after the interaction. The variable r x; y; z (mm) is the spatial position. The notationΩ · ∇ r represents the scalar product betweenΩ and the gradient operator. The total extinction or attenuation coefficient is expressed as μ t μ s μ a . The light source was set at a depth
where g is the mean cosine of the angle betweenΩ andΩ 0 . Such a position of the source models an external pencil beam of unitary strength impinging normally onto the medium. The third term on the right hand side of Eq. (11) represents a unitary isotropic emitting point light source of 1 Wmm −3 sr −1 , where S 0 1 W. The Dirac function δ· has mm −3 units, and the factor 4π has steradian units. The function f Ω ·Ω 0 is the phase function. In the context of biomedical optics, f Ω ·Ω 0 is often the classical Henyey-Greenstein function, and this is also what we will adopt here. The normalized field autocorrelation function for a single scattering event with a moving scatterer is [2] 
The fundamental point to note is that Eq. (11) has exactly the same form as the classical radiative transport equation (RTE). Thus, all the procedures applied to derive the classical diffusion equation from the RTE can similarly be applied, step-by-step, to derive the CDE from the CTE. For this reason, and also due to the long procedure, in the following sections we will present only the main results in obtaining the CDE. In this context, it is also worth noting that the CTE naturally derives from an approximation of a modified BetheSalpeter equation (BSE) [16] . The BSE equation directly follows from Maxwell theory and is more general than the CTE. In principle, it is possible to directly introduce P m in the BSE, and then derive Eq. (11) . In this sense, the results presented in the present contribution actually start from a more fundamental basis than Eq. (11).
B. Derivation of the CDE
The CDE can be derived from Eq. (11) by following step-bystep the analogous procedure found, for example, in Refs. [2, 17] . Thus, the resulting CDE is
Equations (15) (16) (17) (18) are formally the same as the classical diffusion equation, except for the terms F 0 τ and F 1 τ, which, in the present case, are more complex and are expressed as
Note that, by construction [15] , when τ 0, we must find the classical diffusion equation, and in fact lim τ→0 F 0 τ 1 and lim τ→0 F 1 τ g as it must be. The terms F 0 τ and F 1 τ were derived as
(l ∈ f0; 1g), where P l ζ are the Legendre polynomials. Thus, other expressions for F 0 τ and F 1 τ, corresponding to other types of phase function different from the Henyey-Greenstein, f Ω ·Ω 0 , might be derived if necessary.
C. Solutions of the CDE for a Semi-Infinite Medium
Once the CDE [Eq. (15)] is known, we can in principle find G 1 r; τ for any desired geometry of the medium and source/ detector position. In the case of our semi-infinite medium, with the source and detector set at a distance ρ, the field autocorrelation function detected in reflectance mode, G 1 ρ; τ, can be obtained after solving Eq. (15) and then applying [18]
The above formula represents Fick's law and is completely consistent with the diffusion equation. Equation (22) is strictly valid only in a diffusive regime.
CDE Solution for a Ring Detector Infinitely Thin
Thanks to the cylindrical symmetry of the problem (around the z axis; see Fig. 1 ), a point-like detector can be described as a ring detector infinitely thin. Thus, the solution for G 1 ρ; τ in this case is [18] Fig. 1. Semi-infinite medium seen from the top. Right-handed coordinate system (z axis enters the plane). (blue), ring detector placed on the semi-infinite plane (at z 0); (red), isotropic emitting point light source at z 0; 0; z 0 (under the plane).
CDE Solution for a Ring Detector
If we want to test the present theory against reference MC simulations, we must take into account the fact that a MC detector can never be "infinitely thin" (actually also a real detector). For this reason, the solution G 1 ρ 1 ; ρ 2 ; τ for a ring of finite thickness (see Fig. 1 ), delimited by ρ 1 and ρ 2 , is also given [18] 
where ρ 1 (mm) and ρ 2 (mm) are the minimum and maximum radius of the ring. This detector geometry is largely utilized in classical MC simulations such as the well-known Monte Carlo multi-layered (MCML) [19] . Note that lim ρ 1 →ρ 2 ρ G 1 ρ 1 ; ρ 2 ; τ G 1 ρ; τ. Thus, in the present context, if the tests for G 1 ρ 1 ; ρ 2 ; τ are valid, then they are also valid for G 1 ρ; τ.
D. MC Code
The "gold standard" MC data have been generated with the code previously used in Ref. [15] to test the CTE. To be compatible with Eq. (27), the position of the isotropic light source was set to 0; 0; z 0 [Eq. (13)]. However, it is important to note that, in the diffusive regime and for large ρ, MC simulations made with a light pencil beam reproducing a situation more similar to real experimental conditions, give almost the same results [20] . Simulations have been performed on a computer cluster with 12 nodes. For each MC simulation (i.e., one G 1 ρ 1 ; ρ 2 ; τ curve) 10 7 photon packets have been generated. To obtain an estimation of the standard deviation, the same MC simulation has been repeated five times. MC simulations have been performed for a wide range of parameters, but only some representative results have been reported in the Results section.
RESULTS
In Fig. 2 , MC simulations, together with the corresponding analytical solutions computed with Eq. (27), are shown. As expected from the CTE theory that is behind the CDE equation, the analytical curves agree with the MC data. The CDE analytical model is also able to reproduce situations where the number of moving scatterers is low (P m ≪ 1) and where for large τ, G 1 ρ 1 ; ρ 2 ; τ never goes to zero (see, e.g., the magenta line). This is the case because, intuitively, the contribution on G 1 ρ 1 ; ρ 2 ; τ from the photons that did not interact with a moving scatterer does not "decorrelate". The CDE [Eq. (27)] works for both the Brownian [Eq. (9), red and blue lines] or the random flow [Eq. (10), green and yellow lines]. Thus, in principle, it is not necessary to search for new equations for these two conditions. From these results also ensues the validity of G 1 ρ; τ [Eq. (23)]. In fact, as has already been mentioned in Section 2.C.2, G 1 ρ; τ is the limit of G 1 ρ 1 ; ρ 2 ; τ, in the case ρ 1 → ρ − and ρ 2 → ρ . This is an important observation, because it is assumed that G 1 ρ; τ describes the same physical model as the classical G 1class ρ; τ [Eq. (1)]. Thus, the function G 1 ρ; τ can be used as a reference (equivalent to a MC simulation, but a lot faster) to verify the validity of G 1class ρ; τ. Figure 3 shows some examples where the condition of diffusion regime is broken. This was obtained by using the same parameter values as in Fig. 2 , but with a source/detector separation of ≈9 mm. From the MC simulations, it clearly appears that the G 1 ρ 1 ; ρ 2 ; τ 0 reflectance values are larger than in Fig. 2 , obviously because more photons reach the detector. Moreover, the fraction of nonscattered photons on a moving scatterer, represented by G 1 ρ 1 ; ρ 2 ; τ ∞∕G 1 ρ 1 ; ρ 2 ; τ 0, is also higher than in Fig. 2 . In fact, the photons that travel on a shorter path interact with fewer moving scatterers. As expected, it clearly appears that when the diffuse regime condition is broken, the CDE model does not hold anymore (colored curves do not reproduce the absolute MC data). It is important to note that, in order to account for situations at the limit of the diffusive regime, the present approach might be implemented by exploiting other "improved" diffusion models such as, e.g., the one proposed in Ref. [21] . Of course, at extremely short source/detector separation, the exact CTE theory must be used [15] . However, the CTE approach is less easy to be implemented in an instrument with real-time data analysis for blood-flow measurements. The latter two approaches are obviously thought to be used beyond the diffusive regime, and thus they are out of the frame of the present contribution.
In Fig. 4 , G 1 ρ; τ and G 1class ρ; τ are compared for two different sets of optical parameters values. It is clear that, compared to the reference G 1 ρ; τ, the amplitude of G 1class ρ; τ is too large. As already explained in Section 1, this is due to the fact that in deriving G 1class ρ; τ, the reflectance mode was not considered. In practice, Eq. (22) has not been applied to G 1class ρ; τ, and this may explain the different scaling factor. However, this might not be a problem from an experimental point of view. In fact, in practice G 1class ρ; τ is never directly used as it is, and only its normalized version (normalized electric field autocorrelation function)
appears in the literature. The same expression obviously holds for G 1 ρ; τ,
[in Eqs. (28) and (29) we use the same notation, g 1 ρ; τ, for simplicity; let the context clarify the meaning]. Thus, if it were only a problem of scaling factor, the simpler expression for G 1class ρ; τ could be suitably used to treat the experimental data as it is usually done. Let us see if this is the case. In Fig. 5, g 1 ρ; τ computed with the classical [Eq. (1)] and the reference [Eq. (23) ] CDE models are compared for different sets of optical parameters values. From the figure, it can be concluded that the difference between the two models is not only due to a simple scaling factor. In fact, the classical (normalized) model is not able to take into account the case of small P m (green lines), because it always goes to the zero baseline even when g 1 ρ; τ ∞ actually does not go to zero. In general, the classical model underestimates the reference curves. These findings are also compatible with the observations reported in the literature [3, [8] [9] [10] and can be one of the reasons for the differences between experimental data and the classical mathematical model. It is possible to conclude that, in the present context, the dependence on P m is actually more complex than the one classically described by G 1class ρ; τ. For the sake of completeness, we note that by using a reflectance model obtained with the classical approach and "improved" boundary conditions, the obtained solutions, for large P m values, are compatible with the MC data [22] . In fact, when P m becomes large, G 1 ρ; τ ∞ always goes to zero, and the error on the shape of the curve tends to decrease (see, e.g., blue curve in Fig. 5) , and the models become equal.
DISCUSSION AND CONCLUSIONS
In the present contribution, a CDE has been directly derived from a CTE capable of describing the propagation of light in a medium containing both moving scatterers and static background. Explicit analytical solutions, for a semi-infinite medium with a point light source and a point-like or ring detector, positioned in reflectance geometry, have been obtained. It has been shown that the reference model reproduces the "gold standard" MC data. It has also been demonstrated that the dependence on P m is more complex than the one described by the classical CDE model, historically derived from a CDE where the P m parameter was introduced by following a more phenomenological approach [6] . This observation might be of interest for tissues such as human bone, where the P m values are probably very low [23] , and thus more precise models, such as the proposed reference CDE, are necessary. In fact, bone tissue is composed in part of inert/mineral components that behave as a static background. The proposed model might allow us to better investigate this important topic in the future. The proposed approach can also be implemented for other geometries such as multilayered media ( [24] ), or for other types of light sources such as, e.g., the pencil beam. Equations (23) or (27) may also be used to fit the experimental data, where P m and D B (or hV 2 R i) appear as fitting parameters (it is in principle impossible to separate them in the "classical" model). To improve the fitting procedure, some constraints may be included in the algorithm such as, e.g.,: 0 ≤ P m ≤ 1, D B > 0 or hV 2 R i > 0. It is clear that investigations on the stability of the fitting procedure must be matter for future studies. In conclusion, we hope that the present analytical models will be a useful and easy-to-use reference, allowing researchers to test/develop new blood flow-related algorithms in the diffusion regime.
