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Abstract
Motion detection requires the comparison of spatially and temporally displaced samples of the image. Here, we discuss the
problems associated with measuring the delay between spatially displaced signals within biological motion detectors. Data are
presented from direction-selective neurons in the nucleus of the optic tract of the wallaby, Macropus eugenii. Their motion
responses depend on stimulus contrast and the adapted state of the cells. At low contrasts or in an adapted state, it appears that
the input to the motion detectors is a temporally low-passed version of the image. At high contrasts or in the unadapted state,
the input signals appear to be temporally band-pass-filtered. Contrary to previous claims, we find that neither the response to
stimulation with apparent motion nor measurements of temporal frequency response functions provide a direct estimate of the
delay filter time constants. Instead, we find that both measures are also dependent on the temporal characteristics of prefiltering
stages. A model is proposed to account for the responses of the neurons and their contrast dependence. © 2001 Elsevier Science
Ltd. All rights reserved.
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1. Introduction
Physiological and behavioural analysis has shown
that mechanisms with properties similar to those of the
correlation model of motion detection (Reichardt,
1961) operate in a wide range of species from man to
insect (e.g. insects: Buchner, 1984; Egelhaaf, Borst, &
Reichardt, 1989; human: van Santen & Sperling, 1984;
pigeon: Wolf-Oberhollenzer & Kirschfeld, 1990; wal-
laby: Ibbotson, Clifford, & Mark, 1999). Correlation-
type motion detectors are constructed from two
subunits that are selective for motion in opposite direc-
tions (Fig. 1). Each subunit operates by taking two
samples of the image from spatially separate locations,
delaying the signal from one location and multiplying
the signals together. The outputs of the subunits are
directional, but they are also sensitive to static bright-
ness changes. As the non-motion related signals are the
same in both subunits, subtracting the outputs of the
subunits will attenuate any non-motion components.
This subtraction constitutes the final stage of the detec-
tor. If the final subtraction stage is not perfectly bal-
anced, some non-motion related responses will still be
observed (Fig. 1). Most direction-selective neurons in a
wide range of species produce significant but small
responses to static flashed stimuli (e.g. cat: Emerson,
Bergen, & Adelson, 1992; fly: Egelhaaf et al., 1989;
rabbit: Barlow & Levick, 1965; wallaby: Ibbotson,
Mark, & Maddess, 1994). These responses are smaller
than those expected from subunits of correlation detec-
tors but are compatible with expectations from the final
output of a motion-opponent correlation detector if the
final subtraction is slightly unbalanced (Zanker, Srini-
vasan, & Egelhaaf, 1999). The delay filter in each
subunit determines the temporal tuning of the detector.
A long delay will make the detector sensitive to low
temporal frequencies of motion, while a short delay will
produce a detector that is most sensitive to high tempo-
ral frequencies (Borst & Bahde, 1986).
Recently, Harris, O’Carroll, and Laughlin (1999) pre-
sented data in which they claimed to have characterised
the delay filters in the motion detectors that provide the
input to wide-field direction-selective neurons in the
insect optic lobe. Their stimulus consisted of two brief
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Fig. 1. Correlation type motion detector. The model consists of (1)
spatiotemporal prefilters, (2) delay filters, (3) a multiplication stage,
(4) a subtraction stage and (5) a spatial integration stage. The output
of the model is described mathematically at the bottom of the figure,
with primes indicating delayed signals. The upper line shows the
motion-dependent component of the response (motion response),
while the lower line shows the non-motion component (flash re-
sponse). If  is 1, the subtraction stage of the model is balanced and
there are no flash responses. If  is 0, the output represents the
response of one subunit, so the detector is highly sensitive to flashed
stimuli. SBPF: spatiotemporal band-pass filter; LPTF: low-pass tem-
poral filter.
the present study are markedly different to those found
by Harris et al. (1999). A model is presented that
explains the results obtained from the NOT neurons
and shows that the response-ISI functions do not de-
scribe the response characteristics of the delay filters
except under certain stimulus conditions. Rather, the
response-ISI functions depend critically on both the
delay filter and earlier temporal filtering stages.
2. Methods
2.1. Physiological preparation
Recordings were made from the nucleus of the optic
tract (NOT) of anaesthetised, paralysed wallabies,
Macropus eugenii. Data were collected from neurons in
nine animals (weight 4.0–7.0 kg). All procedures were
approved by the animal experimentation ethics commit-
tee of the Australian National University and followed
the guidelines of the National Health and Medical
Research Council of Australia. Anaesthesia, surgery
and extracellular recording methods have been de-
scribed in detail (Ibbotson et al., 1994). The stimuli
were presented on a display monitor (CC1D755 1:
Barco Industries) and were generated by a computer-
controlled video display driver (AT Vista: True Vision
Inc.). The refresh rate of the monitor was 97.7 Hz, and
each frame contained 480 lines (512 pixels/line). The
screen subtended 67°×52°, and the display monitor
could be moved to any location within the visual field
of the animal in both the horizontal and vertical planes.
The neurons studied had wide receptive fields, with
horizontal field widths of 50°–110°. The screen was
placed in such a way that it covered as much of this
area as possible.
During experiments, the screen was either grey (45 cd
m−2) or was a spatial sinusoidal grating of the same
mean luminance. For practical reasons, two separate
programs were used to generate gratings. In both pro-
grams, the gratings were produced by drawing a series
of ramps into video memory, each with a period equal
to the desired spatial wavelength of the grating. Each
ramp ranged from 0 to 255 or from 0 to 1023, depend-
ing on the program used. We then placed a gamma-cor-
rected sine-wave with a resolution of either 256 or 1024
brightness levels into an output look-up table (LUT).
The ramps sub-sampled the values of the sine-wave
grating in the LUT such that the video output was a
series of repeated sinusoids, one per ramp. A static
grating could appear for any multiple of 1 frame (10.23
ms). The spatial frequency of the grating could vary
between 0.125 and 4 cpd. The contrast of the grating
could vary between 0 (grey screen) and 80%. In the
experiments described, the grating was presented for a
single frame (flash stimulus), and then the screen would
presentations of a sinusoidal grating separated by a
variable inter-stimulus interval (ISI). The second grat-
ing was displaced by a 1/4 cycle with respect to the first,
thus producing an apparent motion stimulus. The mag-
nitude of the response to the second flash reflects the
type of interaction that has occurred between the sig-
nals in the input arms of the motion detectors and can
be measured as a function of time by varying the ISI
(e.g. Franchescini, Riehle, & Le Nestour, 1989). Harris
et al. (1999) suggest that if the input flashes are impul-
sive, the response magnitude-versus-ISI function is
equivalent to the impulse response of the delay filters in
the motion detectors. Here, we describe the responses
to a similar stimulus produced by wide-field direction-
selective neurons in the nucleus of the optic tract
(NOT) of a mammal, the wallaby (Macropus eugenii).
Neurons in mammalian NOT have a pivotal role in
controlling horizontal compensatory eye movements, as
occur during the slow phases of optokinetic nystagmus
(e.g. rabbit: Collewijn, 1975; monkey: Schiff, Cohen, &
Raphan, 1988; Mustari & Fuchs, 1990; wallaby: Hoff-
mann, Distler, Mark, Marotte, Henry, & Ibbotson,
1995). The wide-field neurons studied by Harris et al.
(1999) similarly have a role in controlling optokinetic
head and body movements of insects (e.g. Buchner
1984). Previous experiments have shown that the re-
sponse properties of wide-field neurons in the insect
optic lobe and the wallaby NOT are generally quite
similar (Ibbotson et al., 1994; Ibbotson, Clifford, &
Mark, 1998; Clifford, Ibbotson, & Langley, 1997).
However, the results obtained from NOT neurons in
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return to a uniform illumination. The same grating
was then presented again for a single frame, a variable
number of frames later. This provided two flash stim-
uli with variable inter-stimulus intervals (ISIs). The
minimum ISI was 10.23 ms, i.e. the grating was pre-
sented in two consecutive frames. In this case, the ISI
was the duration of the first frame. To generate appar-
ent motion, the phase of the second presentation was
changed. To generate motion to the right or left, the
grating was shifted to the right or left by 1/4 of a
spatial cycle (i.e. either 64 or 256 brightness levels,
depending on the program used).
Neurons were also tested for their responses to ‘con-
tinuous’ motion of a grating, as in earlier experiments
(Ibbotson et al., 1994, 1998, 1999). The continuously
moving grating was generated by permuting the LUT
at the frame rate of the monitor (for the program with
256 values) or at half the frame rate of the monitor
(for the program with 1024 values). The minimum
displacement was either 1/256 of a cycle per frame or
1/1024 of a cycle every other frame, irrespective of the
number of spatial cycles presented on the screen. Us-
ing the two computer programs allowed us to measure
the temporal frequency response functions of the cells
with smooth motion over a wide range of frequencies
(0.0475–24.32 Hz). Previous experiments (Ibbotson &
Mark, 1996), along with those presented here (Fig.
3A–E), show that NOT neurons do not resolve the
time course of a flashed presentation until it is longer
than 20–40 ms. Grating presentations for shorter peri-
ods produce impulsive responses from the neurons, i.e.
the flashed stimulus can be effectively regarded as hav-
ing appeared for an infinitely short period of time. For
the continuously moving patterns, each frame was re-
freshed every 10.23 or 20.46 ms, which is shorter than
the temporal resolving power of the system. Therefore,
sequential displacements of the image in each frame
produce apparent smooth motion. The latter charac-
teristic was confirmed by Fourier analysis of the
PSTHs, because no significant frequency components
were observed at the frame rate of the monitor.
2.2. Model
Responses were simulated using a five-stage model:
spatiotemporal prefiltering, delay filtering, multiplica-
tion, subtraction and spatial integration (Fig. 1). The
first stage consists of spatiotemporal band-pass filters
with spatially opponent centre-surround channels.
Given that all the stimuli used in the experiments
reported here were sinusoidal gratings, it was not nec-
essary to model the spatial properties of the prefilters
explicitly. This is because linearly filtering a sinusoid
produces a sinusoid of the same frequency and phase.
Thus, while the spatial prefilters are assumed to be a
difference of Gaussians (e.g. Fig. 2A), their parameters
Fig. 2. Response properties of the spatiotemporal prefilters in the
model. (A) The spatial filters are assumed to have excitatory centres
(solid line) with larger inhibitory surrounds (dashed line). (B) The
temporal impulse response of the excitatory centre has a shorter time
constant than the temporal impulse response of the inhibitory sur-
round. Taking the sum over time of the excitatory and inhibitory
responses creates the impulse response of the prefilter. The impulse
response is, therefore, biphasic, and the inhibition outlasts the excita-
tion. (C) The contrast dependence of the centre and surround is
different. The Centre is responsive at lower contrasts than the sur-
round.
are unspecified. In the temporal domain, the centre
and surround responses are modelled as the outputs of
first-order low-pass filters with time constants 1 and
2, with 1 controlling the initial excitatory component
of the impulse response and 2 controlling the dura-
tion of the inhibitory tail (Fig. 2B). The excitatory
centre is responsive at lower contrasts than the in-
hibitory surround, so that at low contrasts, the excita-
tory centre dominates the response of the prefilter
(Fig. 2C). At higher contrasts, the influence of the
inhibitory surround increases. Therefore, at high con-
trasts, temporal filtering is transient (band-pass), while
at low contrasts, it is sustained (low-pass). In combi-
nation, the centre and surround act as a spatiotempo-
ral band-pass filter at high contrast and a
spatiotemporal low-pass filter at low contrast.
The transient responses of the prefilters are achieved
by subtracting the responses of the first-order low-pass
filters in the centre and surround. The temporal im-
pulse response, h(t), of the prefilters is given by the
weighted difference of two first-order low-pass tempo-
ral filters:
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where 01 is the contrast-dependent weighting of
the response of the surround filter. Inclusion of the
initial 1/ terms equates the gains of the low-pass filters
in the centre and surround for =1, ensuring that at
high contrasts, their sustained responses cancel each
other upon subtraction. The resultant difference filter
has a biphasic temporal impulse response and a band-
pass temporal frequency characteristic. For 1, the
gains of the low-pass filters in the centre and surround
will not be balanced. In this case, the centre filter
dominates the response of the prefilter so that the
sustained responses do not cancel, and the overall
temporal frequency characteristic has a dc component.
In the second stage of the motion detector (Fig. 1),
the responses of the prefilters are fed into a one-dimen-
sional array of correlation-based Reichardt detectors
(Reichardt, 1961). Each motion detector consists of two
subunits tuned to opposite directions of motion. These
subunits also give some motion-independent responses
(Egelhaaf et al., 1989). The output of each subunit may
be thought of as the correlation of two spatially and
temporally displaced samples of the image. The prefilter
response from a given location is passed through a
further temporal delay filter, with time constant d
(stage 2) and multiplied with the signal from a neigh-
bouring location (stage 3). The effective temporal dis-
placement between the signals is determined by the time
constant of the delay filter, which is itself a causal
first-order low-pass temporal filter.
In stage four, the response of the motion detector is
obtained from an opponent combination of its sub-
units. If the opponent combination is unbalanced, some
motion-independent signals are transmitted. We quan-
tify the balance, 01, of a motion detector accord-
ing to the equation:
R(t)=P(t)−A(t)
where P(t) and A(t) are the outputs of the subunits
responsive to preferred and anti-preferred motion, re-
spectively, and R(t) is the motion detector response.
In stage 5 of the model, the response of the spatial
array of motion detectors is summed to represent the
input to a wide-field NOT cell. If the response of the
motion-detector array is positive, the model neuron will
respond above its baseline level. If the array response is
negative, the response level will be below the resting
level (simulating inhibition). The model does not pro-
duce individual spikes but rather a response level that
simulates the spike rate. Quantitatively, the spiking rate
of the model NOT cell is a linear function of its input
between a floor of 0 Hz (no spiking) and its maximum
firing rate.
3. Results
3.1. Responses to single frame presentations of a
sinusoidal grating
The first stimulus condition consists of a blank screen
for 5 s, a single frame (10.23 ms) presentation of a
sinusoidal grating (spatial frequency: 0.25 cpd) and
then a blank screen for 5 s. Fig. 3A shows a raster plot
of spike arrival times for 16 repetitions of this stimulus
for one neuron. Following a short latent period, the
neuron produced a short time-locked burst of action
potentials. For this neuron, there was always a silent
period lasting 30 ms (the inhibitory phase) immediately
after the excitatory burst and then an increase in firing
rate above the spontaneous level for a period of ap-
proximately 60 ms. This characteristic triphasic re-
sponse pattern was observed in all 37 neurons studied
(Fig. 3D). The data shown in Fig. 3A are presented as
a histogram in Fig. 3B. The triphasic shape of the
response is evident. However, because of the random
nature of the spontaneous activity, the inhibitory phase
can look similar to the spontaneous activity that occurs
prior to the excitation. Only by studying the raster scan
is it possible to realise that the time-locked response
during the inhibitory phase is different to the random
spontaneous firing that occurs prior to the excitatory
response. Perhaps the clearest indication of the in-
hibitory phase is the excitatory rebound that occurs
immediately after the inhibition (Fig. 3B).
The responses shown in Fig. 3A and B are from a
neuron in which the inhibitory phase after the initial
spike discharge was quite short-lived. In contrast, the
inhibitory phase lasted for approximately 80 ms for the
neuron shown in Fig. 3C. Neurons in the NOT can be
divided into two categories: fast cells and slow cells
(Ibbotson et al., 1994; Price & Ibbotson, 2001). Fast
cells are defined as those maximally sensitive to contin-
uous sinusoidal motion at temporal frequencies greater
than 1 Hz, while slow cells have peak responses below
1 Hz (Price & Ibbotson, 2001). The responses in Fig.
3A and B are from a fast cell, which was optimally
responsive to the motion of sine-wave gratings at 12
Hz, while the responses in Fig. 3C came from a slow
cell, which was maximally sensitive to grating motion at
0.38 Hz. All of the slow cells tested had longer in-
hibitory phases than the fast cells (Fig. 3D). To quan-
tify this observation, we measured the period of time
between the peak response and the beginning of the
time period where the response first increased above the
cell’s spontaneous rate for more than 20 ms. The data
were smoothed using a Chebyshev I recursive digital
filter (cut-off frequency: 100 Hz), prior to calculating
the inhibitory duration. This process smoothed the
noisy baseline, making it easy to measure where the
response rebounded above the spontaneous rate. These
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data are plotted as a function of the temporal frequency
of grating motion that led to the optimum response
from the neurons (Fig. 3D).
To make sure that the responses produced by the
single frame presentations were impulsive, the static
gratings were presented for longer periods of 2–5
frames (Fig. 4A–E). The results show that the re-
sponses do not change for stimulus presentations of up
to 2 frames (Fig. 4A and B) but then start to take on
different response characteristics for longer presenta-
tions. Initially, the responses lose the negative phase
after the initial spike discharge (Fig. 4C and D), and
then a clear excitatory OFF response appears (Fig. 4E).
The OFF response shows that the cell is resolving the
flashed stimulus as a square-wave change in brightness
intensity. Single presentations of the sinusoid were
made with the grating in its normal position (centre)
and with it displaced by a 1/4 cycle to the left (left shift)
and right (right shift) from that position. Only small
differences were detected for static presentations of the
grating in the three positions (Fig. 4F–H). These re-
sults indicate that the responses to static grating presen-
tations are not dependent on the phase of the grating.
3.2. Response to apparent motion stimulation
The response to two consecutive presentations of the
flashed grating separated by 30.69 ms, with no phase
shift between presentations, consists of two distinct and
similarly sized excitatory responses (Fig. 5A). Follow-
ing the second excitatory phase, the firing rate falls
below the spontaneous level for a short period, after
which there is a period of weak excitation that lasts
approximately 100 ms. The next series of experiments
were designed to look at the responses produced when
the grating was displaced by a 1/4 cycle to the left or
right between presentations. For apparent motion in
the preferred direction, the neuron’s response again
consists of two excitatory phases. However, the re-
sponse in the second of these phases is facilitated
relative to the response to the first flash (Fig. 5B). For
motion in the anti-preferred direction, the first stimulus
flash elicits an initial excitatory response. The response
to the second flash consists of an excitatory component
due to the flash itself, and a suppressive component due
to the apparent motion of the second stimulus frame
relative to the first. The net response to the second flash
is thus markedly attenuated relative to the first (Fig.
5C). Qualitatively similar temporal response waveforms
are evident in the model simulations in each of these
conditions (Fig. 5D–F).
Fig. 6A–E shows the responses produced by a fast
neuron for image displacements in the preferred direc-
tion with ISIs of 10, 30, 50, 70 and 90 ms. The
optimum facilitation occurs for an ISI of 30 ms. The
facilitation then declines, and by the time the ISI is 70
Fig. 3. (A) Raster plot showing the arrival times of spikes in 16 repetitions for a single flashed presentation of a sinusoidal grating in 1 frame
(10.23 ms). (B) PSTH derived from the raster plot. (C) PSTH from another neuron. The small horizontal bars in each plot indicate the onset and
duration of the flashed grating presentation. In this and subsequent figures, the PSTHs are presented so that excitatory responses are shown as
filled areas above the spontaneous level and inhibition as the filled areas below that level. (C) The length of the second (inhibitory) phase is plotted
as a function of the peak temporal tuning for 32 neurons. Seventeen of the neurons were classed as slow cells () and 15 were classed as fast
cells (*). The data shown in (B) and (C) are mean responses from 16 repetitions of the stimulus. The spike arrival times for each repetition were
binned and smoothed using a Chebyshev type I recursive digital filter with a cut-off at 200 Hz to produce the PSTHs shown.
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Fig. 4. (A–E) Responses of a fast neuron to single flashed presentations of a sinusoidal grating. The length of the grating exposure varies from
10.23 to 51.15 ms, as indicated by the length of the horizontal bar. (F–H) Responses to single presentations of a flashed grating with the grating
centred on the screen (F), displaced by a 1/4 cycle to the left (G) and right (H). In all cases, the PSTHs are derived from 16 repetitions of the
stimulus cycle. The PSTHs were smoothed using a Chebyshev type I recursive digital filter with a cut-off at 200 Hz.
ms, the response to the second image presentation is
actually smaller than the response to the first image
presentation, even though the apparent motion was in
the preferred direction. That is, the second response is
attenuated relative to the first. The magnitudes of the
responses to the second image presentation are plotted
as functions of the ISI using high (Fig. 6F) and low-
contrast (Fig. 6G) stimuli. In these graphs, the first data
point (zero on the x-axis) represents the response gener-
ated by a stationary flash with no apparent motion.
Therefore, all subsequent points should be compared
with this point to measure the amount of facilitation
(attenuation) that has been generated by the apparent
motion.
For the high-contrast stimuli, apparent motion in the
preferred direction facilitates the response to the second
presentation for ISIs between 10 and 50 ms and attenu-
ates the response for ISIs between 50 and 650 ms. Also
shown in Fig. 6F are the response magnitudes produced
by the second presentation of a grating that has not
been displaced (dotted line) and for a grating that has
been displaced in the anti-preferred direction (dashed
line). For double presentations of the same grating,
there is a small change in the size of the second
response when ISIs are less than 50 ms. For ISIs of
10–20 ms, there is a small facilitation, and for ISIs of
30-50 ms, there is a small attenuation of the size of the
second response (Fig. 6F). For apparent motion in the
anti-preferred direction, there is a response pattern that
has the same time course as the preferred direction
responses, but the response polarities are inverted (Fig.
6F). That is, the second response is strongly attenuated
for ISIs of 10–50 ms but enhanced for ISIs between 50
and 650 ms. For ISIs longer than 650 ms, the first and
second responses are identical in size.
3.3. Contrast dependence of the response ersus ISI
function
When the contrast of the flashed grating was set at
20% rather than 80% (Fig. 6G), the shape of the
response-ISI function changed. For apparent motion in
the preferred direction, the second response was still
facilitated relative to the first response for ISIs of
10–50 ms (Fig. 6G). For longer ISIs, the response
simply returned to a level close to that of the first flash
response. For apparent motion in the anti-preferred
direction, the second flash response was attenuated
relative to the first for ISIs of approximately 10–50 ms.
For longer ISIs, there was little or no difference be-
tween the first and second flash responses.
Simulations using high (80%) and low (20%) contrast
gratings show that the response-ISI functions of the
Reichardt detector arrays have a characteristic biphasic
appearance for high-contrast stimulation (Fig. 7A) and
a monophasic appearance for low contrasts (Fig. 7C).
The shapes of the response-ISI functions are very simi-
lar to those recorded from the NOT neurons (compare
Fig. 7A and C with Fig. 6F and G). The dashed line in
Fig. 7B shows the temporal impulse response of the
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spatiotemporal prefilter when the stimulus contrast is
80%. It has clear biphasic characteristics. The dashed
line in Fig. 7D shows the temporal impulse response of
the spatiotemporal prefilter when the stimulus contrast
is 20%. At low contrasts, the impulse response is no
longer biphasic. The motion detector delay filter does
not change as a result of the change in contrast and is
plotted as solid lines in Fig. 7B and D. The results show
that changing the prefilter dynamics can dramatically
affect the shape of the response-ISI function even though
the delay filter properties do not change. This property
of the motion detection system makes it difficult to assess
the time constant of the delay filter without knowing the
temporal properties of the prefilters.
3.4. Predicting temporal frequency tuning from
response ISI functions
The general properties of the impulse responses shown
in Fig. 6F and G were common to all the neurons
examined. However, the time courses of the responses
varied considerably between neurons, particularly be-
tween fast and slow cells. Fast cells always showed a
large facilitation of the second response during apparent
preferred motion for ISIs of 10–50 ms. They then
showed a small reduction in the size of the second
response for ISIs between about 50 and 700 ms (Fig.
8A). For slow cells, the initial facilitation was usually less
pronounced (Fig. 9A). More noticeable, however, was
that the attenuation of the second response was far
larger and longer-lasting in the slow cells than in the fast
cells (Fig. 9A). In many cases, the second flash response
was not only attenuated relative to the first but was
actually below the spontaneous activity of the neuron
(Fig. 9A). The response to the second grating presenta-
tion was attenuated for longer in the slow cells than the
fast cells.
Can the response-ISI functions of the cells be used to
predict the temporal frequency response functions
(TFRFs) of the fast and slow cells? Examples of the
fitting procedure are presented for a fast and a slow cell
(Figs. 8 and 9). The main results from these neurons are
representative of the cells tested. Other cells showed
variations in the fitted parameters, but the general trends
were the same. The solid lines in Figs. 8A and 9A are
fits to the response-ISI functions derived from the model
for the fast and slow cell. They were obtained by
manipulating the two prefilter time constants (1, 2) and
the delay filter time constant (d) until the fit matched the
data points. The balance parameter, , was held con-
stant at 0.8 during the fitting. For the fast cell, the best
fit was obtained with parameters of: 1=5 ms, 2=300
ms and d= 15 ms. For the slow cell, the parameters
were: 1=1 ms, 2=20 ms and d=500 ms. As is clear,
the delay time constant is far longer for the slow cell.
However, the prefilter time constants for the slow cell are
far shorter than those required to fit the data for the fast
cell.
Fig. 5. Response to two consecutive presentations of a flashed grating separated by 30.69 ms with no phase shift between presentations (A), a 1/4
cycle shift in the preferred direction (B) and a 1/4 cycle shift in the anti-preferred direction (C). Plots on the right-hand side show the responses
to the same stimuli produced by the model (D–F). For this simulation, the balance () of the final subtraction stage was 0.4. In all cases, the
PSTHs are derived from 16 repetitions of the stimulus cycle. The PSTHs were smoothed using a Chebyshev type I recursive digital filter with a
cut-off at 200 Hz. The latency of the neuron was 65 ms, so the stimulus times cannot be shown on the figure. Relative to zero on the abscissa,
the two single frame stimulus presentations occurred at −40 and −10 ms.
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Fig. 6. Peri-stimulus time histograms from a fast neuron to apparent motion in the preferred direction with variable inter-stimulus intervals (ISI)
of 10 (A), 30 (B), 50 (C), 70 (D) and 90 ms (E). The PSTHs show that the magnitude and duration of the response to the first presentation are
very similar in each trial. However, the size of the response to the second presentation is dependent on the ISI. The contrast of the flashed grating
was 80% in all cases. The PSTHs are derived from 32 repetitions of the stimulus cycle (the PSTHs are not filtered). The single frame stimulus
presentations occurred at −35 ms relative to zero on the abscissa (first presentation) and −35 plus the time listed in the figures (second
presentation). The cell’s mean latency was 60 ms. (F) With the stimulus set at 80% contrast, the magnitude of the response to the second flash
plotted as a function of ISI for preferred (solid line) and anti-preferred (dashed line) directions and for two presentations of the same grating
(dotted line). (G) Data from the same cell, plotted as in (F), except that the contrast was set at 20%. The response-ISI functions are triphasic and
monophasic for high and low contrasts, respectively.
The filled circles in Figs. 8B and 9B show the TFRFs
for the corresponding fast and slow cell, respectively.
The data from both neurons shows the mean responses
measured over the first 2 s of motion stimulation. For
comparison, the mean responses measured over the first
5 s of motion stimulation are presented for the slow cell
(open circles: Fig. 9B). We have presented the extra
data for the slow cell because it illustrates how the
TFRF can change shape depending on the measure-
ment period used to calculate the mean time-averaged
responses. If a short time window is used (2 s), TFRFs
depend far more heavily on the onset transient that
occurs when motion first begins. If longer time windows
are used (the first 5 s), the response depends more on
the steady-state response of the cell. The NOT neurons
adapt during motion stimulation (Ibbotson et al.,
1998), so using the first 2 s of the response ensures that
less adaptation has occurred. Using longer measure-
ment periods (5 s) means that responses towards the
end of the motion period are probably influenced by
motion adaptation. For ease of discussion, the TFRFs
calculated using a 2 s time window will be referred to as
the unadapted response, and those using the 5 s time
period will be the adapted responses. The solid lines in
Figs. 8B and 9B show the best fits to the unadapted
TFRFs, as derived from the Reichardt detector array
when the prefilters were removed (using the equations
in appendix A: Egelhaaf & Borst, 1989). For the fast
cell, d was 25 ms, while for the slow cell, it was 500 ms.
In trying to predict the shape of the TFRFs from the
response-ISI functions, it was first necessary to calcu-
late the Fourier transforms of the low-pass filters that
make up the prefilters. To do this, we used the parame-
ters that were used to fit the data in Figs. 8A and 9A.
The dashed lines in Figs. 8C and 9C show the Fourier
transforms of the temporal impulse responses of the
low-pass temporal filters that make up the centre of the
prefilters. The dotted lines in Figs. 8C and 9C show the
Fourier transforms of the temporal impulse responses
of the low-pass temporal filters that make up the prefil-
ter surrounds. Finally, the solid lines in Figs. 8C and
9C show the TFRFs of the Reichardt detector without
prefilters and with d derived from the fits in Figs. 8A
and 9A (Egelhaaf & Borst, 1989).
Finally, Figs. 8D and 9D show our attempts to fit the
TFRFs using the data shown in Figs. 8C and 9C. The
TFRFs of the neurons are presented as filled circles
(adapted responses) and as open circles (unadapted
responses). The solid lines show the TFRFs calculated
in the following way. The Fourier transform for the
prefilter surround was subtracted from the Fourier
transform of the prefilter centre. The residual frequency
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response function of the prefilters was then multiplied
with the frequency response of the motion detector in
isolation. The dashed line shows the result of multiply-
ing only the frequency response of the prefilter centre
with the frequency response of the motion detector. For
the fast cell, the surround mechanism has very little
effect on the shape of the TFRF as it only attenuates
frequencies well below the optimum of the motion
detector. The simulated TFRF is a close fit to the
TFRF of the neuron, with or without the temporal
frequency response of the surround being included in
the calculation (Fig. 8D). In contrast, for the slow cell,
the influence of the surround mechanism is quite dra-
matic. If the surround is included in the calculation
(solid line: Fig. 9D), the resultant TFRF fits badly to
both the adapted and unadapted TFRFs. However, if
only the centre mechanism of the prefilter is used in the
calculation, the simulation fits better to the adapted
TFRF.
4. Discussion
4.1. Responses to static flashed presentations of a
grating
The response to a single frame presentation of a
grating is usually triphasic, i.e. there is an initial excita-
tion, then a period where the spontaneous activity is
inhibited and finally a low amplitude but long-lived
excitatory phase (Fig. 3). We note that such a response
profile is characteristic of biphasic temporal prefiltering.
When stimulated with a short flash, the signals entering
the motion detectors reflect the properties of the tempo-
ral prefilters. At the combination stage, the two signals
are multiplied together. Low-pass temporal filtering in
one of the channels acts as a delay, retaining the overall
biphasic shape of the prefiltered waveform but smear-
ing it out with respect to the undelayed signal. As a
consequence, the positive lobe of the undelayed signal
will first interact with the positive lobe of the delayed
signal, producing an excitatory output. A short time
later, the negative lobe of the undelayed signal will
interact with the positive lobe of the delayed signal,
producing a negative output. Finally, the negative lobes
of both signals will multiply, generating a positive
output. Thus, a triphasic response will occur, as seen in
the data (e.g. Fig. 3B and C). Temporal prefiltering of
the visual image before it enters the motion detectors is
important because a motion detector only works effi-
ciently at high contrasts if it receives signals associated
with brightness changes, while disregarding signals as-
sociated with sustained brightness levels (Srinivasan,
Laughlin, & Dubs, 1982). To remove unchanging sig-
nals, the image needs to be temporally band-pass-
filtered, and such a filter has at least a biphasic impulse
response.
Fig. 7. Simulated response-ISI functions produced by the correlation detector array for 80% (A) and 20% (C) contrasts. Line conventions as in
Fig. 5B. The impulse responses of the prefilters (dashed lines) and the delay filters (solid lines) are shown for the high contrast (B) and low contrast
(D) conditions. Even though the delay filter time constants remained the same, the shapes of the response-ISI functions changed as a result of the
differing prefilter properties in the two contrast conditions. The model parameters used to produce this data were: Prefilter time constants:
1=22.5 ms, 2=180.0 ms; delay filter time constant=23.0 ms; Balance ()=0.8.
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Fig. 8. (A) Response-ISI function for preferred direction apparent motion for a fast cell (). The solid line in (A) is the best fit from the model,
with parameters of 1=5 ms, 2=300 ms and d=15 ms, =0.8. (B) Temporal frequency response function (TFRF) of the same fast cell ().
The solid line shows the best fit from the Reichardt detector with no prefilters (d=25 ms). (C) The solid line shows the TFRF of a Reichardt
detector (without prefilters) with the same time constant as that fitted in (A). The dashed and dotted lines show the Fourier transforms of the
temporal impulse responses of the low-pass filters that make up the centre (1) and surround (2), respectively, of the band-pass prefilters. (D) The
filled circles present the TFRF of the neuron, as in (B). The solid line shows the TFRF calculated using the parameters derived from (A). The
dotted line shows the TFRF of the detector when the prefilter consists of the centre mechanism only (1). Error bars are standard deviations.
4.2. What do the response-ISI functions tell us?
Harris et al. (1999) measured the responses of wide-
field direction-selective neurons in the insect optic lobe
to two brief presentations of a sinusoidal grating. The
second grating was displaced by a 1/4 cycle in the cell’s
preferred direction. They plotted the magnitude of the
response to the second flash as a function of the ISI
between flashes. The resultant functions from the study
of Harris et al., described here as response-ISI func-
tions, increased rapidly up to ISIs of 10–30 ms and
then decayed away in about 180 ms back to the size of
the response produced by a single flash. They showed
that the response-ISI function was accurately described
by fitting it with a gamma function, which resembles
the response-ISI function shown in Fig. 7C. Harris et
al. (1999) suggested that if the grating presentations are
impulsive, the response-ISI functions characterise the
impulse response of the delay filter.
Here, we show that the response-ISI function de-
pends both on the delay filter and on prefilters. At high
contrasts, the response-ISI function for NOT neurons is
biphasic, while at low contrasts, it is monophasic. In
our model, the contrast dependency of the response-ISI
function reflects the contrast response properties of
spatiotemporal prefilters. The prefilters consist of spa-
tially opponent centre-surround channels where each
channel has a different contrast sensitivity. The tempo-
ral properties of the channels are different, i.e. the
inhibitory component of the response outlasts the initial
excitatory component. At high contrasts, temporal
filtering is transient (band-pass), while at low contrasts,
it is sustained (low-pass). In combination, the centre
and surround act as a spatiotemporal filter that pro-
duces spatial transfer characteristics that are common
to many visual systems (e.g. Srinivasan et al., 1982; van
Hateren, 1993). On- and Off-centre retinal ganglion
cells have properties that resemble the prefilters used in
our model (Kuffler, 1953; Schiller, Sandell, & Maunsell,
1986; Ibbotson & Clifford, 2001). For example, On-cen-
tre retinal ganglion cells have an excitatory response to
stimulation with contrast increments in the centre of
their receptive fields, while stimulation in the surround
region suppresses activity below the background-firing
rate. The effect of an adapting centre-surround mecha-
nism is to integrate as much information as possible
when the signal-to-noise ratio is low (Srinivasan et al.,
1982). That is, emphasise the influence of the excitatory
centre when there is low contrast. At higher contrasts,
the influence of the inhibitory surround increases. In
this visual environment, the signal-to-noise ratio is
high, so the prefiltering serves to reduce redundancy in
the incoming signal, promoting efficient coding of the
image (Srinivasan et al., 1982).
Modelling the responses of the NOT neurons has
shown that the response-ISI functions derived from
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apparent motion stimulation bear no direct relationship
to the delay filter time constant. Changing the temporal
filtering characteristics of the prefilters has a significant
influence on the shape of the response-ISI function,
even though the delay filter remains unchanged. There-
fore, the data in the present paper fail to support the
claim made by Harris et al. (1999) that the response-ISI
function is equivalent to the impulse response of the
motion detector delay filter. In fact, the response-ISI
function is heavily dependent on the prefiltering of
incoming signals entering the motion detector. Harris et
al. (1999) show that their estimates of the magnitude of
the temporal delay filter from the response-ISI func-
tions are consistent with the measured temporal fre-
quency response functions of the neurons. However, we
also note that measured temporal frequency response
functions can be influenced by the characteristics of the
prefilters, as illustrated by the model simulations in
Figs. 8 and 9. Thus, neither response-ISI functions nor
temporal frequency response functions provide a direct
measurement of the motion detector delay filter.
4.3. Simulating the response-ISI functions and the
TFRFs of the cells
We tried to predict the TFRFs of the neurons using
the measured response-ISI functions. In the fast cells
that we modelled, we found that the response-ISI func-
tions could be used to accurately predict the TFRFs of
the neurons (Fig. 8). The negative influence of the
inhibitory prefilter surround was essential for simulat-
ing the shape of the response-ISI function but had
almost no influence on the ability to predict the TFRF
of the neuron. However, the presence of the excitatory
prefilter centre had a significant influence on the best
estimate of the delay time constant. When the TFRF of
the motion detector without the prefilters was fitted to
the data in Fig. 8B, the best fit was found with a delay
time constant of 25 ms. When the parameters used to fit
the response-ISI function were used to simulate the
TFRF, a good fit to the data was also obtained, but in
this case, the delay time constant was 15 ms. These
simulations show that the temporal characteristics of
the prefilters can influence both the response-ISI func-
tion and the measured TFRF, so that neither measure
should be taken as a direct reflection of the delay filter
time constant.
Fast cells have highly transient responses that in-
crease in firing rate very rapidly after motion onset.
Consequently, it is customary to measure TFRFs using
quite short stimulus durations (the first 2 s of stimula-
tion). The duration of the moving stimulus used in our
experiments was 2 s. Although it is likely that some
prefilter and motion detector adaptation occurred dur-
Fig. 9. (A) Response-ISI function for preferred direction apparent motion for a slow cell (). The solid line in (A) is the best fit from the model,
with parameters of 1=1 ms, 2=20 ms and d=500 ms, =0.8. (B) Temporal frequency response function (TFRF) of the same slow cell using
a 5 s time window (). The solid line shows the best fit from the Reichardt detector with no prefilters (d=500 ms). The TFRF using a 2 s time
window is also shown (). (C) The solid line shows the TFRF of a Reichardt detector (without prefilters) with the same time constant as that
fitted in (A). The dashed and dotted lines show the Fourier transforms of the temporal impulse responses of the low-pass filters that make up the
centre (1) and surround (2), respectively, of the band-pass prefilters. (D) The filled and open circles present the TFRFs of the neuron with 5 and
2 s time windows. The solid line shows the TFRF calculated using the parameters derived from (A). The dotted line shows the TFRF of the
detector when the prefilter consists of the centre mechanism only (1). Error bars are standard deviations.
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ing this short stimulus period (Ibbotson et al., 1998), it
apparently had little effect on the predictive power of
the response-ISI function. The response-ISI functions
were, of course, measured with the cells in an un-
adapted state because the stimuli were very transient,
and long rest periods were left between presentations.
We conclude that for fast cells, the response-ISI func-
tions and the TFRFs were measured with the neurons
in relatively unadapted states. Consequently, it was
possible to predict the shapes of the functions from
each other.
For the slow cells, we had greater difficulty fitting the
responses of the model to the responses of the neurons.
It was just as easy to adjust the model parameters so
that we obtained a good fit to the response-ISI func-
tions (Fig. 9A). However, it proved difficult to use
those same parameters to simulate the TFRF (Fig. 9D).
During continuous motion stimulation, the rise time
from motion onset to peak sustained firing rate in slow
cells can take up to 500 ms at low temporal frequencies
(e.g. Fig. 4 in Ibbotson et al., 1994). If only the first 2
s of stimulation are used to measure response magni-
tude, the peak temporal frequency tends to move to
higher values (Fig. 9B; see also Maddess & Laughlin,
1985). This is because onset transients are more pro-
nounced at high temporal frequencies. In the present
experiments, the TFRFs were calculated as the mean
firing rates averaged over a 2 or 5 s period of motion
stimulation. The data using the 2 s time window did not
fit the predicted TFRFs, even when the effects of the
inhibitory surround mechanism were removed from the
prefilters. The data from the 5 s time window matched
the predictions made using the response-ISI functions
only if the effect of the inhibitory surround mechanism
was removed from the calculation.
The results from the slow cells suggest that the
response-ISI functions measured in the unadapted state
cannot be used to predict the TFRFs of the neurons
even when the TFRFs are measured in a relatively
unadapted state (Fig. 9D). However, if the influence of
the inhibitory surround in the prefilters is removed, it
then becomes possible to predict the adapted TFRFs of
the slow cells from the response-ISI functions. This
result suggests that adaptation of the inputs to the slow
cells causes a change in the prefilter structure. For
example, during adaptation, the influence of the in-
hibitory surround of the prefilters may become rela-
tively smaller, thus leaving the centre mechanism to
dominate the responses. As a consequence, the prefilters
start to resemble low-pass temporal filters. Therefore,
motion adaptation appears to have the same effect on
the prefilter responses as reducing the stimulus contrast
(e.g. Fig. 7).
In summary, the results presented here show that
prefiltering has a profound effect on motion detectors
(see also Maddess, 1986; Dror, O’Carroll, & Laughlin,
2001). In their study of motion adaptation, Ibbotson et
al. (1998) showed that prolonged presentation of a
moving grating caused small shifts in the optimum
temporal frequency response functions of NOT neu-
rons. This was interpreted as being the result of changes
in the time constants of the motion detector delay
filters. Such a conclusion was based on earlier mod-
elling studies that demonstrated how changes to the
time constants of the delay filters could alter the
TFRFs of the neurons (Clifford & Langley, 1996; Clif-
ford et al., 1997). The modelling presented here shows
that the temporal properties of the prefilter also affect
the TFRFs of the motion detector outputs and that
these must be taken into account when modelling mo-
tion detector responses.
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