We propose a technique to create digital renditions of iris images that can be used to evaluate the performance of iris recognition algorithms. The proposed scheme is implemented in two stages. In the first stage, a Markov Random Field model is used to generate a background texture representing the global iris appearance. In the next stage a variety of iris features, viz., radial and concentric furrows, collarette and crypts, are generated and embedded in the texture field. The iris images synthesized in this manner are observed to bear close resemblance to real irises. Experiments confirm the potential of this scheme to generate a database of synthetic irises that can be used to evaluate iris recognition algorithms.
INTRODUCTION
The iris is an internal organ of the eye that is located between the cornea and the lens. The primary function of the iris is to regulate the size of the pupil, which in turn controls the amount of light entering the eye. This is made possible by the presence of a sphincter muscle and a set of dilator muscles, that are connected by a pigmented fibrovascular tissue known as the stroma. These muscles appear as radial and circular furrows on the stroma. From an anatomical perspective, the iris is a multilayered structure consisting of "pectinate ligaments adhering into a tangled mesh revealing striations, ciliary processes, crypts, rings, furrows, a corona, sometimes freckles, vasculature, and other features [1] . The richness and stability of the textural characteristic of the iris makes it a very powerful biometric which can be used to distinguish even identical twins. A near-infrared lighting source is typically used to highlight the textural intricacies of the iris.
The iris is divided into two regions: the pupillary zone or the inner region which is located closer to the pupil, and the ciliary zone or the outer region which comprises the rest of the iris (Figure 1 ). These two regions are separated by the collarette which typically represents the thickest part of the human iris. The iris also contains sharply demarcated crypts that are a result of iris thinning which exposes the darkly pigmented posterior layer. Thus, the iris in the presence of nearinfrared lighting, is observed to have several features including radial and concentric furrows, crypts, collarette and the pupil, all of which contribute to its uniqueness and play a significant role in identifying an individual. The biometric literature is now replete with techniques that extract information from iris images in order to represent and match irises ( [1] , [2] , [3] ). Although most existing iris recognition algorithms claim a very low False Accept Rate, only Daugman's algorithm [1] has been tested on a large proprietary database containing about 799, 566 iris images [4] . There are very few publicly available iris databases. Further, the ones that are available contain data pertaining to a limited number of individuals (Table 1) . With the emergence of new iris recognition algorithms, it is imperative that a large database is publicly available in order to evaluate and compare these algorithms on a common platform. Building a large iris database is difficult because the process of data acquisition itself is time consuming and expensive. Moreover, privacy concerns associated with collecting and publicly disseminating biometric images have prevented several organizations from sharing images acquired in real-world operational scenarios. Due to these constraints, the possibility of generating synthetic iris databases is an attractive alternative. Some iris synthesis algorithms have been proposed in the literature. Cui et al. [5] propose an iris synthesis method using Principal Component Analysis (PCA) and super-resolution. Makhtal and Ross [6] use Markov Random Field (MRF) mod- [7] employ a three dimensional coordinate system to generate the stroma which is then suitably modified to include the other elements of the iris. Lefohn et al. [8] create an artificial iris by stacking several semitransparent layers with each layer embedding one or more components of the human iris.
In this work, we discuss a new technique for generating synthetic iris images. Here, the background texture is first generated using a texture synthesis scheme [6] based on a single primitive element (a 30 x 30 patch of an arbitrarily chosen iris image from the CASIA [9] database). Then, features of the iris such as the radial and concentric furrows, collarette and crypts are added to the synthetic images. Line integral convolution is used to impart texture to the radial furrows. Hence, feature agglomeration and line integral convolution are the salient components of the proposed scheme which distinguishes it from previously proposed iris synthesis schemes. The synthetic irises are validated by comparing their genuine and impostor distributions against those originating from real images. Also, a clustering procedure is used to demonstrate the similarity between real and synthetic iris images.
PROCEDURE FOR IRIS SYNTHESIS
The proposed iris synthesis algorithm can be divided into two stages: (1) Background texture synthesis using Markov Random Field and (2) Feature synthesis.
Texture synthesis using Markov Random Field
The background texture of the iris is first generated using a Markov Random Field (MRF) model ( [6] , [13] ). The MRF model of an image can be described as the probability distribution governing the intensity value of pixels in a specific neighborhood (i.e., clique) that is independent of all other pixels in the image. Texture (Figure 2 (e) and (f) ). To impart texture to these radial furrows, Line Integral Convolution (LIC) is used. Consider a pixel at location xo = S(po) on the radial furrow. The intensity of that pixel is computed using one dimensional filtering as I(xo) = +L k(p-po)TS(p)dp, where, T is a Gaussian noise image and the kernel, k, is a one-dimensional low-pass filter of size L = 25 pixels. The application of the LIC procedure, imparts texture to the radial furrows.
(ii) Collarette: The collarette appears as a zig-zag circumferential ridge around the pupil (Figure 1) . In order to create a collarette in the synthesized iris, a circle whose radius is 20 to 30 pixels larger than the pupil is generated around the pupil. This circle is then sampled randomly at discrete points and the coordinates of these points are randomly perturbed. Periodic cubic spline curves are once again used to interpolate these coordinates resulting in a smooth random curve representing the shape of the collarette. Only furrows present within the collarette curve are retained (Figure 2(g) ).
(iii) Concentric Furrows: Concentric furrows are circular in appearance and are concentric with the pupil. They typically appear in the ciliary area ( Figure 1 ) and are darker in intensity than the background texture. To create concentric furrows, curves representing portions of circles whose radii are 10 to 20 pixels smaller than the iris radius are generated in the ciliary region. The region traversed by these curves are made darker in intensity and merged with the background texture (Figure 2(h) ).
(iv) Crypts: The shape and number of crypts vary across irises. To generate crypts, a random number of circles (1 to 10) of radius 2 to 6 pixels are generated on the periphery of the collarette. Each circle is sampled at discrete points and the corresponding coordinates are randomly perturbed. A periodic cubic spline is then used to interpolate these points. The interpolated curve represents the shape of a single crypt. The pixels inside the crypt are assigned a random intensity value that is lower than the value of the surrounding background texture. To merge the generated crypts with the background, a smoothing filter is applied in the region of interest (ROI) so that its intensity blends with that of the background texture. Multiple crypts are generated at random positions in the ciliary region of the synthetic iris (Figure 2(i) ). Figure 2 summarizes the various steps of the synthesis algorithm. Figure 5 shows a few synthetic irises generated by this procedure. A simple clustering experiment was performed to show that the generated synthetic iris images are similar to real iris images and different from other types of irregular stochastic texture patterns taken from the Brodatz texture library. Co-occurrence matrix, which is used vastly in the field of texture classification and analysis, captures the second order statistics of the image. In our experiment, the co-occurrence matrix was computed for each image at various displacement vector values (see [6] ). A total of 111 co-occurrence matrices were considered. Four properties of the co-occurrence matrix, viz., entropy, energy, contrast and homogeneity were computed. These four properties were extracted from all the co-occurrence matrices resulting in a 444-dimensional feature vector. These feature vectors were extracted from 100 iris images in the CASIA dataset, 100 iris images in the synthetic dataset and 100 texture images in the Brodatz library. Unsupervised K-means clustering was performed using the extracted feature vectors (K=2). In this experiment, 99% of the real irises, 100% of the synthetic irises and 30% of the Brodatz images were clustered in a single class while 70% of the Brodatz textures along with 1% of the real irises were clustered in the other class. This suggests the textural similarity between the real and synthetic iris images.
In order to further experiment with the synthetic images, a suitable representation and matching scheme was essential.
Masek's technique [14] , which is a variation of Daugman's algorithm, was used to quantify and represent the textural content of the iris images. This process entails the application of a bank of Gabor filters on an iris image and examining the phase of the resulting response at regular intervals in the image. The phase response is viewed as a binary information and, thus, each iris is represented using a string of 0's and 1's known as the iriscode. The dissimilarity between two iris images is measured by employing the hamming distance metric that outputs a match score upon comparing two such binary strings. The experiments described below utilize the synthetic irises generated by the proposed method and the real irises obtained from the CASIA database'.
In the first experiment, three different impostor score distributions were plotted. These correspond to the impostor scores based on (a) comparing synthetic images only, (b) comparing real images only, and (c) comparing real images against synthetic images. From the distributions in Figure 3 , it is clear that the impostor distributions are nearly the same for all the three cases. This suggests that the proposed method is able to capture the inter-class variability commonly observed in real images. In the second experiment, the genuine and impostor distributions corresponding to the real and synthetic irises were plotted (Figure 4 ). This graph also suggests that the intra-class and inter-class dynamics observed in real images are captured by the feature generation process. 
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