An implicit finite difference code for nonlinear consolidation and secondary compression is 5 developed and implemented in a publicly available Javascript web application. The rate of secondary 6 compression is defined based on the distance in e-log10(σv') space between a current point and a 7 corresponding point on a reference secondary compression line (RSCL). Modeling secondary 8 compression in this manner enables simultaneous occurrence of primary consolidation and secondary 9 compression. The finite difference code is first verified by comparison with three benchmarks. The 10 influence of secondary compression on settlement-versus-time is then studied, and shown to be 11
Introduction 16
Terzaghi (1925) was the first to formulate the theory of one-dimensional consolidation for constant 17 compressibility and hydraulic conductivity, and zero secondary compression. A primary benefit of 18
Terzaghi's formulation is the ease of solving the governing second order partial differential equation. 19
However, compressibility is known to depend on overconsolidation ratio and vertical effective stress, 20 and hydraulic conductivity is known to depend on void ratio, both of which change during consolidation. 21 2 Furthermore, soil exhibits secondary compression behavior in which the void ratio constantly decreases 22 even when effective stress is constant. Introducing nonlinear constitutive behavior and secondary 23 compression complicates the governing differential equation, necessitating numerical solutions. Early 24 approaches utilized rheological models involving a combination of sub-components, such as springs and 25 dashpots, in various configurations [e.g., Taylor (1940) , Taylor and Merchant (1942) , Gibson and Lo 26 (1961) , Barden (1965) ]. Though capable of being calibrated to match observed soil behavior, these 27 models typically involved input parameters that were unfamiliar to users, and were not widely used 28 (Perrone 1998) . Computer codes developed to solve nonlinear consolidation problems using more 29 traditional input parameters include Illicon (Mesri and Choi, 1985) , CS1 (Rajot, 1992) , CS2 (Fox and 30 Berles, 1997), CONSOL97 (Perrone 1998), SETTLE3D (Rocscience 2007) as well as unnamed codes by 31
Niemunis and Krieg (1996) and Yin and Graham (1996) . 32
The various nonlinear codes vary significantly in the manner in which they treat secondary 33 compression. Illicon incorporates secondary compression based on the assumption that "the end-of-34 primary void ratio-effective stress relationship is practically independent of the duration of the primary 35 consolidation stage." Secondary compression settlement is then computed for the post-primary-36 consolidation phase based on the observation that Cα/Cc is a constant, where Cc is interpreted as the 37 compressibility at the end of consolidation, and Cα is the coefficient of secondary compression. Similarly, 38 SETTLE3D requires users to input a specific degree of consolidation (e.g., 95%) after which the solution is 39 governed by secondary compression. A fundamental conclusion from these approaches is that 40 secondary compression does not influence the evolution of excess pore pressures, and secondary 41 compression becomes less important as the time required to reach the end of primary consolidation 42 increases. CONSOL97 challenges this notion by including secondary compression concurrently with 43 primary consolidation such that strains that occur during primary consolidation increase as the time 44 required to reach the end of primary consolidation increases. Therefore, a thin laboratory specimen will 45 7 compression is assumed to occur during primary consolidation. The soil eventually reaches a condition 128 wherein primary consolidation is negligible, resulting in essentially a straight line in e-log10(t) space with 129 a slope Cα, and a vertical line in e-log10(σv') space. The void ratio at which the stress path crosses the 130 RSCL is ecα, ref -Cclog(σv'/σv'cα,ref) . Assuming secondary compression controls the void ratio change during 131 the essentially linear portion of the e-log10(t) curve, the void ratio during secondary compression, esc, is 132 defined by Eq. 1. 133 Differentiating Eq. 1 with respect to t results in the rate of change of void ratio due to secondary 136 compression, as shown in Eq. 2, where α = Cα/ln(10). 137
138
Solving Eq. 1 for t, substituting into Eq. 2 and noting that ̇, = −̇/(1 + ) results in the secondary 139 compression volumetric strain rate given by Eq. 3. 140 The approach therefore overcomes the two fundamental shortcomings of the traditional approach to 148 quantifying secondary compression that were described in the previous section. Specifically, the 149 secondary compression strain rate no longer depends on a specific time reference, and can easily be 150 included during primary consolidation. 151
Derivation of Differential Equation Governing Nonlinear Consolidation 152
Consider a layer of "uniform" saturated clay of thickness H with an initial vertical effective stress at 153 the surface qo exposed to a vertical pressure increment ∆q (Fig. 3) . In this context, a "uniform" clay has a 154 constant specific gravity, Gs, constant e-log10(k) and e-log10(σv') relationships, constant Cα, and one of the 155 following is constant: overconsolidation ratio, OCR, initial void ratio, eo, or maximum past pressure, σp'.
156
The initial water table is assumed hydrostatic. The top and bottom of the layer may be either free 157 draining or impermeable, resulting in three possible drainage conditions: double drained, single drained 158 through the top, or single drained through the bottom. 159 160 161 Figure 3 . A uniform soil layer of initial thickness H with initial vertical effective stress qo at the top 162 exposed to a vertical stress change ∆q illustrating node numbering for the finite difference scheme. Flow out of and into an infinitesimal element of porous material is shown in Fig. 3 and the rate of 172 flow is given by Eqs. 5 and 6. 173
Noting that kz+dz = kz + (∂k/∂z)dz, iz = 1/γw·∂u/∂z , and iz+dz = iz + (∂i/∂z)dz, , and neglecting the dz 2 term 174 arising from multiplication of kz+dz and iz+dz, the volumetric strain rate is defined in Eq. 7. The z-subscripts 175 have been omitted from Eq. 7, though it is implied that this equation holds at a particular depth. 176
Many experimental studies have shown that void ratio is linearly related to the logarithm of hydraulic 177 conductivity (e.g., Taylor 1948 , Tavenas et al. 1983 , Mesri and Choi 1985 , Fox 1999 . Therefore, the 178 constitutive relation shown in Fig. 4 is utilized, and is characterized by the slope of the e-log10(k) relation, 179
Ck, and a reference point (ek,ref, kref) lying anywhere on the line. 180 
The change in void ratio for a particular load increment depends on whether the specimen is normally 195 consolidated, begins and remains over-consolidated, or begins overconsolidated and becomes normally 196 consolidated, as defined in Eq. 9. A secant value of the coefficient of compressibility can then be 197 computed as av = -de/dσv' for a particular load increment. 198
Normally Consolidated (NC)
The volumetric strain rate due to primary consolidation is expressed in terms of the coefficient of 199 compressibility as indicated in Eq. 10, where, du/dt = -dσv'/dt, and εv,pc = -de/(1+e) (i.e., compressive The solution proceeds by first initializing σv', e, av, k, and ∆z for pre-load conditions. The initial 225 element height is set to H/(N-1). The initial vertical effective stress at the top of the layer is qo. The 226 known initial profile of either e, OCR, or σp' is then used to initialize the remaining internal variables. If 227 the initial profile of e is assumed constant, the saturated unit weight is computed as γsat = 228 γw(Gs+e)/(1+e), and the vertical total stress profile is computed by integrating this unit weight with 229 depth. If the initial profile of OCR or σp' is set to be constant, the initialization procedure is slightly more 230 complicated because γsat varies with depth because e is not constant. First, the value of eo at the top 231 boundary is computed using Eq. 9 after substituting σvo' = qo, and the value of γsat is computed at the 232 surface. The value of γsat is then computed at the i+1 node by iteration since γsat depends on void ratio, 233 and hence on vertical effective stress. The average value of γsat is then used to compute effective stress 234 at the i+1 node and the procedure is repeated to the bottom of the domain. 235
The next step is to define a time vector based on the desired number of increments, Ntime, and the 236 maximum value of time to be analyzed, tmax. Following initialization, values of cv are computed at each 237 node, and the maximum value is selected. The first time increment is selected to be tmin = α·∆z 2 /cv 238 where α = 0.025, and ∆z is the initial element height. Note that explicit integration finite difference 239 algorithms require α<0.5 for numerical stability when solving linear problems (e.g., Fox and Berles 240 1997). The value α = 0.025 was found to provide a reasonable initial starting point, and avoid problems 241 associated with very large strains at the top and bottom elements that may occur during the first time 242 step. The time vector is then set to be logarithmically distributed between tmin and tmax. 243
The solution for the j components of u proceeds by making an initial guess by setting the j 244 components of av, k, ∆z, e, and σv' equal to the j-1 components, and algebraically isolating the j 245 components of u in Eq. 12. The system of equations can be expressed as [A] 
Following calculation of the trial values of u, residuals are computed using Eq. 12. If the maximum of 251 the absolute value of any residual exceeds a tolerance, the values of u are updated using Newton-252
Raphson iteration. The values of dR/du must be computed for the Newton-Raphson scheme, and are 253 defined by the partial derivative chain rule in Eq. 14. Expressions for the partial derivatives are provided 254 in the appendix. 255
After assembling the tridiagonal dR/du matrix, the values of u are updated using Eq. 15, where the 256 superscript <m> denotes the m th iteration. Updated values of σv', av, k, and ∆z are computed, and a new 257 residual vector R <m> is computed. Iterations proceed until the maximum of the absolute value of R is less 258 than the tolerance. Note that R is the error in strain increments, and is therefore dimensionless. The 259 15 convergence rate for the algorithm is approximately linear, and accurate solutions can be computed on 260 a personal computer in less than a second for 500 time steps and 100 elements. 261 Table 1 . Fox and Pu (2015) utilized the same soil 269 profile for Benchmark 1 and 2, with Benchmark 1 corresponding to a profile of normally consolidated 270 soil and Benchmark 2 corresponding to a profile of initially overconsolidated soil that subsequently 271 becomes normally consolidated as a result of loading. For Benchmark 3, the compressibility and 272 permeability remain essentially constant throughout because (i) the specimen height is very small, self-273 weight of the soil is negligible, therefore compressibility is constant, (ii) the load increment very small, 274 the void ratio change is negligible, therefore av and k remain essentially constant during loading, (iii) the 275 value of Ck is large resulting in essentially constant hydraulic conductivity, and (iv) Cα is set to zero to 276 facilitate a comparison of primary consolidation only. 277 Figure 6 shows comparisons between benchmark solutions for nonlinear consolidation codes 278 presented by Fox and Pu (2015) with those computed using the implicit algorithm. Agreement is good 279 for both benchmarks, though there are some visible differences in the pore pressure and void ratio 280 16 isochrones and minor differences in the settlement versus time plot for benchmark 1. The cause of 281 these small differences is not currently understood, but is not due to the temporal or spatial 282 discretization. Increasing Ntime or Nele from 100 to 500 or 1000 steps results in essentially no difference in 283 the computed solutions. The important behavior trends are identical between the two solutions, and 284 they are similar enough to conclude that the validation study is successful. 
Influence of Secondary Compression on Settlement 306
Because secondary compression occurs simultaneously with primary consolidation, it influences 307 settlement rate in a manner that depends on the rate of primary consolidation. All other factors being 308 equal, a soil layer that consolidates slowly will exhibit more secondary compression during primary 309 consolidation than a soil layer that consolidates quickly. Although it appears only a single line is plotted for Cα = 0 in Fig. 8 , lines are in fact plotted for all four 325 thicknesses, but the differences between the lines are smaller than the line thicknesses. However, for Cα 326 = 0.025, settlement increases as layer thickness increases. For H=0.02m, very little secondary 327 compression occurs during primary consolidation, and conceptualizing secondary compression and 328 primary consolidation as occurring in distinct regions of time (i.e., the traditional interpretation) is 329 reasonable. However, the rate of primary consolidation is much slower for thicker soil layers, therefore 330 more secondary compression occurs during primary consolidation, rendering the traditional 331 interpretation increasingly erroneous as H increases. For H=20m, the settlement at the "end" of primary 332
consolidation is approximately 1.8·Sc,ult. Utilizing the traditional interpretation would therefore 333 significantly under-predict settlement at the "end" of primary consolidation. 334
Influence of OCR on Secondary Compression 335
Overconsolidated soil has long been recognized as exhibiting less secondary compression than 336 normally consolidated soil (e.g., Mesri and Ajlouni 2007, Lambrechts et al. 2004) . Furthermore, studies 337 have indicated that the slope of the secondary compression line in e-log10(t) space increases with time 338 for overconsolidated soil, whereas it is linear for normally consolidated soil (Mesri et al. 1997 , Fox et al. 339 1992 . Fox et al. (1992) postulated the existence of "tertiary compression" in peat samples due to an 340 increase in the rate of secondary compression with time. The vanishingly small load stage in Fig. 1 also  341 exhibited an apparent increase in Cα with increasing log10(t) when the incorrect time reference was 342 used. 343
To explore the influence of OCR on nonlinearity in secondary compression in e-log10(t) space, 344 consider the data presented by Mesri et al. (1997) for load stage T15 and corresponding prediction in 345 Fig. 9 . Input parameters for the prediction were selected based on Figures 4, 6, 7, and 8 in Mesri et al., 346 and are summarized in Table 2 . This particular load stage began with qo = 24 kPa, and finished with 36 347 20 kPa, which also happens to be the maximum past pressure. The slope of the consolidation curve in this 348 region was steeper than the unload-reload region, but less steep than the virgin compression region. A 349 secant slope for Cr was computed as 3.0 in this region. The secondary compression behavior for this load 350 stage was nonlinear, so the normally consolidated load stage T14 was used to select Cα because its 351 secondary compression was much more linear. Furthermore, tp was found to be 40 min. for stage T14 352 based on pore pressure measurements at the bottom of the single-drained specimen, and tref was 353 computed as being equal to tp in this case. specimen by Mesri et al. (1997) . 357 358 The measurements exhibit an initial consolidation stage followed by a secondary compression stage 359 in which the slope of the data in e-log10(t) space increases with time. The prediction exhibits the same 360 qualitative behavior, and agrees quite well with the measurements. The prediction exhibits a flatter 361 slope immediately after the end of primary consolidation. Furthermore, the data exhibit a steeper slope 362 near the end of the load stage. A number of factors may be at work in explaining the observed behavior, 363 including biological degradation, micromechanical behavior of the fibers, or others. However, a portion 364
