The 2{weak vertex-packing polytope of a loopless graph G with d vertices is the subset of the unit d{cube satisfying x i + x j 1 for every edge (i; j) of G. The dilation by 2 of this polytope is a polytope P with integral vertices. We triangulate P with lattice simplices of minimal volume and label the maximal simplices with elements of the hyperoctahedral group B d . This labeling gives rise to a shelling of the triangulation b P of P, where the h{vector of b P (and the Ehrhart h {vector of P)
Introduction
Let G be a graph (with no loops), d the number of vertices in G, and label the vertices of G by the integers 1; 2; : : : ; d. The vertex-packing polytope of G is the d{polytope V(G) in R d de ned by the following inequalities: 0 x i 1; 1 i d; (1) x i 1 + x i 2 + + x i k 1; if fi 1 ; i 2 ; : : :; i k g is a clique of G: (2) These polytopes have been studied by various authors, mostly from the linear programming point of view (for some background, see 4] or 8]). A simpler polytope, related to V(G), is the 2{weak vertex-packing polytope of G, which we denote by W(G) and which is de ned by these inequalities:
0 x i ; 1 i d; (4) x i + x j 1; if (i; j) is an edge of G: (5) If G is a bipartite graph, then W(G) and V(G) coincide.
It is easily seen that the inequalities given by (4) and (5) and those of the inequalities (3) for which i is an isolated vertex of G are linearly independent, and thus these inequalities de ne the facets of W(G). We will show that the vertices of W(G) have coordinates in f0; 1 2 ; 1g. Hence, if we dilate W(G) by 2, i.e. take the image of W(G) under the map f : R d ! R d de ned by f(x) = 2x, then we get a polytope P(G) whose vertices are integral, more precisely f0; 1; 2g{valued. We call the polytope P(G) the extended 2{weak vertex-packing polytope of G. It is clearly de ned by x i 2; 1 i d; (6 ) 0 x i ; 1 i d; (7) x i + x j 2; if (i; j) is an edge of G: (8) This paper deals with the structure of P(G). We triangulate P(G) in a certain systematic way and label the maximal simplices in the triangulation, which we denote by b P, with elements of the hyperoctahedral group B d . This labeling allows us to shell b P in such a way that we can compute the h{vector of P(G) as a descent statistic on a subset of B d determined by G. Moreover, the triangulation is such that its h{vector equals the Ehrhart h {vector of P(G). We give a decomposition of b P into maximal simplices, whose intersections with other maximal simplices we can describe explicitly. We also give a recursive formula for computing the h{vector of b P(G), by descending to those facets of P(G) which lie on the boundary of 2C d where C d is the standard unit d{cube (these facets are extended 2{weak vertex-packing polytopes in their own right). A simpli ed version of this recursion gives a simple recursive formula for computing the volume of P(G).
Preliminaries 2.1 Ehrhart polynomials
Let P be a d{dimensional polytope (or simplicial complex (see section 2.2)) in R n with integral (or lattice) vertices, i.e. v i 2 Z n for all vertices v i of P. For k 2 N let kP = fkx j x 2 Pg, i.e. kP is the (lattice) polytope obtained by dilating P by a factor of k.
For k 2 N de ne the function i(P; k) = #fx 2 R n j x 2 kP \ Z n g: which we will try to avoid in subsequent sections by referring to the facets of K as maximal simplices.
The h{vector h(K) = (h 0 ; h 1 ; : : : ; h d ) of a simplicial complex K of dimension d{1 is de ned as follows: Let f i = f i (K) be the number of i{dimensional faces in K, where we set f ?1 = 1 (corresponding to the empty set), and de ne h(K) = (h 0 ; h 1 ; : : : ; h d ) by setting
We de ne the h{polynomial h(K; t) of K by h(K; t) = h 0 + h 1 t + + h d t d : For further information about h{vectors, see 13] .
Let K be a pure simplicial lattice complex of dimension d. If all facets of K have volume 1=d! (see section 2.4) then we say that K is primitively triangulated. The following theorem is essentially a consequence of Cor. 2.5 in 10], whose conclusion is expressed in greater generality in Thm. 2 in 1].
Theorem 1 Suppose K is a primitively triangulated simplicial lattice complex. Then h (K; t) = h(K; t), where h (K; t) is the Ehrhart h {polynomial of K.
For certain pure simplicial complexes K the coe cients of h(K; t) can be interpreted in a way that partitions the facets of K according to how they intersect other facets. We will brie y review this now. For further information see 2] and 3].
De nition 2 Let K be a nite pure simplicial complex of dimension d. If That is, a complex is shellable if it can be built up by adding one facet at a time in such a way that, for k > 1, the intersection of each F k with the complex generated by the previous F i 's is a nonempty union of (d{1){faces of F k .
As it turns out, the h{vector of a shellable complex can be computed from the shelling. The following theorem is essentially due to McMullen 6] . As we will not be concerned with ordinary permutations, we simply call the elements of B d permutations. When we refer to the letters in a permutation, we regard them as integers (with the sign incorporated) and order them as such, i.e. 
Volumes
When we talk about volume in R d we mean the usual d{dimensional volume, which we denote vol d ( ). If S is a subset of a d{dimensional coordinate subspace of R n , then by vol d (S) we mean the volume of S in that subspace. If S is a union of such subsets S i then by vol d (S) we mean the sum of the volumes of the S i . In particular, a polytope P of dimension less than d has vol d (P) = 0. For convenience, we make the following de nition.
De nition 6 If P is a d{dimensional polytope or simplicial complex in R n such that vol d (P) is de ned, then the normalized volume of P is Nvol(P) := d! vol d (P).
Hence, for any polytope (or simplicial complex) P of positive dimension, Nvol(P) is positive. The rationale behind this de nition is that the least volume a lattice d{simplex can have is 1=d!. In particular, the normalized volume of a primitively triangulated complex equals its number of maximal simplices.
Main Theorems
The following proposition is intuitively obvious, but we give a proof anyway.
Proposition 7 Let p be a point in the polytope P and let P p be the union of those facets of P which do not contain p. Then P is a cone with apex p over P p .
Proof: If p is contained in the interior of P this is trivial, and the same is true if the dimension of P is 1. Also, by convexity, any ray from p can intersect P p in at most one point.
Assume, then, that p lies in some facet of P and dim(P) 2. Let x be a point in P. It su ces to show that x lies on a line segment between p and a point q 2 G for some facet G P p . Let R be the extension beyond x of the line segment px and let q be the point on R such that every point on R not on pq lies outside P.
It is clear that if x does not belong to any of the facets of P containing p then neither does q, by convexity, and we would be done. Suppose, therefore, that x and p belong to the same facet F of P. We now proceed by induction, so we may further assume that q belongs to a (d ? 2){face f of F such that p 6 2 f. Let G be the unique facet of P di erent from F and containing f. We claim that G does not contain p, which will complete the proof. If G did contain p, then G \ F would contain the (d ? 1){dimensional set p f, which is absurd.
Throughout this paper, given a graph G, P(G) will be the extended 2{weak vertex-packing polytope of G.
It is clear from the de niton of P(G) that it is a subset of 2C d , the dilation of the unit d{cube by 2.
Theorem 8 Let G be a graph and let P 0 (G) = P(G) \ @(2C d ), i.e. P 0 (G) is the union of those facets of P(G) which lie on the boundary of 2C d . Let p = (1; 1; : : : ; 1). Then P(G) = p P 0 (G).
Proof: The facets of P(G) are de ned by the inequalities (7) and (8) and those of the inequalities (6) for which i is an isolated vertex in G (or, more precisely, by the corresponding boundary equalities). Hence, those facets of P(G) which do not lie on @(2C d ) are precisely those which are de ned by x i +x j = 2 for some (i; j). Every such facet contains the point p and no other facets of P(G) do. Hence, by Prop. 7, P(G) = p P 0 (G).
To triangulate P(G) we rst triangulate 2C d in the following way. 2C d is embedded in R d so that its vertices are all points whose coordinates are either 0 or 2. In particular, its center (of symmetry) is the point p = (1; 1; :::; 1). We subdivide 2C d into the 2 d unit cubes all of whose vertices are lattice points. Each of these small cubes contains p and a unique vertex which is a vertex of 2C d . We label each small cube by that vertex of 2C d which it contains. As an example, the standard unit d-cube is labeled by 0 = (0; 0; : : : ; 0) and denoted c 0 .
Next, we triangulate each of these small cubes. Let c z be the small cube labeled by z. Then every maximal simplex in the triangulation of c z contains p and z and is de ned as the convex hull of a path along edges of c z from p to z, as follows.
Let p 0 = p;p 1 ; p 2 ; : : :; p d = z be a sequence of vertices of c z such that p k = p k?1 e j where e j is the vector (0; : : : ; 0; 1; 0; : : : ; 0) with a 1 in the j{th place and 0's elsewhere. It follows that in the sequence of p k 's the i{th coordinate must change precisely once, from 1 to z i , because we start out from p = (1; 1; : : : ; 1) and z = (z 1 ; z 2 ; : : :; z d ) is a vertex of 2C d , so z i 2 f0; 2g for each i.
The points p i are easily seen to be geometrically independent and thus they 
Proof: Given a cube c z , there is an orientation-preserving isometry which xes Proof: Suppose that p 0 = p;p 1 ; p 2 ; : : :; p d = z is a sequence of points de ning a maximal simplex P(G). If +i appears in and is not preceded by {j, then some of these points will have coordinates x i = 2 and x j = 1, so x i + x j = 3, which is not allowed if (i; j) is an edge in G. Conversely, a permutation satisfying the condition determines a maximal simplex which is the convex hull of points whose coordinates satisfy the de ning inequalities of P(G).
Suppose K is a simplicial complex and P a polytope (or any subset), both embedded in R n . By K \P we mean the subcomplex of K contained in P, assuming that this is well de ned (which will always be the case here).
For the remainder of this section, x a graph G and let P denote its extended 2{weak vertex-packing polytope. Proof: Suppose S 6 = ; and that some component of G S contains no odd cycle.
Call this component C and let T be its vertex set. Then C is bipartite and thus two-colorable, so we can color the vertices of C with the numbers 0 and 2 in such a way that no two adjacent vertices get the same color. Let c(i) be the color of i. Hence, x i > 1 or y i > 1, since otherwise ax i + by i < 1 = v i . Assume, without loss of generality, that x i > 1. Now, i belongs to some component of G S and that component contains an odd cycle, so there is a path beginning at i and traveling through the entire cycle. Assume, w.l.o.g., that the vertices in this path are labeled (in order) by i; i + 1; : : :; i + m. Since x i > 1, we have x i+1 < 1, as the vertices x i and x i+1 are adjacent, so x i + x i+1 2. But then y i+1 > 1 since otherwise ax i+1 + by i+1 < 1. This implies that y i+2 < 1, so x i+2 > 1 and the argument can be repeated to show that x i+r > 1 i r is even. But this amounts to a two-coloring of the path, including the odd cycle, which is a contradiction, so v is indeed a vertex of P. If two maximal simplices intersect maximally, then their de ning sequences of points di er by just one point. It is then straightforward to check that their corresponding permutations can di er only as described.
Theorem 17 Order the maximal simplices in b P so that precedes if < .
This ordering is a shelling of b P. Proof: Let Proof: For the sake of simplicity, assume that G has only two connected components, C 1 and C 2 , with vertices x 1 ; x 2 ; : : : ; x m and x m+1 ; x m+2; : : : ; x d , respectively. A permutation is permissible with respect to G if and only if the subword of corresponding to each component is permissible with respect to that component.
Hence, given permutations 1 2 (C 1 ) and 2 That is, P S is isomorphic to P(G S ), where G S is the subgraph of G induced by d] n S. We also de ne b P S similarly, i.e. b P S := b P \ P S . 
