Abstract. We present a bifurcation study of the incompressible Navier-Stokes equations in a model complex geometry: a spatially periodic array of cylinders in a channel. The dynamics of the flow include a Hopf bifurcation from steady to oscillatory flow at an approximate Reynolds number R of 350 and the appearance of a second frequency at approximately R 890. The multiple frequency dynamics include a substantial increase in spatial and temporal scales with Reynolds number as compared with the simple limit cycle oscillation present close to R = 350. Numerical bifurcation studies of the dynamics are performed using three forms of global eigenfunction expansions. The first basis set is derived through principal factor analysis (Karhunen-Loève expansion) of snapshots from accurate direct spectral element numerical solutions of the Navier-Stokes equations. The second set is obtained from the eigenfunctions of the Stokes operator for this geometry. Finally eigenfunctions are derived from a singular Stokes operator, i.e., the Stokes operator modified to include a variable coefficient which vanishes at the domain boundaries. Truncated systems of (∼ 100) ODEs are obtained through projection of the Navier-Stokes equations onto the basis sets, and a comparative study of the resulting dynamical models is performed.
1.
Introduction. The analysis of hydrodynamic stability has classically been based on the linearization of the equations of motion about a given, usually stationary, solution [1, 2] . Methods for the study of secondary instabilities (e.g., [3] ) have been applied to comparatively simple geometries and have often relied on the reduction of the problem to one-dimensional canonical or amplitude equations. Transitional flows in complex geometries pose a much greater difficulty as there are neither analytical stationary solutions nor simple analytical sets of spatial eigenfunctions available for the geometry. Spatial discretizations result in large-scale dynamical models with too many (∼ 10 5 -10 7 ) ODEs or differential algebraic equations (DAEs) to make routine stability analysis possible, especially for time-dependent solutions. Traditional ways of studying such systems have been based on obtaining their low-dimensional representations near a particular marginally stable state (usually at steady states) using a Lyapunov-Schmidt or center manifold reduction [4, 5, 6] . In a different approach to the same goal of low-dimensional reduction, rigorous proofs have been derived recently for several dissipative PDEs (e.g., [7] ) regarding the existence of an inertial manifold; inertial manifolds are finite-dimensional, smooth, invariant manifolds that attract all trajectories exponentially in the (appropriate, infinite-dimensional) phase space and contain the (global) attractor. The long-term dynamics arising from such time-periodic flow. At approximately R 890 the periodic solution loses stability, apparently to a stable quasi-periodic flow, which then persists well beyond R = 1000. The eddy-promoter domain has been previously studied both computationally [18] and, recently, experimentally [19] . These studies investigated a 50% longer domain, where the first bifurcation to unsteady flow occurs at a lower Reynolds number of approximately 150. In our simulations the shorter domain (smaller spacing between cylinders in a periodic array) acts as a stabilizing influence. The experimental results indicate that the first bifurcation is two dimensional; a secondary three-dimensional instability is observed at a slightly larger Reynolds number with respect to the onset of unsteady flow.
Here, we focus on the subsequent two-dimensional instability of the flow because of its comparative complexity and the associated modeling and computational issues. A numerical study of this instability requires the computation and computer-assisted linearized stability analysis of limit cycle solutions of the Navier-Stokes equation. The computational effort involved in such a task for sets of n coupled nonlinear ODEs in a shooting formulation involves (for each iteration) the time evolution of n 2 + n ODEs around the limit cycle. The efficient truncation of the Galerkin set of projected ODEs is therefore essential for making the computational analysis of secondary instability of periodic flows practical. Certain techniques like Krylov subspace methods [20, 21] have been suggested as potentially useful in tracking large systems and are currently under investigation. This alternative method involves a technique for the construction of a low-dimensional Krylov subspace in which short-term approximate solutions of the original large problem are found; it has been successfully applied to time evolution and linear stability analysis of Couette-Taylor flow [22] , computation of leading modes and stability of slide coating flow [23] , and other applications involving solutions to systems of differential equations [24, 25, 26] . This paper is organized as follows: in section 2 we discuss the procedures for the construction of divergence-free orthogonal eigenfunctions as trial basis sets and their properties. In section 3 we illustrate the procedure of Galerkin projection of the Navier-Stokes equations onto the basis sets to obtain nonlinear ODEs describing the time evolution of the expansion coefficients. A brief discussion of computational methods for bifurcation and continuation analysis of stationary and periodic solutions for our nonlinear differential equations is included in the Appendix. We then present results for the eddy-promoter domain in section 4. Comparison, evaluation, and discussion of the results follows in section 5.
Basis sets.

Generalized Stokes eigensystem.
The use of divergence-free expansions in the numerical solution of the Navier-Stokes equations (in order to circumvent the Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php incompressibility constraint) has been advocated in the past for simple geometries (e.g., [27, 28] , where the basis was derived from combinations of Jacobi polynomials). Here one such type of basis is obtained from the solution of the following generalized constrained self-adjoint eigenproblem [9, 10] :
where the resulting set of w ∈ H 1 0 is a global spectral basis, H 1 0 is a Sobolev space of divergence-free vector functions, B is a linear boundary operator, and ρ(x) > 0 in the interior of the domain Ω; ρ(x) ∈ C 1 and may vanish on the domain boundary ∂Ω. The scalar q(x) ∈ C 0 can become infinite at the boundaries and is assumed to be positive. The boundary operator B can, in general, enforce any boundary condition suitable for eigenproblems: homogeneous Robin, Neumann, Dirichlet, periodic or mixed. Here mixed Dirichlet and periodic cases are examined, since by performing divergence-free projections these boundary conditions lead to the elimination of the pressure gradient of the Navier-Stokes equations. The scalar Π(x) is a Lagrange multiplier used to impose the solenoidal constraint, equation (2.2) .
The operators of interest in this study are the Stokes (ρ(x) = 1, q(x) = 0) as well as full singular Stokes operators [9] . The singular system is defined so that the scalar ρ(x) vanishes at the domain boundaries and the scalar q(x) becomes infinite there. This will yield a complete set of orthogonal eigenfunctions that vanish at domain walls. The singular system was motivated by its scalar counterpart which will exhibit exponential convergence rates in the expansion coefficients ∞ n=0 a n w n (x) for smooth functions (u ∈ C ∞ ). For nonsmooth functions, such as those resulting from the solution of elliptic equations in domains with geometric singularities, the convergence rates are dictated by the degree of smoothness of the function, a n ∼ O(λ −p n ), where p is the highest derivative for which the scalar version of equation(2.4) holds
Here can be taken as a measure of distance from the wall, and the limit expresses the value of the integral as the boundary ∂Ω is approached; the surface integral is given for the vector function case. The scalar ρ(x) is somewhat arbitrary as long as the above properties are maintained. In this study ρ(x) was taken to be the solution of a Poisson equation with a negative definite (constant) forcing
The positive definiteness of the scalar ρ(x) can be guaranteed by the minimum principle property of elliptic operators; in addition, the operators in complex geometries can be easily inverted by standard techniques. The scalar q(x) is defined to be 4 ρ(x) , and ρ(x) must vanish at a suitable rate to enforce the eigenfunctions to vanish at the Dirichlet boundaries. The factor 4 was chosen because the first eigenfunction in the case of a simple channel domain for this choice is exactly the stationary solution of the Navier-Stokes euqation. The computational methods for solving the eigensystems employed a spectral element method for spatial discretization and a Lanczos iteration procedure for the discretized eigenproblem; for further details see [9] and [10] . Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Figure 2 .1 displays the first four and a few higher Stokes eigenfunctions for the eddy-promoter geometry. The velocity vector plots of the first four singular Stokes eigenfunctions, for ρ(x) ∞ = 1.3, are given in Figure 2 .2; here, the choice of 1.3 gave the first eigenfunction closest in the L 2 context to the Stokes flow solution for the domain. The first four eigenfunctions of the two systems are considerably similar in spatial structure. The two eigensystems tend to depart from one another in the higher modes where the zeros of the singular Stokes eigenfunctions begin to cluster at the Dirichlet boundaries. This clustering of zeros near Dirichlet boundaries may well be responsible for the robustness of the singular Stokes eigensystem versus the Stokes eigenfunctions in approximating complicated solutions, as discussed in [9] . It is somewhat of an open question as to whether exponential convergence is found for the vector function analog to the scalar singular Sturm-Liouville problem. The computational limitations are dictated by the need to resolve scales on the order of those in the eigenfunction associated with the largest eigenvalue. The singular Stokes eigensystem also exhibits large gradients near the wall region due to the clustering of zeros there. The spectral element method can effectively deal with such cases by adding a thin layer of elements near the walls.
Empirical eigenfunctions.
The above eigensystems have the advantage of providing an infinite number of eigenfunctions which can be solved a priori with suitable numerical eigensolvers without any previous knowledge of the time-dependent solutions of the Navier-Stokes equations. On the other hand, if the flow field is known (or can be easily obtained) through either experiments or highly accurate nuDownloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php merical simulation of the Navier-Stokes at some particular Reynolds number value or Reynolds number regime, then suitable global basis functions can be tailored from the flow field using an approach referred to as the "proper orthogonal decomposition" (POD) [29] . This is a standard statistical pattern recognition and image compression technique ("principal component analysis") used in the study of spatiotemporal patterns [30] . Lorenz [31] introduced this technique in the context of meteorology as the "method of empirical orthogonal eigenfunctions." Lumley [29] proposed the use of this procedure to study "coherent structures" in the context of turbulent flow and coined the term POD. In other disciplines the same procedure is known as Karhunen-Loève (KL) expansion and seems to have been independently rediscovered several times. In recent years this approach has been used in the modelling of a variety of systems ranging from turbulent wall layers [32, 33] , turbulent Rayleigh-Bénard convection [34] , and time-dependent flows in complex geometries [35] , to heterogeneous catalytic reaction-diffusion experiments [36, 37] . A detailed description of the mathematical properties of the method and its applications to turbulent flows can be found in a recent review by Berkooz, Holmes, and Lumley [11] .
Application of this method first requires a priori storage of velocity fields (snapshots) of the time-dependent flow; they constitute the data ensemble. Utilizing the spatial velocity correlations, the POD procedure identifies as dominant spatial structures in the flow those with the most "energy," i.e., mean square fluctuation. These structures provide an orthogonal set of basis functions for a series representation of the ensemble data and are ordered in terms of their contribution to the total energy of the system. The basis is optimal in the sense that a truncated series representation of the data has a smaller mean square error than a representation in any other basis set of the same dimension for the same ensemble. The usual procedure can be summarized as follows [12] : given a spatiotemporal velocity field defined on a domain Ω, which in our case is the computational domain, we seek to maximize the mean square fluctuation of the function
Here is the ensemble averaging operation which is typically taken to be the time average for spatiotemporal data. The inner product is defined in the usual way,
dx. This is a classical problem in the calculus of variations. Maximization of the above quantity for a
The solutions to this equation, ϕ i , are eigenfunctions of the autocorrelation operator R(x, x ) = u(x, t) u(x , t) with eigenvalues λ i , i = 1, 2, . . .. These empirical eigenfunctions are ordered according to their decreasing energy content (given by λ i ). The nonnegative definiteness of R(x, x ) assures that λ i ≥ 0 and its eigenfunctions form a complete orthogonal basis set. Any member of the ensemble may now be reconstructed from its modal decomposition on the eigenfunctions
where M is large enough such that modes (M + 1) and higher contain "negligible" energy. The modal amplitudes are orthogonal with respect to the chosen ensemble Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
Obtaining POD modes from the autocorrelation matrix can become computationally very expensive for large spatially extended systems. The eigenmodes can alternatively be well approximated by using the "method of snapshots" described by Sirovich [13, 12] . The ensemble averaged flow field is subtracted from the snapshots, so that the fluctuations about this mean field are decomposed into eigenmodes using the POD procedure. (We also performed a variant of this procedure by decomposing the snapshots themselves into POD modes without subtracting the mean; the use of this second set of eigenfunctions gave very similar results to the first set-with mean field subtracted-which we present.) Table 2 .1 shows the first few eigenvalues of the POD decomposition of the "reference" flow state at R = 1000. Direct numerical simulation of the flow was performed using the spectral element method, and the time evolution was continued until the startup transients decayed. The temporal dynamics of the flow are apparently quasi periodic at this value of the Reynolds number. A total of 120 snapshots were stored as the simulation ensemble over a temporal evolution of 20 fundamental periods. The corresponding first four eigenfunctions are shown in Figure 2 .3. A few higher modes and their eigenvalues are also included for comparison of spatial scales.
Performing the POD procedure on fluctuations around the ensemble mean gives the distribution of "energies" (eigenvalues) shown in the second column of Table 2 .1. When the mean field is not subtracted from the data, the first POD mode, as one would expect, appears very similar to the mean field and carries more than 93% of the total energy. Removing the energy of this first mean-like mode and renormalizing shows that the relative energies of the subsequent modes (fourth column in Table 2 .1) compare closely with those in the second column (the fluctuation-POD modes). This more even distribution of energies in the second column modes leads to a slightly better conditioning of numerical schemes for continuation and bifurcation analysis since now no single mode is highly energetic compared with the rest. The eigenfunctions tend to appear in pairs, whose members are approximately phase shifted with respect to each other in the streamwise direction. This result directly reflects the periodic boundary conditions, and a linear combination of each pair can be approximately viewed as a single "travelling wave" in the direction of the flow. The nature of the higher modes is not easy to describe; as we progress higher in the mode hierarchy, we find modes with increasingly more complex spatial structure, as indicated by the number and corresponding scale of "vortices" they contain. Figure 2 .4 is an attempt to compare the efficiency of the first few (here 20) eigenfunctions of each set in capturing a typical flow field. While the "error" (the unspanned component of the flow field) of the singular Stokes modes is concentrated in the viscous shear layer close to the cylinder, the corresponding error of the POD modes has a much smaller norm and is spatially much more evenly distributed. We will see below that this efficiency ranking persists in the dynamic predictions of the corresponding truncations.
3. Galerkin projections of the Navier-Stokes equations. The NavierStokes equations written in abstract form for a divergence-free function space are given as [38] 
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and P is the orthogonal projection P :
Periodic boundary conditions are also contained in H 
where {w i (x)} is complete in H 1 0 . The basis and test functions are taken to be the same for the Galerkin approximation. By taking the inner product of the governing equations with the test functions, we obtain a nonlinear system of ODEs for the timedependent coefficients of the expansion. The use of solenoidal test functions removes the pressure from the system through Green's identity
The system of ODEs is truncated by retaining an N -term Galerkin projection and is given by
where
The existence of solutions has been proved for the case of d = 2, while for the d = 3 case, existence is known only for finite time intervals [38, 39] . Here, only the d = 2 case is considered for N on the order of 10 2 . The computation of the projection coefficients for the nonlinear term is responsible for the largest percentage of preprocessing time. There are N 3 coefficients which must be computed and stored before time stepping begins. The computational complexity of evaluating the nonlinear projection coefficients can be significantly reduced by integrating by parts and arriving at The evaluation of the nonlinear coefficients is therefore reduced to a single computation of the gradient for each eigenfunction and a series of inner product operations. A further reduction in computational effort can be obtained by exploiting known symmetries of the coefficients
The total computational effort required is N vector gradient evaluations and
2 ) inner product evaluations. The storage requirements are
as well. All numerical procedures for the evaluations of the projection coefficients, such as spatial derivatives and inner products, were computed on the p-order Gauss-LobattoLegendre mesh for our model geometry, where p is the order of the discretization used to compute the eigenfunctions.
The evaluation of the right-hand side of the set of ODEs (3.5) obtained through Galerkin projection of the Navier-Stokes has a structure similar to a number of matrix-vector multiplications and vector additions. Consequently, the vector field and Jacobian evaluation operations are completely vectorizable. The limit cycle shooting and continuation code, which involves time integration of the N 2 + N ODEs has been timed to run on a single Cray C90 processor at a peak speed of 535 MFLOPS. The code also has a natural potential for parallelization, as the evaluation of different linear and nonlinear terms in the right-hand side of equation (3.5) can be easily distributed over a number of processors.
Results.
In this section we present a comparison of the solutions of truncated models (based on different eigenfunction expansions) of the Navier-Stokes equations in the eddy-promoter geometry. Recall that an accurate SEM simulation of the flow reveals that the stationary solution loses stability to a simply time-periodic flow (a limit cycle) at R 350 (refer to Figure 1.2) . The second instability occurs approximately at R 890 when the periodic solution apparently undergoes a Neimark-Hopf bifurcation to a torus. The quasi-periodic nature of the resulting dynamics manifests itself as an invariant circle on the Poincaré surface (see Figures 1.2 and 4.3) . Figure  4 .1 shows the power spectrum of such a quasi-periodic attractor at R = 1000. The primary frequency (the one evolving from the original Hopf bifurcation at R = 350) is marked as f 1 , while the one associated with the secondary bifurcation f 2 is approximately ten times slower. The calculations were repeated for several mesh sizes to verify that the second frequency is not an artifact of the numerical discretization. As shown in Figure 4 .1, the location of the principal peaks essentially converged (the variation remained within 5%). The simplest conceivable set of bifurcations, which will explain the transitions in the flow, is a series of two supercritical Hopf bifurcations, the first one of the steady solution at R 350 and the second one of the periodic solution at R 890. Besides the critical parameter values at which the transitions occur, we are interested in how well the low-dimensional models capture the long-term attractor of the Navier-Stokes flow. There is no definite answer as to what is the best way of doing such a comparison. We have chosen to compare our model differential equations to the SEM solution in the following two ways.
1. We compare how well the models capture the limit cycle attractor at a reference value of R = 750, and we do this in the phase space defined by the coefficients of POD (empirical) eigenfunctions. The solutions of both the SEM and the models are projected onto the first three POD modes, and the phase projections are compared. 2. At R = 1000, where the quasi-periodic long-term SEM solution lies on a torus, we make a similar phase space representation in POD coefficients and also look at its Poincaré map section for comparison. Figure 4 .2 illustrates the dynamics of the flow on a limit cycle at R = 750 for the SEM solution. Here a 1 , a 2 , a 3 are the coefficients of the projection of the SEM solution on the first three POD modes, respectively. The temporal variation of the a 1 and a 2 is shown in Figure 4.2(a) . with the SEM solution at R = 750 and R = 1000 by presenting them in a similar format as we did for the direct simulation results. Table 4 .1 shows the critical values of the Reynolds number at the primary bifurcation for Stokes eigenfunction models at various truncation levels. The primary instability is accurately captured by the first 100 eigenfunctions. The instability is a supercritical Hopf bifurcation, and a pair of complex eigenvalues of the linearized flow cross into the right half plane at the critical Reynolds number. model and SEM is relatively poor, and the error in the Strouhal period is approximately 12%. The flow field at the Poincaré intersection is displayed in Figure 4 .4(c), and there is significant deviation from SEM results in the vicinity of the cylinder. When the Reynolds number was increased to 1000, models using up to 150 Stokes modes failed to reproduce the quasi-periodic dynamics of the flow. Therefore, the first 150 Stokes eigenfunctions are able to accurately capture just the primary instability in the model eddy-promoter geometry. models using singular Stokes eigenfunctions. Again the first 100 eigenfunctions give an accurate representation of the primary instability. The dynamics of the flow at R = 750 obtained using the first 100 modes are plotted in Figure 4 .5 and using the first 150 modes in Figure 4 .6. The phase space projections of the limit cycle presented in Table 4 .2 seems to indicate that after some "optimal" truncation size (here ∼ 100 modes), including more modes does not ameliorate the approximation capabilities of the model. We believe that the (very slight) deterioration of the 150 mode model compared with the 100 model is due to the progressive loss of accuracy in the computation of the higher eigenmodes themselves, and their inner products needed to evaluate the right-hand side of the ODEs. A similar phenomenon will be seen (and discussed) in the case of the empirical eigenfunction models.
Stokes eigenfunctions.
Singular Stokes eigenfunctions. The critical Reynolds number values for the primary Hopf instability is shown in
The flow field at the Poincaré map section is shown in Figures 4 .5(c) and 4.6(c). The small structures in the shear layer region near the cylinder are very well picked up by the singular Stokes modes, while the Stokes modes failed to do so. This is a manifestation of the "robustness" of singular Stokes eigensystems due to the clustering of zeros in the higher modes near Dirichlet boundaries as discussed before. At R = 1000, however, models with up to 150 singular Stokes modes fail to reproduce the long-term temporally quasi-periodic nature of the flow, even though their short-term prediction capabilities are excellent. The periodic limit cycle ultimately exhibited at this Reynolds number, however, is seen to live in the same "ballpark" in phase space as the torus obtained through SEM (see Figure 4.7(a) ). On further continuation of the periodic solution branch, the model eventually exhibited a secondary instability via a supercritical Hopf bifurcation at R ≈ 1400. The bifurcation scenario is illustrated in Figure 4 .7(b). The L 2 norm of the coefficients of the modes at the Poincaré intersection is plotted against the Reynolds number. The stable periodic solution branch (solid line) loses stability to a quasi-periodic solution (solid circles) via a Hopf bifurcation when a pair of complex conjugate Floquet multipliers cross out of the unit circle in the complex plane.
Empirical eigenfunctions.
The empirical eigenfunctions were obtained from a POD of solution snapshots obtained from direct numerical simulation of the flow at R = 1000. Low-dimensional models obtained by Galerkin projection of the Navier-Stokes equations on the first 20, 40, 80, and 120 POD modes were studied (the dimension of the discretized SEM system is ∼ 2 × 10 4 ). Table 4 .3 shows the critical Reynolds number values at which the models exhibit the first Hopf bifurcation from the stationary solution. The first instability seems to be well captured by the first 40 empirical modes, even though these modes are obtained at the much higher decompositional Reynolds number of 1000. Time integrations in the critical region confirm that the Hopf bifurcation is supercritical. tions of the Navier-Stokes away (here R = 750) from the decompositional Reynolds number (here R = 1000). Figure 4 .9 illustrates the long-term quasi-periodic dynamics of the same 120 modes model at R = 1000. Figure 4 .9(a) shows the time evolution of the coefficients of the first two modes, Figure 4 .9(b) shows the phase space representation of the invariant torus, while the Poincaré cut of this torus at (u, φ 2 ) = 0 is shown in Figure 4 .9(c). The Poincaré map invariant circle obtained from direct simulation is also shown in unfilled squares for comparison, and the agreement is very good. Decreasing the number of modes in the model resulted in declining accuracy in predicting the long-term behavior of the flow, even though retaining its qualitative quasi-periodic nature. The short-term dynamics, however, are accurately reproduced by as low as 20 POD modes; these give an error of ∼ 7% after time evolution of an entire fundamental period.
In order to locate and characterize the secondary instability, numerical continuation of the periodic solution branch was performed in the Reynolds number range 750-1000. modes model. The L 2 norm in the POD space is plotted against the Reynolds number. The bifurcation scenario for 20 and 40 mode system is qualitatively similar to this. At a critical value of the Reynolds number, a complex conjugate pair of Floquet multipliers crosses out of the unit circle (see Figure 4.10(b) ). The secondary instability is a Hopf bifurcation giving birth to a stable quasi-periodic branch of solutions. When we increase the size of the model further, however, we find a slight deterioration in the predicted dynamics, comparable with that seen before for the singular Stokes system. Incorporating all 120 empirical eigenmodes in the model changes the bifurcation scenario as shown in Figure 4 .11. A unique stable limit cycle exists below R 870 and a stable torus above R 915. However, the stable limit cycle branch Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php (solid line) now first undergoes a saddle-node bifurcation at R = 916, and a brief region of bistability (coexistence of stable periodic and stable quasi-periodic solutions) is observed. A careful investigation shows that the torus now arises from a global bifurcation, involving a homoclinic crossing of the invariant manifold of a saddle type, unstable limit cycle.
The behavior of this model is qualitatively different from its lower-order truncations in two ways. First, this model displays hysteresis and multiple stable solutions in a certain narrow region of Reynolds number. Second, this model does not exhibit a direct secondary Hopf bifurcation from the periodic solution branch. It is precisely the low dimensionality of our truncated model that allows us to continue around folds in the limit cycle branches, compute unstable (saddle type) limit cycles, and approximate and follow their unstable manifolds, thus explaining this bifurcation scenario.
Even though no evidence of such a global bifurcation was found in direct spectral element simulation of flow through the eddy-promoter domain, such a bifurcation scenario is a viable alternative by which a periodic flow can lose stability to a stable Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php temporally quasi-periodic flow. In this case the energy content of the high modes is so low that one might consider them as "noise" and filter them out. Furthermore, their energies are practically indistinguishable, and so the sense of hierarchy so obvious at the top of the eigenvalue list is lost. Changing the data ensemble and including in it transient time series approaching the attractor will change the lower part (here roughly the last 20) of the current hierarchy. We believe that in this case the slight deterioration for the largest set is, in effect, the result of eventually including meaningless higher modes. A measure of the noise level and error in the data set as well as the sensitivity of the basis functions to reasonable variations in the ensemble (different sampling on the attractor, inclusion of transient data) is desirable.
Nonlinear Galerkin methods.
While we observe that ∼ 100 modes are necessary to span the solution and reproduce the dynamics, the temporal behavior of the flow is relatively simple and could in principle be found using a much smaller number of equations. Continuing our search for further reduction of the number of independent degrees of freedom capable of representing dynamics of the flow, we now briefly turn toward techniques motivated by the theory of approximate inertial manifolds (AIM). All the approaches we described above yield a hierarchy of global modes. The idea here is to consider the first few (lower) modes of the hierarchy to be the master modes which govern the dynamics of the flow. We think of the higher modes as slave modes in the sense that they "follow" the slow oscillations of the lower (master) modes. These faster moving slave modes quickly relax onto a manifold parameterized by the master modes. An approximation to this manifold (the socalled steady manifold) is obtained by setting the time dependence of the slave modes to zero, a procedure known to be a valid approximation for certain evolutionary PDEs [40, 41] . This formal procedure gives a set of algebraic equations expressing the slave modes as a function of the master modes:
The second equation above can be recast as z m = φ(u m ), which is the definition of the steady manifold. We applied this master-slave reduction method built on the empirical eigenfunction hierarchy to investigate the bifurcation sequences of the resulting differentialalgebraic systems. Computing limit cycle solutions for the above system can be done through the application of a shooting technique to just the master modes (see the Appendix). Savings in the computational effort can be substantial compared with the full Galerkin method, as the number of variational equations are reduced to m 2 (where m is the number of master modes). The bifurcation sequence of the 40 master-80 slave model is compared with that of a straight (linear) Galerkin method in Figure  4 .11. The stable quasi-periodic branch of solutions arises from a supercritical Hopf bifurcation of the limit cycle branch at R 890. Table 4 .5 displays the critical Reynolds number values at which various master-slave ratio models exhibit a similar Hopf bifurcation. The number of independent degrees of freedom necessary to obtain a converged transitional Reynolds number is therefore significantly reduced compared with "linear" traditional Galerkin truncations. This might be expected, given the low-dimensional nature of the flow in the Reynolds number regime studied; the higher modes cannot be ignored without loss of accuracy, but it seems appropriate to treat them passively as a function of the "active" lower modes. Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 5. Discussion. The use of suitable global divergence-free eigenfunction expansions appears to be a powerful tool for modeling Navier-Stokes flow through comparatively complex geometries. In this work, we demonstrated the use of Stokes and singular Stokes eigenfunctions as well as POD-based modes as "geometrically fitted" basis sets for approximating Navier-Stokes solutions. We compared the ability of these eigenfunctions to approximate the long-term attractors of the periodic and quasi-periodic flows and their accuracy in reproducing the transitions between these states in an objective manner. Note that the secondary transition to a quasi-periodic state is not related to the onset of vortex shedding behind the cylinder.
Obtaining accurate models of spatially extended systems that have a minimal number of degrees of freedom is essential for a detailed computer-assisted study of their dynamics; this is because dynamical systems techniques for characterizing the stability and bifurcations of time-dependent solutions can be practically applied to systems with up to ∼ 100 degrees of freedom. Galerkin projections of the Navier-Stokes using global basis sets onto a system of ODEs and reduction in dynamical system size through truncation of the projections allows us to perform stability calculations for limit cycle solutions in our model flow that would not be practical with the fully discretized system. Singular Stokes modes perform markedly better than Stokes modes in terms of capturing both the short-and the long-term dynamics of the flow in the periodic regime (for a comparable truncation size). For wall-bounded flows in smooth domains (such as our example) the empirical eigenfunctions prove the "best" performers (in the sense of accuracy and low dimensionality); they also seem to be quite robust in approximating solutions to the Navier-Stokes away from the decompositional Reynolds number. Obtaining empirical eigenfunctions, however, requires the knowledge of the entire flow field as a statistical input to the proper orthogonal decomposition procedure. Another shortcoming of the POD procedure is the sensitivity of the "high" modes to the particular data ensemble as well as the gradual loss of the meaning of mode hierarchy as the eigenvalues recede to very low levels, close to numerical noise. At the high end of the spectrum, it becomes difficult to identify meaningful low-energy modes (that may become more important in nearby values of the Reynolds number).
On the other hand, the arbitrariness in the scalars ρ(x) and q(x) makes the definition of an "optimal" singular Stokes operator (for our purposes) somewhat of an open question. The idea of combining both empirical and theoretical approaches to modeling the flow in an effective way seems then also worth investigating. Some approaches have been put forward by other researchers; Batcho [48] proposed the use of the eigenfunctions of a Reynolds-Orr operator, while Poje and Lumley [47] proposed a procedure which requires the mean velocity field as statistical input, to extract spatial modes for turbulent flows that maximize the growth rate of volumeaveraged coherent kinetic energy. Downloaded 03/23/18 to 128.148.231.12. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php
The motivation to modeling flows of the type we investigate here is precisely their inherent low dimensionality (along with nontrivial dynamic behavior). The asymptotic dynamics of such flows should, in principle, be completely characterized through the knowledge of a small set of modes. The higher modes in our hierarchies are often too important to be truncated away, but after the death of initial transients they should, at least in principle, be uniquely determined as functions of a few lower ones, through some sort of a slaving function (or AIM). The methods we discuss in this paper, by providing us with a meaningful mode hierarchy, make the application of such master-slave approaches possible. As a first computational attempt in this direction of further reduction of the model of independent degrees of freedom, we found that a "steady manifold" built on the POD hierarchy was distinctly successful in capturing both the periodic and the quasi-periodic flow dynamics and the transition between the two. Our calculations also suggest the existence of an "optimal cutoff" in the modal hierarchy, above which passive treatment of the "slaved" high modes becomes appropriate. In this work we focused on the successful reduction of Navier-Stokes flow models with emphasis on the minimal system size that would retain accuracy. The computational efficiency of these schemes is a subject of current research. where R is the Reynolds number. The steady states are computed using Newton's method, and the curve of a steady state as a function of the Reynolds number is traced using standard pseudoarclength continuation techniques [42, 43] . The stability of the steady states is governed by the eigenvalues of the Jacobian matrix D x f ; they are stable if all the eigenvalues lie in the left half plane.
Limit cycles (T-periodic solutions) of (A.1) are computed as fixed points of the Poincaré return map using a shooting formulation. Details of the Floquet theory and the general relation between Poincaré maps and linearized flows can be found in many textbooks, for example, in Hartman [44] . For a given state x 0 on the limit cycle, the Newton iteration is performed to solve R = x 0 − x(T ) = 0, (A.2) where x(T ) is the state of the system after some appropriate time interval T (a guess for the period of the limit cycle). An additional constraint to single out a point on a limit cycle is provided by the Poincaré surface "S," in our case defined by recording the state of the system every time it passes through a select value of one of the dependent variables x i S = x i (t = T ) − C = 0, (A. 3) where C is a constant. Equations (A.2) and (A.3) constitute a system of n equations with n unknowns, namely, the dependent variables x 1 , x 2 , . . . , x i−1 , x i+1 , . . . , x n and the period of the limit cycle T . The Jacobian matrix For differential-algebraic systems, as in the case of master-slave models, equation (A.2) needs to be solved only for the ODEs (the master modes). Time integration of the sensitivity/variational equations were performed using algorithms like ODESSA [45] for ODEs and DDASAC [46] for DAEs. A pseudoarclength continuation scheme is employed to trace the periodic solution branch as a function of Reynolds number. The inhomogeneous sensitivity equations with respect to the Reynolds number R and the period T are also used to complete the Jacobian calculation for the continuation scheme. The eigenvalues of the monodromy matrix V(t = T ) (Floquet multipliers) dictate the stability of the limit cycle; a change in stability occurs when one or a pair of complex conjugate multipliers cross out of the unit circle in the complex plane.
