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Abstract
In this work, we have studied crystallization in short polymer chains using molec-
ular dynamics simulations. We use a realistic united atom model which is able to
reproduce the physical quantities related to phase transitions. We present a study
of crystal nucleation from undercooled melts of n-alkanes and identify the molec-
ular mechanism of homogeneous crystal nucleation under quiescent conditions and
under shear flow. We choose n-eicosane (C20) the length of which is below the en-
tanglement length and n-pentacontahectane (C150) the length of which is above the
entanglement length so that we can compare results for unentangled and entangled
polymer chains. We also provide the crystal growth mechanism of n-eicosane under
quiescent conditions. For C150, we present crystal lamellae structure and compare
our results with published simulation results. We use a mean first passage time
analysis and a committor analysis to determine the critical nucleus size and then to
compute the nucleation rate. We observe that the critical nucleus is of cylindrical
shape. We report on the effects of shear rate and temperature on the nucleation
rates and estimate the critical shear rates, beyond which the nucleation rate in-
creases with the shear rate. We show that the critical shear rate corresponds to a
Weissenberg number of order unity which is in agreement with previous experimen-
tal observation and theoretical work. We also show that the power law behaviour
between nucleation rate and shear rate is in agreement with experiments and theory.
We compute the viscosity of the system during the formation of crystalline nuclei
and we show that the viscosity of the system is not affected by the crystalline nuclei.
Finally, we present results of crystallization in the polyethylene (C500) melt under
quiescent conditions 1.
1Main results of this work published in the following articles:
- The Journal of Chemical Physics, 139, 214904 (2013).
- The Journal of Chemical Physics, 141, 124910 (2014).
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Chapter 1
Introduction
Every one of us comes in contact with polymer materials on a daily basis. It could
be in the form of a plastic bag, an adhesive tape or a drink bottle. Polymers are
long chain molecules consisting of a number of monomer units ranging from 1000 to
100000. They exhibit a large number of properties due to constituent variety and
their architecture. Mechanical properties are among the most important aspects
of polymer materials. It could be the elasticity of rubber; the toughness and the
ductility of semicrystalline polymers, glass polymers or blends; or the strength of
oriented semicrystalline polymers. When these mechanical properties are combined
with light weight and processibility, the polymeric materials become an attractive
choice for use in structural applications. The rheological properties of polymers
play a paramount role in designing of processing operations such as extrusion, blow
molding, and film blowing. Apart from these, they also have unique chemical,
optical and electronic properties [1].
As human history is divided into era by the name of primary material used i.e.
the Stone, Bronze and Iron ages, Rubinstein and Colby [2] referred to the twen-
tieth century as the Polymer age. In the middle of nineteenth century, chemists
started synthetic polymerization but they did not believe that they were producing
the large macromolecules. Until the beginning of the nineteenth century macro-
molecules were believed to form a colloidal globule. In 1920, Staudinger proposed
the macromolecular hypothesis. In his view polymers are large molecules consisting
of basic units called monomers and colloidal properties are attributed to the size
1
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of these large molecules. In the beginning, this hypothesis faced a lot of resistance.
Carothers had produced different polymers till 1929 and the Polymer era started.
From 1930 to 1960, the main concepts of polymer science were introduced including
synthesis methods and the foundation of polymer physics. In the next 20 years the
principles of modern polymer physics were established including Edwards model for
the chain and its confinement [2].
Semicrystalline polymers are widely used due to their favorable mechanical prop-
erties. These mechanical properties depend on the morphology, which is linked to
crystallization of the polymers [3]. The crystallization process in polymers is divided
into two steps, nucleation and growth. Like monatomic systems, when a melt of
polymer is cooled below its crystal-liquid coexistence temperature, small crystallites
are formed. These crystallites are formed from local density and/or orientational
fluctuations and they further grow to form big crystal structures. The mechanical
properties of the solidified materials strongly depend on the sizes, the shapes and
the distribution of these initially formed crystallites.
In spite of intensive research efforts since the early 1940s, the molecular mechanism
of polymer crystallization is still not completely understood [4]. Experimental re-
search has been carried out using a wide range of techniques both on polymers under
quiescent conditions [5–14] and in external fields [15–22]. Crystallization rates and
critical shear rates have been measured for different polymeric materials, the mor-
phological features of the final crystal structure and the effect of molecular weight
on the crystallization kinetics have been studied. The primary nucleation mecha-
nism has not however been identified, because the short length- and time-scales on
which it takes place are difficult to access experimentally 1.
In the early studies of polymer crystallization, the Bragg peaks were observed after
the induction period in wide angle X-ray scattering(WAXS). No small angle X-ray
scattering(SAXS) peak was expected before the Bragg peak. But in 1990’s SAXS
peaks were reported in many experiments during the induction period before the
appearance of the Bragg peaks [5–7]. These SAXS peaks were claimed to be due
to the presence of ordered melt before the occurrence of a nucleation event. These
results were interpreted using Cahn-Hilliards(CH) theory [23]. This theory takes
1This paragraph is published in The Journal of Chemical Physics, 141, 124910 (2014).
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only one order parameter into account and according to this theory the SAXS peaks
are due to spinodal decomposition. Many theories have been proposed to explain
these SAXS peaks. Doi et al. [24, 25] proposed the theory of microphase separation
for polymer crystallization. Olmsted and co-workers [26] reported a theory based
on spinodal decomposition of the polymer melt to explain the emergence of these
SAXS peaks before the emergence of WAXS peak. Kaji [27] proposed a model for
polymer crystallization based on Doi [24, 25] theory and Olmsted [26] theory to ex-
plain these SAXS peaks. Once a stable nucleus is formed, then the new chains (from
melt) come to the growth front to get attach to this crystal structure. This process
of attachment of polymer chains at the growth front is a complex process due to
involvement of polymer diffusion, entanglement effects, transition from random coil
conformation to extended or folded crystal structure and competitive absorptions
and desorption at the growth front [4]. The first theory of growth of crystals was
described by Lauritzen and Hoffman (LH) [28], sometimes referred as surface nucle-
ation approach. The second theory was presented by Sadler and Gilmer (SG) [29].
Recently, Strobl [10] proposed a new route to crystallization of entangled polymer
melt based on multi-stage ordering of the molecules.
The study of polymer crystallization is an attractive topic due to its wide range of
industrial applications. In industry, polymer melts usually flow during processing
operations. Flow can change crystal nucleation and growth mechanisms and hence
can change the material properties. Therefore, technologically it would be of great
importance to understand the crystal nucleation and growth processes under flow.
As the molecular length- and time-scales involved in nucleation and growth pro-
cesses are below experimental resolution, and a theoretical approach is challenging
because of the full non-equilibrium nature of the problem, computer simulations
are a promising alternative method to solve the problem. McLeish, Olmsted and
co-workers have over the past 15 years developed a comprehensive set of theoreti-
cal and computer simulation techniques and experimental model systems to study
polymers under flow. To address crystallization they derived a kinetic Monte Carlo
algorithm on the basis of kinetics extracted from the GLaMM model [30], embedded
it in a Brownian dynamics simulation [31, 32] and extended this approach by a fast
nucleation algorithm to compute nucleation rates [33]. This model captures many
features of flow induced crystallization, however, parts of it are based on an effective
3
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free energy picture i.e. on the assumption of separating relaxation time-scales and
thus quasi-equilibrium 1.
Atomistic computer simulations have been used to study polymer crystallization
under quiescent conditions [34–57] and under flow or large deformation [3, 58–65].
Most of these studies focus on the growth process rather than the nucleation pro-
cess, because nucleation is by definition a rare event (an event that occurs on a
time-scale much larger than the time-scale of the local dynamics) and therefore
difficult to tackle by atomistic simulation. Nucleation in short chain alkanes under
quiescent conditions has nevertheless been simulated [34–39, 41, 42] and a scenario
for the nucleation mechanism has been identified. The first direct computation of
homogeneous nucleation rates in long chain alkanes by means of computer simula-
tion has recently been presented by Rutledge and co-workers [40]. Their work was
focused on the nucleation and growth rates and the free energy landscape associated
with the crystallization process rather than the microscopic mechanisms 1.
There are still several questions which are open or controversial in the context of
polymer crystallization. These questions need to be addressed to establish com-
plete understanding of the crystallization mechanism on a microscopic level. These
questions include [66, 67]:
• Under what conditions do polymers nucleate? In the undercooled melt, it
is not clear if density fluctuations induce orientation of segments of polymer
chains or if the orientation of segments of polymer chains produce density
fluctuations on local level and then crystallization starts. The determination
of these conditions can allow one to control the start of crystallization, which
consequently can provide the possibility to control the macroscopic properties
of the material.
• The growth mechanism on a microscopic level is not yet understood com-
pletely. Three different theories have been proposed to describe the growth
mechanism [10, 28, 29] but recent results from simulations [43, 48] do not
agree with them. The factors behind spontaneous selection of lamellae thick-
ness need to be identified. The consequences of entanglements on the nucle-
ation and growth are also not fully understood. An explicit consideration is
4
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required to address the regions between the purely crystalline and the purely
amorphous regions.
• Most of the polymers are of semicrystalline nature, thus are non equilibrium
structures. Even well below melting temperatures, relaxation leads to re-
arrangements and mobility of chains which subsequently change the crystal
morphology. In such circumstances, are the concepts of equilibrium thermo-
dynamics for melting and crystallization sufficient to describe the polymer
crystals which are of metastable nature? One of the controversial issues [68]
is whether the semi-crystal structures are thermodynamically favorable struc-
tures with global free energy minimum or if they are kinetically manifested
structures and can form purely crystalline structure if enough time is given.
• How do external fields influence the polymer crystallization? Under shear
conditions, shish kebab like structures are formed but the mechanism of for-
mation of the structure is not understood yet. What are the combined effects
of flow and temperature on the crystallization kinetics and what are the effects
of flow on the entanglements during crystallization?
• Another important task is to identify new order parameters besides lamellae
thickness, growth rates and degree of crystallinity so that polymer crystals
can be characterized in a better way and some ambiguities which arise from
measurements of existing order parameters like degree of crystallinity can be
eliminated.
The main purpose of this work is to improve the understanding of the polymer
crystallization on a microscopic level. We would particularly like to answer the
following questions using molecular dynamics simulation methods:
• To sample the induction times for short chain alkanes (chains shorter than
the entanglement length) and identify the molecular mechanism of nucleation
and growth under quiescent conditions.
• To report on the effect of the flow and temperature on the induction times
and compare these results with already available theories and experiments for
short chain alkanes, then to identify the molecular mechanism of nucleation
5
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at different shear rates and the response of the system to the formation of
small clusters in terms of shear viscosity.
• To sample the induction times for long chain alkanes (chains longer than the
entanglement length) and to identify the molecular mechanism of nucleation
and some features related to the structure of lamellae under quiescent condi-
tions.
• To report on the effect of the flow on the induction times and compare these
results with already available theories and experiments for long chain alkanes.
Then to identify the molecular mechanism of nucleation at different shear
rates and the response of the system to the formation of small clusters in
terms of shear viscosity.
• Validation of our results with already published simulation and experimental
results. Recently, Rutledge [38–40] and his co-workers performed simulations
to study the nucleation in n-alkanes and Coppola and his co-workers [19]
performed experiments and reported the effects of flow and temperature on
the induction time so we would like to compare our results with theirs.
We will use a united atom model introduced by the Paul et al. [69] and later on
modified by Waheed et al. [70] to address the above mentioned questions. This
model is able to reproduce the dynamical and structural properties, melting point
and rotator phase. It has also been used for studying the crystallization of polymer
melts [38–40]. We will use the ESPResSo [71] molecular dynamics simulation pack-
age to simulate the system, and implement the missing routines needed to study
the crystallization mechanism. All computer simulations for this work will be car-
ried out on the HPC facility of the University of Luxembourg [72]. This project
has been financially supported by the National Research Fund (FNR) within the
CORE project Polyshear.
This thesis is organized into five chapters. In chapter 2, we describe the funda-
mental components of the molecular dynamics simulations, the simulation model,
the order parameters and the classical nucleation theory. In chapter 3, we address
6
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the nucleation and growth mechanism on a molecular level in short chain alkanes n-
eicosane (C20) under quiescent conditions2. In chapter 4, we report the effect of flow
and temperature on the nucleation times and identify the microscopic mechanism
at different shear rates and measure the response of the system to the formation of
small clusters in terms of shear viscosity3. In chapter 5, we provide the induction
time for long chain alkanes and identify the microscopic mechanism of nucleation
under quiescent conditions. We also show the effect of flow on the nucleation times
and identify the microscopic mechanism at different shear rates and measure the
response of the system to the formation of small clusters in terms of shear viscos-
ity3. In chapter 6, we present the conclusions of our work and some suggestions for
future work to improve the understanding of polymer crystallization.
2Main results of this chapter published in The Journal of Chemical Physics, 139, 214904 (2013).
3Main results of this chapter published in The Journal of Chemical Physics, 141, 124910 (2014).
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Chapter 2
Methodology
This chapter starts with a brief introduction to molecular dynamics simulation tech-
niques. A detailed description of the simulation model which we use in this study
is provided. Then, several order parameters are explained which we use to monitor
the nucleation event and the growth of clusters. Next we discuss classical nucleation
theory. Different methods to compute the critical nucleus size are presented. At
the end of this chapter, we explain how nucleation in polymers is different from nu-
cleation in small molecules and provide different theories which explain the growth
mechanism in polymers.
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2.1 Molecular dynamics simulations
Molecular dynamics simulation is one of the most widely used techniques in the
statistical mechanics community to study many body systems on a microscopic
level. This technique was introduced by Alder and Wainwright [73, 74]. They
used it to study the phase transition in hard spheres. Subsequently, Stillinger and
Rahman [75, 76] performed simulations to study liquid argon and water. In last
few decades, due to advancements in computer technology and improvements in
algorithms, it has become a powerful tool to study the dynamics and structure of
different complex system in many areas of science and engineering [77].
The contents of this section are mostly based on the Frenkel and Smit’s book “Un-
derstanding Molecular Simulation - From Alogorithms to Applications” [78]. Molec-
ular dynamics simulation is based on the assumption that classical mechanics can
be used to describe the motions of atoms and the molecules. The laws of classical
mechanics are used to generate trajectories giving the microscopic information of
the system in terms of the coordinates and momenta which are sufficient to describe
the motion of any classical many body system. Then this microscopic information
is used to compute the macroscopic properties of interest using the rules of classical
statistical mechanics.
In statistical mechanics, usually we are interested in ensemble averages, which is
an average over all accessible micro-states in the 6N dimensional phase space for a
given set of macroscopic properties. For a system consisting of N particles, at fixed
volume and at constant temperature T, the ensemble average can be computed
using;
〈A〉ensemble =
∫∫
drNdpNA
(
rN ,pN
)
exp
(
−H(rN ,pN)
kBT
)
∫∫
drNdpN exp
(
−H(rN ,pN )
kBT
) (2.1)
Here A(rN ,pN) is the macroscopic observable which is function of r and p, r is
the coordinates, p is momenta of particles, kB is Boltzmann constant and H is the
Hamiltonian of the system which is the sum of kinetic and potential energy of the
system. The term in the denominator is referred to as the partition function which
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is the sum over all possible micro-states that a system can have for a given set
of macroscopic properties, and is typically very difficult to calculate analytically.
In most experiments, we measure quantities of interest during a certain interval of
time and compute their averages. In molecular dynamics simulations, we study an
average behavior of a many body system by computing the time evolution of the
system using Newtons equations of motion and average them over sufficiently long
times. To compare the ensemble averages with time averages, we define the ergodic
hypothesis. This hypothesis states that for a given set of macroscopic properties,
if we allow a system to evolve in time for an infinite time so that it can visit all
points in the ensemble then the ensemble averages are equal to the time averages. In
analyzing molecular dynamics simulations we often assume that we have generated
a trajectory for an infinite time and the system has visited all possible micro-states
consistent with given macroscopic properties. In this case we can write:
〈A〉ensemble = 〈A〉time = lim
τ→∞
1
τ
∫ τ
t=0
A
(
rN(t) ,pN(t)
)
dt ≈ 1
M
M∑
t=1
A
(
rN ,pN
)
(2.2)
Here τ is the simulation time and M is the number of time steps.
The advantage of molecular dynamics simulation over other equilibrium methods
such as the Monte Carlo technique is that it can be used to study the transport
properties of the system along with the equilibrium properties. It provides the
dynamics of the system and is similar to real experiments in many aspects.
A simple program for molecular dynamics simulation can be written as:
• Choose the parameters that specify the conditions of run(e.g., initial temper-
ature, number of particles, time-step etc.).
• Define initial positions and velocities.
• Compute forces on all particles.
• Integrate Newtons equations of motion to evolve the system in time.
• Analyze the data, compute the average quantities and stop the program.
10
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Define initial positions and 
velocities
Calculate forces for all particles
 using the force feild
Solve Newton's equations of 
motion for all particles to  
update positions & velocities
Apply thermostat & barostat
Analyze the data 
Till termination criteria 
Figure 2.1: Schematic of molecular dynamics simulations.
This is shown schematically in FIG. 2.1. Now we discuss few important components
of molecular dynamics.
2.1.1 Force calculation
In molecular dynamics simulations, we compute force for every particle at every
timestep using:
mr¨i = fi; fi = −5 Ui(rN) = − ∂
∂ri
U(rN) (2.3)
m is the mass of particle, r¨i is the acceleration of the particle i, fi is the force on the
particle i, 5 is the gradient, ri is the position of the particle i and U is the potential
energy. This is the most time consuming part of almost all molecular dynamics
simulations. If we consider a simple example of pairwise additive interaction like
a Lennard Jones system, the simulation time needed would be scaled to square
of the number of particles (i.e. O(N2)). We can reduce this simulation time by
11
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computing the interactions only between nearby pairs of particles. When pairwise
separation(rij) between interacting particle i and j is large, the force converges to
zero and we do not compute forces between particles for which rij > rc, where rc is
the potential cutoff radius. The simulation time needed to compute the force can
further be reduced by creating the lists of nearby pairs of particles efficiently. We
list three methods which are frequently used to identify the neighbors of particles:
• Verlet neighbor list
• Cell list
• Combination of Verlet list and cell list
In the Verlet neighbor list, the simulation time scales to square of the number of
particles (O(N2)) and in the cell list and in the combined method, the simulation
time scales to the number of particles (O(N)).
2.1.2 Integrating the equations of motion
After computing the forces between particles, we can now integrate the equations
of motion to get the time evolution of the particles. There are several numeri-
cal algorithms which are used to integrate the Newton’s equations of motion. All
algorithms use finite difference methods for integration of these equations. The
positions, the velocities and the accelerations of particles are approximated using
Taylor series expansion. Accuracy, efficiency, conservation of physical law (e.g time
reversal, conservation of energy and momentum etc.) and stability are desirable
properties of the integrators.
Verlet algorithm - In the Verlet algorithm [79], we compute position of particles
at every time step. By expanding the position r(t) forward and backward in time
using a Taylor series:
r(t+4t) = r(t) + v(t) · 4t+ 1
2
a(t) · 4t2 + 1
6
b(t) · 4t3 +O(4t4) (2.4)
r(t−4t) = r(t)− v(t) · 4t+ 1
2
a(t) · 4t2 − 1
6
b(t) · 4t3 +O(4t4) (2.5)
12
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Subtracting equation 2.5 from equation 2.4, we get;
r(t+4t) = 2 · r(t) + r(t−4t) + a(t) · 4t2 +O(4t4) (2.6)
Where r is the position of particle, v is the velocity of particle, a is the acceleration
of particle and b is the third derivative of the position of particle. In this algorithm
the velocities are not computed directly however they can be computed using the
positions of particles and the timestep as follow;
v(t) =
r(t+4t)− r(t−4t)
2 · 4t (2.7)
Leap Frog algorithm - The Leap Frog algorithm [80] is a modified version of the
Verlet algorithm. In this algorithm, positions and velocities are not computed at
the same time so kinetic and potential energies can not be computed at same time.
The velocities are computed at half time step then the positions are computed at
next time step. Mathematically,
v
(
t+
1
2
4 t
)
= v
(
t− 1
2
4 t
)
+ a(t) · 4t (2.8)
r(t+4t) = r(t) +4t · v
(
t+
1
2
4 t
)
(2.9)
Velocity Verlet algorithm - In the velocity Verlet algorithm [81] positions, veloc-
ities and acceleration are computed at the same time so that kinetic and potential
energies can be computed at the same time. In this algorithm the velocities are
computed at half time step;
v
(
t+
1
2
4 t
)
= v(t) + a(t) · 4t
2
(2.10)
then new positions are computed;
r(t+4t) = r(t) + v
(
t+
1
2
4 t
)
· 4t (2.11)
13
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here forces are computed and then the acceleration as;
a(t+4t) = F(t+4t)
m
(2.12)
where m is the mass of particle. And at the end velocities are computed at v(t+4t)
v(t+4t) = v
(
t+
1
2
4 t
)
+ a(t+4t) · 4t
2
(2.13)
The equation 2.11 and 2.13 are used to compute the r(t+4t) and v(t+4t) at the
same time.
2.1.3 Thermostat and barostat
Thermostats are widely used in MD simulations because most of the experiments are
carried out in the canonical ensemble rather than in the micro canonical ensemble
[82]. We bring the system in contact with a heat bath in order to control the
instantaneous temperature such that the probability to find a system in a given
energy state is described by the Boltzman distribution. The instantaneous kinetic
temperature of the system is measured from the kinetic energy per particle and thus
fluctuates for any finite canonical system. If the instantaneous kinetic temperature
does not fluctuate as in isokinetic molecular dynamic scheme or in velocity scaling
algorithms then the ensemble would not be the true canonical ensemble [78].
A large variety of thermostats are available to control the temperature. They are
classified into two main categories: local thermostats and global thermostats. Local
thermostats dissipate energy on a local level and global thermostats dissipate energy
on the system level uniformly. Local thermostats are preferable because they are
usually more realistic and allow temperature control on a local level [83]. Apart
from local or global nature of the thermostat, one should also consider the properties
which he wants to compute when selecting the thermostat. For example if one wants
to compute the dynamic properties of the system he should not use the Andersen
thermostat because it disturbs the dynamics.
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The most common methods to control the temperature include the velocity scaling
[84, 85], stochastic [86–89] and extended system methods [90, 91].
Thermostats control the temperature by changing the velocities, and barostats con-
trol pressure by changing the dimensions of the simulation box. Berendsen [85],
Andersen [86], Parrinello-Rahman barostats [92], Nose Hoover barostat [90, 91] and
Langevin dynamics based barostat [93] are the commonly used barostats. We use a
Langevin dynamics based thermostat and barostat in all NPT simulations and we
use dissipative particle dynamics (DPD) thermostat in all NVT simulations. We
provide description of these thermostats in next chapters where they are applied.
2.1.4 Periodic boundary conditions
In molecular dynamics simulations we use periodic boundary conditions to mimic a
bulk systems with a system consisting of small number of particles; and to eliminate
the surface effects. We show a 2D schematic of the periodic boundary condition in
FIG. 2.2. The simulation cell A is called the primary simulation cell and all other
cells are replicas of this cell. These replicas have images of the particles belonging
to the primary cell. Once a particle leaves the primary cell from one face its image
enters the primary cell from the opposite face. The system is isotropic and no
surfaces are created.
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A
Figure 2.2: Two dimensional schematics of periodic boundary conditions.
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2.2 Model
Like Yi and Rutledge [38–40], we use a united atom model for polyethylene that has
been proposed by Paul et al. [69] and later on modified by Waheed et al. [70]. The
chains consist of beads or “united atoms” that represent CH2 and CH3 groups.
Beads interact with each other via bonded and nonbonded potentials. The non
bonded interaction is of the Lennard Jones form and it acts between all pairs of
monomers apart from the monomers that are directly connected along the chain.
For a distance rij between monomers i and j it is given by:
U(rij) = 4ij
[(
σij
rij
)12
−
(
σij
rij
)6]
, rij ≤ 2.5σij
U(rij) = 0, rij > 2.5σij (2.14)
The bonded potential, which acts between monomers along the chain, consists of a
harmonic bond:
U(rij) =
1
2
K(rij −R)2 (2.15)
and a harmonic bond angle:
U(θ) =
1
2
Kθ(θ − θ0)2 (2.16)
where θ is the angle between two consecutive bonds, and a dihedral potential:
U(φ) =
1
2
[K1φ(1− cosφ) +K2φ(1− cos 2φ) +K3φ(1− cos 3φ)] (2.17)
where φ is the dihedral angle defined by three consecutive bonds. All parameters
for the potentials are given in the Table. 2.1. The model reproduces the dynamical
and structural properties of the melt, the melting point, and the rotator phase. It
does not predict the orthorhombic crystal phase.
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Table 2.1: Parameters for the model, all parameters except the value of cutoff
radius for Lennard Jones have been taken from [70], and this value have been
taken from [38].
Potential Parameters
Harmonic bond bond length = 1.53 A◦
K = 700 kcal/mol A ◦2
Bond Angle Kθ = 120 kcal/mol
θ0 = 109.5
◦
Dihedral K1φ = 1.6 kcal/mol
K2φ = -0.867 kcal/mol
K3φ = 3.24 kcal/mol
Lennard Jones σ = 4.01 A ◦
 (CH2 − CH2) = 0.112 kcal/mol
 (CH3 − CH3) = 0.112 kcal/mol
 (CH2 − CH3)= 0.112 kcal/mol
Cut off = 2.5 σ
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2.3 Order parameters 1
In order to distinguish the crystalline from the fluid-like regions of the system, we
use several order parameters which we describe in following subsections.
2.3.1 Local density
The local density is measured by means of Voronoi tesselation, i.e. the density at
the position of particle i is defined as the inverse of the volume of particle i’s voronoi
cell. In Voronoi tesselation the whole simulation box is divided into small regions
such that every particle has a region. For a particle i this region consists of points
which are closer to this particle than any other particle. This region is called the
Voronoi cell/volume of the particle i.
2.3.2 Radius of gyration
The radius of gyration is used to measure the extension of the polymer chain. The
radius of gyration for a single chain can be computed using following equation:
R2g =
1
N
N∑
k=1
(rk − rcm)2 (2.18)
Rg is the radius of gyration, N is the number of particles in the chain, rk is the
position of particle k and rcm is the center of mass of the chain.
We show this schematically in FIG. 2.3. rcm is center of mass for the chain and
r1, r2, r3, .....rk are vectors from the center of mass to the monomers of the chains.
1Part of this section is published in The Journal of Chemical Physics, 139, 214904 (2013).
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r
r1 r2
r3
r4cm
Figure 2.3: Schematic of the radius of gyration of the chain. rcm is the center
of mass for the chain and r1, r2, r3, .....rk are vectors from center of mass to the
monomers of the chain.
2.3.3 Nematic order parameter
We measure the global alignment of chains in terms of the nematic order parameter
S2, which is the largest eigenvalue of
Qαβ =
1
Ncn
Ncn∑
j=1
(
3
2
uˆjαuˆjβ − 1
2
δαβ
)
,
where Ncn is the number of chains for which the calculation is performed, uˆj is the
unit vector parallel to the end-to-end vector of chain j, δ is the Kronecker delta and
α, β = x, y, z. [94].
This order parameter is close to unity when all chains are parallel to each other and
close to zero when all chains are oriented randomly. We show this schematically
in FIG. 2.4. In FIG. 2.4(a), the chains are not oriented in any prefered direction
while in FIG. 2.4(b), the chains are oriented in one direction, parallel to each other
forming a nematic liquid crystal.
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(a) (b)
Figure 2.4: Schematics representation of nematic order parameter. (a): For a
melt configuration. (b): For a nematic liquid crystal configuration.
2.3.4 Crystallinity order parameter
To monitor the local alignment of segments of chains, we identify for a given particle
i the neighboring particles j (i.e. the particles that lie within a distance rc = 1.4σ
from particle i). For every neighbor j we determine
θij = arccos(eˆi · eˆj)
≤ 10 “aligned”> 10 “non-aligned” (2.19)
where eˆi are unit vectors pointing from the position of particle i− 1 to the position
of particle i + 1 in a given chain. Particles that have “aligned” neighbors above
certain threshold value are called crystalline. We obtain this threshold number
from an analysis of the probability distributions of aligned neighbors in the bulk
melt and the bulk crystal. It distinguishes melt-like configurations from crystals.
In order to identify crystalline clusters, we use a standard clustering algorithm.
This proceeds by picking a particle and checking whether it is crystalline. If so, we
count it as the first particle of a cluster and analyze its shell of neighbors, including
into the cluster neighboring particles that are also crystalline. In this way, we move
recursively from neighbor to neighbor to detect the complete cluster and compute
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i-1 i+1
i
Figure 2.5: Schematic of crystallinity order parameter. The red circle shows
the cutoff radius for particle i and the black arrow shows the vector from i− 1 to
i+ 1 which is associated with i.
its size. If no new crystalline neighbor is found, the cluster is complete and we
proceed with the other particles of the system to detect further clusters.
2.3.5 Bond order parameter
To characterize crystal order in terms of particle positions rather than segment
alignment, we use local bond orientational order parameters. (The term “bond or-
der”, which is commonly used for this type of parameter in the context of monatomic
systems, might be misleading in the context of polymers. It refers to the orientation
of the vector between any pair of neighbouring particles, not just to bonds along
the chain.) Bond orientation parameters characterize the local positional structure
by projection of the positions of a particle’s neighbors onto spherical harmonics.
Rather than the original definition by Steinhardt [95] we use a recent extension [96]
which exploits additional information derived from the second shell of neighbors,
defining the so called averaged local bond order parameters (ALBO). This definition
requires the computation of the complex vector ql(i)
qlm(i) =
1
Nb(i)
Nb(i)∑
j=1
Ylm(rij) (2.20)
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where Nb(i) corresponds to the number of nearest neighbors of particle i and Ylm(rij)
are the spherical harmonics. Averaging over the neighbors of particle i and particle
i itself
q¯lm(i) =
1
N˜b(i)
N˜b(i)∑
k=0
qlm(k), (2.21)
and summing over all the harmonics
q¯l(i) =
√√√√ 4pi
2l + 1
l∑
m=−l
|q¯lm(i)|2 (2.22)
one gets the final value of the locally averaged bond order parameter q¯l.
2.3.6 Trans states
Another order parameter which can be used to see the phase transition in polymeric
systems is the number of trans conformations in the system. Polymers which differ
only in the rotation about a bond along the chains are called conformations of the
polymers. Two different conformations of the same polymer are shown schematically
in FIG. 2.6. A trans state is defined as a conformation in which the dihedral angle
lies between −60◦ and 60◦.
(a) (b)
Figure 2.6: Schematics of two different conformations of same polymer. Left:
First and last particle are on the same side of the middle bond making a dihedral
angle of 0◦ about the middle bond. Right: First and last particle are on opposite
side of the middle bond making a dihedral angle of 180◦ about the middle bond.
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2.4 Critical nucleus size
The critical nucleus size determination is an important aspect of nucleation studies
because mechanical properties of the final product depend on the size, the shape and
the distribution of nuclei in the system. We use two different methods to compute
the critical nucleus size. In the following subsections we describe mean first passage
time analysis and committor analysis in detail.
2.4.1 Mean first passage time analysis
In order to estimate the critical nucleus size and the induction time, mean first
passage time (MFPT) analyses [97] are performed on the evolution of largest cluster.
The mean first passage time (MFPT) analyses are performed to define the average
time of first appearance of a cluster with size nmax:
τ(nmax) =
1
M
M∑
i=1
τ (i)nmax (2.23)
where M is total number of trajectories and τ
(i)
nmax is the time when cluster with
size N first appears. As nucleation is followed by fast cluster growth, τ(nmax) has
a sigmoidal shape and can be fitted by the equation:
τ(nmax) = 0.5τ
∗[1 + erf(Z
√
pi(nmax − n∗))] (2.24)
where n∗ is the critical nucleus size, Z is the Zeldovich factor and the error function is
erf = 2√
pi
∫ x
0
e−x
2
dx. This method has been used in studies of glass forming systems
under shear [98, 99] and n-alkanes of C8, C20 and C150 by Yi et.al [38–40]. We can
compute all quantities which are needed to describe the nucleation process using
the MFPT method [100]. We can determine induction time τ ∗, critical nucleus
size n∗, Zeldovich factor, free energy barrier and attachment rates. Once we have
the induction time and volume of the system, we can compute the nucleation rate
density using:
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I =
1
< τ ∗ > V
(2.25)
Where I is nucleation rate density, τ ∗ is induction time and V is volume of the
system. Lundrigan and Voivod [100] tested the MFPT for the crystal nucleation
of the Lennard Jones fluid. They found the nucleation rate in agreement with the
nucleation rate predicted by the classical nucleation theory.
2.4.2 Committor analysis
Committor analyses [101] are also performed, to compute the critical nucleus size.
It has some advantages that it is based on the kinetics of the transformation pro-
cess only and does not require an underlying free-energy landscape model, such as
e.g. an analysis in terms of classical nucleation theory. In this method, we determine
pcrystal(nc), the probability that a trajectory initiated from a given cluster size nc
ends in a stable crystalline state. The cluster size for which pcrystal(nc) = 0.5 is the
typical size of the critical nucleus.
The analyses are performed considering several independent configurations with
different cluster sizes. By considering each of these independent configurations
as initial configurations, we made several simulation runs using different random
seeds. We randomized the velocities of these configurations several times, and thus
generate several new trajectories per cluster size, which are then run until either a
stable crystal or a melt configuration is reached.
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2.5 Classical nucleation theory
When a melt is cooled below melting temperature, small nuclei are formed which
disappear again or further grow to make stable nuclei. This process is called nucle-
ation. The thermodynamics and the kinetics are two important aspects of study of
the nucleation process. Thermodynamics describes the availability of driving force
and kinetics tells us how much time is needed for the process to occur.
Classical nucleation theory (CNT) has been extensively used to study phase transi-
tions since the 1930’s after its creation by Volmer and Weber [102] and Becker and
Do¨ring [103] and further [104, 105]. In homogeneous nucleation, the thermodynamic
driving force comes from the supersaturation. The free energy relationship for the
homogeneous nucleation process for a spherical nucleus of radius R can be written
as:
4G = −4
3
piR34Gv + 4piR2σ (2.26)
4Gv - free energy gain
σ - surface free energy
If the energy released during the formation of the nucleus is larger than the energy to
create the interface between liquid and solid, the process will continue otherwise the
newly formed nucleus will be dissolved. A cost to continue the process is required
until a nucleus of critical size is formed, the critical radius can be calculated as:
R∗ = − 2σ4Gv
dG
dR
= 0 (2.27)
Once the cluster size reaches the critical nucleus size, energy is released from the
process instead of being consumed and the cluster grows further, limited only by
diffusion processes. The free energy to form nucleus of critical size:
4G∗ = 16piσ
3
3(4Gv)2 (2.28)
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Figure 2.7: Representation of the free energy for homogeneous nucleation to
form a spherical nucleus. The total free energy is shown with a green curve,
surface free energy is shown with a red curve and bulk free energy is shown with
blue color curve. 4G∗ is the free energy barrier to form a critical nucleus of
radius R∗.
The thermodynamics of the nucleation process in CNT is based on the capillarity
approximation. On one hand it simplifies the thermodynamics of the process to
large extent by assuming that macroscopic thermo physical properties can be used to
describe the nuclei: it assumes that nuclei have same density and chemical potential
as of bulk liquid and have the surface tension of a macroscopic liquid-solid interface.
On the other hand it is regarded as the weakest point of the classical nucleation
theory, and most of the time blame goes to capillary approximation if CNT fails to
produce results which are unsatisfactory to explain the experimental results [106].
In case of polymeric materials the critical nucleus is assumed to be of cylindrical
shape due to the anisotropic nature of chain molecules, the free energy of formation
of the critical nucleus of cylindrical shape with radius R and stem length l can be
computed as;
4G = −4
3
piR34Gv + 2piR2σe + 2piRlσs (2.29)
where σs and σe are the lateral surface free energy and the stem end surface free
energy respectively. Minimizing the free energy with respect to radius R and length
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l, the critical free energy barrier 4G∗, the radius of critical nucleus R∗ and the
length of critical nucleus l∗ can be calculated as:
4G∗ = 8piσ2sσe/4G2v (2.30)
R∗ = 2σs/4Gv (2.31)
l∗ = 4σe/4Gv (2.32)
The kinetics of the nucleation is described by the nucleation rate density which is
related to number of nuclei formed per unit of volume and time. Nucleation rate
can be expressed as:
I = I0 exp
−
(4G∗
kBT
)
(2.33)
Where I is the nucleation rate, I0 is the kinetic prefactor, kB is the Boltzmann’
constant, T is the temperature of the system, 4G∗ is the free energy barrier corre-
sponding to the critical nucleus.
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2.6 Crystallization in polymers
Crystallization involves primary nucleation and growth. Nucleation is a fluctuation
driven process, these fluctuations form small nuclei in the system. If the size of
the newly formed nucleus is larger than the critical nucleus then the crystallization
process starts by crossing the critical free energy barrier, while in growth there is
no free energy barriers. The formation of a nucleus in a system of single particles
is sketched in FIG. 2.8(a). In case of polymer chains (FIG. 2.8(b)) connectivity of
monomers adds complexity to the system due to restrictions on the motions of the
individual monomers. Due to this connectivity chains first have to reorganize them-
selves internally before making any ordered structure. Due to this reorganization,
the free energy barrier associated with the formation of the nucleus is higher than
the single particle system and many metastable states exist between isotropic and
ordered crystal structures [68, 107].
Figure 2.8: Sketch of formation of the critical nucleus. (a) A critical nucleus
is formed in a single particle system. (b) A critical nucleus is formed in a chain
molecule system. Green particles have melt (disordered) structure and red parti-
cles have ordered structure.
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Once a stable nucleus is formed, the new chains come to the growth front to attach
to the crystallite. The process of attaching of first stem of the new chain to the
crystallite is called secondary nucleation. The free energy change for a secondary
nucleation can be calculated by assuming the crystallite stem as rectangular with
lateral size a and stem length l, we can write equations for free energy change,
critical free energy barrier, critical size in lateral direction and critical length as
[108]:
4G = −al4Gv + 2lσs + 2aσe (2.34)
4G∗ = −8σe/4Gv (2.35)
a∗ = 2σs/4Gv (2.36)
l∗ = 4σe/4Gv (2.37)
All notations in these equations are the same which we used in section 2.5. The
size of crystallite in the lateral direction is well developed a  l , and the lateral
surface free energy term can be neglected.
4G = −piR2l4Gv + 2piR2σe (2.38)
We obtain same results for the stem length l = 2σe/ 4 Gv from both the least
stability conditions 4G = 0 and the least lateral growth conditions ∂4G
∂R
= 0.
The attachment of polymer chains at the growth front is an intricate process. It
involves polymer diffusion, entanglement effects, competitive absorption/desorption
and other factors such as the transition from random coil conformation to extended
or folded crystal structure [4]. There are two dominating approaches to study
crystal growth in polymer [109]. The first theory of growth of crystals is described
by Lauritzen and Hoffman (LH) theory, sometime referred as the surface nucleation
approach. The LH model describes a free energy barrier for every molecule to
attach at the growth front and the nucleation process associated to the lamellar
growths called the secondary nucleation process. In the first step, the first stem of
the molecule is placed at the growth front in the growth direction and then other
stems of the same molecule are spread in a lateral direction. According to the LH
model there are three regimes for secondary nucleation and growth. In the first
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regime, the lateral growth rate is higher than the secondary nucleation rate. After
the first stem of the molecule attaches, a complete layer is formed in the lateral
direction. In this case monolayers are added one by one and the overall growth rate
is controlled by the secondary nucleation rate. In the second regime, the lateral
growth is comparable to or smaller than the secondary nucleation rate, so more first
stems or new layers are formed before the first layer is fully formed. The overall
growth rate is controlled by the lateral growth rate and the secondary nucleation.
In the third regime, more and more first stems or new layers are attached and the
lateral growth become irrelevant [68, 110]. Muthukumar summarized the extensions
and criticisms to the Lauritzen and Hoffman theory in Advances of Polymer Sciences
[110]. The main conclusions from the LH model include estimation of the minimum
thickness of a stable lamellae and the computation of growth rates of polymer
crystallization. It also addresses the variation of the lamellae thickness and growth
rates at different degrees of supercooling. It does not address questions such as
the formation of the lamellae from primary nucleation, quantitative estimation of
the degree of crystallinity, bulk crystallization kinetics and many other important
aspects of polymer crystallization.
The second theory was presented by Sadler and Gilmer (SG) [29]. In the SG model
surface roughness and molecular pinning are considered, which create an entropic
barrier. In this method units consisting of straight chain segments containing only
few monomers are imagined to lay down on the growth surface parallel to pre-
existing chains. These units can be attached anywhere on the growth surface even
with a length shorter than the equilibrium stem length and without completing
the layers. No more than one stem, either complete or partial, can attach at same
position. This pinning of short stems must be removed to continue the growth
process or in other words the entropic barrier due to the disorder of these short
stems must be overcome for the crystallization to proceed.
Recently, Strobl [10] proposed a new route to crystallization from entangled polymer
melt. According to him, blocks of mesomorphic layers of liquid are formed which are
composed of chains not perfectly stretched. The density of these layers is slightly
higher than the liquid. There is a minimum thickness of layer to be stable in
the liquid and thickening process of these blocks of layers continues until critical
thickness of layer is reached. When a block of layers of critical thickness is formed,
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a higher ordered structure called a granular crystal layer is formed. This transition
has relatively low free energy barriers. The last step is merging of these blocks to
form homogeneous lamellar crystallites.
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Chapter 3
Crystallization of n-Eicosane
under Quiescent Conditions
In this chapter we study crystallization in a model system of n-eicosane (C20) by
means of molecular dynamics simulation. The melting and crystallization tempera-
tures are estimated by heating the crystal structure and cooling the melt respectively.
The values of the parameters used in the crystallinity order parameter are optimized.
Committor analyses are performed to find out the critical nucleus size. The nucle-
ation rates dependence on the system size and on the temperature are shown. Then,
the effective free energies related to alignment and straightening of chains have been
estimated. Finally, at the end of this chapter, the microscopic mechanisms of ho-
mogeneous crystal nucleation and growth are identified.
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3.1 Introduction
There is a long-standing research interest in the crystallization of polymer melts,
and still there are many questions related to crystal nucleation and growth which
are not answered completely [14]. Crystallization of polymers is a complex process
due to the involvement of reorganization of individual chains from random coil
(high entropy) states to extended or folded (low entropy) states. For long chains it
becomes even more difficult due to entanglement effects. To avoid the complexity
which arise from folding and entanglement, a study of how short chain alkanes
crystallize should be of fundamental importance because the short chain alkanes are
short versions of polymers like polyethylene. n-Alkanes are a basic feed stock for
all chemical industries. They are also one of the basic building blocks for biological
lipids and for polyethylene [111].
Experimentally nucleation is typically studied using rheometry, dilatometry and
differential scanning calorimetry (DSC) measurements. Nucleation studies of n-
alkanes using experimental methods has been previously reported in the literature
[112–114]. These experiments are usually restricted to a spatial and temporal reso-
lution that is too coarse to capture atomistic details of individual nucleation events.
Thus molecular dynamics provides an ideal instrument to complement experiment
and offer insight into the mechanisms on the atomistic scale.
Crystal nucleation in alkanes has also been addressed in several computer simula-
tion studies in the 90s [34–37] and a scenario for the nucleation mechanism has been
suggested. Due to the limited computer resources available at the time, however,
these works were based on one simulation trajectory each (with the exception of
ref.[34]). The first direct computations of homogeneous nucleation rates in n-alkanes
by means of computer simulation were presented by Rutledge and co-workers in the
past few years [38, 39]. These studies were focused on the nucleation and growth
rates and the free energy landscape associated with the crystallization process rather
than the microscopic mechanisms. Very recently, also simulation results on nucle-
ation rates [40], nucleation rate and mechanism [41] and growth mechanisms [43] in
systems of chains longer than the entanglement length have also been presented.
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In this chapter, we present a detailed analysis of the formation of crystal nuclei from
the homogeneous melt and the subsequent growth process in n-eicosane(C20). The
main results of this chapter are published in The Journal of Chemical Physics [42].
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3.2 Model & order parameters
We use a united atom model, this model along with all parameters was described
in Chapter 2.
In order to differentiate the crystallite particles from the the melt particles and then
to propose the nucleation mechanism we have described several order parameters
in Chapter 2. These order parameters include the local density V −1 corresponding
to every particle, the radius of gyration Rg of the chains, the nematic order param-
eter S2 of the chains, the crystallinity order parameter and the local bond order
parameter q6q6. For the crystallinity order parameter, the threshold values for the
cut off radius rc and the minimum number of aligned neighbors for a particle to be
crystalline are computed and shown in section 3.5.1. Two neighbours i and j are
considered as “aligned” if the chains they belonged to locally are almost parallel
(θij ≤ 10).
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3.3 Thermostat and barostat
We performed molecular dynamics simulations at constant pressure, constant tem-
perature and with fixed number of particles (NPT ensemble). The velocities of the
particles were rescaled to keep the temperature constant and the dimensions of the
system fluctuated by rescaling the positions of the particles. We used a Langevin
dynamics based equation of motion to control the temperature and pressure of
the system [93, 115]. Langevin thermostat consists of a dissipative force term and
a random force term. The Langevin dynamics can be understood by considering
Brownian motion in which dissipation is caused by the friction with solvent particles
and random force is caused by the kicks of the solvent particles. The fluctuation
dissipation theorem is used to relate dissipative and random terms through the tem-
perature of the system. As the Langevin thermostat control the temperature by
adding or subtracting the heat via the dissipative forces and the random forces on
a local level, it can deal with energy source and sinks in the system. It can also be
used for systems under shear flow [116].
First of all we provide the formulae to compute instantaneous pressure and difference
in pressure, then we explain the implementation of this algorithm [93, 115] in the
ESPRresSo package [71] step by step.
The instantaneous pressure Pins of the system can be computed as:
Pins = ρkBT +
1
3V
∑
i<j
〈
rijf
sr
ij
〉
(3.1)
Where ρ is the number density of the system, V is the volume of the system, rij is
the distance between particle i and j and f srij are all forces between particle i and
j. The difference in the desired pressure P and the instantaneous pressure can be
written as;
Π = Pins − P (3.2)
Step 1: The momentum pi = mivi and the position ri of the particles can be
updated using the scheme;
p = pi(t) + fi(t)
4t
2
(3.3)
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Where fi(t) is the force on particle i at time t and 4t is the simulation time step.
For the Langevin type of equations of motion, the dissipative and random force
terms can be added in the force and pressure as follows:
fi
4t
2
= fi
4t
2︸︷︷︸
conservative term
− γ0 pi
mi
4t
2︸ ︷︷ ︸
dissipative term
+
√
kBTγ04 tzi︸ ︷︷ ︸
random term
(3.4)
Where kB is the Boltzmann’s constant, γ0 is the friction coefficient of the system
and zi is drawn from a set of uncorrelated random numbers with zero mean and
unit variance.
(Pins − P )4t
2
= (Pins − P )4t
2
− γV ΠV
Q
4t
2
+
√
kBTγV 4 tzV (3.5)
Where γV is the friction coefficient of the piston and the zV is again uncorrelated
random numbers with zero mean and unit variance.
Step 2: Compute the instantaneous pressure using Equation 3.1,
Pins = Pins((ri, V, fi)(t),pi) (3.6)
the momentum of the piston ΠV ,
ΠV (t+
4t
2
) = ΠV (t) + (Pins((ri, V, fi)(t),pi)− P )4t
2
(3.7)
Step 3: Rescale the volume V of the simulation box at half time step,
V (t+
4t
2
) = V (t) +Q−1ΠV (t+
4t
2
)
4t
2
(3.8)
Where Q is the mass of the piston.
Step 4: Rescale the positions of the particles,
ri = ri(t) +
L2(t)
L2(t+ 4t
2
)
pi
mi
4 t (3.9)
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Where L is the length of the simulation box.
Step 5: Rescale the volume V of the simulation box after complete time step,
V (t+4t) = V (t+ 4t
2
) +Q−1ΠV (t+
4t
2
)
4t
2
(3.10)
Rescale the positions of the particles after a complete time step,
ri(t+4t) = L(t+4t)
L(t)
ri (3.11)
Rescale the momenta of the particles after a complete time step,
p∗i =
L(t)
L(t+4t)pi (3.12)
Step 6: Compute the new forces at fi(t +4t) using updated positions ri(t +4t)
and then the compute the instantaneous pressure Pins,
Pins = Pins((ri, V, fi)(t+4t),p∗i ) (3.13)
the momentum of the piston ΠV ,
ΠV (t+4t) = ΠV (t+ 4t
2
) + (Pins((ri, V, fi)(t+4t),p∗i )− P )
4t
2
(3.14)
Step 7: And then the momenta of the particles,
pi(t+4t) = p∗i + fi(t+4t)
4t
2
(3.15)
In step 1 and step 2 momenta and pressure are computed, rescaling of positions
and velocities is carried out from step 3 to step 5 and pressure and momenta are
computed again in step 6 and step 7 to use them in next time step. We can
compute position and momentum of every particle after a complete time step using
Equation 3.11 and Equation 3.15. The efficiency of this algorithm has been tested
on a pure Lennard-Johns fluid at constant volume and at constant pressure [115],
in this latter case the computation time was increased only by 20% to 30%.
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3.4 Simulation details
We simulated three different system sizes of n-eicosane (C20), and then the largest
system size at three different temperatures. The system sizes were of 150, 336, 500
chains. In all these cases, we equilibrated the system at 400 K which is well above
the melting temperature of eicosane (C20). The equilibrium melting temperature
of n-eicosane with this model has been reported as(310±2)K by Yi et al. [39]. We
quenched the three systems with 150, 336 and 500 chains from 400 K to 250 K to
observe the nucleation event. We also quenched the system with 500 chains from
400 K to 240 K and 230 K. We performed all simulations under constant pressure
and constant temperature conditions. In all simulations the pressure was fixed at 1
atmospheric pressure.
We used all distances in units of bead size σ, energy in kBT and mass in units of
mass of bead m. The integration timestep used in simulations was 0.005τ (with the
exception of cooling and heating curves where it changes with change in temperature
to keep the cooling/heating rate constant), where τ =
√
mσ2
kBT
. kB is Boltzmann‘s
constant and T is the temperature in Kelvin.
We used a Langevin dynamics based thermostat and barostat [93]. The friction
coefficient γ used for the thermostat was 0.5τ−1 and the piston mass for the barostat
was 0.00001m; where τ is the MD simulation time step and m is the mass of every
bead. We used the ESPResSo package [71] with customized implementation of the
dihedral potential based on Paul wt al. [69].
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3.5 Results & discussion
3.5.1 Nucleation rates
Melting temperature
As a first step we determined the melting temperature of the n-eicosane (C20).
A system consisting of 150 chains with hexagonal packing was chosen and run
until melting with a heating rate of 0.0015K/ps. One of the trajectories is shown in
FIG. 3.1 with a red line. With this protocol we find an average melting temperature
of (340.8±0.42)K, which is comparable to data available in the literature for this
model [53]. We also run simulations for crystallization at a cooling rate equal to the
heating rate. Again one trajectory is shown in FIG. 3.1 with a black line. During
cooling we ran the simulations at temperatures 400, 370, 330, 310, 300, 285, 270,
250 and 240 K for 66.08 ns each so that the system could relax at that temperature.
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Figure 3.1: Cooling and heating curves for n-eicosane(C20) in terms of density
temperature diagram.
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Optimization of order parameter
To observe the nucleation event we first optimize parameters which we have to use
in the calculations of cluster size. FIG. 3.2 shows the radial distribution function of
the system at 250K. The first peak is at the distance of bond length, second peak
is at the distance of every second consecutive bead along the chains and the third
peak is at the nearest neighbor distance for beads belonging to different chains. We
chose a cutoff of 1.4σ for counting the number of neighbors of every monomer unit
in the calculations of crystallinity order parameter and averaged local bond order
parameter. This chosen value is slightly larger than the third peak in FIG. 3.2.
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Figure 3.2: Radial distribution function.
To distinguish the crystal structure from the melt structure we compute the number
of solid bonds for every monomer unit. We have chosen a partially crystallized
system and computed the number of solid bonds for every bead. The probability
density of number of solid bonds has been drawn in FIG. 3.3. The number of solid
bonds to give crystallinity order parameter was selected as 13. The probability of
finding solid bonds at these values is at their minimum, hence it is a dividing point
between solid and liquid.
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Figure 3.3: Probability densities of number of solid bonds for local orientational
order parameter at cut off radius of 1.4σ.
FIG. 3.4 shows the number of beads in the largest cluster verses time for a system
consisting of 500 chains. These crystallizing trajectories show long induction time
and then nucleation event. This nucleation event is random in time and can be
described by Poisson distribution. The largest cluster size has been computed using
crystallinity order parameter.
Committor Analysis
To identify crystal nucleation events, we perform a committor analysis [101]: we
determine pcrystal(nc), the probability that a trajectory initiated from a given cluster
size nc ends in a stable crystalline state. The cluster size for which pcrystal(nc) = 0.5
is the typical size of the critical nucleus. This is shown in FIG. 3.5. In this figure,
results from the systems with 150, 336 and 500 chains with black, red and green
lines with circle symbols have been shown.
The analysis was performed considering 7 different cluster sizes ranging from 30
to 200 monomer units. For each of these, three independent configurations were
extracted out of the 25 independent runs. We randomized the velocities of these
configurations eight times, and thus generated 24 new trajectories per cluster size,
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Figure 3.4: Number of beads in the largest cluster versus time. These curves
have been shown from five different trajectories.
which were run until either a stable crystal or a melt (cluster size < 30) configuration
was reached. This type of analysis has the advantage that it is based on the kinetics
of the transformation process only and does not require an underlying free-energy
landscape model, such as e.g. an analysis in terms of classical nucleation theory.
We find that the critical nucleus has a size of 80 ± 20 particles (i.e. polymer
repeat units). The uncertainty is mainly due to our choice of crystallinity parameter
as the main reaction coordinate to interpret the committor analysis. This shows
that additional parameters are needed to properly capture the dynamics of the
crystallization process.
To compute the nucleation time and hence the nucleation rate, we use the following
equation:
I =
1
〈tind〉V (3.16)
Where I is the nucleation rate, V is the volume of system and tind is the induction
time. The nucleation rates for three different system sizes were computed and are
shown in FIG. 3.6. The system sizes are 150, 336 and 500 chains. The nucleation
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Figure 3.5: Committor probability versus the largest cluster size. Results from
the systems with 150, 336 and 500 chains are shown in black, red and green color
lines with circle symbols.
rates slightly increased with increase in system size and they are within standard
error bar for two smaller systems.
FIG. 3.7 shows nucleation rate versus temperature for a system consisting of 500
chains. Nucleation rate increases with the increase in degree of supercooling because
the free energy barrier decreases with the increase in degree of supercooling. We
have also run simulations at 220 K but nucleation is no longer an induced event at
this temperature.
Fig. 3.8 shows a system snapshot labelled according to the locally averaged bond
order parameter q¯6. The crystallite embedded in the melt is clearly visible. It is
interesting to note that the same particles have been detected as crystallite particles
using crystallinity and locally averaged bond order parameter q¯6.
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Figure 3.6: Nucleation rates for three different system sizes.
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Figure 3.7: Nucleation rate as a function of temperature for 500 chains.
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Figure 3.8: Use of averaged local bond order parameters in order to determine
the crystalline structures. The particles in this simulation snapshot are color-
coded according to q¯6. This graph was drawn by Francesco Turci.
3.5.2 Nucleation mechanism
To form a nucleus, a critical number of segments of neighboring chains need to align.
In order to see if either the straightening of individual chains or the alignment of
different chains give a higher free energy cost to form the critical nucleus we compute
the probability of occurrence of such configurations in metastable melt. The circles
(red) in Fig. 3.9 show the free energy change in the metastable melt associated with
the occurrence of a cluster of aligned neighboring segments that belong to n different
chains. Here, a segment is defined for a monomer unit i as the vector connecting
the center of monomer i − 1 to the center of monomer i + 1. The squares (blue)
in Fig. 3.9 show the free energy change associated with straightening of individual
chains, i.e. with finding n aligned segments within the same chain. The relatively
low free energy changes reflect the long persistence length of polyethylene which has
been predicted to be of 8 monomers for this model [38, 117]. Locally aligned clusters
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containing segments of more than 9 chains are extremely unlikely to appear by
spontaneous fluctuation. In contrast, the melt displays a non-negligible probability
to find piece-wise straightened chains, where up to 14-15 out of 20 segments can
point in the same direction. Forming a locally ordered (aligned) environment is
therefore much more expensive in terms of free energy than straightening individual
chains. Similar observations have been made by Takeuchi [35] and by Miura and
co-workers [118], who concluded that the nucleation process was initiated by chain
straightening and then completed by chain orientation and crystallization. We will
show in the following, that this conclusion is not completely correct.
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Figure 3.9: Effective free energies associated with straightening of individual
chains (blue squares) and alignment of neighboring chains (red circles) as a func-
tion of the size of clusters of aligned segments n. The colored segments in the
sketches represent the selection criteria used for the computation of the corre-
sponding probabilities.
In order to further determine which conditions in the melt structure favor crys-
tallization, we identify the particles that form a critical nucleus and analyze their
previous pathway in time. We name t0 the time at which a crystalline cluster of 80
particles is formed. We then proceed backwards in time in steps of ∆t = τD/20,
where τD = 4 · 105dt is the center of mass diffusion time in the supercooled melt
and dt is the simulation time step. At −50∆t all the particles that belonged to
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the nucleus at t0 are indistinguishable from the ones of the melt according to their
structural and orientational properties.
We analyze 25 independent trajectories in terms of the average radius of gyration
Rg of all chains that are part of the nucleus at t0, the global alignment S2 of these
chains, the average volume V of the Voronoi [119] cell associated to each particle
that is part of the nucleus, its crystallinity order parameter and the average local
bond order parameter q¯6.
In Fig. 3.10 we show the relative variations of these quantities with respect to the
values they had at −50∆t. Approaching the formation of the critical nucleus at t0,
we observe first an increase in the global orientational order S2, then an increase in
the radius of gyration and in the local density, and finally local positional and orien-
tational order are established. We conclude that already in the melt the chains are
sufficiently prolate to undergo an ordering transition similar to the isotropic-nematic
transition in liquid crystals. Only once they have formed an oriented aggregate, they
start straightening. This observation stands in contrast to what has been suggested
in earlier work [35, 118], but is similar to recent results of Luo and Sommer [48].
In order to see the positional order we compute the local average bond order pa-
rameter q¯6 for every particle that is part of nucleus at time t0. In Fig. 3.11 we
show the evolution of the entire distribution rather than just the average, because
the average is still dominated by the peak at liquid-like q¯6 at times when there is
already a clearly discernible shoulder of crystalline q¯6.
3.5.3 Growth mechanism 1
Once a stable nucleus is formed, crystal growth proceeds via the successive at-
tachment of new chains and a lamellar structure develops. We studied the growth
mechanism at 250K which corresponds to 19% supercooling, the growth rate under
these conditions is computed to be 25 particles /τD.
We also present attachment mechanism for n-eicosane, to do so we consider only
those parts of trajectories in which cluster size grows from 300 particles to 900
1For growth mechanism, except the identification of crystalline clusters in the system, the
trajectories were analyzed by Francesco Turci.
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Figure 3.10: Relative variation of several observables (O) from the melt to the
formation of a critical nucleus for the particles involved in the nucleus: the ne-
matic order parameter S2 (black, continuous), the radius of gyration Rg (red, dot-
ted), the inverse of the Voronoi cell volume V (blue, dashed) and the crystallinity
order parameter (purple, dash-dotted) corresponding to the largest cluster size.
The curves are averaged over 25 independent trajectories progressing backward
in time from the nucleation time t = t0 in steps ∆t to t = −50∆t. On the right
side, we present three snapshots of the nucleus chains. The particles that form
the nucleus at time t0 are highlighted in grey. The chains are already prolate and
undergo orientational ordering before they straighten further. Finally a cluster
of aligned, hexagonally placed chains is formed.
particles. We choose this upper limit to avoid the finite size effects and the merging
of different clusters into single cluster. Along every piece of trajectory, we take
configuration snapshots at time intervals ∆t. In each snapshot, we identify the
crystallite and the “surface chains”, i.e. chains that are not part of the cluster but
contain at least one particle with a distance of less than 1.4σ from the cluster.
Fig. 3.12(a) shows a typical system snapshot, in which all crystalline particles are
labelled in blue and surface chains are labelled in red.
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Figure 3.11: Probability distributions of the averaged local bond order param-
eter q¯6 computed at different times for those particles that form the crystallite at
t0.
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Figure 3.12: (a) Top view of a cluster. Crystalline particles (blue) and surface
chains (red). Note the hexagonal arrangement of the chains and the relatively low
coverage of the top surface by surface chains. (b) Normalized histograms of the
surface particles versus label of a particle in the chain (0 to 19): all surface parti-
cles (filled histogram) and only those that belong to chains successfully attached
after τD (dashed histogram). This graph was drawn by Francesco Turci.
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After pointing out these surface chains, now we want to identify those surface chains
which are attached to the cluster and remain part of the cluster (do not detach) and
the properties of these attaching chains which distinguish them from those chains
which do not attach to the cluster. We define an “attaching chain” as a surface
chain of which at least seven repeat units will be part of the cluster within the next
τD. The choice of this threshold value is based on our empirical observation that
once a chain is attached to the cluster with more than seven particles it does not
detach again.
To identify those properties of chains which distinguish attaching chains from non-
attaching chains, we computed the radius of gyration Rg, end to end vector Ree and
q¯6 and did not see any difference in these properties for the two families of chains.
As a further examination, we extracted the information of particle labels (indicating
the position of a particle along the chain) and the distances between clusters and
the particle labels. In Fig. 3.12(b) we show the distribution of particle labels of
those particles that are closer than 1.4σ to the cluster when the surface chain is
identified. The dashed histogram shows all surface chains and the filled histogram
shows the attaching chains only. It stands out that surface chains which have an
end close to the cluster are far more likely to be attached than surface chains which
have their middle close to the cluster. This suggests that the initial stages of the
attachment process are driven by the motion of the most mobile chain segments
and that the crystallization of new chains is initiated at the ends. This mechanism
is specific to short chains and it stands in contrast to folded chain crystallization
for longer chains [43, 48].
With this picture in mind, we investigate how the remaining parts of a chain are
attached to the cluster. Every ∆t we plot q¯6 for each particle in an attaching
chain. This gives us a “particle label versus time map” for each attaching chain
(see Fig. 3.14). Based on visual inspection, we grouped these maps into classes and
then compared representative maps for each class with movies of the correspond-
ing molecular dynamics trajectories. We identify sliding-in motion as a dominant
attachment mechanism. The end particle of the chain is attached on the lateral
surface of the cluster. In Fig. 3.13(a-d), we show a trajectory of a single attaching
chain. The increase of local order is accompanied by an increase of the radius of
gyration, so that the chains are piece-wise straightened, often assuming L-shaped
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(a) (b) (c) (d)
Figure 3.13: Trajectory of a chain attaching via the sliding process: (a-d)
Snapshots of the time evolution, with big red beads representing the attaching
chain, medium sized gray beads being the cluster of crystalline particles and small
gray beads being particles that belong to the cluster chains but are not crystalline.
Every iteration corresponds to a single ∆t = τD/20. This graph was drawn by
Francesco Turci.
conformations. The end monomer that is attached first moves along the direction
given by the nearest cluster chains, and guides the attachment of the rest of chain.
As we have shown that the sliding-in motion is a dominant attachment mechanism,
we want to investigate if these attaching chains attach in some correlated manner
or randomly. We find that the attachment process is not simply characterized by
the stochastic motion of single chains in the melt that randomly attach to the
cluster in an uncorrelated manner. It is a correlated process, as demonstrated in
Fig. 3.15. Between all chains that were attached in a given frame, we computed
the pairwise distances (where the distance between two chains was defined as the
distance between the closest pair of particles of the chains). If the distance was less
than 1.4σ we considered two chains as “neighbors”. Fig. 3.15 shows the frequency
with which clusters of neighbouring chains have been attached.
To compare this distribution with that of an uncorrelated process, we sampled the
attachment statistics of non-interacting cylinders on the surface of the clusters.
For each cluster configuration, we picked random sites uniformly distributed on
the surface of the crystal and placed cylinders at these sites (see Fig. 3.15 (d)).
The cylinders were oriented parallel to the average orientation of the chains in the
crystallite. Their “contact site” with the cluster was picked uniformly distributed
along their length. For each crystallite, we picked as many cylinders as attaching
chains had been observed, and produced 1000 different realizations of attachment
events. Then we averaged the results over all crystallites. Fig. 3.15 shows that
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Figure 3.14: Time evolution of the q¯6 order parameter for every particle in
the chain, with black dots highlighting particles that are identified as crystalline
according to the alignment criterium. Every iteration corresponds to a single
∆t = τD/20. This graph was drawn by Francesco Turci.
about the 58% of the attaching chains in the interacting system are in contact
with at least one other attaching chain, while only the 41% of the non-interacting
cylinders on the same crystallite surface are. Snapshots of isolated (b) and multiple
(c) attachment events are shown in the insets.
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Figure 3.15: (a) Correlation between attachment events: The dark (blue) bars
represent the distribution of neighboring attachment events as resulting from the
analysis of 30 growth trajectories of length 30∆t. The light (red) color bars
represent the distribution of neighboring attachment events for a Monte-Carlo
sampling of non-interacting cylinders attached at random sites picked uniformly
on the surface of the crystal. Simultaneous attachment of neighboring chains is
more likely to occur in the interacting system than in the non-interacting system.
(For detailed definition of terms, please see main text.) Isolated (b) and multiple
(c) attachment events are shown in the insets. (d) Schematic illustration of a
configuration of random segments placed at the surface of the crystalline cluster.
Their direction corresponds to the average direction of the end-to-end vectors of
the cluster chains. This graph was drawn by Francesco Turci.
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3.6 Conclusions
In this chapter we have presented the crystallization mechanism in short chain
alkanes based on molecular dynamics simulations. We have presented the cooling
and heating curves of n-eicosane and have found that n-eicosane has large hysteresis
at the high cooling and heating rates applied. We computed the critical nucleus
size using a committor probability method and found that the critical nucleus is of
cylindrical shape and consists of 80±20 monomers. We have shown that nucleation
rates slightly change by changing the system size from 150 chains to 500 chains
at 250 K and at 1 atmospheric pressure. The nucleation rates increase with a
decreasing degree of supercooling. For primary nucleation we have shown that the
chains which form the critical nucleus first align, then straighten, and finally form
the local crystal structure. The growth of the crystal advances mainly through a
sliding-in process on the lateral surface, which takes place in a correlated way, i.e.
chains tend to get attached in clusters.
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Chapter 4
Crystal Nucleation of n-Eicosane
under Shear Flow
In this chapter, we study the homogeneous nucleation process of n-eicosane(C20)
using molecular dynamics simulations under imposed shear flow conditions. Sim-
ulations were performed under constant volume and constant temperature (NVT)
conditions. In the beginning of this chapter, we provide the description of the meth-
ods used to impose the shear flow and then the method of thermostatting. We make
mean first passage time calculations to define the critical nucleus size at different
shear rates. We report the effects of flow and temperature on the critical nucleus
size and on the nucleation rates. We also illustrate the nucleation mechanism in
short chain alkanes under shear conditions. At the end of this chapter, we compute
the shear viscosity during the formation of the critical nucleus and a little beyond
the nucleation event, to show the response of the system to the formation of the
nuclei.
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4.1 Introduction
The polymer science community has put a lot of effort in the last few decades
in understanding the crystallization of polymers. Experimentally, crystallization
of polymers has been addressed under quiescent conditions [5–14] and under the
application of external fields [3, 58–65] and many features of the process have been
identified. But due to resolution issues the mechanism of homogeneous crystal
nucleation has not been identified yet.
Molecular dynamics simulation is a useful tool to understand the molecular mech-
anisms for crystal nucleation and growth. It has been extensively used to study
the crystallization of polymers under quiescent conditions [43, 45–53] and under
the influence of external field [3, 58–65]. When molecular dynamics simulations are
used to study homogeneous crystal nucleation, one of the main problems is the long
waiting time and even with today’s high performance computers it is not possible
to compute homogeneous nucleation rates at a low degree of supercooling. Keeping
in mind this difficulty, Graham and Olmsted [31] developed a kinetic Monte Carlo
method to observe homogeneous nucleation within an accessible time limit at a
lower degree of supercooling. Unfortunately there are two remarkable deficiencies
in this model. Under shear, the model gives an ensemble averaged chain stretch,
whereas occasional rare fluctuations of high stretch could have a significant effect on
the nucleation rate. Secondly, it can not handle polydispersity which is important
from experimental point of view [33]. An analytic model for calculations of nucle-
ation rates is also proposed [120] which supports the Graham and Olmsted kinetic
Monte Carlo model [31]. Graham [121] has reviewed the molecular modeling of the
flow induced crystallization and Benjamin et al. [122] has reviewed the formation of
precursor structure during the flow induced crystallization in polymer from different
experimental techniques in a very comprehensive way.
It is believed that the flow imposed by the external field (shearing or elongation)
stretch and orient the polymer molecules in a specific direction. This orientation of
molecules in a specific direction promotes alignment. This alignment then increases
the number of stable nuclei and enhances the crystallization kinetics [16, 121]. The
main results of this chapter are published in The Journal of Chemical Physics [123].
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4.2 Molecular dynamics simulations under flow
There are two main issues in molecular dynamics simulations under flow. The first
is the imposition of shear mechanically and pumping of energy into the system con-
stantly to enforce the shearing. The second issue is extraction of the heat generated
by the friction from the system using an appropriate thermostat. There are three
main recognized techniques to impose the shear on the system.
Surface driven method
This method is used to induce flow in a fluid confined between two parallel plates.
If one of these parallel plates moves with respect to the other, then the flow induced
in this way is called planar Couette flow. If the flow is generated by a pressure
gradient then the flow is called planner Poiseuille flow. One of the drawbacks of
these methods is surface effects. In simulations we need very large system to avoid
finite size effects when using surface driven methods.
Reverse non equilibrium molecular dynamics
In this method the cause and effect picture which is customarily used in non equi-
librium molecular dynamics is reversed. The momentum flux or stress, which is the
’effect’ in non equilibrium simulations is imposed; whereas the velocity gradient or
shear rate which is the ’cause’ in non equilibrium simulations is calculated from the
simulation [124]. This method involves exchange of particles’ momenta, therefore
the total energy and linear momenta can be conserved. This method does not need
coupling to an external temperature bath.
Homogeneous shear method
In molecular dynamics simulations, small systems are simulated using periodic
boundary conditions to eliminate surface effects and to mimic the bulk material.
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Lees and Edwards [125] proposed a method by using the periodic boundary condi-
tions to study the system under flow conditions.
To simulate the system under shear, we use Lees Edwards boundary conditions [125].
When using standard periodic boundary conditions, the simulation box called the
primary cell is surrounded by its own replicas. The boxes surrounding the primary
cells have images of the same particles and once a particles leaves the primary
simulation cell from one face, its image particle enters from the opposite face. A
2D figure that illustrates the Lees Edwards periodic boundary conditions is shown
in FIG 4.1.
y
x
Δx(a)
(b)
Figure 4.1: 2D sketch of Lees Edwards periodic boundary conditions. (a):
Lees Edwards periodic boundary conditions, (b): Time averaged velocity profile
generated by the shear flow.
This works in the same way as standard periodic boundary conditions in the x and
z directions but is different from standard periodic boundary conditions in the y-
direction, in that replica particles are also displaced with a distance and velocity
Ux given by the
4 x = γ˙Ly 4 t, (4.1)
Ux = γ˙Ly (4.2)
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4x the displacement of y-direction replicas along the x-direction, γ˙ is the applied
shear rate, Ly is the box size in the y-direction and 4t is the simulation timestep.
The linear velocity profile is induced by the motion of the particles above and below
the primary cell. If the particles have positions (rx, ry, rz) and velocities (vx,vy,vz),
and the box dimensions are (Lx, Ly, Lz), then the new positions (r
′
x, r
′
y, r
′
z) and
velocities (v
′
x,v
′
y,v
′
z) can be written as:
r
′
x =

(rx +4x) mod Lx, ry ≥ Ly,
rx mod Lx, 0 ≤ ry < Ly,
(rx −4x) mod Lx, ry < 0,
(4.3)
r
′
y = ry mod Ly,
r
′
z = rz mod Lz, (4.4)
v
′
x =

(vx + Ux), ry ≥ Ly,
vx, 0 ≤ ry < Ly,
(vx − Ux), ry < 0,
(4.5)
v
′
y = vy,
v
′
z = vz. (4.6)
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4.3 Thermostatting
We used the dissipative particle dynamics (DPD) thermostat to control the tem-
perature. Dissipative particle dynamics was first presented by Hoogerbrugge and
Koelman [89]. It is a combination of molecular dynamics, lattice gas atomata and
Langevin dynamics. The system evolves in time in the same way as in molecular
dynamics simulations described by Newton‘s equations of motion:
r˙i = vi
v˙i =
fi
mi
(4.7)
where ri, vi, mi and fi are position, velocity, mass and force respectively of particle
i, i = 1 to N denotes the number of particles. This is the same as normal molecular
dynamics. The force fi in the case of dissipative particle dynamics consists of three
parts:
fi =
∑
j 6=i
(FCij + F
D
ij + F
R
ij) (4.8)
FDij = −γωD(rij)(rˆij.vij)rˆij (4.9)
FRij = −σωR(rij)ξij rˆij (4.10)
where FCij is a conservative force, F
D
ij is a dissipative force, F
R
ij is a random force,
where γ is frictional force, σ is stochastic force, rij = ri − rj is relative position,
rˆij = rij/|rij|, vij = vi − vj is relative velocity, ξij are symmetric Gaussian random
variables with zero mean and unit variance and ωD and ωR are weight functions.
For a Boltzmann distribution to be the stationary distribution we have to fulfill
the following two conditions, first one is the relationship between stochastic and
dissipative terms via temperature described by the fluctuation dissipation theorem.
σ2 = 2γkBT (4.11)
where kB is the Boltzmann constant and T is temperature of the system.
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and the second condition is for the weight functions,
ωD(rij) =
[
ωR(rij)
]2
(4.12)
ωR(rij) =
1− rij/rc, for rij ≤ rc0, for rij > rc (4.13)
Where rc is cut-off radius.
As thermostatting is done on relative velocities, Galilean invariance is satisfied.
Consequently, the total momentum is also conserved.
When the DPD thermostat is used with Lees Edwards periodic boundary condi-
tions, the velocities of particles which are modified by the Lees Edwards boundary
conditions are changed by the dissipative force term of DPD thermostat. As a con-
sequence, the flow velocity does not correspond to the given shear rate. In order to
avoid this problem, the dissipative force FDij term in DPD thermostat was modified
as [126]:
v∗αij = v
α
ij −
γ˙
L
rβij (4.14)
FDij (v
α
ij) := F
D
ij (v
∗α
ij ). (4.15)
Where v∗αij is laminar flow velocity, v
α
ij is the pairwise velocity parallel to the laminar
flow field, rβij is the component of pairwise separation perpendicular to the flow field
in the shear plane and L is the length of simulation box. This modification preserves
the linear velocity profile in the system which corresponds to the given shear rate.
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4.4 Simulation details
We performed molecular dynamics simulations of a system consisting of 500 chains
of n-eicosane (C20). We equilibrated the system at 450 K which is well above the
melting temperature of n-eicosane (C20). The equilibrium melting temperature of
n-eicosane (C20) in this model has been reported 310± 2 K by Yi et.al [39], which
is in agreement with experimentally observed melting temperature of n-eicosane
(C20). We choose the density of metastable melt n-eicosane (C20) at 1 atm pressure
and at corresponding temperature given in Table 4.1. We performed all simulations
under constant volume and constant temperature conditions.
To study the effects of flow on the crystallization, we quenched these configurations
from 450 K to 250 K and applied a shear rate γ˙ to observe the nucleation event. We
ran simulations at seven different shear rates ranging from 0.000001τ−1 to 0.01τ−1
(0.95 ∗ 1010sec−1 to 0.95× 106sec−1). We also performed simulations at zero shear
rate for comparison, we find no difference in the nucleation rate at the lowest shear
rate and at zero shear rate.
To see the temperature effects on the nucleation rate under shear flow, we run
simulations at seven different temperatures ranging from 250 K to 280 K at shear
rate of 0.95 × 109sec−1. In all these cases we quenched the system from 450 K to
a given temperature and the density corresponding to every temperature at 1 atm
pressure is given in the Table. 4.1.
Table 4.1: Density of metastable melt of n-eicosane at 1 atmospheric pressure
and at given temperature. These densities were used for NVT simulations.
Temperature [K] Density [g/cm3] Reference
250 0.836 *
255 0.833 **
260 0.830 **
265 0.828 *
270 0.825 **
275 0.822 **
280 0.819 *
* These densities are taken from Yi et al. [39]
** These densities are calculated by linear inter-
polation using data from [39].
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We used the DPD thermostat [127] with the friction coefficient γ = 1.0τ−1; where τ
is the MD simulation time step. We used the ESPResSo package [71] for simulations
and implemented as custom features the dihedral potential, the Lees-Edwards peri-
odic boundary conditions and crystallinity order parameter which were not present
in the package by default.
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4.5 Results & discussion
4.5.1 Velocity profile
As we mentioned before that there are two main concerns in NEMD simulations,
first the method of enforcement of shear flow and secondly the extraction of heat
using an appropriate thermostat. We ran simulations of an n-eicosane melt of
density 0.836 g/cm3 at 450 K at γ˙ = 0.01τ−1. We show the velocity profile of the
system, the linear velocity profile verifies the homogeneous nature of the flow. This
is shown on left side of FIG. 4.2. The blue circles show the data points from the
simulations and the red line is a linear fit to these points. On right side of the
FIG. 4.2, we show the temperature of the system as it evolves, this curve shows
that the DPD thermostat is effectively controlling the temperature of the system.
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Figure 4.2: Left: The velocity profile of the system is shown on left side.
Blue points are from the simulations and red line is from linear fitting. Right:
Temperature of the system is shown as the system evolves in time.
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4.5.2 Nucleation rates
To monitor the nucleation event we used the crystallinity order parameter. We made
a mean first passage time (MFPT) analysis [97] in order to estimate the induction
time, this approach is an alternative equivalent to the growth probability/committor
analysis [101] also used to analyze the cluster growth history [97]. We have provided
detailed description of the mean first passage time in Chapter 2. MFPT has been
used in studies of glass forming system under shear [98, 99] and n-alkanes of C8,
C20 and C150 by Yi et.al [38–40].
We compute the induction time at different shear rates and show this in FIG. 4.3.
The induction time and the visualization of the critical nucleus formed at different
shear rates show that there are two different regions (see FIG. 4.3). We divide the
effects of the shear rates on the induction time and orientation of critical nucleus
in two regions. In first region, the shear rate has no effect on the induction time
and the chains which form the critical nucleus are not oriented in the direction of
flow, instead they are oriented in random direction, as for nuclei under quiescent
conditions. In this region the flow is not strong enough that it can have any effect on
the induction time. In the second region, the shear rate has a significant effects on
the induction time and the nuclei formed in this region are oriented in the direction
of flow. In this region, the induction time decreases as a power law in the shear
rate. This observation agrees with experimental results [19, 128] as well as with
the theoretical work by Grizzuti and coworkers [19, 129]. Based on the assumption
that shear can only affect nucleation if the sheared chains do not have enough time
to relax back into their equilibrium structure, the crossover is expected to occur at
Weissenberg number τmaxγ˙c ≈ 1, where τmax is the longest relaxation time in the
system, and γ˙c is the critical shear rate, at which the induction time begins to drop.
In our simulation data (see in fig. 4.3) γ˙c can be estimated from the intersection
of the line (continuous) drawn through the induction time data at high shear rates
and a horizontal line (dashed) at the value of the induction time under quiescent
conditions (γ˙ = 0). If we assume that the center of mass diffusion of a chain across
its own radius of gyration is the slowest relevant process in the system, we find
τmaxγ˙c = 0.6 (where τmax = 1.26× 107τ), which confirms the assumption (Here, we
have used the time a chain needs to diffuse over the length of its radius of gyration
as an estimate of τmax.). This region can further be divided into two subregions, at
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the highest shear rate 0.01τ−1 (0.95 × 1010sec−1), a nucleus of up to few hundred
monomers (maximum 12 hundred monomer units in one trajectory is observed) is
formed and then just break down and again a nucleus of few hundred monomers
forms and breaks. This formation and breaking can be seen in the FIG. 4.4, the
black curve shows the formation and breaking of the cluster at this shear rate. At
all other shear rates, the cluster continued growing to the end of the simulations.
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Figure 4.3: In the main figure log-log of induction time vs shear rate is shown
and in the inset critical nucleus size against log of shear rate is shown.
In the inset of FIG. 4.3, the critical nucleus size against different shear rates is
shown, which appears unchanged. In a single component glass forming system
Mokshin et al. [99] observed that at low shear rates critical nucleus size remains
unchanged, at higher shear rates the nucleus shape becomes prolate and the size of
the nucleus increases with increase in shear rates. In our case because the nucleus
is already of a cylindrical shape, its size does not increase with the increase in shear
rate.
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Figure 4.4: Evolution of the largest cluster size at different shear rates. The
evolution the largest cluster size from a single trajectory at every shear rate is
shown. The black curve shows the evolution of the largest cluster size at the
highest shear rate and the red curve shows the evolution of the largest cluster
under quiescent conditions.
In order to see the effect of temperature on the nucleation rate and on the critical
nucleus size, we performed simulations at seven different temperatures ranging from
250 K to 280 K at shear rate of γ˙ = 0.001τ−1 (0.95×109sec−1). We show the nucle-
ation rates versus temperature in the main FIG. 4.5. The nucleation rate decreases
with increase in temperature. The nucleation rate increases from (21.63±6.4)×1025
cm−3sec−1 to (102.85± 4.26)× 1025 cm−3sec−1 when we change temperature from
275 K to 250 K, which is only factor of 5. The flow effect on the nucleation rate
is dominant over temperature effects and this observation is similar to that of ex-
perimental observations [19, 128] at higher shear rates. The chains align primarily
because they are sheared, and only secondarily because of the chemical potential
difference between the bulk crystal and the bulk metastable melt.
In the inset of FIG. 4.5 we show the critical nucleus size at different temperatures.
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The critical nucleus size remains constant within statistical uncertainties at this
shear rate and for this range of degree of supercooling. We have also run simulations
at 280 K but we did not see nucleation events at this lower degree of supercooling
and this shear rate. As shear is the dominating driving force for crystallization at
γ˙ = 0.001τ−1 (0.95× 109sec−1), the size of the critical nucleus depends only weakly
on temperature.
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Figure 4.5: Nucleation rate versus temperature under shear flow is shown in
the main figure. In the inset critical nucleus size against temperature is shown
at the same shear rate.
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4.5.3 Nucleation mechanism
To study the nucleation mechanism we analyze 10 independent trajectories for every
shear rate in terms of the average radius of gyration Rg of all chains that are part
of the nucleus at t0, the global alignment S2 of these chains, the average volume V
of the Voronoi [119] cell associated to each particle that is part of the nucleus, its
crystallinity order parameter and the average local bond order parameter q¯6.
In Fig. 4.6 we show the relative variations of these quantities with respect to
the values they had at −100∆t, −70∆t, −35∆t and −10∆t at shear rates γ˙ =
0.00001τ−1(0.95× 108sec−1), γ˙ = 0.0001τ−1(0.95× 109sec−1), γ˙ = 0.001τ−1(0.95×
109sec−1) and γ˙ = 0.01τ−1(0.95× 1010sec−1) respectively.
Approaching the formation of the critical nucleus at t0, at γ˙ = 0.00001τ
−1, we
observe first an increase in the global orientational order S2, then an increase in
the radius of gyration and in the local density, and finally local positional and
orientational order are established. When we compare these results with our pre-
vious results for short polymer chains [42] under quiescent conditions, we find that
the nucleation mechanism is initiated by the global alignment of the chains under
quiescent and under shearing conditions.
At γ˙ = 0.0001τ−1 and at higher shear rates, we observe an increase in the global
orientational order S2 and an increase in the radius of gyration Rg simultaneously.
Once chains are straightened and aligned, with an increase in local density the
local positional and the orientational order are established. We conclude that the
nucleation mechanism is the same under quiescent conditions and at low shear rates
but at higher shear rates the straightening and alignment occur simultaneously
instead of sequentially.
We compute averaged local bond order (ALBO) parameters to see the positional
order and we show the evolution of the entire distribution of q¯6 rather than just the
average in Fig. 4.7, because the average is still dominated by the peak at liquid-like
q¯6 at times when there is already a shoulder showing crystalline-like q¯6. We show
this at γ˙ = 0.001τ−1.
In Fig. 4.8 we show the snapshots of the time evolution of the critical nucleus at
shear rate of γ˙ = 0.001τ−1. The critical nucleus is formed at t = t0. At time
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Figure 4.6: Relative variation of several observables (O) from the melt to the
formation of a critical nucleus for the particles involved in the nucleus: the ori-
entation order parameter S2 (black, open circle), the inverse of the Voronoi cell
volume V (blue, square) and the crystallinity order parameter (black, closed cir-
cle). (a) : γ˙ = 0.00001τ−1, (b) : γ˙ = 0.0001τ−1, (c) : γ˙ = 0.001τ−1, (d) :
γ˙ = 0.01τ−1. The curves are averaged over 10 independent trajectories progress-
ing backward in time from the nucleation time t = t0 in steps ∆t to t = −100∆t,
t = −70∆t, t = −35∆t and t = −10∆t at γ˙ = 0.00001τ−1,γ˙ = 0.0001τ−1,
γ˙ = 0.001τ−1 and γ˙ = 0.01τ−1 respectively.
t = t−35, the chains are not aligned with each other and then at time t = t−5, the
chains are aligned with each other but not packed closely, which occur in last steps
and critical nucleus is formed.
Under shear flow, the chains are straightened on the local level and are oriented in
the direction of flow. We find that at γ˙ < γ˙c the nuclei are oriented in any random
direction, while at γ˙ > γ˙c the nuclei are oriented on average in the direction of flow,
i.e. the stems are parallel to the flow field. In Fig. 5.5, we show the average tilt angle
of the critical nucleus with respect to the flow field at different shear rates. With
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Figure 4.7: Probability distributions of the averaged local bond order parameter
q¯6 computed at different times for those particles that form the crystallite at t0.
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Figure 4.8: Time evolution of a critical nucleus at dotγ = 0.001τ−1. Red
monomers are those monomers which themselves do not participate in the critical
nucleus but belong to the chains which participate in critical nucleus, the gray
monomers are monomers which participate in the formation of the critical nucleus.
increasing shear rate the alignment becomes stronger, this observation is similar to
findings in studies by others of short polymer chains [130, 131].
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Figure 4.9: Average tilt angle between the critical nucleus and the flow direction
versus the logarithm of the shear rate. The light blue rectangle shows that the
critical nuclei are oriented in random directions, as for quiescent conditions
In order to see the structure of the nuclei formed we visualize the critical nucleus
at different shear rates and observe no significant difference in the snapshots at
the studied shear rates. We show snapshots of the critical nuclei at shear rates of
(a) : γ˙ = 0τ−1, (b) : γ˙ = 0.00001τ−1 and (c) : γ˙ = 0.001τ−1 in Fig. 4.10. We do not
see any elongated nuclei at any shear rate.
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(b)(a) (c)
Figure 4.10: Snapshots of critical nuclei at different shear rates. The red
monomers are those monomers which themselves do not participate in the crit-
ical nucleus but belong to the chains which participate in critical nucleus, the
gray monomers are monomers which participate in the formation of the critical
nucleus. (a) : γ˙ = 0.0τ−1, (b) : γ˙ = 0.00001τ−1 and (c) : γ˙ = 0.001τ−1.
4.5.4 Shear viscosity
We measure the response of the flowing fluid during the formation of clusters in
terms of the shear viscosity. In molecular dynamics simulations under flow, the
shear viscosity can be computed using the following relationship;
η = −〈Pxy〉
γ˙
(4.16)
Here η is the shear dependent viscosity, Pxy is the xy component of the pressure
tensor and γ˙ is the imposed system average shear rate. The pressure tensor for a
molecular system can be written as;
Pαβ(t) =
1
V
[
N∑
i
m viα(t)viβ(t) +
N∑
i
N∑
j>i
rijα(t)fijβ(t)
]
(4.17)
On the right hand side of the Eq. 4.17, the first summation term is the kinetic
contribution and the second term is the potential contribution to the pressure tensor.
The i represent the particles index, αand β represents the x, y and z components
in the cartesian system. mi is the mass of particle i, viα and viβ are the peculiar
velocity (laboratory velocity minus mean flow velocity) components of particle i in
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the α and β directions respectively. In the second summation term rijα represents
the α component of the distance vector between particle i and j and fijβ is the β
component of the force exerted on the particles i by the particle j.
We show the trace of the pressure tensor (scalar pressure) as a function of cluster
size in Fig. 4.11(a) and we show the shear viscosity as a function of cluster size
in the Fig. 4.11(b) for a system consisting of 500 chains of C20, at 250 K and at
shear rate of 0.001τ−1. The black dots represent the simulation data points, the
red dashed line shows the critical nucleus size, the white line represents the mean
value of the viscosity and the green envelope around the white line represents the
standard deviation in the shear viscosity. We do not observe any significant change
in the viscosity during the formation of nucleus and growth up to cluster size of
450 monomers. After this cluster size scalar pressure started decreasing due to
fact that the phase transition is occurring in the NVT ensemble. In rheometery
experiments, an increase in the viscosity is considered as an indication of the onset
of crystallization in polymer melt. It might be possible that small size crystallites
are not detected by rheometery experiments and onset of crystallization is detected
for the larger crystallites with an increase in the viscosity.
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Figure 4.11: Left: Trace of the pressure tensor (scalar pressure) as a function of
cluster size. Blue points are from the simulations and red line is from linear fitting.
Right: Shear viscosity as a function of cluster size. The black dots represent the
simulation data points, the red dashed line shows the point of critical nucleus,
white line represents the mean value of the viscosity and the green envelop around
the white line represents standard deviation in the shear viscosity.
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4.6 Conclusions
We have studied the effect of flow and temperature on the nucleation rates and
critical nucleus size. We have also analyzed the formation of the critical nucleus
in a short chain alkane n-eicosane under shear flow. We have determined critical
nucleus size via mean first passage time analysis and we compute induction time
at different shear rates and at different temperatures, our results are in agreement
with experimental results qualitatively. The critical nucleus size remains unchanged
at different shear rates. The nucleation rates decreases with a decrease in degree
of supercooling and the critical nucleus size remains constant within statistical un-
certainties. The effects of flow on the nucleation mechanism has been studied and
we observe that the nucleation mechanism at low shear rates is identical to what
we observe under quiescent conditions and at higher shear rates an increase in the
alignment and the stretching of chains occur together, then the local density is in-
creased and the crystal structure is formed. We also compute the shear viscosity
during the formation of critical nucleus and a little beyond the nucleation event and
we do not observe any change in the shear viscosity as it is observed in rheometery
experiments.
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Chapter 5
Crystallization of C150 &
Polyethylene
In this chapter, we study the homogeneous nucleation process in n- pentaconta-
hectane (C150) and C500 under quiescent conditions, and C150 under shear condi-
tions using molecular dynamics simulations. We perform simulations of n-pentacontahectane
(C150) at a 30% degree of supercooling. We compute the critical nucleus size using
a mean first passage time analysis. We find that the critical nucleus is of cylindri-
cal shape and consists of straightened parts from a number of chains. We identify
the microscopic mechanisms of homogeneous crystal nucleation under quiescent and
shear conditions and we observe that chain segments first align and then straighten.
The local density then increases, and finally the monomer units become ordered po-
sitionally. We show the nucleation rate dependence on the shear rate and estimate
the critical shear rate. We also compute the shear viscosity of the system during the
formation of clusters to see the response of the system to the formation of clusters.
At the end of this chapter, we provide some results of crystallization of polyethylene
(C500).
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5.1 Introduction
Polymer crystallization involves the organization of chains from a coil like confor-
mation to a folded crystal structure. In the last few decades, many theories have
been proposed to address structure formation during the early stages of this process.
Doi et al. [24, 25] proposed the theory of micro-phase separation for polymer crys-
tallization. This theory states that when a polymer melt is quenched, the conforma-
tions of chains change from gauche to trans states. This increases the persistence
length of chains, which increases the excluded volume of the system and destabi-
lizes the system. The system is stabilized by orienting the chain segments parallel
to each other to minimize the excluded volume of the system. These orientational
fluctuations induce the micro-phase separation.
After the observation in the 1990s of small angle X-ray scattering (SAXS) peaks
during the induction time [5–7], a new debate about the presence of ordered melt
before the onset of the nucleation event developed in the polymer science community.
These peaks were first interpreted using Cahn Hilliard (CH) theory [23] and to the
effect that these SAXS peaks were due to spinodal decomposition.
Olmsted and co-workers [26] reported a theory based on spinodal decomposition
of the polymer melt to explain the emergence of these SAXS peaks before the
emergence of a wide angle X-ray scattering (WAXS) peak. They coupled the two
order parameters. These order parameters describes the density and the conforma-
tion of the polymer chains. They proposed a phase diagram and possible primary
nucleation mechanism. The free energy consists of a density dependent and a con-
formation dependent term. In their proposed nucleation mechanism, an isotropic
melt separates into a dense and more ordered melt and a less dense and less or-
dered melt. The dense and more ordered melt has lower free energy barrier for
crystallization. They referred to phenomenon as “spinodal assisted nucleation”.
This idea of coupling of density and conformation is further extended by Hongge
Tan et. al [132]. They added coupled terms of the density fluctuations and the
conformation fluctuations via a mixed derivative term and a cross gradient term in
Olmsted’s proposed model. They calculated structure factors using this model and
found their results in close agreement with experimental results.
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Kaji [27] proposed a model for polymer crystallization based on Doi [24, 25] theory
and Olmsted [26] theory to explain these SAXS peaks. According to him, when a
polymer melt is quenched below its melting temperature, the conformation of chains
changes from the gauche to trans state. This change increases the persistence length
(length of rigid segment/rod) of the chains which increases the excluded volume and
destabilizes the system. To minimize the excluded volume and stabilize the system,
these rigid segments then tend to align themselves. He characterizes the polymer
crystallization as a two step process, in the first step the isotropic melt is separated
into dense and more ordered (nematic) and less dense and less ordered domains.
Depending on temperature this micro phase separation can be like a nucleation event
or like a spinodal decomposition. In the second step a transition from nematic to
smectic phase occurs. This second step corresponds to the SAXS peaks seen in the
experiments.
Today, with the availability of high performance computers and the development
of efficient algorithms, molecular dynamics simulations are being used extensively
to understand the molecular mechanism of polymer crystallization under quiescent
conditions [43, 45–53] and under flow or large deformation [3, 58–65], but most of
these studies focus on the growth process under deformation. None of them provide
the nucleation rate dependence on the shear rate or the temperature effects on the
nucleation rates under flow or the nucleation mechanism under shear.
Muthukumar and his co-workers [54–56] performed Langevin dynamics simulations
under quiescent conditions to study the early stages of crystallization of polymer.
They observed the simultaneous development of local orientational ordering every-
where in the system followed by global restructuring. The thickening of lamellae was
observed after formation of a single crystal. However, they studied crystallization
from solution not from the melt.
Yamamoto and his co-workers [44] reported the primary nucleation mechanism un-
der quiescent conditions for long chain alkanes C100, using molecular dynamics sim-
ulations. They studied the nucleation mechanism from a supercooled melt. They
focused on the transformation of the random-coil into the folded chain conforma-
tions and on the structure of the supercooled melt.
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Recently, Rutledge and co-workers [40] performed molecular dynamics simulations
under quiescent conditions to study the crystallization in long chain alkanes and
polyethylenefrom melt. However, they calculated the nucleation and growth rates
and focused on the free energy landscape associated with the crystallization process
rather than the microscopic mechanisms.
Graham and Olmsted [31] developed a kinetic Monte Carlo method to observe the
homogeneous nucleation within accessible time limit at lower degree of supercooling.
An analytic model for calculations of nucleation rates is also proposed [120] which
supports the Graham and Olmsted kinetic Monte Carlo model [31].
In our previous chapters we studied the microscopic mechanism of primary nucle-
ation and growth in short chain alkanes [42] under quiescent and shear conditions.
In this chapter we study the primary nucleation mechanism in n-pentacontahectane
(C150) under quiescent and shear conditions. We chose C150 because it is the min-
imum length for which we can capture the effects of entanglements [133–136] on
crystallization and also for which a folded chain crystal structure can be observed.
The main results of this chapter are published in the Journal of Chemical Physics
[123].
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5.2 Model & order parameters
We have used the same model that was used for n-eicosane (C20) and provided in
Chapter 2. In order to apply the same order parameters described in Chapter 2,
we first define the chain segment, which we use to compute the radius of gyration
and nematic order parameter in this chapter. In our previous study of short chain
alkanes (C20), we chose a complete chain as a single segment for computation of
the average radius of gyration Rg and the global alignment S2 but in the case of
long chain alkanes it makes more sense to divide the whole chain in small segments
as nucleation is a local event. Therefore, by considering every monomer unit i as a
middle monomer unit we take seven monomer units on both sides. In this way every
segment consists of 15 monomer units. We refer these segments as chain segments
for further discussion. The order parameters which we use to present the nucleation
mechanisms include the local density V −1 corresponding to every particle, the radius
of gyration Rg of the chain segment, the nematic order parameter S2 of the chain
segment, the crystallinity order parameter and the local bond order parameter q6q6.
For the crystallinity order parameter, the threshold values for the cutoff radius rc
and the minimum number of aligned neighbors for a particle to be crystalline were
computed and are shown in section 5.3.2. Two neighbors i and j are considered as
“aligned” if the chains they belonged to locally are almost parallel (θij ≤ 10◦)).
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5.3 C150 under quiescent conditions
5.3.1 Simulation details
We simulated a system of 100 chains of n-pentacontahectane (C150) at 280 K, which
corresponds to a 30% degree of supercooling. We equilibrated the system at 500 K
which is well above the melting temperature of n-pentacontahectane(C150). After
equilibration we quenched these configurations from 500 K to 280 K to observe
the nucleation event. The equilibrium melting temperature of n-pentacontahectane
(C150) has been calculated by extrapolating the experimental data and reported as
396.4 K by Yi et.al [40].
We performed simulations under constant pressure and constant temperature con-
ditions. In all these simulations pressure was fixed at 1 atmospheric pressure.
We use same units which we used for C20 under quiescent conditions in Chapter 3
and the integration timestep used in simulations is 0.006τ . We use a Langevin
dynamics based thermostat and barostat which we used before in Chapter 3. We
chose friction coefficient γ = 1.0τ−1 for the thermostat, and the piston mass for the
barostat to be 0.00001m.
We used the ESPResSo package [71] for simulations and implemented the dihe-
dral potential, tail correction in both potential energy and pressure calculation and
crystallinity order parameter; which were not present in the package by default.
5.3.2 Results & discussion
To observe the phase transition, we compute the trans states fraction in the whole
system. The time evolution of the number of trans states is shown in FIG. 5.1. The
dark gray line shows the simulation data. The number of trans states in the system
first increases from 0.459 to 0.472 after quench from 500 K to 280 K and is shown
with green line which is fit to the simulation data. The number of trans states in
the system increases slightly from 0.472 to 0.476 during the induction time shown
with a blue line which is a fit to simulation data and then it increases during the
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crystal growth from 0.476 to 0.541 shown with red line fit. This figure (fig. 5.1)
shows that when we change the temperature of the system, the number of trans
states increases and reaches to a value which corresponds to the lower temperature,
and then the number of trans states start increasing on the onset of crystallization.
Therefore, the number of trans states can be used as an order parameter to identify
the start of crystallization during the simulations.
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Figure 5.1: Time evolution of fraction of the number of trans states in the
system. The dark gray line shows the simulation data, green line is a linear fit
until the system stabilizes to 280 K after quench from 500 K, the blue line is a
fit to the waiting time to nucleation event, in this region number of trans states
in the system slightly increases and the red line shows the fit to the data when
nucleation event occurs and number of trans states in the system increases.
Mean first passage time analyses (MFPT) [97] were performed on all trajectories to
compute the nucleation time. The growth of the largest cluster size was computed
using the crystallinity order parameter described in Chapter 2.
To observe the nucleation event we first optimized the parameters used in the cal-
culations of cluster size. FIG. 5.2 shows the radial distribution function of the
system at 280K. The first peak is at the distance of bond length, the second peak
is at the distance of every second consecutive bead along the chains and the third
peak is at the nearest neighbor distance for beads belonging to different chains.
84
M.Anwar Chapter 5. Crystallization of C150 & Polyethylene
We chose a cutoff of 1.4σ for counting the number of neighbors of every monomer
unit in calculations of crystallinity order parameter and averaged local bond order
parameter.
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Figure 5.2: Radial distribution function.
To distinguish the crystal structure from the melt structure we computed the num-
ber of solid bonds for every monomer unit. We chose a melt and a partially crys-
tallized configuration and computed the number of solid bonds for every monomer
unit. The probability of finding solid bonds versus number of solid bonds is drawn
in FIG. 5.3. We select 12 solid bonds as a threshold value for crystallinity order
parameter. At this threshold value the probability to find a solid bond in the melt
configuration goes to zero and we can separate the melt and crystal structure.
After optimizing the crystallinity order parameter, we show evolution of the largest
cluster size from one trajectory in FIG. 5.4(A), and the mean first passage time in
FIG. 5.4(B). The estimated values for induction time τ ∗ and the critical nucleus size
n∗ are given in Table 5.1. We find the nucleation rates to be in rough agreement
with the results of Yi et al. [40]. As we were using slightly different system sizes,
different barostats and thermostats, small differences in the results were expected.
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Figure 5.3: Probability distribution to find solid bonds for every particle. The
red curve with circle symbol shows the probability of finding solid bonds in the
melt configuration and the blue curve with square symbol shows the probability
of finding solid bonds in the semicrystalline configuration.
Table 5.1: Fitting results of mean first passage time for C150.
System Chain length n∗(UA) τ ∗(ns) I(1025cm−3s−1)
Yi.et .al [40] 150 143±14 293±19 1.47±0.10
Our Simulations 150 87±9 354±41 0.72±0.08
To analyze the nucleation mechanism, we identify in each trajectory those particles
that are part of the critical nucleus at the nucleation time t0. We then trace them
backwards in time and compute their structural and orientational properties. We
proceed backwards until structural and orientational properties of these particles
are indistinguishable from the melt particles.
We analyzed 20 independent trajectories in terms of the average radius of gyration
Rg of all chain segments that were part of the nucleus at t0, the global alignment S2
of these chain segments, the average volume V of the Voronoi[119] cell associated
to each particle that is part of the nucleus, its crystallinity order parameter and the
average local bond order parameter q¯6.
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Figure 5.4: Time evolution of the largest cluster size. Left: the evolution of the
largest cluster size from a single trajectory. Right: the mean first passage time
for the largest cluster size at 280 K averaged over 20 independent trajectories.
In Fig. 5.5 we show the relative variations of these quantities with respect to the
values they had at −100∆t, where ∆t = 100000τ . When we advance from the
supercooled melt towards the formation of the critical nucleus at t0, we observe first
an increase in the global orientational order S2, then an increase in the radius of
gyration of the segments and in the local density, and finally the crystal structure
is formed. Due to the persistence length of the molecules, chain segments are
sufficiently prolate to undergo an ordering transition similar to the isotropic-nematic
transition in liquid crystals. Only once they have formed an oriented aggregate, they
start straightening. This observation is similar to recent results of Luo and Sommer
[48]. To test the Olmsted’s [26] proposed nucleation mechanism based on spinodal
decomposition. We divided the whole system into two types of monomers, those
which participate in the critical nucleus at time t0 and those which do not. We
computed the average monomer volume at time t = t−30 and before for these two
types of monomers. We found that the average monomer volume for both type of
monomers to be the same (0.408567σ3) and it is also evident from Fig. 5.5 that
the Voronoi volume per particle in the nucleus does not deviate from its melt value
until the very late stages of the nucleation process.
The chain segments which form the critical nucleus at time t0 are partially orien-
tated at the time t = t−30,(fig. 5.5). We confirm that this is not spinodal assisted
decomposition and one reason for this could be that the temperature at which we
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simulated is above the spinodal temperature. The Doi theory [24, 25] states that
crystallization process proceeds by an increase in persistence length, followed by
alignment of these chains. Our results stand in contrast to Olmsted [26] and Doi
et.al [24, 25] proposed mechanisms for primary nucleation in polymers, because ac-
cording to our observations the nucleation mechanism proceeds by aligning of the
chain segments, followed by straightening and compaction and then formation of
hexagonally packed structure of chain segments. It is interesting to mention that
these results are similar to our previous work for short polymer chains [42] provided
in Chapter 3 of this thesis. It shows that nucleation is a local event, and that
does not depend on the chain length at 280 K and we do not observe any effects
of entanglements on the nucleation mechanism at this degree of supercooling. This
result might seem to be in contradiction with the work of Luo and Sommer [57] who
have recently reported that nucleation preferably takes place in regions with a long
entanglement length. However, their simulations have been carried out at lower
degrees of undercooling than ours. We have shown results for 30% undercooling,
thus the critical nuclei are relatively small compared to the entanglement length.
For lower degrees of undercooling and larger critical nuclei, entanglement may come
into play.
The positional order of the formation of the critical nucleuswas monitored using
averaged local bond order parameters (ALBO). For q¯6 we show the evolution of the
entire distribution rather than just the average (fig. 5.6), because the average is
still dominated by the peak at liquid-like q¯6 at times when there is already a clearly
discernible shoulder at crystalline q¯6.
We present snapshots of formation of the critical nucleus in FIG. 5.7 at different
times from t = t−100 to t = t0. The monomers that form the critical nucleus at time
t0 are highlighted in gray. The red color shows the chain segments which participate
in the formation of critical nucleus with a single stem while the blue, green and
orange colors show those chains which fold back and participate in the formation of
the critical nucleus with more than one stem. For the case of folded chains we show
complete chains instead of segments so that the fold and tails can be seen. These
snapshots show that chain segments first align themselves, followed by straightening
and packing of these chain segments and finally an aligned, hexagonally packed
crystal is formed. The visualization of formation of the nucleus is consistent what
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Figure 5.5: Relative variation of several observables (O) from the melt to the
formation of a critical nucleus for the particles involved in the nucleus: the ori-
entation order parameter S2 (black, open circle), the radius of gyration Rg (red,
triangle), the inverse of the Voronoi cell volume V (blue, square) and the crys-
tallinity order parameter (black, close circle). The curves are averaged over 20
independent trajectories progressing backward in time from the nucleation time
t = t0 in steps ∆t to t = −100∆t.
we find from computation of the global alignment S2 of all chain segments that are
part of the nucleus at t0, the average radius of gyration Rg of these chain segments,
the average volume V of the Voronoi cell associated to each particle that is part of
the nucleus, its crystallinity order parameter (fig. 5.5) and the average local bond
order parameter q¯6 (fig. 5.6).
The critical nuclei consist of chain segments (stems) from different chains and from
same chains (folded). We characterize the primary nucleation as a combination of
intra-molecular and intermolecular mechanisms. FIG. 5.8 shows that the ratio of
the number of stems to the number of chains is always larger than unity which
indicates the presence of combination of folded and non-folded chains in the critical
nuclei. This is also evident from the snapshots of the critical nucleus in FIG. 5.7.
This result agrees with the observations made by Yi et al. [40].
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Figure 5.6: Probability distributions of the averaged local bond order parameter
q¯6 computed at different times for those particles that form the crystallite at t0.
The shapes of the nuclei play an important role in the mechanical properties of
polymeric materials. To observe the evolution of cluster size and shape we calculated
the average stem length against cluster size. FIG. 5.9 shows that fitting this data to
a power law produces an exponent of 0.32 which is very close to 1/3. This closeness
shows that small clusters grows equally in all three directions. This observation is
similar to Yi et al. [40].
A number of models have been proposed to study the structure of lamellae. The
adjacent re-entry or regular folded and the random re-entry or switchboard models
are two main structures and the exact structure is still a controversial issue [137]. To
study the structure of lamellae, we chose well developed lamellae and then computed
the probability distribution of the inter-stem distances between the ends of the folds.
We find that the adjacent re-entry or ’tight’ folding is dominant. FIG. 5.10 shows
that 58 % of folds are tight folds. This observation is in agreement with Yamamoto
and coworkers [43, 46].
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Figure 5.7: Snapshots illustrating the nucleation mechanism. Large gray beads:
monomers that form the critical nucleus at t0. Red: segments of chains that
participate with a single stem in the formation of the critical nucleus. Blue,
green and orange: chains which fold back and participate in the formation of the
critical nucleus with more than one stem. For the case of folded chains we show
complete chains instead of segments so that folds and tails can be identified.
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Figure 5.8: Ratio of number of stems to number of chains participating in the
cluster against cluster size. The black curve with circle symbols shows the mean
value and the light blue envelope around this mean value shows the standard
deviation.
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Figure 5.9: Stem length against cluster size. In the main figure, a black dot
shows a simulation data point, the blue curve shows the mean value. In the inset
the same thing is shown on log− log scale.
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Figure 5.10: The probability distribution of the inter-stem distance between the
ends of the folds of the chains is shown. A schematics of the inter-stem distance
in the folded crystal structure is shown in the inset.
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5.4 C150 under shear flow
5.4.1 Simulation details
We have carried out molecular dynamics simulations of n-pentacontahectane (C150)
under shear flow. The system consists of 100 chains of C150, we equilibrated the sys-
tem at 500 K which is well above the melting temperature of C150. The equilibrium
melting temperature of n-pentacontahectane (C150) has been reported as 396.4 K
by Yi et al. [40]. We chose the density of metastable melt n-pentacontahectane
(C150) 0.89 g/cm3. We performed all molecular dynamics simulations under con-
stant volume and constant temperature conditions. To study the effects of flow
on the crystallization, we quenched these configurations from 500 K to 280 K and
applied a shear rate γ˙ to observe the nucleation event. We ran simulations at
four different shear rates ranging from 0.0001τ−1 to 0.005τ−1 (1.012 × 108sec−1 to
5.06× 109sec−1).
We used the DPD thermostat [127], and the friction coefficient γ used for the
thermostat was 1.0τ−1; where τ is the MD simulation time step.
5.4.2 Results & discussion
In order to monitor the effects of shear rate on the nucleation rate we computed
the induction time at different shear rates and show this in FIG. 5.11. There is
a critical shear rate above which flow has an effect on the induction time, and
this critical shear rate can be estimated by the intersection of the line (continuous
blue line) drawn by fitting the induction time data at higher shear rate and a line
(dashed blue line) showing the induction time under quiescent conditions (γ˙ = 0).
Thus all results are qualitatively the same as those for C20 presented in Chapter 4.
Quantitatively, however, there is a difference: if we take the time the center of mass
of a chain needs to diffuse across its radius of gyration to estimate the Weissenberg
number at the critical shear rate, we obtain τmaxγ˙c = 0.41 which is close to 1.
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Figure 5.11: Induction time against shear rate. In the main figure log-log of
induction time vs shear rate is shown, the circle symbols in red color represent
the simulation data points and the blue curve shows the fitting line. In the inset,
critical nucleus size against log of shear rate is shown.
We compute the longest relaxation time τmax as the time the center of mass of a
chain needs to diffuse across its radius of gyration. The mean square displacement
msd of the chain center of mass is given as:
msd(t) =
1
M
〈|rcm(t)− rcm(0)|2〉 (5.1)
Where M is number of chains in the melt, rcm(t) is the position of center of mass
of chain at time t and rcm(t) is the position of center of mass of chain at time 0.
The self diffusion constant D for a chain in polymer melt can be computed using
the Einstein relation.
D = lim
t→∞
1
6t
msd(t) (5.2)
In FIG. 5.12, we show mean square displacement of the center of mass of polymer
chains as a function of time of C150 at 280 K. Blue circles shows data from the
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simulations and the red line shows a fit. The longest relaxation time τmax = 2.2 ×
109τ .
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Figure 5.12: Mean square displacement of center of mass of polymer chains as
a function of time of C150 at 280 K. Blue circles show data from the simulations
and the red line shows a fit.
The slope of the continuous blue line is computed to be 0.4784, while for eicosane
at 250 K, the slope was 0.5363. This shows that the slope for C20 is steeper than
C150. Another interesting thing to note is that the critical shear rate for C150
(104 sec−1) is smaller when compared with C20 (108 sec−1). One reason for this
could be the different degree of supercoolings for these system, this observation is
similar to the experimental observations [19, 128].
In the inset of FIG. 5.11, the critical nucleus size against different shear rate is
shown, which is practically unchanged. In a single component glass forming system
Mokshin et al. [99] observed that at low shear rates the critical nucleus size remains
unchanged, but at higher shear rates the nucleus shape become prolate and the
size of the nucleus increases with increase in shear rate. In our case the nucleus is
already of a cylindrical shape so its size does not increase with shear rate.
To study the nucleation mechanism we analyzed 10 independent trajectories for
every shear rate in terms of the average radius of gyration Rg of all chain segments
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that were part of the nucleus at t0, the global alignment S2 of these chain segments,
the average volume V of the Voronoi [119] cell associated to each particle to be part
of the nucleus, its crystallinity order parameter and the average local bond order
parameter q¯6.
In Fig. 5.13 we show the relative variations of these quantities with respect to
the values they had at −300∆t, −140∆t, −70∆t and −20∆t at shear rates γ˙ =
0.0001τ−1(1.012×108sec−1), γ˙ = 0.0005τ−1(5.06×108sec−1), γ˙ = 0.001τ−1(1.012×
109sec−1) and γ˙ = 0.005τ−1(5.06× 1010sec−1) respectively.
Approaching the formation of the critical nucleus at t0, at different shear rates we
observe first an increase in the global nematic order S2, then an increase in the radius
of gyration and in the local density, and finally local positional order is established.
When we compare these results with our previous results for short chain alkanes
[42] under quiescent conditions and long chain alkanes under quiescent conditions
(Fig. 5.5), we find that the nucleation mechanism is initiated by the global alignment
of the chains under quiescent and under shearing conditions for C150. For short
chain alkanes (C20) under shear conditions, we observe an increase in the global
nematic order S2 and an increase in the radius of gyration Rg simultaneously which
is different from long chain alkanes (C150) under shear conditions.
To monitor the crystal order in terms of particle positions rather than segment
alignment we computed averaged local bond order parameters (ALBO). For q¯6 we
show the evolution of the entire distribution rather than just the average (fig. 5.14),
because the average is still dominated by the peak at liquid-like q¯6 at times when
there is already a clearly discernible shoulder at crystalline q¯6.
When shearing is imposed on the polymeric systems, the chains are straightened
on the local level and are oriented in the direction of flow by the shear flow. In
Fig. 5.15, we draw the tilt angle of the critical nucleus at different shear rates. This
tilt angle is reduced with increasing shear rate. This observation is qualitatively
similar to what we have shown for C20 in Chapter 4 and it is also in agreement
with simulation studies of polymers[130, 131].
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Figure 5.13: Relative variation of several observables (O) from the melt to
the formation of a critical nucleus for the particles involved in the nucleus: the
orientation order parameter S2 (black, open circle), the inverse of the Voronoi cell
volume V (blue, square) and the crystallinity order parameter (black, close circle).
(a) : γ˙ = 0.0001τ−1, (b) : γ˙ = 0.0005τ−1, (c) : γ˙ = 0.001τ−1, (d) : γ˙ = 0.005τ−1.
The curves are averaged over 10 independent trajectories progressing backward
in time from the nucleation time t = t0 in steps ∆t to t = −300∆t, t = −140∆t,
t = −70∆t and t = −20∆t at γ˙ = 0.0001τ−1,γ˙ = 0.0005τ−1, γ˙ = 0.001τ−1 and
γ˙ = 0.005τ−1 respectively.
5.4.3 Shear viscosity
We have shown that the flow field has an effect on the nucleation rate. In turn,
the presence of the nucleus should also have an effect on the flow field, because the
mechanical properties of a crystal differ considerably from those of the melt. In
FIG. 5.16 we show the shear viscosity (measured using the instantaneous system
average of the stress tensor) as a function of cluster size for a system consisting of 100
chains of C150, at 280K and at a shear rate of 0.001τ−1. The simulation data points
are subject to strong fluctuations due to the small system size. We do not observe
any change in the viscosity during the formation of the nucleus and growth up to
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Figure 5.14: Probability distributions of the averaged local bond order param-
eter q¯6 computed at different times for those particles that form the crystallite at
t0.
8.0 8.5 9.0 9.5 10.0
log(γ˙[sec−1])
15
20
25
30
35
40
T
ilt
A
n
gl
e
[d
eg
re
es
]
Figure 5.15: Tilt angle against shear rate γ˙.
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Figure 5.16: C20: Shear viscosity as a function of cluster size. Simulation data
points (black dots), size of the critical nucleus (red dashed line), mean value of
the viscosity (white line) and its standard deviation (green envelope).
a cluster size of 450 monomers. Above this cluster size the scalar pressure started
to decrease, because the phase transition was simulated in the NVT ensemble. We
conclude that the nucleation events do not have a significant effect on the flow field,
as the nuclei are small for the temperatures that we discuss here.
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5.5 Crystallization of polyethylene (C500)
5.5.1 Simulation details
We performed molecular dynamics simulations of a system consisting of 200 chains
of polyethylene (C500) under quiescent conditions. We equilibrated the system at
500 K for 30 ns which is well above the melting temperature of polyethylene. We
chose the density of the metastable melt polyethylene (C500) as 0.89 g/cm3. We
performed all molecular dynamics simulations under constant volume and constant
temperature conditions. We used an integration time step of 0.006τ , where τ =√
kbT
mσ2
. Where m is mass of bead, kB is Boltzmann’s constant, T is temperature in
Kelvin and σ is size of bead.
After running the simulations at 500 K for 30 ns, we quenched the system to 280K
to see the nucleation event and then growth. We used the DPD thermostat [127]
and the friction coefficient γ used for the thermostat was 1.0τ−1; where τ is the MD
simulation time step.
5.5.2 Results & discussion
We used the crystallinity order parameter to compute the cluster sizes of different
clusters forming in the system, and we show the growth of the six largest clusters
in the system in FIG. 5.17. There are large fluctuations in cluster sizes due to
attachment and detachment of part of clusters from one cluster to the other cluster.
In FIG. 5.18, we show the degree of crystallinity in the system. We define degree of
crystallinity as the ratio of the number of crystalline particles to the total number
of particle in the system. The gray monomers belong to the largest cluster in the
system. We reach 24% degree of crystallinity after running the simulations for 600
ns. It is however, not clear yet, if this degree of crystallinity can reach 100% or not.
In other words, it is not clear that the semi-crystallinity is a kinetic manifestation
or a thermodynamically stable state representing the global free energy minimum
[68].
101
M.Anwar Chapter 5. Crystallization of C150 & Polyethylene
0 100 200 300 400 500 600
Time [ns]
0
500
1000
1500
2000
2500
3000
3500
4000
C
lu
st
er
S
iz
e
[#
m
on
om
er
s]
1st
2nd
3rd
4th
5th
6th
Figure 5.17: Growth of six largest clusters in the system at 280k. Different
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Figure 5.18: Degree of crystallinity in the system at 280K.
In FIG. 5.19, we show a snapshot of a complete system consisting of 200 chains
of C500. Small red monomers show the amorphous region and all other colors
show crystalline regions. This snapshot represents the semicrystalline nature of the
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polyethylene.
Figure 5.19: Snapshot of the complete system showing different clusters with
different colors.
In FIG. 5.20, we show the time evolution of a single chain making the transition
from a coil to a folded crystal structure. In first three snapshot at t=0 ns, t=11.8
ns and t=29.5 ns, the configuration of the chain is like a coil. At t=59 ns, a
few segments of the chain become aligned with each other, at t=117.9 ns small
stems are formed and after this step, the length of these stems increases (lamellae
thickening). This thickening occurs by the sliding in motion of the chain segment
from the amorphous to the crystal region. This folded lamellar crystal structure
is a non-equilibrium structure which continues to thicken. Thickness of lamellar is
selected kinetically which means if enough time is given to the thickening process,
we will get extended crystal structures at the end [4].
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Figure 5.20: Time evolution of a single chain showing the transition from coil
to folded crystal structures.
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5.6 Conclusions
We have analyzed the formation of the critical nucleus from a supercooled melt of
C150 under quiescent and shear conditions. We have determined the critical nucleus
size using the mean first passage time (FIG. 5.4b). Under quiescent conditions the
chain segments that form the critical nucleus first align, followed by straightening
and compaction, and finally a hexagonally packed structure is formed (FIG. 5.5).
We also find that the critical nucleus is formed by the combination of stems that
belong to the same chain (folded) and from different chains (every stem from a dif-
ferent chain) (FIG. 5.8). The cluster grows equally in all three directions for small
cluster sizes (FIG. 5.9). The tight folding (adjacent re-entry model) in the crystal
structure is found to be the dominant lamellae structure rather than random re-
entry (FIG. 5.10). Under shear conditions, we estimate the critical shear rates and
find a power law relationship between the nucleation and shear rates in agreement
with experiments and theory [19]. Under shear conditions, the nucleation mecha-
nism is the same as under quiescent conditions. We compute the response of the
system to the formation of nuclei in terms of shear viscosity and do not observe any
change in shear viscosity during the formation of the nuclei. Finally, we show the
degree of crystallinity, growth of clusters in the system and the transition of a chain
from coil configuration to folded crystal structure for C500.
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Conclusions
In this work, we have studied the crystallization mechanism of short polymer chains.
The main purpose of the work is to present the effects of flow and temperature on
the nucleation time and then to identify the microscopic mechanisms of crystal
nucleation and growth under quiescent conditions and under shear flow. We have
performed molecular dynamics simulations using a realistic united atom model. As
a first step, we have reproduced physical quantities related to phase transitions
(i.e. melting point) to test the model and to compare these results with available
published results.
In our first study, we have addressed the crystallization of n-eicosane (C20). We
have presented crystal nucleation and growth mechanism in C20 under quiescent
conditions. We have determined the critical nucleus size and induction times using
committor analysis. We have observed that the critical nucleus is of cylindrical
shape. For the nucleation mechanism, we have found that the chains which formed
the critical nucleus first align, then straighten before densification occurs and the
local orientational and positional orders are established. The growth mechanism
proceeds through a sliding in motion of the chains and attachment of these chains
occurs in a cooperative manner.
In our second project, we have studied the effects of flow and and temperature on
the induction time and on the nucleation mechanism of C20. We have reported
the effects of flow and temperature on the nucleation rates and find that they are
106
M.Anwar Chapter 6. Conclusions
in qualitative agreement with experiment and theory. We have also computed the
Weissenberg number at critical shear rate and find it to be 0.6, which is very close
to unity. For the nucleation mechanism, at lower shear rates, we have observed the
same nucleation mechanism as we observed for C20 under quiescent conditions. At
higher shear rates we have found that the chains which form the critical nucleus
align and straighten at the same time. We also found that the shear viscosity of
the system does not change during the formation of small nuclei.
In our third project, we addressed the crystallization in n-pentacontahectane (C150)
under quiescent and under flow conditions. Under quiescent condition, we have
observed the same nucleation mechanism as for C20 under quiescent conditions.
Under flow conditions, we find similar effects of flow on the induction time as for
C20 and find the Weissenberg number equal to 0.41, which is again of order of unity.
We do not see any significant difference in the nucleation mechanism under quiescent
and under flow conditions for C150. Again, we found that shear viscosity of the
system does not change during the formation of small nuclei. We also presented
some results for the crystallization of polyethylene (C500) and showed that the
degree of crystallinity reaches 24%. At the end, we showed the transition of a single
chain from a coil to a folded crystal structure.
Still there are many questions which should be addressed to give a comprehensive
understanding of polymer crystallization. In future the microscopic mechanism of
attachment of long chains needs to be addressed and a theory which can explain
this process should come out. The factors which determine the thickness of lamellae
need to be deduced. Attention should be paid to the regions between purely crystal
and purely amorphous regions. The effects of entanglements on the crystallization
as a function of degree of supercooling should be addressed. The crystal structures
formed under shear flow and elongational flow should be compared.
We think this work should be a positive contribution towards the understanding of
polymer crystallization and will in particular open a door to address this question in
a different way by using now the different order parameters which have been shown
to be of importance.
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