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Abstract
In the project AQV [9] the issue of quantum constraints, KMS-states and algebras of quantum configu-
ration and momentum variables in Loop Quantum Gravity has been argued. There a physical algebra
has been required to contain complete observables and the quantum constraints, or at least the quantum
constraints are affilliated with this algebra. In this context a first conjecture for a physical algebra is pre-
sented in this article. A new ∗-algebra for LGQ, which is called the localised holonomy-flux cross-product
∗-algebra, is studied. A suggestion for a physical ∗-algebra, which contains the localised holonomy-flux
cross-product ∗-algebra, a modified quantum Hamilton constraint, a localised quantum diffeomorphism
constraint and even a modified quantum Master constraint, is given.
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1 Introduction
In [8] an extended overview about the project Algebras of Quantum Variables in LQG has been presented.
This article will now focus on the issue of quantum constraints and KMS-theory in LQG. KMS-theory has
been studied for von Neumann algebras in [7, Section 6.5]. There the holonomy-flux von Neumann algebra
has been invented. The construction is based on the commutative Weyl C∗-algebra for surfaces, which has
been introduced in [9, Sect.: 3.3] or [7, Sect.: 6.3], and a certain representation of this C∗-algebra on the
limit Hilbert space H∞. The holonomy von Neumann algebra is given by the anaytic holonomy C∗-algebra
and a representation on the Hilbert space H∞. But the concept of KMS-states is not naturally available
for these von Neumann algebras associated to the Weyl C∗-algebra for surfaces or the analytic holonomy
C∗-algebra. One can show that even in both cases the von Neumann algebras are not in standard form.
KMS-theory is also available in the context of C∗-algebras. It has been shown in [7, Sect.: 6.5] that there are
no KMS-states of the Weyl C∗-algebra for surfaces or the analytic holonomy C∗-algebra with respect to an
automorphism group defined by a Lie algebra-valued quantum flux operator. Consequently for the algebras
derived in [7, Chapt.: 6,7, Sect.: 8.1-8.3], [9, 10, 11] a KMS-theory is not easy to achieve. Hence new ideas
are interesting to study.
Indeed the analysis of algebras in [9, 10, 11, 7] has shown that new algebras can be defined. In this article such
a new ∗-algebra is developed in section 3. This algebra is called the localised holonomy-flux cross-product
∗-algebra. This algebra is a certain cross-product algebra and is derived similarly to the holonomy-flux
cross-product ∗-algebra in [7, Sect.: 8.2], [11].
The new idea is to locate the algebraic objects in particular the algebras. The new construction of the new
quantum algebras is also available for non-localised algebraic objects and can be easily extracted from the
development. Remark that if matter fields come into the play, the author suggests to locate the algebras
of quantum variables and the matter algebras simultanously. The geometric objects like quantum flux
operators, which are defined in section 2.3, are always localised on surfaces. Moreover, the holonomies are
localised along paths or graphs. The bisections are maps from a certain set of vertices in a fixed manifold Σ to
paths that start at a given vertex in the set of vertices. Consequently, also bisections are somehow localised
objects. The definition of these new objects is presented in section 2.2.3. Furthermore, the important fact is
that paths and surfaces intersect each other in vertices. Hence a discretised surface set S˘d, which contains
only fixed sets of vertices, is proposed in section 2.1. The localisation of quantum algebras means that algebra
elements have distinguishing properties if they depend or do not depend on this discretised surface set. For
the implementation of this idea the configuration space is divided in section 2.2.2 into two main parts. One
of them is constructed from holonomies along paths that start or end at some given surface and is called the
localised part of the configuration space. The other part is build from holonomies along paths that do not
intersect any surface in this surface set. Hence, the first configuration space is localised on surfaces, while the
second is not. Furthermore, there are two different ∗-algebras of quantum holonomy variables presented in
section 3.1. One ∗-algebra is constructed on the localised part of the configuration space and a convolution
product between functions depending on this space. In particular, the ∗-subalgebra of central functions on
the localised part of the configuration space is used. The other ∗-algebra is given by the original analytic
holonomy ∗-algebra, but is restricted to non-localised paths. These ∗-algebras are completed to different
C∗-algebras and the C∗-tensor product of these two C∗-algebras defines the new localised analytic holonomy
C∗-algebra. The C∗-algebra of central functions on the localised part of the configuration space is called the
localised part of the localised analytic holonomy C∗-algebra. Similarly to the ∗-derivations of the analytic
holonomy C∗-algebra [11, Sect.: 4], [7, Sect.: 8.4.2] in section 3.1 ∗-derivations of this new C∗-algebra are
presented.
There are some new flux operators, which are defined as difference operators between Lie algebra-valued
quantum flux operators on different graphs in 2.3, and which are called the localised and discretised flux
operators associated to surfaces. The main difference between the original Lie algebra-valued quantum flux
operator, and the localised and discretised Lie algebra-valued flux operator both restricted to a fixed graph
is that, the second operator is only non-trivial on paths, which are not contained in a certain subgraph.
The localised enveloping flux algebra associated to a surface set is derived from the localised and discretised
flux operators. Furthermore, there exists an action of this new localised and discretised flux operator on the
C∗-algebra of central functions on the localised part of the configuration space.
In [11, 7] the theory of an abstract cross-product ∗-algebra has been used to define a new holonomy-flux
cross-product ∗-algebra. This construction is also used for the definition of two new localised algebras. One
algebra is based on the ∗-algebra of central functions on the localised part of the configuration space and
the other is derived from the localised analytic holonomy ∗-algebra. The abstract cross-product ∗-algebra,
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which is obtained from the localised enveloping flux algebra associated to a surface set and the ∗-algebra of
central functions on the localised part of the configuration space, is called the localised part of the localised
holonomy-flux cross-product ∗-algebra. The localised holonomy-flux cross-product ∗-algebra is given by the
abstract cross-product ∗-algebra, which is obtained by the the localised analytic holonomy ∗-algebra and
the localised enveloping flux algebra associated to a surface set. There are several localised holonomy-flux
cross-product ∗-algebras for different surface sets. A ∗-representation of this new ∗-algebra is given similarly
to the representation of the holonomy-flux cross-product ∗-algebra in section3.2. C∗-dynamical systems are
studied in section 3.3. Since such dynamical systems are related to KMS-states, these particular states are
studied. There are certain C∗-algebras, which admit a KMS-state. Furthermore, there is a KMS-theory
available for O∗-algebra presented by Inoue [6], which can be used in a further work to analyse the full
or parts of the localised holonomy-flux cross-product ∗-algebra. Indeed one can show that the localised
holonomy-flux cross-product ∗-algebra is an O∗-algebra. Furthermore, there is also a construction of a C∗-
algebra, which will be called the localised holonomy-flux cross-product C∗-algebra in future work, in analogy
to the holonomy-flux cross-product C∗-algebra derived in [10],[7, Chap.: 7]. Then a KMS-theory for this
new C∗-algebra will be studied.
In this project, a first attempt for a study of the Hamilton constraint as a generator of an automorphism
group is studied. This constraint plays a fundamental role in the definition of dynamics in LQG. The object
is for example derived from a volume operator in the work of Thiemann [17]. In this article a modified volume
operator, which is called the discretised quantum volume operator Q(V )d, is constructed as a sum over Lie
algebra-valued quantum flux operators indexed by a triple of paths in a graph that start at a common vertex,
which is an intersection of three surfaces.
In the construction of the Hamilton constraint as a generator the following facts are used, too. Consider the
Lie holonomy algebra, which is constructed from the localised configuration space restricted to a graph Γ and
which is identified with the product group G|Γ| of a compact connected Lie group G. This Lie algebra acts
on the C∗-algebra of central functions on the localised configuration space restricted to a graph, too. Then
the C∗-algebra of central functions admits KMS-states with respect to this action. The modified quantum
Hamilton constraint restricted to a graph is given by
exp(H+ΓiHΓi) :=
(
hA(α)− hA(α)−1
)
hA(γ)[hA(γ)
−1,Q(V )d]
The modified quantum Hamilton constraint is defined in the project AQV as the limit
H := limi→∞
∑
Γi
exp(H+ΓiHΓi) of a sum over subgraphs of a graph of the modified quantum Hamilton
constraint restricted to a graph. Note that, the limit graph is assumed to contain an infinite countable set
of subgraphs.
The next step is to show that, this modified quantum Hamilton constraint is well-defined and is given as
the generator of a strongly continuous one-parameter group of automorphisms on the localised part of the
localised analytic holonomy C∗-algebra. The analysis of parts of the modified quantum Hamilton constraint
shows that, the convergence of the limit in the norm-topology is not obvious and is related to the structure
of the discretised quantum volume operator Q(V )d. Summarising, the norm-convergence of the limit of H
is not easy to derive. The author conjectures that this limit converges and does not depend on a particular
Hilbert space representation of the modified quantum Hamilton constraint.
Thiemann has proposed in [16, 17] a Master constraint instead of using a set of constraints. Hence in the
project AQV a modified quantum Master constraint is suggested. The ideas are the following. In [8, 9, 10]
translations defined by bisections of finite path groupoids or finite graph systems play a fundamental role.
The most general operators, which depend on bisections of finite graph systems that preserve a discretised
surface set S˘d associated to a surface set S˘, are denoted by D
σ
S˘d,Γ
and are called the localised quantum
diffeomorphism constraints restricted to a graph. The adjoint operator is denoted by Dσ,∗
S˘d,Γ
. For example
such operators can be defined similarly to elements of the holonomy-flux-graph-diffeomorphism cross-product
C∗-algebra. The idea for these quantum constraints is to implement the complicated relations between the
classical spatial diffeomorphism constraints and the classical Hamilton constraints on the quantum level.
Then the modified quantum Master constraint is defined to be sum of the localised quantum diffeomorphism
constraint, which is given by
DS˘d := limN→∞
N∑
i=1
∑
σl
Dσl,∗
S˘d,Γi
Dσl
S˘d,Γi
and the modified quantum Hamilton constraint H.
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In the article [11] the holonomy-flux cross-product ∗-algebra has been presented, this algebra is comparable
with the holonomy-flux ∗-algebra, which has been developed in [14]. A comparison of the localised holonomy-
flux cross-product ∗-algebra and the holonomy-flux cross-product ∗-algebra is presented in a table in section
4.
2 The basic quantum operators
2.1 Finite path groupoids and graph systems
Let c : [0, 1]→ Σ be continuous curve in the domain [0, 1], which is (piecewise) Ck-differentiable (1 ≤ k ≤ ∞),
analytic (k = ω) or semi-analytic (k = sω) in [0, 1] and oriented such that the source vertex is c(0) = s(c)
and the target vertex is c(1) = t(c). Moreover assume that, the range of each subinterval of the curve c is a
submanifold, which can be embedded in Σ. An edge is given by a reparametrisation invariant curve of class
(piecewise) Ck. The maps sΣ, tΣ : PΣ → Σ where PΣ is the path space are surjective maps and are called
the source or target map.
A set of edges {ei}i=1,...,N is called independent, if the only intersections points of the edges are source
sΣ(ei) or tΣ(ei) target points. Composed edges are called paths. An initial segment of a path γ is a path
γ1 such that there exists another path γ2 and γ = γ1 ◦ γ2. The second element γ2 is also called a final
segment of the path γ.
Definition 2.1. A graph Γ is a union of finitely many independent edges {ei}i=1,...,N for N ∈ N. The set
{e1, ..., eN} is called the generating set for Γ. The number of edges of a graph is denoted by |Γ|. The
elements of the set VΓ := {sΣ(ek), tΣ(ek)}k=1,...,N of source and target points are called vertices.
A graph generates a finite path groupoid in the sense that, the set PΓΣ contains all independent edges, their
inverses and all possible compositions of edges. All the elements of PΓΣ are called paths associated to a graph.
Furthermore the surjective source and target maps sΣ and tΣ are restricted to the maps s, t : PΓΣ → VΓ,
which are required to be surjective.
Definition 2.2. Let Γ be a graph. Then a finite path groupoid PΓΣ over VΓ is a pair (PΓΣ, VΓ) of finite
sets equipped with the following structures:
(i) two surjective maps s, t : PΓΣ→ VΓ, which are called the source and target map,
(ii) the set PΓΣ2 := {(γi, γj) ∈ PΓΣ× PΓΣ : t(γi) = s(γj)} of finitely many composable pairs of paths,
(iii) the composition ◦ : P2ΓΣ→ PΓΣ, where (γi, γj) 7→ γi ◦ γj,
(iv) the inversion map γi 7→ γ−1i of a path,
(v) the object inclusion map ι : VΓ → PΓΣ and
(vi) PΓΣ is defined by the set PΓΣ modulo the algebraic equivalence relations generated by
γ−1i ◦ γi ' 1s(γi) and γi ◦ γ−1i ' 1t(γi) (1)
Shortly write PΓΣ s //t // VΓ .
Clearly, a graph Γ generates freely the paths in PΓΣ. Moreover the map s× t : PΓΣ→ VΓ × VΓ defined by
(s× t)(γ) = (s(γ), t(γ)) for all γ ∈ PΓΣ is assumed to be surjective (PΓΣ over VΓ is a transitive groupoid),
too.
A general groupoid G over G0 defines a small category where the set of morphisms is denoted in general
by G and the set of objects is denoted by G0. Hence in particular the path groupoid can be viewed as a
category, since,
· the set of morphisms is identified with PΓΣ,
· the set of objects is given by VΓ (the units)
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From the condition (1) it follows that, the path groupoid satisfies additionally
(i) s(γi ◦ γj) = s(γi) and t(γi ◦ γj) = t(γj) for every (γi, γj) ∈ P2ΓΣ
(ii) s(v) = v = t(v) for every v ∈ VΓ
(iii) γ ◦ 1s(γ) = γ = 1t(γ) ◦ γ for every γ ∈ PΓΣ and
(iv) γ ◦ (γi ◦ γj) = (γ ◦ γi) ◦ γj
(v) γ ◦ (γ−1 ◦ γ1) = γ1 = (γ1 ◦ γ) ◦ γ−1
The condition (iii) implies that the vertices are units of the groupoid.
Definition 2.3. Denote the set of all finitely generated paths by
PΓΣ(n) := {(γ1, ..., γn) ∈ PΓ × ...PΓ : (γi, γi+1) ∈ P(2), 1 ≤ i ≤ n− 1}
The set of paths with source point v ∈ VΓ is given by
PΓΣv := s−1({v})
The set of paths with target point v ∈ VΓ is defined by
PΓΣv := t−1({v})
The set of paths with source point v ∈ VΓ and target point u ∈ VΓ is
PΓΣvu := PΓΣv ∩ PΓΣu
A graph Γ is said to be disconnected if it contains only mutually pairs (γi, γj) of non-composable inde-
pendent paths γi and γj for i 6= j and i, j = 1, ..., N . In other words for all 1 ≤ i, l ≤ N it is true that
s(γi) 6= t(γl) and t(γi) 6= s(γl) where i 6= l and γi, γl ∈ Γ.
Definition 2.4. Let Γ be a graph. A subgraph Γ′ of Γ is a given by a finite set of independent paths in
PΓΣ.
For example let Γ := {γ1, ..., γN} then Γ′ := {γ1 ◦ γ2, γ−13 , γ4} where γ1 ◦ γ2, γ−13 , γ4 ∈ PΓΣ is a subgraph
of Γ, whereas the set {γ1, γ1 ◦ γ2} is not a subgraph of Γ. Notice if additionally (γ2, γ4) ∈ P(2)Γ holds, then
{γ1, γ−13 , γ2 ◦ γ4} is a subgraph of Γ, too. Moreover for Γ := {γ} the graph Γ−1 := {γ−1} is a subgraph of
Γ. As well the graph Γ is a subgraph of Γ−1. A subgraph of Γ that is generated by compositions of some
paths, which are not reversed in their orientation, of the set {γ1, ..., γN} is called an orientation preserved
subgraph of a graph. For example for Γ := {γ1, ..., γN} orientation preserved subgraphs are given by
{γ1 ◦ γ2}, {γ1, γ2, γN} or {γN−2 ◦ γN−1} if (γ1, γ2) ∈ PΓΣ(2) and (γN−2, γN−1) ∈ PΓΣ(2).
Definition 2.5. A finite graph system PΓ for Γ is a finite set of subgraphs of a graph Γ. A finite graph
system PΓ′ for Γ′ is a finite graph subsystem of PΓ for Γ if the set PΓ′ is a subset of PΓ and Γ′ is a
subgraph of Γ. Shortly write PΓ′ ≤ PΓ.
A finite orientation preserved graph system PoΓ for Γ is a finite set of orientation preserved subgraphs
of a graph Γ.
Recall that, a finite path groupoid is constructed from a graph Γ, but a set of elements of the path groupoid
need not be a graph again. For example let Γ := {γ1 ◦γ2} and Γ′ = {γ1 ◦γ3}, then Γ′′ = Γ∪Γ′ is not a graph,
since this set is not independent. Hence only appropriate unions of paths, which are elements of a fixed finite
path groupoid, define graphs. The idea is to define a suitable action on elements of the path groupoid, which
corresponds to an action of diffeomorphisms on the manifold Σ. The action has to be transfered to graph
systems. But the action of bisection, which is defined by the use of the groupoid multiplication, cannot
easily generalised for graph systems.
Problem 2.1: Let Γ˘ := {Γi}i=1,..,N be a finite set such that each Γi is a set of not necessarily independent
paths such that
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(i) the set contains no loops and
(ii) each pair of paths satisfies one of the following conditions
· the paths intersect each other only in one vertex,
· the paths do not intersect each other or
· one path of the pair is a segment of the other path.
Then there is a map ◦ : Γ˘× Γ˘→ Γ˘ of two elements Γ1 and Γ2 defined by
{γ1, ..., γM} ◦ {γ˜1, ..., γ˜M} :=
{
γi ◦ γ˜j : t(γi) = s(γ˜j)
}
1≤i,j≤M
for Γ1 := {γ1, ..., γM},Γ2 := {γ˜1, ..., γ˜M}. Moreover define a map −1 : Γ˘→ Γ˘ by
{γ1, ..., γM}−1 := {γ−11 , ..., γ−1M }
Then the following is derived
{γ1, ..., γM} ◦ {γ−11 , ..., γ−1M } =
{
γi ◦ γ−1j : t(γi) = t(γj)
}
1≤i,j≤M
=
{
γi ◦ γ−1j : t(γi) = t(γj) and i 6= j
}
1≤i,j≤M
∪ {1sγj }1≤j≤M
6= ∪ {1sγj }1≤j≤M
The equality is true, if the set Γ˘ contains only graphs such that all paths are mutually non-composable.
Consequently this does not define a well-defined multiplication map. Notice that, the same is discovered if
a similar map and inversion operation are defined for a finite graph system PΓ.
Consequently the property of paths being independent need not be dropped for the definition of a suitable
multiplication and inversion operation. In fact the independence property is a necessary condition for the
construction of the holonomy algebra for analytic paths. Only under this circumstance each analytic path
is decomposed into a finite product of independent piecewise analytic paths again.
Definition 2.6. A finite path groupoid PΓ′Σ over VΓ′ is a finite path subgroupoid of PΓΣ over VΓ if the
set VΓ′ is contained in VΓ and the set PΓ′Σ is a subset of PΓΣ. Shortly write PΓ′Σ ≤ PΓΣ.
Clearly for a subgraph Γ1 of a graph Γ2, the associated path groupoid PΓ1Σ over VΓ1 is a subgroupoid of
PΓ2Σ over VΓ2 . This is a consequence of the fact that, each path in PΓ1Σ is a composition of paths or their
inverses in PΓ2Σ.
Definition 2.7. A family of finite path groupoids {PΓiΣ}i=1,...,∞, which is a set of finite path groupoids
PΓiΣ over VΓi , is said to be inductive if for any PΓ1Σ,PΓ2Σ exists a PΓ3Σ such that PΓ1Σ,PΓ2Σ ≤ PΓ3Σ.
A family of graph systems {PΓi}i=1,...,∞, which is a set of finite path systems PΓi for Γi, is said to be
inductive if for any PΓ1 ,PΓ2 exists a PΓ3 such that PΓ1 ,PΓ2 ≤ PΓ3 .
Definition 2.8. Let {PΓiΣ}i=1,...,∞ be an inductive family of path groupoids and {PΓi}i=1,...,∞ be an in-
ductive family of graph systems.
The inductive limit path groupoid P over Σ of an inductive family of finite path groupoids such that
P := lim−→
i→∞
PΓiΣ is called the (algebraic) path groupoid P ⇒ Σ.
Moreover there exists an inductive limit graph Γ∞ of an inductive family of graphs such that Γ∞ := lim−→
i→∞
Γi.
The inductive limit graph system PΓ∞ of an inductive family of graph systems such that PΓ∞ := lim−→
i→∞
PΓi
Assume that, the inductive limit Γ∞ of a inductive family of graphs is a graph, which consists of an infinite
countable number of independent paths. The inductive limit PΓ∞ of a inductive family {PΓi} of finite
graph systems contains an infinite countable number of subgraphs of Γ∞ and each subgraph is a finite set
of arbitrary independent paths in Σ.
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2.2 Holonomy maps for finite path groupoids, graph systems and transforma-
tions
In section 2.1 the concept of finite path groupoids for analytic paths has been given. Now the holonomy maps
are introduced for finite path groupoids and finite graph systems. The ideas are familar with those presented
by Thiemann [17]. But for example the finite graph systems have not been studied before. Ashtekar and
Lewandowski [1] have defined the analytic holonomy C∗-algebra, which they have based on a finite set of
independent hoops. The hoops are generalised for path groupoids and the independence requirement is
implemented by the concept of finite graph systems.
2.2.1 Holonomy maps for finite path groupoids
Let G1 s1 //t1 // G01 , G2
s2 //
t2
// G02 be two arbitrary groupoids.
Definition 2.9. A groupoid morphism between two groupoids G1 and G2 consists of two maps h : G1 →
G2 and h : G
0
1 → G02 such that
(G1) h(γ ◦ γ′) = h(γ)h(γ′) for all (γ, γ′) ∈ G(2)1
(G2) s2(h(γ)) = h(s1(γ)), t2(h(γ)) = h(t1(γ))
A strong groupoid morphism between two groupoids G1 and G2 additionally satisfies
(SG) for every pair (h(γ), h(γ′)) ∈ G(2)2 it follows that (γ, γ′) ∈ G(2)1
Let G be a Lie group. Then G over eG is a groupoid, where the group multiplication · : G2 → G is defined
for all elements g1, g2, g ∈ G such that g1 · g2 = g. A groupoid morphism between a finite path groupoid
PΓΣ to G is given by the maps
hΓ : PΓΣ→ G, hΓ : VΓ → eG
Clearly
hΓ(γ ◦ γ′) = hΓ(γ)hΓ(γ′) for all (γ, γ′) ∈ PΓΣ(2)
sG(hΓ(γ)) = hΓ(sPΓΣ(γ)), tG(hΓ(γ)) = hΓ(tPΓΣ(γ))
(2)
But for an arbitrary pair (hΓ(γ1), hΓ(γ2)) =: (g1, g2) ∈ G(2) it does not follows that, (γ1, γ2) ∈ PΓΣ(2) is
true. Hence hΓ is not a strong groupoid morphism.
Definition 2.10. Let PΓΣ⇒ VΓ be a finite path groupoid.
Two paths γ and γ′ in PΓΣ have the same-holonomy for all connections iff
hΓ(γ) = hΓ(γ
′) for all (hΓ, hΓ) groupoid morphisms
hΓ : PΓΣ→ G, h : VΓ → {eG}
Denote the relation by ∼s.hol..
Lemma 2.11. The same-holonomy for all connections relation is an equivalence relation.
Notice that, the quotient of the finite path groupoid and the same-holonomy relation for all connections
replace the hoop group, which has been used in [1].
Definition 2.12. Let PΓΣ ⇒ VΓ be a finite path groupoid modulo same-holonomy for all connections
equivalence.
A holonomy map for a finite path groupoid PΓΣ over VΓ is a groupoid morphism consisting of the
maps (hΓ, hΓ), where hΓ : PΓΣ → G, hΓ : VΓ → {eG}. The set of all holonomy maps is abbreviated by
Hom(PΓΣ, G).
For a short notation observe the following. In further sections it is always assumed that, the finite path
groupoid PΓΣ⇒ VΓ is considered modulo same-holonomy for all connections equivalence although it is not
stated explicitly.
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2.2.2 Holonomy maps for finite graph systems
Ashtekar and Lewandowski [1] have presented the loop decomposition into a finite set of independent hoops
(in the analytic category). This structure is replaced by a graph, since a graph is a set of independent edges.
Notice that, the set of hoops that is generated by a finite set of independent hoops, is generalised to the set
of finite graph systems. A finite path groupoid is generated by the set of edges, which defines a graph Γ,
but a set of elements of the path groupoid need not be a graph again. The appropriate notion for graphs
constructed from sets of paths is the finite graph system, which is defined in section 2.1. Now the concept of
holonomy maps is generalised for finite graph systems. Since the set, which is generated by a finite number
of independent edges, contains paths that are composable, there are two possibilities to identify the image
of the holonomy map for a finite graph system on a fixed graph with a subgroup of G|Γ|. One way is to use
the generating set of independend edges of a graph, which has been also used in [1]. On the other hand, it
is also possible to identify each graph with a disconnected subgraph of a fixed graph, which is generated by
a set of independent edges. Notice that, the author implements two situations. One case is given by a set
of paths that can be composed further and the other case is related to paths that are not composable. This
is necessary for the definition of an action of the flux operators. Precisely the identification of the image of
the holonomy maps along these paths is necessary to define a well-defined action of a flux element on the
configuration space [9].
First of all consider a graph Γ that is generated by the set {γ1, ..., γN} of edges. Then each subgraph of
a graph Γ contain paths that are composition of edges in {γ1, ..., γN} or inverse edges. For example the
following set Γ′ := {γ1 ◦ γ2 ◦ γ3, γ4} defines a subgraph of Γ := {γ1, γ2, γ3, γ4}. Hence there is a natural
identification available.
Definition 2.13. A subgraph Γ′ of a graph Γ is always generated by a subset {γ1, ..., γM} of the generating
set {γ1, ..., γN} of independent edges that generates the graph Γ. Hence each subgraph is identified with a
subset of {γ±11 , ..., γ±1N }. This is called the natural identification of subgraphs.
Example 2.1: For example consider a subgraph Γ′ := {γ1 ◦ γ2, γ3 ◦ γ4, ..., γM−1 ◦ γM}, which is identified
naturally with a set {γ1, ..., γM}. The set {γ1, ..., γM} is a subset of {γ1, ..., γN} where N = |Γ| and M ≤ N .
Another example is given by the graph Γ′′ := {γ1, γ2} such that γ2 = γ′1 ◦ γ′2, then Γ′′ is identified naturally
with {γ1, γ′1, γ′2}. This set is a subset of {γ1, γ′1, γ′2, γ3, ..., γN−1}.
Definition 2.14. Let Γ be a graph, PΓ be the finite graph system. Let Γ′ := {γ1, ..., γM}be a subgraph of Γ.
A holonomy map for a finite graph system PΓ is a given by a pair of maps (hΓ, hΓ) such that there
exists a holonomy map1 (hΓ, hΓ) for the finite path groupoid PΓΣ⇒ VΓ and
hΓ : PΓ → G|Γ|, hΓ({γ1, ..., γM}) = (hΓ(γ1), ..., hΓ(γM ), eG, ..., eG)
hΓ : VΓ → {eG}
The set of all holonomy maps for the finite graph system is denoted by Hom(PΓ, G|Γ|).
The image of a map hΓ on each subgraph Γ
′ of the graph Γ is given by
(hΓ(γ1), ..., hΓ(γM ), eG, ..., eG)
is an element of G|Γ|. The set of all images of maps on subgraphs of Γ is denoted by A¯Γ.
The idea is now to study two different restrictions of the set PΓ of subgraphs. For a short notation of a ”set
of holonomy maps for a certain restricted set of subgraphs of a graph” in this article the following notions
are introduced.
Definition 2.15. If the subset of all disconnected subgraphs of the finite graph system PΓ is considered, then
the restriction of A¯Γ, which is identified with G|Γ| appropriately, is called the non-standard identification
of the configuration space. If the subset of all natural identified subgraphs of the finite graph system PΓ
is considered, then the restriction of A¯Γ, which is identified with G|Γ| appropriately, is called the natural
identification of the configuration space.
1In the work the holonomy map for a finite graph system and the holonomy map for a finite path groupoid is denoted by
the same pair (hΓ, hΓ).
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A comment on the non-standard identification of A¯Γ is the following. If Γ′ := {γ1 ◦ γ2} and Γ′′ := {γ2} are
two subgraphs of Γ := {γ1, γ2, γ3}. The graph Γ′ is a subgraph of Γ. Then evaluation of a map hΓ on a
subgraph Γ′ is given by
hΓ(Γ
′) = (hΓ(γ1 ◦ γ2), hΓ(s(γ2)), hΓ(s(γ3))) = (hΓ(γ1)hΓ(γ2), eG, eG) ∈ G3
and the holonomy map of the subgraph Γ′′ of Γ′ is evaluated by
hΓ(Γ
′′) = (hΓ(s(γ1)), hΓ(s(γ2))hΓ(γ2), hΓ(s(γ3))) = (hΓ(γ2), eG, eG) ∈ G3
Example 2.2: Recall example 2.2.1. For example for a subgraph Γ′ := {γ1 ◦ γ2, γ3 ◦ γ4, ..., γM−1 ◦ γM},
which is naturally identified with a set {γ1, ..., γM}. Then the holonomy map is evaluated at Γ′ such that
hΓ(Γ
′) = (hΓ(γ1), hΓ(γ2), ...., hΓ(γM ), eG, ..., eG) ∈ GN
where N = |Γ|. For example, let Γ′ := {γ1, γ2} such that γ2 = γ′1 ◦ γ′2 and which is naturally identified with
{γ1, γ′1, γ′2}. Hence
hΓ(Γ
′) = (hΓ(γ1), hΓ(γ′1), hΓ(γ
′
2), eG, ..., eG) ∈ GN
is true.
Another example is given by the disconnected graph Γ′ := {γ1 ◦ γ2 ◦ γ3, γ4}, which is a subgraph of Γ :=
{γ1, γ2, γ3, γ4}. Then the non-standard identification is given by
hΓ(Γ
′) = (hΓ(γ1 ◦ γ2 ◦ γ3), hΓ(γ4), eG, eG) ∈ G4
If the natural identification is used, then hΓ(Γ
′) is idenified with
(hΓ(γ1), hΓ(γ2), hΓ(γ3), hΓ(γ4)) ∈ G4
Consider the following example. Let Γ′′′ := {γ1, α, γ2, γ3} be a graph such that
γ1
α
γ2 γ3
Then notice the sets Γ1 := {γ1 ◦ α, γ3} and Γ2 := {γ1 ◦ α−1, γ3}. In the non-standard identification of the
configuration space A¯Γ′′′ it is true that,
hΓ′′′(Γ1) = (hΓ′′′(γ1 ◦ α), hΓ′′′(γ3), eG, eG) ∈ G4,
hΓ′′′(Γ2) = (hΓ′′′(γ1 ◦ α−1), hΓ′′′(γ3), eG, eG) ∈ G4
holds. Whereas in the natural identification of A¯Γ′′′
hΓ′′′(Γ1) = (hΓ′′′(γ1), hΓ′′′(α), hΓ′′′(γ3), eG) ∈ G4,
hΓ′′′(Γ2) = (hΓ′′′(γ1), hΓ′′′(α
−1), hΓ′′′(γ3), eG) ∈ G4
yields.
The equivalence class of similar or equivalent groupoid morphisms defined in definition ?? allows to define
the following object. The set of images of all holonomy maps of a finite graph system modulo the similar or
equivalent groupoid morphisms equivalence relation is denoted by A¯Γ/G¯Γ.
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2.2.3 Transformations in finite path groupoids and finite graph systems
The aim of this section is to clearify the graph changing operators in LQG framework and the role of finite
diffeomorphisms in Σ. Therefore operations, which add, delete or transform paths, are introduced. In
particular translations in a finite path graph groupoid and in the groupoid G over {eG} are studied.
Transformations in finite path groupoid
Definition 2.16. Let ϕ be a Ck-diffeomorphism on Σ, which maps surfaces into surfaces.
Then let (ΦΓ, ϕΓ) be a pair of bijective maps, where ϕ|VΓ = ϕΓ and
ΦΓ : PΓΣ→ PΓΣ and ϕΓ : VΓ → VΓ (3)
such that
(s ◦ ΦΓ)(γ) = (ϕΓ ◦ s)(γ), (t ◦ ΦΓ)(γ) = (ϕΓ ◦ t)(γ) for all γ ∈ PΓΣ (4)
holds such that (ΦΓ, ϕΓ) defines a groupoid morphism.
Call the pair (ΦΓ, ϕΓ) a path-diffeomorphism of a finite path groupoid PΓΣ over VΓ. Denote the set
of finite path-diffeomorphisms by Diff(PΓΣ).
Notice that, for (γ, γ′) ∈ PΓΣ(2) it is true that
ΦΓ(γ ◦ γ′) = ΦΓ(γ) ◦ ΦΓ(γ′) (5)
requires that
(t ◦ ΦΓ)(γ) = (s ◦ ΦΓ)(γ′) (6)
Hence from (5) and (6) it follows that, ΦΓ(1v) = 1ϕΓ(v) is true.
A path-diffeomorphism (ΦΓ, ϕΓ) is lifted to Hom(PΓΣ, G).
The pair (hΓ ◦ ΦΓ, hΓ ◦ ϕΓ) defined by
hΓ ◦ ΦΓ : PΓΣ→ G, γ 7→ (hΓ ◦ ΦΓ)(γ)
hΓ ◦ ϕΓ : VΓ → {eG}, (hΓ ◦ ϕΓ)(v) = eG
such that
sHol((hΓ ◦ ΦΓ)(γ)) = (hΓ ◦ ϕΓ)(s(γ)) = eG,
tHol(hΓ ◦ ΦΓ(γ)) = (hΓ ◦ ϕΓ)(t(γ)) = eG for all γ ∈ PΓΣ
whenever (hΓ, hΓ) ∈ Hom(PΓΣ, G) and (ΦΓ, ϕΓ) is a path-diffeomorphism, is a holonomy map for a finite
path groupoid PΓΣ over VΓ.
Definition 2.17. A left-translation in the finite path groupoid PΓΣ over VΓ at a vertex v is a map
defined by
Lθ : PΓΣv → PΓΣw, γ 7→ Lθ(γ) := θ ◦ γ
for some θ ∈ PΓΣwv and all γ ∈ PΓΣv.
In analogy a right-translation Rθ and an inner-translation Iθ,θ′ in the finite path groupoid PΓΣ over VΓ at
a vertex v can be defined.
Remark 2.18. Let (ΦΓ, ϕΓ) be a path-diffeomorphism on a finite path groupoid PΓΣ over VΓ. Then a
left-translation in the finite path groupoid PΓΣ over VΓ at a vertex v is defined by a path-diffeomorphism
(ΦΓ, ϕΓ) and the following object
LΦΓ : PΓΣv → PΓΣϕΓ(v), γ 7→ LΦΓ(γ) := ΦΓ(γ) for γ ∈ PΓΣv (7)
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Furthermore a right-translation in the finite path groupoid PΓΣ over VΓ at a vertex v is defined by a path-
diffeomorphism (ΦΓ, ϕΓ) and the following object
RΦΓ : PΓΣv → PΓΣϕΓ(v), γ 7→ RΦΓ(γ) := ΦΓ(γ) for γ ∈ PΓΣv (8)
Finally an inner-translation in the finite path groupoid PΓΣ over VΓ at the vertices v and w is defined by
IΦΓ : PΓΣvw → PΓΣϕΓ(v)ϕΓ(w), γ 7→ IΦΓ(γ) = ΦΓ(γ) for γ ∈ PΓΣvw
where (s ◦ ΦΓ)(γ) = ϕΓ(v) and (t ◦ ΦΓ)(γ) = ϕΓ(w).
In the following considerations the right-translation in a finite path groupoid is focused, but there is a
generalisation to left-translations and inner-translations.
Definition 2.19. A bisection of a finite path groupoid PΓΣ over VΓ is a map σ : VΓ → PΓΣ, which
is right-inverse to the map s : PΓΣ → VΓ (i.o.w. s ◦ σ = idVΓ) and such that t ◦ σ : VΓ → VΓ is a bijective
map2. The set of bisections on PΓΣ over VΓ is denoted B(PΓΣ).
Remark 2.20. Discover that, a bisection σ ∈ B(PΓΣ) defines a path-diffeomorphism (ϕΓ,ΦΓ) ∈ Diff(PΓΣ),
where ϕΓ = t ◦ σ and ΦΓ is given by the right-translation Rσ(v) : PΓΣv → PΓΣϕΓ(v) in PΓΣ ⇒ VΓ, where
Rσ(v)(γ) = ΦΓ(γ) for all γ ∈ PΓΣv and for a fixed v ∈ VΓ. The right-translation is defined by
Rσ(v)(γ) :=
{
γ ◦ σ(v) v = t(γ)
γ ◦ 1t(γ) v 6= t(γ) (9)
whenever t(γ) is the target vertex of a non-trivial path γ in Γ. For a trivial path 1v the right-translation
is defined by Rσ(v)(1v) = 1(t◦σ)(v) and Rσ(v)(1w) = 1w whenever v 6= w. The right-translation Rσ(v) is
required to be bijective. Before this result is proven in lemma 2.23 notice the following considerations.
Note that, (Rσ(v), t ◦ σ) transfers to the holonomy map such that
(hΓ ◦Rσ(t(γ′))(γ ◦ γ′) = hΓ(γ ◦ γ′ ◦ σ(t(γ′)))
= hΓ(γ)hΓ(γ
′ ◦ σ(t(γ′))) (10)
is true. There is a bijective map between a right-translation Rσ(v) : PΓΣv → PΓΣ(t◦σ)(v) and a path-
diffeomorphism (ϕΓ,ΦΓ). In particular observe that, σ ∈ B(PΓΣv) and (ϕΓ,ΦΓ) ∈ Diff(PΓΣv). Simply
speaking the path-diffeomorphism does not change the source and target vertex at the same time. The path-
diffomorphism changes the target vertex by a (finite) diffeomorphism and, therefore, the path is transformed.
Bisections σ in a finite path groupoid can be transfered, likewise path-diffeomorphisms, to holonomy maps.
The pair (hΓ ◦ ΦΓ, hΓ ◦ ϕΓ) of the maps defines a pair of maps (hΓ ◦ ΦΓ, hΓ ◦ ϕΓ) by
hΓ ◦ ΦΓ : PΓΣv → G and hΓ ◦ ϕΓ : VΓ → {eG} (11)
which is a holonomy map for a finite path groupoid PΓΣ over VΓ.
Lemma 2.21. The set B(PΓΣ) of bisections on the finite path groupoid PΓΣ over VΓ forms a group.
Proof : The group multiplication is given by
(σ ∗ σ′)(v) = σ′(v) ◦ σ(t(σ′(v))) for v ∈ VΓ
whenever σ′(v) ∈ PΓΣvϕ′Γ(v) and σ(t(σ
′(v))) ∈ PΓΣ(t◦σ
′)(v)
ϕΓ(v)
.
Clearly the group multiplication is associative. The unit id is equivalent to the object inclusion v 7→ 1v of
the groupoid PΓΣ⇒ VΓ, where 1v is the constant loop at v, and the inversion is given by
σ−1(v) = σ((t ◦ σ)−1(v))−1 for v ∈ VΓ
2Note that in the infinite case of path groupoids an additional condition for the map t ◦ σ : Σ→ Σ has to be required. The
map has to be a diffeomorphism. Observe that, the map t ◦ σ defines the finite diffeomorphism ϕΓ : VΓ → VΓ.
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The group property of bisections B(PΓΣ) carries over to holonomy maps. Using the group multiplication ·
of G conclude that
(hΓ ◦R(σ∗σ′)(v))(1v) = hΓ ◦ (Rσ′(v) ◦Rσ(t(σ′(v))))(1v) = hΓ(σ′(v)) · hΓ(σ(t(σ′(v)))) for v ∈ VΓ
is true.
Remark 2.22. Moreover right-translations define path-diffeomorphisms, i.e. R(σ)(v) = ΦΓ and ϕΓ = t ◦ σ
whenever v ∈ VΓ. But for two bisections σΓ′ , σ˘Γ′ ∈ B(PΓΣ) the object σΓ′(v) ◦ σ˘Γ′(v) is not comparable
with (σΓ′ ∗ σ˘Γ′)(v). Then for the composition Φ1(γ) ◦ Φ2(γ), there exists no path-diffeomorphism Φ such
that Φ1(γ) ◦Φ2(γ) = Φ(γ) yields in general. Moreover generally the object Φ1(γ) ◦Φ2(γ′) = Φ(γ ◦ γ′) is not
well-defined.
But the following is defined
R(σ∗σ′)(v)(γ) = Φ′Γ(γ) ◦ ΦΓ(1ϕ′Γ(v)) =: (Φ′Γ ∗ ΦΓ)(γ) (12)
whenever γ ∈ PΓΣv, (ϕΓ,ΦΓ) ∈ Diff(PΓΣv) and (ϕ′Γ,Φ′Γ) ∈ Diff(PΓΣϕ′Γ(v)) are path-diffeomorphisms such
that ϕΓ = t ◦ σ, ΦΓ = Rσ(ϕ′Γ(v)) and ϕ′Γ = t ◦ σ′, Φ′Γ = Rσ′(v).
Moreover for (γ, γ′) ∈ PΓΣ(2) and γ′ ∈ PΓΣv it is true that
(Φ′Γ ∗ ΦΓ)(γ ◦ γ′) = Φ′Γ(γ ◦ γ′) ◦ ΦΓ(1ϕ′Γ(v)) = Φ′Γ(γ) ◦ Φ′Γ(γ′) ◦ ΦΓ(1ϕ′Γ(v)) = Φ′Γ(γ) ◦ (Φ′Γ ∗ ΦΓ)(γ′)
holds.
Then the following lemma easily follows.
Lemma 2.23. Let σ be a bisection contained in B(PΓΣ) and v ∈ VΓ.
The pair (Rσ(v), t ◦ σ) of maps such that
Rσ(v) : PΓΣv → PΓΣ(t◦σ)(v), s ◦Rσ(v) = (t ◦ σ) ◦ s
t ◦ σ : VΓ → VΓ, t ◦Rσ(v) = (t ◦ σ) ◦ t
defined in remark 2.20 is a path-diffeomorphism in PΓΣ⇒ VΓ.
Proof : This follows easily from the derivation
Rσ(t(γ′))(γ ◦ γ′) = γ ◦ γ′ ◦ σ(t(γ′)) = Rσ(t(γ′))(γ) ◦Rσ(t(γ′))(γ′)
Rσ(t(γ))(1s(γ) ◦ γ) = Rσ(t(γ))(1s(γ)) ◦Rσ(t(γ))(γ) = 1s(γ) ◦ γ ◦ σ(t(γ))
Rσ(t(γ))(γ ◦ 1t(γ)) = Rσ(t(γ))(γ) ◦Rσ(t(γ))(1t(γ)) = γ ◦ σ(t(γ)) ◦ 1(t◦σ)(t(γ))
The inverse map satisfies
R−1σ(v)(γ ◦ σ(v)) = Rσ−1(v)(γ ◦ σ(v)) = γ ◦ σ(v) ◦ σ−1(v) = γ
whenever v = t(γ),
R−1σ(v)(γ) = γ
whenever v 6= t(γ) and
R−1σ(v)(1(t◦σ)(v)) = 1v
Moreover derive
(s ◦Rσ(v))(γ′) = ((t ◦ σ) ◦ s)(γ′)
for all γ′ ∈ PΓΣv and a fixed bisection σ ∈ B(PΓΣ).
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Notice that, Lσ(v) and Iσ(v) similarly to the pair (Rσ(v), t ◦ σ) can be defined. Summarising the pairs
(Rσ(v), t ◦ σ), (Lσ(v), t ◦ σ) and (Iσ(v), t ◦ σ) for a bisection σ ∈ B(PΓΣ) are path-diffeomorphisms of a finite
path groupoid PΓΣ⇒ VΓ.
In general a right-translation (Rσ, t ◦ σ) in the finite path groupoid PΓΣ over Σ for a bisection σ ∈ B(PΓΣ)
is defined by the bijective maps Rσ and t ◦ σ, which are given by
Rσ : PΓΣ→ PΓΣ, s ◦Rσ = s
t ◦ σ : VΓ → VΓ, t ◦Rσ = (t ◦ σ) ◦ t
Rσ(γ) := γ ◦ σ(t(γ)) ∀γ ∈ PΓΣ; R−1σ := Rσ−1
For example for a fixed suitable bisection σ the right-translation is Rσ(1v) = γ, then R
−1
σ (γ) = γ ◦γ−1 = 1v
for v = s(γ). Clearly the right-translation (Rσ, t ◦ σ) is not a groupoid morphism in general.
Definition 2.24. Define for a given bisection σ in B(PΓΣ), the right-translation in the groupoid G
over {eG} through
hΓ ◦Rσ : PΓΣ→ G, γ 7→ (hΓ ◦Rσ)(γ) := hΓ(γ ◦ σ(t(γ))) = hΓ(γ) · hΓ(σ(t(γ)))
hΓ ◦ t ◦ σ : VΓ → eG
Furthermore for a fixed σ ∈ B(PΓΣ) define the left-translation in the groupoid G over {eG} by
hΓ ◦ Lσ : PΓΣ→ G, γ 7→ hΓ(σ((t ◦ σ)−1(s(γ))) ◦ γ) = hΓ(σ((t ◦ σ)−1(s(γ)))) · hΓ(γ)
hΓ ◦ t ◦ σ : VΓ → eG
and the inner-translation in the groupoid G over {eG}
hΓ ◦ Iσ : PΓΣ→ G, γ 7→ hΓ(σ((t ◦ σ)−1(s(γ))) ◦ γ ◦ σ(t(γ))) = hΓ(σ((t ◦ σ)−1(s(γ)))) · hΓ(γ) · hΓ(σ(t(γ)))
hΓ ◦ t ◦ σ : VΓ → eG
such that Iσ = Lσ−1 ◦Rσ.
The pairs (Rσ, t◦σ) and (Lσ, t◦σ) are not groupoid morphisms. Whereas the pair (Iσ, t◦σ) is a groupoid mor-
phism, since for all pairs (γ, γ′) ∈ PΓΣ(2) such that t(γ) = s(γ′) it is true that σ(t(γ))◦σ((t◦σ)−1(t(γ)))−1 =
1t(γ) holds. Notice that, in this situation σ(t(γ)) = σ(t(γ ◦ γ′)) is satisfied.
Proposition 2.25. The map σ 7→ Rσ is a group isomorphism, i.e. Rσ∗σ′ = Rσ ◦ Rσ′ and where σ 7→ t ◦ σ
is a group isomorphism from B(PΓΣ) to the group of finite diffeomorphisms Diff(VΓ) in a finite subset VΓ
of Σ.
The maps σ 7→ Lσ and σ 7→ Iσ are group isomorphisms.
There is a generalisation of path-diffeomorphisms in the finite path groupoid, which coincide with the grapho-
morphism presented by Fleischhack in [5]. In this approach the diffeomorphism ϕ : Σ→ Σ changes the source
and target vertex of a path γ. Consequently the path-diffeomorphism (Φ, ϕ), which implements the inner-
translation IΦ in the path groupoid PΣ ⇒ Σ, is a graphomorphism in the context of Fleischhack. Some
element of the set of graphomorphisms is directly related to a right-translation Rσ in the path groupoid.
Precisely for every v ∈ Σ and σ ∈ B(PΣ) the pairs (Rσ(v), t◦σ), (Lσ(v), t◦σ) and (Iσ(v), t◦σ) define grapho-
morphism. Furthermore the right-translation Rσ(v), the left-translation Lσ(v) and the inner-translation Iσ(v)
are required to be bijective maps, and hence the maps cannot map non-trivial paths to trivial paths. This
property restricts the set of all graphomorphism, which is generated by these translations. In particular in
this article graph changing operations, which change the number of edges of a graph, are studied. Hence the
left- or right-translation in a finite path groupoid is used in the further development. Notice that in general,
these objects do not define graphomorphism. Finally notice that, in particular for the graphomorphism
(Rσ(v), t ◦ σ) and a holonomy map for the path groupoid PΣ ⇒ Σ a similar relation (10) holds. The last
equation is fundamental for the construction of C∗-dynamical systems, which contain the analytic holon-
omy C∗-algebra restricted to a finite path groupoid PΓΣ ⇒ VΓ and a point norm continuous action of the
finite path-diffeomorphism group Diff(VΓ) on this algebra. Clearly the right-, left- and inner-translations
Rσ, Lσ and Iσ are constructed such that (10) generalises. But note that, in the infinite case considered by
Fleischhack the action of the bisections B(PΣ) are not point-norm continuous implemented. The advantage
of the usage of bisections is that, the map σ 7→ t ◦ σ is a group morphism between the group B(PΣ) of
bisections in PΣ⇒ Σ and the group Diff(Σ) of diffeomorphisms in Σ. Consequently there is an action of the
group of diffeomorphisms in Σ on the finite path groupoid, which is used to define an action of the group of
diffemorphisms in Σ on the analytic holonomy C∗-algebra.
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Transformations in finite graph systems
To proceed it is necessary to transfer the notion of bisections and right-translations to finite graph systems.
A right-translation RσΓ is a mapping that maps graphs to graphs. Each graph is a finite union of independent
edges. This causes problems. Since the definition of right-translation in a finite graph system PΓ is often not
well-defined for all bisections in the finite graph system and all graphs. For example if the graph Γ := {γ1, γ2}
is disconnected and the bisection σ˜ in the finite path groupoid PΓΣ over VΓ is defined by σ˜(s(γ1)) = γ1,
σ˜(s(γ2)) = γ2, σ˜(t(γ1)) = γ
−1
1 and σ˜(t(γ2)) = γ
−1
2 where VΓ := {s(γ1), t(γ1), s(γ2), t(γ2)}. Let 1Γ be the set
given by the elements 1s(γ1),1s(γ2),1t(γ1) and 1t(γ2). Then notice that, a bisection σΓ, which maps a set of
vertices in VΓ to a set of paths in PΓΣ, is given for example by σΓ(VΓ) = {γ1, γ2, γ−11 , γ−12 }. In this case the
right-translation RσΓ(VΓ)(1Γ) is equivalent to {γ1, γ2, γ−11 , γ−12 }, which is not a set of independent edges and
hence not a graph. Loosely speaking the graph-diffeomorphism acts on all vertices in the set VΓ and hence
implements four new edges. But a bisection σΓ, which maps a subset V := {s(γ1), s(γ2)} of VΓ to a set of
paths, leads to a translation RσΓ(V )({1s(γ1),1s(γ2)}) = {γ1, γ2}, which is indeed a graph. Set Γ′ := {γ1} and
V ′ = {s(γ1)}. Then observe that, for a restricted bisection, which maps a set V ′ of vertices in VΓ to a set of
paths in PΓ′Σ, the right-translation become RσΓ′ (V ′)({1s(γ1)}) = {γ1}, which defines a graph, too. Notice
that 1s(γ1) is a subgraph of Γ
′. Hence in the simpliest case new edges are emerging. The next definition of
the right-tranlation shows that composed paths arise, too.
Definition 2.26. Let Γ be a graph, PΓΣ⇒ VΓ be a finite path groupoid and let PΓ be a finite graph system.
Moreover the set VΓ is given by {v1, ..., v2N}.
A bisection of a finite graph system PΓ is a map σΓ : VΓ → PΓ such that there exists a bisection
σ˜ ∈ B(PΓΣ) such that σΓ(V ) = {σ˜(vi) : vi ∈ V } whenever V is a subset of VΓ.
Define a restriction σΓ′ : VΓ′ → PΓ′ of a bisection σΓ in PΓ by
σΓ′(V ) := {σ˜(wk) :wk ∈ V }
for each subgraph Γ′ of Γ and V ⊆ VΓ′ .
A right-translation in the finite graph system PΓ is a map RσΓ′ : PΓ′ → PΓ′ , which is given by a
bisection σΓ′ : VΓ′ → PΓ′ such that
RσΓ′ (Γ
′′) = RσΓ′ ({γ′′1 , ..., γ′′M ,1wi : wi ∈ {s(γ′1), ..., s(γ′K) ∈ V sΓ′ : s(γ′i) 6= s(γ′j)∀i 6= j} \ VΓ′′})
:=
{
γ′′1 , ..., γ
′′
j , γ
′′
j+1 ◦ σ˜(t(γ′′j+1)), ..., γ′′M ◦ σ˜(t(γ′′M )),1wi ◦ σ˜(wi) :
wi ∈ {s(γ′1), ..., s(γ′K) ∈ V sΓ′ : s(γ′i) 6= s(γ′j)∀i 6= j} \ VΓ′′ , t(γ′′i ) 6= t(γ′′l ) ∀i 6= l; i, l ∈ [j + 1,M ]
}
= Γ′′σ
where σ˜ ∈ B(PΓΣ), K := |Γ′| and M := |Γ′′|, V sΓ′ is the set of all source vertices of Γ′ and such that
Γ′′ := {γ′′1 , ..., γ′′M} is a subgraph of Γ′ := {γ′1, ..., γ′K} and Γ′′σ is a subgraph of Γ′.
Derive that, for σ˜(t(γi)) = γ
−1
i it is true that (t ◦ σ˜)(s(γ−1i )) = s(γi) = (t ◦ σ˜)(t(γi)) holds.
Example 2.3: Let Γ be a disconnected graph. Then for a bisection σ˜ ∈ B(PΓΣ) such that σ(t(γi)) = γ−1i
for all 1 ≤ i ≤ |Γ| it is true that
RσΓ(Γ) =
{
γ1 ◦ σ˜(t(γ1)), ..., γN ◦ σ˜(t(γN )),1s(γ1) ◦ σ˜(s(γ1)), ...,1s(γN ) ◦ σ˜(s(γN ))
}
= {1s(γ1), ...,1s(γN )}
yields. Set Γ′ := {γ′1, ..., γ′M}, then derive
RσΓ(Γ
′) =
{
γ′1 ◦ σ˜(t(γ′1)), ..., γ′M ◦ σ˜(t(γ′M )),1s(γ1) ◦ σ˜(s(γ1)), ...,1s(γN−M ) ◦ σ˜(s(γN−M ))
}
= {1s(γ′1), ...,1s(γ′M ), γ1, ..., γN−M}
if Γ = Γ′ ∪ {γ1, ..., γN−M}.
To understand the definition of the right-translation notice the following problem.
Problem 2.1: Consider a subgraph Γ of Γ˜ := {γ1, γ2, γ3, γ4}, a map σ˜ : VΓ˜ → PΓ˜Σ. Then the map
RσΓ˜(Γ) = {γ1 ◦ γ−11 , γ2 ◦ 1t(γ2), γ3 ◦ 1t(γ3),1s(γ1) ◦ γ4} =: Γσ
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Γ := {γ1, γ2, γ3}
γ3
γ1
γ2 γ2
γ4
γ3
Γσ := {γ2, γ3, γ4}
is not a right-translation. This follows from the following fact. Notice that, the map σ maps t(γ1) 7→ s(γ1),
t(γ2) 7→ t(γ2), t(γ3) 7→ t(γ3) and s(γ1) 7→ t(γ4). Then the map σ˜ is not a bisection in the finite path groupoid
PΓ˜Σ over VΓ˜ and does not define a right-translation RσΓ˜ in the finite graph system PΓ˜.
This is a general problem. For every bisection σ˜ in a finite path groupoid such that a graph Γ := {γ} is
translated to {γ ◦ σ˜(t(γ), σ˜(s(γ))}. Hence either such translations in the graph system are excluded or the
definition of the bisections has to be restricted to maps such that the map t ◦ σ˜ is not bijective. Clearly, the
restriction of the right-translation such that Γ is mapped to {γ ◦ σ˜(t(γ),1s(γ)} implies that a simple path
orientation transformation is not implemented by a right-translation.
Furthermore there is an ambiguity for graph containing to paths γ1 and γ2 such that t(γ1) = t(γ2). Since in
this case a bisection σ, which maps t(γ1) to t(γ3), the right-translation is {γ1 ◦ γ3, γ2 ◦ γ3}, is not a graph
anymore.
Example 2.4: Otherwise there is for example a subgraph Γ′ of Γ˜ := {γ1, γ2, γ3, γ4} and a bisection σ˜Γ˜ such
that
Γ′σ := {γ1 ◦ γ−11 , γ2 ◦ 1s(γ2), γ3 ◦ 1s(γ3)}
γ1
γ2 γ2
γ3
Γ′ := {γ1, γ2, γ3}
γ3
Γ′σ := {γ2, γ3}
Notice that, t(γ1) 7→ s(γ1), t(γ2) 7→ t(γ2), t(γ3) 7→ t(γ3) and t(γ4) 7→ t(γ4). Hence the the map σ˜Γ˜ : VΓ˜ →
PΓ˜Σ is bijective map and consequently a bisection. The bisection σΓ˜ in the graph system PΓ˜ defines a
right-translation RσΓ˜ in PΓ˜.
Moreover for a subgraph Γ′′ := {γ2, γ3} of the graph Γ˘ := {γ1, γ2, γ3} there exists a map σΓ˘ : VΓ˘ → PΓ˘ such
that
RσΓ˘(Γ
′′) = {γ2, γ3, σ˜(s(γ1))} = {γ2, γ3, γ1}
γ2
γ3
Γ′′ := {γ2, γ3}
γ1
Γ′′σ := {γ2, γ3, γ1}
γ3
γ2
where t(γ2) 7→ t(γ2), t(γ3) 7→ t(γ3) and s(γ1) 7→ t(γ1). Consequently in this example the map σ˜Γ˘ is a
bisection, which defines a right-translation in PΓ˘.
Note that, for a graph Γ such that Γ˜ and Γ˘ are subgraphs the bisection σΓ˜ extends to a bisection σ in PΓ
and σΓ˘ extends to a bisection σ˘ in PΓ.
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Moreover the bisections of a finite graph system are transfered, analogously, to bisections of a finite path
groupoid PΓΣ ⇒ VΓ to the group G|Γ|. Let σ ∈ B(PΓ) and (hΓ, hΓ) ∈ Hom(PΓ, G|Γ|). Thus there are two
maps
hΓ ◦Rσ : PΓ → G|Γ| and hΓ ◦ (t ◦ σ) : VΓ → {eG} (13)
which defines a holonomy map for a finite graph system if σ is suitable.
Now, a similar right-translation in a finite graph system in comparison to the right-translation Rσ(v) in a
finite path groupoid is studied. Let σΓ′ : VΓ′ → PΓ′ be a restriction of σΓ ∈ B(PΓ). Moreover let V be a
subset of VΓ′ , let Γ
′′ be a subgraph of Γ′ and Γ′′′ be a subgraph of Γ′′. Then a right-translation is given by
RσΓ′ (V )(Γ
′′)
:=

RσΓ′ ({γ′′1 , ..., γ′′M ,1wi : wi ∈ {s(γ′1), ..., s(γ′K) ∈ VΓ′ : s(γ′i) 6= s(γ′j)∀i 6= j} \ VΓ′′} : VΓ′′ ⊂ V
RσΓ′ ({γ′′1 , ..., γ′′′N ,1wi : wi ∈ {s(γ′1), ..., s(γ′K) ∈ VΓ′′ : s(γ′i) 6= s(γ′j)∀i 6= j} \ VΓ′′′})
∪{1xi : xi ∈ V \ VΓ′′} ∪ {Γ′′ \ Γ′′′} : VΓ′′ 6⊂ V, VΓ′′′ ⊂ V
Loosely speaking, the action of a path-diffeomorphism is somehow localised on a fixed vertex set V .
For example note that for a subgraph Γ′ := {γ ◦ γ′} of Γ := {γ, γ′} and a subset V := {t(γ′)} of VΓ, it is
true that
(hΓ ◦RσΓ(V ))(γ ◦ γ′) = (hΓ ◦RσΓ(V ))(γ) · (hΓ ◦RσΓ(V ))(γ′) = hΓ(γ) · (hΓ ◦RσΓ(V ))(γ′) = hΓ(γ ◦ γ′ ◦ σ(t(γ′)))
yields whenever σΓ ∈ B(PΓΣ). For a special bisection σ˘Γ it is true that,
(hΓ ◦Rσ˘Γ)(γ) = hΓ(γ ◦ γ′) = (hΓ ◦Rσ˘Γ)(γ) · (hΓ ◦Rσ˘Γ)(γ′)
holds whenever σ˘Γ ∈ B(PΓΣ), σ˘Γ(t(γ′)) = 1t(γ′) and σ˘Γ(t(γ)) = γ′. Let σ˜ be the bisection in the finite path
groupoid PΓΣ that defines the bisection σ˘ in PΓ. Then the last statement is true, since Rσ˘Γ(γ′) = γ′ ◦ γ′−1
requires σ˜Γ : t(γ
′) 7→ s(γ′) and Rσ˘Γ(γ) = γ ◦ γ′ needs σ˜Γ : t(γ) 7→ t(γ′), where s(γ′) = t(γ). Then Rσ˘Γ(γ)
and RσΓ(t(γ′))(γ) coincide if σ˘Γ(t(γ)) = σΓ(t(γ)) and σ˘Γ(t(γ
′)) = 1t(γ′) holds.
Problem 2.2: Let Γ′ be a subgraph of the graph Γ, σΓ be a bisection in PΓ, σΓ′ : VΓ′ → PΓ′ be a restriction of
σΓ ∈ B(PΓ). Moreover let V be a subset of VΓ′ , let Γ′′ := {γ ◦γ′} be a subgraph of Γ′. Let (γ, γ′) ∈ PΓ′Σ(2).
Then even for a suitable bisection σΓ′ in PΓ it follows that,
RσΓ′ (V )(γ ◦ γ′) 6= RσΓ′ (V )(γ) ◦RσΓ′ (V )(γ′) (14)
yields. This is a general problem. In comparison with problem 2.1.1 the multiplication map ◦ is not well-
defined and hence
RσΓ′ (V )(γ) ◦RσΓ′ (V )(γ′)
is not well-defined. Recognize that, RσΓ′ (V ) : PΓ → PΓ.
Consequently in general it is not true that,
(hΓ ◦RσΓ′ (V ))(γ ◦ γ′) = hΓ(RσΓ′ (V )(γ) ◦RσΓ′ (V )(γ′)) = (hΓ ◦RσΓ′ (V ))(γ) · (hΓ ◦RσΓ′ (V ))(γ′) (15)
yields.
With no doubt the left-tranlation LσΓ′ and the inner autmorphisms IσΓ′ in a finite graph system PΓ for
every Γ′ ∈ PΓ are defined similarly.
Definition 2.27. Let σΓ ∈ B(PΓ) be a bisection in the finite graph system PΓ. Let RσΓ(V ) be a right-
tranlation, where V is a subset of VΓ.
Then the pair (ΦΓ, ϕΓ) defined by ΦΓ = RσΓ(V ) (or, respectively, ΦΓ = LσΓ(V ), or ΦΓ = IσΓ(V )) for a subset
V ⊆ VΓ and ϕΓ = t ◦ σΓ is called a graph-diffeomorphism of a finite graph system. Denote the set of
finite graph-diffeomorphisms by Diff(PΓ).
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Let Γ′ be a subgraph of Γ and σΓ′ be a restriction of bisection σΓ in PΓ. Then for example another graph-
diffeomorphism (ΦΓ′ , ϕΓ′) in Diff(PΓ) is defined by ΦΓ′ = RσΓ′ (V ) for a subset V ⊆ VΓ′ and ϕΓ′ = t ◦ σΓ′ .
Remembering that the set of bisections of a finite path groupoid forms a group (refer 2.21) one may ask if
the bisections of a finite graph system form a group, too.
Proposition 2.28. The set of bisections B(PΓ) in a finite graph system PΓ forms a group.
Proof : Let Γ be a graph and let VΓ be equivalent to the set {v1, ..., v2N}.
First two different multiplication operations are studied. The studies are comparable with the results of the
definition 2.26 of a right-translation in a finite graph system. The easiest multiplication operation is given
by ∗1, which is defined by
(σ ∗1 σ′)(VΓ) := {(σ˜ ∗ σ˜′)(v1), ..., (σ˜ ∗ σ˜′)(v2N ) : vi ∈ VΓ}
where ∗ denotes the multiplication of bisections on the finite path groupoid PΓΣ ⇒ VΓ. Notice that, this
operation is not well-defined in general. In comparison with the definition of the right-translation in a finite
graph system one has to take care. First the set of vertices doesn’t contain any vertices twice, the map σ in
the finite path system is bijective, the mapping σ maps each set to a set of vertices containing no vertices
twice and the situation in problem 2.1 has to be avoided.
Fix a bisection σ˜ in a finite path groupoid PΓΣ⇒ VΓ. Let Vσ′ be a subset of VΓ where Γ := {γ1, ..., γN} and
for each vi in Vσ′ it is true that vi 6= vj and vi 6= (t ◦ σ˜′)(vj) for all i 6= j. Define the set Vσ,σ′ to be equal
to a subset of the set of all vertices {vk ∈ Vσ′ : 1 ≤ k ≤ 2N} such that each pair (vi, vj) of vertices in Vσ,σ′
satisfies (t ◦ (σ˜ ∗ σ˜′))(vi) 6= (t ◦ σ˜′)(vj) and (t ◦ σ˜′)(vi) 6= (t ◦ σ˜′)(vj) for all i 6= j. Define
Wσ,σ′ :=
{
wi ∈ {Vσ ∩ Vσ′} \ Vσ,σ′ :(t ◦ σ˜)(wj) 6= (t ◦ σ˜′)(wi) ∀i 6= j, 1 ≤ i, j ≤ l
}
The set Vσ,σ′,σ˘ is a subset of all vertices {vk ∈ Vσ,σ′ : 1 ≤ k ≤ 2N} such that each pair (vi, vj) of vertices in
Vσ,σ′,σ˘ satisfies (t ◦ (σ˘ ∗ σ˜ ∗ σ˜′))(vi) 6= (t ◦ (σ˜ ∗ σ˜′))(vj) and (t ◦ (σ˜ ∗ σ˜′))(vi) 6= (t ◦ (σ˜ ∗ σ˜′))(vj) for all i 6= j.
Consequently define a second multiplication on B(PΓ) similarly to the operation ∗1. This is done by the
following definition. Set
(σ ∗2 σ′)(Vσ′) := {(σ˜ ∗ σ′)(v1), ..., (σ˜ ∗ σ′)(vk) : v1, ..., vk ∈ Vσ,σ′ , 1 ≤ k ≤ 2N}
∪ {σ˜(w1), σ′(w1)..., σ˜(wl), σ′(wl) : w1, ..., wl ∈Wσ,σ′ , 1 ≤ l ≤ 2N}
∪ {1p1 , ...,1pn : p1, ..., pn ∈ Vσ′ \ {Vσ,σ′ ∪Wσ,σ′}, 1 ≤ n ≤ 2N}
Hence the inverse is supposed to be σ−1(VΓ) = σ((t ◦ σ)−1(VΓ))−1 such that
(σ ∗2 σ−1)(Vσ−1) ={(σ˜ ∗ σ˜−1)(v1), ..., (σ˜ ∗ σ˜−1)(v2N ) : vi ∈ Vσ,σ−1}
∪ {σ˜(w1), σ′(w1)−1..., σ˜(wl), σ′(wl)−1 : w1, ..., wl ∈Wσ,σ−1 , 1 ≤ l ≤ 2N}
∪ {1p1 , ...,1pn : p1, ..., pn ∈ Vσ′ \ {Vσ,σ−1 ∪Wσ,σ−1}, 1 ≤ n ≤ 2N}
Notice that, the problem 2.2 is solved by a multiplication operation ◦2, which is defined similarly to ∗2.
Hence the equality of (14) is available and consequently (15) is true. Furthermore a similar remark to 12
can be done.
Example 2.5: Now consider the following example. Set Γ′ := {γ1, γ3}, let Γ := {γ1, γ2, γ3} and
VΓ := {s(γ1), t(γ1), s(γ2), t(γ2), s(γ3), t(γ3) : s(γi) 6= s(γj), t(γi) 6= t(γj) ∀i 6= j}.
Set V be equal to {s(γ1), s(γ2), s(γ3)}. Take two maps σ and σ′ such that σ′(V ) = {γ1, γ3}, σ(V ) = {γ2},
where (t ◦ σ˜)(s(γ3)) = t(γ3), σ˜′(s(γ3)) = γ3, σ˜′(s(γ1)) = γ1 and σ˜(t(γ3)) = γ2. Then s(γ3) ∈ VσΓ′ ,σ′Γ′ and
s(γ1) ∈WσΓ′ ,σ′Γ′ . Derive
(σ ∗1 σ′)(V ) = {γ3 ◦ γ2, γ1}
Then conclude that,
(σ ∗2 σ′)(VΓ) = {γ3 ◦ γ2, γ1}
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holds. Notice that
(σ ∗2 σ′)(V ) 6= (σ′ ∗2 σ)(V ) = {γ2, γ1, γ3}
is true. Finally obtain
(σ ∗2 σ−1)(VΓ) = {γ3 ◦ γ−13 , γ1 ◦ γ−11 } = {1s(γ3),1s(γ1)}
Let σ′(VΓ) = {γ1, γ3} and σ˘(VΓ) = {γ2, γ4}. Then notice that,
(σ˘ ∗1 σ′)(VΓ) = {γ3 ◦ γ2, γ1}
and
(σ˘ ∗2 σ′)(VΓ) = {γ3 ◦ γ2, γ1, γ4}
yields.
Furthermore assume supplementary that t(γ3) = t(γ1) holds. Then calculate the product of the maps σ and
σ′:
(σ ∗1 σ′)(V ) = {γ3 ◦ γ2, γ1 ◦ γ2} /∈ PΓ
and
(σ ∗2 σ′)(VΓ) = {1t(γ1),1t(γ3)} ∈ PΓ
The group structure of B(PΓ) transferes toG. Let σ˜ be a bisection in the finite path groupoid PΓΣ s //t // VΓ ,
which defines a bisection σ in PΓ and let σ˜′ be a bisection in PΓΣ s //t // VΓ , which defines another bisection
σ′ in PΓ. Let Vσ,σ′ be equal to VΓ, then derive
hΓ ((σ ∗2 σ′)(VΓ)) = {hΓ((σ˜ ∗ σ′)(v1)), ..., hΓ((σ˜ ∗ σ′)(v2N ))}
= hΓ(σ
′(VΓ) ◦ σ(t(σ′(VΓ)))) = {hΓ(σ′(v) ◦ σ˜(t(σ′(v1)))), ..., hΓ(σ′(vN ) ◦ σ˜(t(σ′(vN ))))}
= {hΓ(σ′(v))hΓ(σ˜(t(σ′(v1)))), ..., hΓ(σ′(vN ))hΓ(σ˜(t(σ′(vN ))))}
= hΓ(σ
′(VΓ))hΓ(σ(VΓ))
(16)
Consequently the right-translation in the finite product G|Γ| is definable.
Definition 2.29. Let σΓ′ be in B(PΓ), Γ′ a subgraph of Γ, Γ′′ a subgraph of Γ′ and RσΓ′ a right-translation,
LσΓ′ a left-translation and IσΓ′ an inner-translation in PΓ.
Then the right-translation in the finite product G|Γ| is given by
hΓ ◦RσΓ′ : PΓ → G|Γ|, Γ′′ 7→ (hΓ ◦RσΓ′ )(Γ′′)
Furthermore define the left-translation in the finite product G|Γ| by
hΓ ◦ LσΓ′ : PΓ → G|Γ|, Γ′′ 7→ (hΓ ◦ LσΓ′ )(Γ′′)
and the inner-translation in the finite product G|Γ|
hΓ ◦ IσΓ′ : PΓ → G|Γ|, Γ′′ 7→ (hΓ ◦ IσΓ′ )(Γ′′)
such that IσΓ′ = Lσ−1
Γ′
◦RσΓ′ .
Lemma 2.30. It is true that RσΓ′∗2σ′Γ′ = RσΓ′ ◦Rσ′Γ′ , LσΓ′∗2σ′Γ′ = LσΓ′ ◦Lσ′Γ′ and IσΓ′∗2σ′Γ′ = IσΓ′ ◦ Iσ′Γ′ for
all bisections σΓ′ and σ
′
Γ′ in B(PΓ).
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There is an action of B(PΓ) on G|Γ| by
(ζσΓ′ ◦ hΓ)(Γ′′) := (hΓ ◦RσΓ′ )(Γ′′)
whenever σΓ′ ∈ B(PΓ), Γ′′ ∈ PΓ′ and Γ′ ∈ PΓ. Then for another σ˘ ∈ B(PΓ) it is true that,
((ζσ˘Γ′ ◦ ζσΓ′ ) ◦ hΓ)(Γ′′) = (hΓ ◦Rσ˘∗2σΓ′ )(Γ′′) = (ζσ˘Γ′∗2σΓ′ ◦ hΓ)(Γ′′)
yields.
Recall that, the map σ˜ 7→ t ◦ σ˜ is a group isomorphism between the group of bisections B(PΓΣ) and the
group Diff(VΓ) of finite diffeomorphisms in VΓ. Therefore if the graphs Γ
′ = Γ′′ contain only the path γ,
then the action ζσΓ′ is equivalent to an action of the finite diffeomorphism group Diff(VΓ). Loosely speaking,
the graph-diffeomorphisms (RσΓ′ (V ), t ◦ σΓ′) on a subgraph Γ′′ of Γ′ transform graphs and respect the graph
structure of Γ′. The diffeomorphism t◦σ˜ in the finite path groupoid only implements the finite diffeomorphism
in Σ, but it doesn’t adopt any path groupoid or graph preserving structure. Summarising the bisections of
a finite graph system respect the graph structure and implement the finite diffeomorphisms in Σ. There is
another reason why the group of bisections is more fundamental than the path- or graph-diffeomorphism
group. In [9, 7] the concept of C∗-dynamical systems has been studied. It turns out that, there are three
different C∗-dynamical systems, each is build from the analytic holonomy C∗-algebra and a point-norm
continuous action of the group of bisections of a finite graph system. The actions are implemented by one
of the three translations, i.e. the left-, right- or inner-translation in the finite product G|Γ|.
Transformations and discretised surface sets
Now restricted sets of bisections are concerned. Consider a finite set of paths starting at a discretised surface.
The idea is to define a bisection σ such that the map t ◦ σ preserves the set S˘d of discretised surfaces and
each path of the certain set of paths composed with the bisection σ at the target vertex of this path is again
a path that start at a discretised surface. The definition follows.
Define the set V S˘d , which contains all target vertices of paths in P S˘dΓ Σ. Note that, the base point v with
respect to PΓΣv is the source vertex of all paths in PΓΣv and all paths in PΓΣv are contained in P S˘dΓ Σ
for all v ∈ S˘d. Denote the set of bisections, which are bijective maps from the set V S˘d to paths in P S˘dΓ Σ,
by B(P S˘dΓ Σ). On the level of graphs the restricted set of bisections in a graph system PΓ is denoted by
B(P S˘dΓ ). Denote the set of graph-diffeomorphisms, which are defined by a bisection in B(P S˘dΓ ) and the
right-translation Rσ, by the term Diff(P S˘dΓ ).
2.3 The quantum flux operators associated to surfaces and graphs
The quantum flux operators presented by Lie algebra elements associated to surfaces and
graphs
The quantum analog of a classical connection Aa(v) is given by the holonomy along a path γ and is denoted
by h(γ). The quantum flux operator ES(γ), which replaces the classical flux variable E(S, f
S), is given by
a map ES from a graph to the Lie algebra g. Let Exp be the exponential map from the Lie algebra g to G
and set Ut(ES(γ)) := Exp(tES(γ)). Then the quantum flux operator ES(γ) and the quantum holonomies
h(γ) satisfy the following canonical commutator relation
ES(γ)h(γ) = i
d
d t
∣∣∣
t=0
Ut(ES(γ))h(γ)
where γ is a path that intersects the surface S in the target vertex of the path and lies below with respect
to the surface orientation of S.
In this section different definitions of the quantum flux operator, which is associated to a fixed surface S, are
presented. For example the quantum flux operator ES is defined to be a map from a graph Γ to a direct sum
g⊕ g of the Lie algebra g associated to the Lie group G. This is related to the fact that, one distinguishes
between paths that are ingoing and paths that are outgoing with resepect to the surface orientation of S. If
there are no intersection points of the surface S and the source or target vertex of a path γi of a graph Γ,
then the map maps the path γi to zero in both entries. For different surfaces or for a fixed surface different
maps will refer to different quantum flux operators. Furthermore, the quantum flux operators is also defined
as maps form the graph Γ to direct sum E ⊕ E of the universal enveloping algebra E of g.
19
Definition 2.31. Let S˘ be a finite set {Si} of surfaces in Σ, which is closed under a flip of orientation of
the surfaces. Let Γ be a graph such that each path in Γ satisfies one of the following conditions
· the path intersects each surface in S˘ in the source vertex of the path and there are no other intersection
points of the path and any surface contained in S˘,
· the path intersects each surface in S˘ in the target vertex of the path and there are no other intersection
points of the path and any surface contained in S˘,
· the path intersects each surface in S˘ in the source and target vertex of the path and there are no other
intersection points of the path and any surface contained in S˘,
· the path does not intersect any surface S contained in S˘.
Then define the intersection functions ιL : S˘ × Γ→ {±1, 0} such that
ιL(S, γ) :=
 1 for a path γ lying above and outgoing w.r.t. S−1 for a path γ lying below and outgoing w.r.t. S
0 the path γ is not outgoing w.r.t. S
and the intersection functions ιR : S˘ × Γ→ {±1, 0} such that
ιL(S, γ) :=
 −1 for a path γ
′ lying above and ingoing w.r.t. S
1 for a path γ′ lying below and ingoing w.r.t. S
0 the path γ′ is not ingoing w.r.t. S
whenever S ∈ S˘ and γ ∈ Γ.
Define a map σL : S˘ → g such that
σL(S) = σL(S
−1)
whenever S ∈ S˘ and S−1 is the surface S with reversed orientation. Denote the set of such maps by σ˘L.
Respectively, the map σR : S˘ → g such that
σR(S) = σR(S
−1)
whenever S ∈ S˘. Denote the set of such maps by σ˘R. Moreover, there is a map σL × σR : S˘ → g ⊕ g such
that
(σL, σR)(S) = (σL, σR)(S
−1)
whenever S ∈ S˘. Denote the set of such maps by σ˘.
Finally, define the Lie algebra-valued quantum flux set for paths
gS˘,Γ :=
⋃
σL×σR∈σ˘
⋃
S∈S˘
{
(EL, ER) ∈ Map(Γ, g⊕ g) : (EL, ER)(γ) := (ιL(S, γ)σL(S), ιR(S, γ)σR(S))
}
where Map(Γ, g⊕ g) is the set of all maps from the graph Γ to the direct sum g⊕ g of Lie algebras.
Observe that, (ιL × ιR)(S−1, γ) = (−ιL ×−ιR)(S, γ) holds for every γ ∈ Γ.
Remark that, the condition EL(γ) = ER(γ−1) is not required.
Example 2.6: Analyse the following example. Consider a graph Γ and two disjoint surface sets S˘ and T˘ .
γ
S2
S3
Γ = {γ, γ˜}
S˘ := {S1, S2}
T˘ := {S3, S4}
S1 γ˜
S4
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Then the elements of gS˘,Γ are for example given by the maps E
L
i × ERi for i = 1, 2 such that
E1(γ) := (E
L
1 , E
R
1 )(γ) = (ιL(S1, γ)σL(S1), ιR(S1, γ)σR(S1)) = (X1, 0)
E1(γ˜) := (E
L
1 , E
R
1 )(γ˜) = (ιL(S1, γ˜)σL(S1), ιR(S1, γ˜)σR(S1)) = (X1, 0)
E2(γ) := (E
L
2 , E
R
2 )(γ) = (ιL(S2, γ)σL(S2), ιR(S2, γ)σR(S2)) = (X2, 0)
E2(γ˜) := (E
L
2 , E
R
2 )(γ˜) = (ιL(S2, γ˜)σL(S2), ιR(S2, γ˜)σR(S2)) = (X2, 0)
E3(γ) := (E
L
3 , E
R
3 )(γ) = (ιL(S3, γ)σL(S3), ιR(S3, γ)σR(S3)) = (0,−Y3)
E3(γ˜) := (E
L
3 , E
R
3 )(γ˜) = (ιL(S3, γ˜)σL(S3), ιR(S3, γ˜)σR(S3)) = (0,−Y3)
E4(γ) := (E
L
4 , E
R
4 )(γ) = (ιL(S4, γ)σL(S4), ιR(S4, γ)σR(S4)) = (0, Y4)
E4(γ˜) := (E
L
4 , E
R
4 )(γ˜) = (ιL(S4, γ˜)σL(S4), ιR(S4, γ˜)σR(S4)) = (0, Y4)
This example shows that, the surfaces {S1, S2} are similar, whereas the surfaces {T1, T2} produce different
signatures for different paths. Moreover, the set of surfaces are chosen such that one component of the direct
sum is always zero.
For a particular surface set S˘ the set⋃
σL×σR∈σ˘
⋃
S∈S˘
{
(EL, ER) ∈ Map(Γ, g⊕ g) : (EL, ER)(γ) := (ιL(S, γ)σL(S), 0)
}
is identified with⋃
σL∈σ˘L
⋃
S∈S˘
{
E ∈ Map(Γ, g) : E(γ) := ιL(S, γ)σL(S)
}
The same is observed for another surface set T˘ and the set gT˘ ,Γ is identifiable with⋃
σR∈σ˘R
⋃
T∈T˘
{
E ∈ Map(Γ, g) : E(γ) := ιR(T, γ)σR(T )
}
The intersection behavoir of paths and surfaces plays a fundamental role in the definition of the quantum
flux operator. There are exceptional configurations of surfaces and paths in a graph. One of them is the
following.
Definition 2.32. A set S˘ of N surfaces has the simple surface intersection property for a graph Γ
with N independent edges iff it contains only surfaces, for which each path γi of a graph Γ intersects only
one surface Si only once in the target vertex of the path γi, the path γi lies above and there are no other
intersection points of each path γi and each surface in S˘.
Example 2.7: Consider the following example.
γ˜
γ
Γ = {γ, γ˜}S9
S10
S11
S12
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The sets {S9, S11} or {S10, S12} have the simple surface intersection property for the graph Γ. Calculate
E9(γ˜) = (0,−Y9), E11(γ) = (0,−Y11)
In this case the set gS˘,Γ reduces to⋃
σR∈σ˘R
⋃
S∈S˘
{
E ∈ Map(Γ, g) : E(γ) := −σR(S) for γ ∩ S = t(γ)
}
Notice that, the set Γ∩ S˘ = {t(γi)} for a surface Si ∈ S˘ and γi ∩Sj ∩Si = {∅} for a path γi in Γ and i 6= j.
On the other hand, the set of surfaces can be such that each path of a graph intersect all surfaces of the set
in the same vertex. This contradicts the assumption that each path of a graph intersect only one surface
once.
Definition 2.33. Let Γ be a graph that contains no loops.
A set S˘ of surfaces has the same surface intersection property for a graph Γ iff each path γi in Γ
intersects with all surfaces of S˘ in the same source vertex vi ∈ VΓ (i = 1, .., N), all paths are outgoing and
lie below each surface S ∈ S˘ and there are no other intersection points of each path γi and each surface in
S˘.
Recall the example 2.6. Then the set {S1, S2} has the same surface intersection property for the graph Γ.
Then the set gS˘,Γ reduces to⋃
σL∈σ˘L
⋃
S∈S˘
{
E ∈ Map(Γ, g) : E(γ) := −σL(S) for γ ∩ S = s(γ)
}
Notice that, γ ∩S1∩ ...∩SN = s(γ) for a path γ in Γ, whereas Γ∩ S˘ = {s(γi)}1≤i≤N . Clearly, Γ∩Si = s(γi)
holds for a surface Si in S˘.
Simply speaking the physical intution is that, fluxes associated to different surfaces should act on the same
path.
Notice that, both properties can be restated for other surface and path configurations. Hence, a surface
set can have the simple or same surface intersection property for paths that are outgoing and lie above (or
ingoing and below, or outgoing and below). The important fact is related to the question if the intersection
vertices are the same for all surfaces or not.
In section 2.1 the concept of finite graph systems has been introduced. The following remark shows that,
the properties simply generalises to this new structure.
Remark 2.34. A set S˘ has the same surface intersection property for a finite orientation preserved graph
system PoΓ associated to a graph Γ (with no loops) iff the set S˘ has the same surface intersection property
the graph Γ.
A set S˘ has the simple surface intersection property for a finite orientation preserved3 graph system PoΓ
associated to a graph Γ if the set S˘ has the simple surface intersection property for the graph Γ.
Definition 2.35. Let S˘ be a surface set and Γ be a graph such that the only intersections of the graph and
each surface in S˘ are contained in the vertex set VΓ.
Then the set of images {E(γ) : E ∈ gS˘,Γ} of flux maps for a fixed path γ in Γ is denoted by g¯S˘,γ .
Proposition 2.36. Let S˘ be a set of surfaces and Γ be a fixed graph (with no loops) such that the set S˘ has
the same surface intersection property for a graph Γ. Moreover, let T˘ be a set of surfaces and Γ be a fixed
graph such that the set T˘ has the simple surface intersection property for a graph Γ.
Then the set g¯S˘,γ is equipped with a structure, which is induced from the Lie algebra structure of g, such
that it forms a Lie algebra. The the set g¯T˘ ,γ is equipped with a structure to form a Lie algebra, too.
3Let S˘ be equal to S. Then notice that the property of all graphs being orientation preserved subgraphs is necessary, since,
for a subgraph Γ′ := {γ′} of Γ the graph {γ′−1} is a subgraph of Γ, too. Consequently, if there is a surface S intersecting a
path γ′ such that γ′ is ingoing and lies above, then S intersects the path γ′−1 such that γ′−1 is outgoing and lies above. This
implies that, the surface S cannot have the same surface intersection property for each subgraph of Γ.
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Proof : Step 1: linear space over C
Consider a path γ in Γ that lies above and ingoing w.r.t. the surface orientation of each surface S in S˘ and
ingoing and above with respect to T . Then there is a map ES such that
ES(γ) = −X
There exists an operation + given by the map s : g¯S˘,γ × g¯S˘,γ → g¯S˘,γ such that
(EL1 (γ), E
L
2 (γ)) 7→ s(EL1 (γ), EL2 (γ)) := EL1 (γ) + EL2 (γ) = −σ1L(S1)− σ2L(S2) = −σ3L([S])
since σiL ∈ σ˘L and where [S] denotes an arbitrary representative of the set S˘. Respectively it is defined
(EL1 (γ), E
L
2 (γ)) 7→ s(EL1 (γ), EL2 (γ)) := EL1 (γ) + EL2 (γ) = −σ1R(T )− σ2R(T ) = −σ3R(T )
whenever σiR ∈ σ˘R and T ∈ T˘ . There is an inverse
E(γ)− E(γ) = X −X = 0
and a null element
E(γ) + E0(γ) = X
whenever E0(γ) = −σL(S) = 0. Notice the following map
g¯S˘,γ × g¯S˘,γ′ 3 (E1(γ), E2(γ′)) 7→ E1(γ)+˙E2(γ′) ∈ g (17)
is not considered, since, this map is not well-defined. One can show easily that (g¯S˘,γ ,+) is an additive group.
The scalar multiplication is defined by
λ · E(γ) = λX
for all λ ∈ C and X ∈ g. Finally, prove that (g¯S˘,γ ,+) is a linear space over C.
Step 2: Lie bracket is defined by the Lie bracket of the Lie algebra g and
[E1(γ), E2(γ)] := [X1, X2]
for E1(γ), E2(γ) ∈ g¯S˘,γ and γ ∈ Γ.
If a surface set S˘ does not have the same or simple surface intersection property for the graph Γ, then the
surface set can be decomposed into several sets and the graph Γ can be decomposed into a set of subgraphs.
Then for each modified surface set there is a subgraph such that required condition is fulfilled.
Definition 2.37. Let S˘ a set of surfaces and Γ be a fixed graph (with no loops) such that the set S˘ has the
same (or simple) surface intersection property for a graph Γ.
The universal enveloping Lie algebra of the Lie algebra g¯S˘,γ of fluxes for paths of a path γ in Γ and all
surfaces in S˘ is called the universal enveloping flux algebra E¯S˘,γ associated to a path and a finite
set of surfaces.
Now, the definitions are rewritten for finite orientation preserved graph systems.
Definition 2.38. Let S˘ be a surface set and Γ be a graph such that the only intersections of the graph and
each surface in S˘ are contained in the vertex set VΓ. PΓ denotes the finite graph system associated to Γ. Let
E be the universal Lie enveloping algebra of g.
Define the set of Lie algebra-valued quantum fluxes for graphs
gS˘,Γ :=
⋃
σL×σR∈σ˘
⋃
S∈S˘
{
ES,Γ ∈ Map(PΓ,
⊕
|EΓ|
g⊕
⊕
|EΓ|
g) : ES,Γ := ES × ...× ES
where ES(γ) := (ιL(γ, S)σL(S), ιR(γ, S)σR(S)),
ES ∈ gS˘,Γ, S ∈ S˘, γ ∈ Γ
}
23
Moreover, define
ES˘,Γ :=
⋃
σL×σR∈σ˘
⋃
S∈S˘
{
ES,Γ ∈ Map(PΓ,
⊕
|EΓ|
E ⊕
⊕
|EΓ|
E) : ES,Γ := ES × ...× ES
where ES(γ) := (ιL(γ, S)σL(S), ιR(γ, S)σR(S)),
ES ∈ ES˘,Γ, S ∈ S˘, γ ∈ Γ
}
The set of all images of the linear hull of all maps in gS˘,Γ for a fixed surface set S˘ and a fixed graph Γ is
denoted by g¯S˘,Γ. The set of all images of the linear hull of all maps in gS˘,Γ for a fixed surface set S˘ and a
fixed subgraph Γ′ of Γ is denoted by g¯S˘,Γ′≤Γ.
Note that, the set of Lie algebra-valued quantum fluxes for graphs is generalised for the inductive limit graph
system PΓ∞ . This follows from the fact that, each element of the inductive limit graph system PΓ∞ is a
graph.
Proposition 2.39. Let S˘ be a set of surfaces and PoΓ be a finite orientation preserved graph system such
that the set S˘ has the same surface intersection property for a graph Γ (with no loops).
The set g¯S˘,Γ forms a Lie algebra and is called the Lie flux algebra associated a graph and a finite
surface set.The universal enveloping flux algebra E¯S˘,Γ associated a graph and a finite surface
set is the enveloping Lie algebra of g¯S˘,Γ.
Proof. This follows from the observation that, gS˘,Γ is identified with⋃
σL∈σ˘L
⋃
S∈S˘
{
ES,Γ ∈ Map(PoΓ,
⊕
|EΓ|
g) : ES,Γ := ES × ...× ES
where ES(γ) := −σL(S), ES ∈ gS˘,Γ, S ∈ S˘, γ ∈ Γ
}
and the addition operation
E1S1,Γ(Γ) + E
2
S2,Γ(Γ) :=
(
E1S1(γ1) + E
2
S2(γ1), ..., E
1
S1(γN ) + E
2
S2(γN )
)
= (−σ1L(S1)− σ2L(S2), ...,−σ1L(S1)− σ2L(S2))
= (E3[S](γ1), ..., E
3
[S](γN ))
whenever Γ := γ1, ..., γN .
Notice that indeed it is true that,
gS˘,Γ = gSi,Γ
yields for every Si ∈ S˘. The more general definition is due to physical arguments.
Proposition 2.40. Let T˘ be a set of surfaces and PoΓ be a finite orientation preserved graph system such
that the set T˘ has the simple surface intersection property for Γ.
The set g¯T˘ ,Γ forms a Lie algebra.
Notice this follows from the fact that gT˘ ,Γ reduces to⋃
σL∈σ˘L
{
ET˘ ,Γ ∈ Map(PoΓ,
⊕
|EΓ|
g) : ET˘ ,Γ := ET1 × ...× ETN
where ETi(γi) := −σL(Ti), ES ∈ gS˘,Γ, Ti ∈ T˘ ,
γi ∩ Ti = t(γi), γ ∈ Γ
}
since,
ES1,Γ(Γ) + ...+ ESN ,Γ(Γ) = (ET1(γ1), 0, ..., 0)) + (0, ET2(γ2), 0, ..., 0)) + ...+ (0, ..., 0, ETN (γN )))
= (ET1(γ1), ..., ETN (γN )) =: ET˘ ,Γ(Γ)
The Lie flux algebra and the universal enveloping flux algebra for the inductive limit graph system PΓ∞ and
a fixed suitable surface set S˘ are denoted by g¯S˘ and E¯S˘ .
Finally assume that G¯S˘,Γ, resp. G¯S˘ , denotes the Lie flux group associated to Lie flux algebra g¯S˘,Γ, resp. g¯S˘ .
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The discretised and localised quantum flux operator associated to surfaces and graphs
Now consider a restriction of the quantum flux operators to discretised surfaces and graphs. Notice that,
the Lie algebra-valued quantum flux operator usually distinguishes between paths, which are lying below,
and paths, which are lying above the surface in a surface set. For simplicity in this article the case of paths
lying below is considered only. With no doubt the second case can be defined analogously. The discretised
surfaces do not allow to distinguish between paths lying above or below with respect to a surface orientation
of a surface. Hence in this situation the discretised surface set has to be associated to a set of surfaces with
a surface orientation. Summarising the cases below or above are not treated in the context of discretised
surfaces. In this way, the intersection functions of definition 2.31 are maps such that ιL : S˘d × Γ→ {0,−1}
and ιR : S˘d × Γ→ {0, 1}.
Definition 2.41. Let S˘d be a set of discretised surfaces, which is constructed from a set S˘ of surfaces, and
let Γ be a graph. Let {Γi}i=1,..∞ be an inductive family of graphs such that for every graph Γi the intersection
points of a surface set S˘d and the graph Γi are vertices of VΓi . Denote the set of intersections of a graph Γi
and a discretised surface set S˘d by iS({Γi}).
Let Γ∞ be the inductive limit of a family of graphs {Γi}. Furthermore, assume that, the set S˘ is chosen such
that
(i) for each graph of the family the surface set S˘ has the same surface intersection property,
(ii) the inductive structure preserves the same surface intersection property4 for S˘ and
(iii) each surface in S˘ intersects the inductive limit Γ∞ a finite or an infinite number of vertices.
Then ESd(Γ)
+ESd(Γ) denote the (Lie algebra-valued) discretised quantum flux operator associated a
surface Sd and a graph Γ such that Sd ∩ Γ is a subset of the set of vertices VΓ and ESd ∈ gS˘d,Γ.
The (Lie algebra-valued) discretised and localised quantum flux operator E˜Sd(Γi+1)
+E˜Sd(Γi+1) as-
sociated a surface Sd and an inductive family of graphs {Γi}i=1,..∞ is defined by the difference
operator
E˜Sd(Γi+1)
+E˜Sd(Γi+1) := ESd(Γi+1)
+ESd(Γi+1)− ESd(Γi)+ESd(Γi)
for ESd(Γi) ∈ g¯S˘d,Γi and ESd(Γi+1) ∈ g¯S˘d,Γi+1 such that
(i) E˜Sd(Γi+1)
+E˜Sd(Γi+1) is non-trivial only for intersections of the surfaces in S˘ and the graph Γi+1 in
vertices contained in the set iS({Γi+1}) \ iS({Γi}) and
(ii) (E˜Sd(Γi+1)
+E˜Sd(Γi+1))
+ = E˜Sd(Γi+1)
+E˜Sd(Γi+1) yields.
The set of such discretised and localised quantum flux operator E˜Sd(Γ)
+E˜Sd(Γ) associated a graph Γ is
denoted by g¯loc
S˘d,Γ
and called the localised Lie flux algebra associated a discretised surface set and
a graph. The set of such discretised and localised quantum flux operator E˜Sd(Γi+1)
+E˜Sd(Γi+1) associated
an inductive family of graphs {Γi}i=1,..∞ is denoted by g¯locS˘d and called the localised Lie flux algebra
associated to a discretised surface set (and an inductive family of graphs).
The localised enveloping flux algebra E loc
S˘d,Γ
associated to a discretised surface set and a graph
is given by the enveloping algebra of the localised Lie flux algebra associated to a discretised surface set S˘d
and the graph Γ.
Finally, the localised enveloping flux algebra E loc
S˘d
associated to a discretised surface set (and an
inductive family of graphs) is given by the enveloping algebra of the localised Lie flux algebra associated to a
discretised surface set S˘d.
If the situation of all paths are ingoing w.r.t all surfaces in a set S˘, then the localised Lie flux algebra (resp.
localised enveloping flux algebra) associated to a discretised surface set S˘d associated to S˘ and an inductive
family of graphs is denoted by g¯S˘dloc (resp. E¯ S˘dloc).
Finally assume that, G¯S˘d,Γ (resp. G¯S˘d) denotes the Lie flux group associated to Lie flux algebra g¯
loc
S˘d,Γ
(resp.
g¯loc
S˘d
).
4In particular, a graph Γ′, which has the same intersection surface property for S˘, has the same intersection behavior for S˘
if Γ′ is considered as a subgraph of a graph Γ, too.
25
3 The localised holonomy-flux cross-product ∗-algebra
3.1 The localised holonomy ∗-algebra
The construction of the localised holonomy C∗-algebra
The construction of the new algebra of quantum configuration variables combines a lot of the structures,
which have been presented in [8, 9, 10, 11, 7]. In particular the idea for the definition of the holonomy-flux
cross-product ∗-algebra [11, Sec.: 3.1],[7, Sec.: 8.4] is used.
Assume that G is a compact connected Lie group, Γ be a graph, S˘ a surface set and S˘d a discretised surface
set (associated to S˘).
The convolution holonomy ∗-algebra associated to Γ is denoted by C(A¯dΓ) (resp. C(A¯Γd)). This algebra is
completed with respect to an appropriate norm to a C∗-algebra, which is called the non-commutative
holonomy C∗-algebra C∗(A¯dΓ) (resp. C∗(A¯Γd)) associated to a graph Γ. Moreover, the C∗-algebra C∗(A¯dΓ)
(resp. C∗(A¯Γd)) is isomorphic to a infinite matrix C∗-algebra MΓ(C). The analytic holonomy C∗-algebra
associated to the graph Γ¯ is denoted by C(A¯Γ¯). Note that, the graph Γ¯ is defined such that there are no
intersections with elements of S˘d. Now new C
∗-algebras are constructed from C∗-tensor product algebras.
Definition 3.1. Let Γ be a graph, S˘ a surface set and S˘d a discretised surface set (associated to S˘). Then
denote the subgraph of Γ such that, this graph contains all edges of the graph Γ that do not intersect with
any vertex of the discretised surface set S˘d, by Γ¯.
Define
C∗(A¯d,Γ) := C∗(A¯dΓ)⊗ C∗(A¯Γd) where
C∗(A¯dΓ) :=
⊗
i∈I
⊗
k=1,...,Nik
C∗(A¯d,γi,1◦...◦γi,k)
The localised holonomy C∗-algebra associated to a graph and a discretised surface set is given
by the tensor product C∗(A¯d,Γ)⊗ C(A¯Γ¯) (with respect to the minimal C∗-norm).
In this article only certain graphs are studied. These graphs are assumed to decompose into two sets of
graphs: one set contains disconnected graphs that contains only paths such that either the source or target
vertex is an element of each surface Sd in S˘d, and the other set of disconnected graphs contains graphs Γ¯i
that contains paths, which does not intersect any point of each discretised surface set Sd in S˘d. Hence this
property generalises to set of graphs. In particular such a decomposition exists for an inductive family of
graphs.
Definition 3.2. Let {Γi} be an inductive family of graphs, which contain only paths such that either the
source or target vertex is an element of each surface Sd in S˘d. Moreover, let {Γ¯i} be inductive family {Γ¯i} of
graphs that contains no paths, which start or end in a vertex contained in any set of the discretised surface
set S˘d.
There is a increasing family of matrix algebras {C∗(A¯dΓi), βdΓi,Γi+1}i=1,..,∞ with βdΓi,Γi+1 unit-preserving ∗-
homomorphisms such that the union of all matrix algebras is a normed ∗-algebra, which can be completed by
the minimal tensor product norm to a C∗-algebra
C∗(A¯d) :=
⋃
m=1,...,∞
C∗(A¯dΓm)
There is a increasing family of matrix algebras {C∗(A¯d,Γi), βd,Γi,Γi+1}i=1,..,∞ with βd,Γi,Γi+1 unit-preserving∗-homomorphisms such that the union of all matrix algebras is a normed ∗-algebra, which can be completed
by the minimal tensor product norm to a C∗-algebra
C∗(A¯dd) :=
⋃
m=1,...,∞
C∗(A¯d,Γm)
Furthermore, there is an inductive limit C∗-algebra C(A¯loc), which is constructed from an inductive family
{C(A¯Γ¯i), βΓ¯i,Γ¯i+1)}i=1,...,∞ of C∗-algebras.
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In particular, an element of C∗(A¯d,Γ) is for example given by
f1Γ(hΓ(γ1,1), ..., hΓ(γN,1))⊗ f2Γ(hΓ(γ1,1 ◦ γ1,2), ..., hΓ(γN,1 ◦ γN,2))
Notice that, for Γi∩Γj = ∅ for i 6= j then C∗(A¯d,Γi∪Γj ) = C∗(A¯d,Γi)⊗C∗(A¯d,Γj ), C∗(A¯d,Γi) is isomorphic to
the C∗-subalgebra C∗(A¯d,Γi)⊗1Γj of C∗(A¯d,Γi)⊗C∗(A¯d,Γj ) where 1Γj is the identity operator in C∗(A¯d,Γj ).
Definition 3.3. The localised holonomy C∗-algebra is the C∗-tensor product algebra C(A¯loc)⊗C∗(A¯dd)
(with respect to the minimal C∗-norm) associated to a discretised set of surfaces.
In this definition the notion of localisation is emphasized, since the elements of this new algebra really depend
on a chosen discretised surface set associated to a surface set.
Actions of the group of bisections on the localised holonomy C∗-algebra associated to a graph
and a discretised surface set
In this paragraph graph changing operations are studied. First observe that, there are some certain bisections,
which map target vertices of certain paths to suitable paths. The set of these bisections in a finite graph
system P S˘dΓ has been introduced at the end of section 2.2.3 and is denoted by B(P S˘dΓ ). Only these bisections
restricted to a set V S˘d are used to define an action of bisections on the localised analytic holonomy C∗-algebra
associated to a graph and a discretised surface set. The action is for example given by
(ζσfΓ)(hΓ(Γ
′)) = fΓ(hΓ(Γ′σ)) for σ ∈ B(P S˘dΓ )
whenever
· fΓ ∈ C∗(A¯d,Γ),
· Γ′ := {γ′i},Γ′σ := {γ′i ◦ σ(t(γ′i))} are subgraphs of Γ.
In general the action is defined as follows.
Lemma 3.4. There is an action α of the group B(P S˘dΓ ) of bisections on the C∗-algebra C∗(A¯dΓ), which is
defined by
ζσ(fΓ) := fΓ ◦Rσ
whenever fΓ ∈ C∗(A¯dΓ).
Proof : Let σ ∈ B(P S˘dΓ ) then σ 7→ ζσ is a group homomorphism and
(ζσ1 ◦ ζσ2)(fΓ) = ζσ1∗2σ2(fΓ)
ζσ(f
∗
Γ) = ζσ(fΓ)
∗
yields sfor all σ, σ1, σ2 ∈ B(P S˘dΓ ) and fΓ ∈ C∗(A¯dΓ).
Now focus paths, which do not have any intersection with a discretised surface in S˘d. Then there is an
action of Diff(PΓ¯) and hence B(PΓ¯) on C(A¯Γ¯). This action is a point-norm continuous automorphic action
of Diff(PΓ¯) on C(A¯Γ¯) for every graph Γ¯ of the inductive family {Γ¯i} of graphs.
Derivations defined by the discretised and localised flux operator for surfaces and graphs
In section 2.3 the discrete and localised flux operator E˜Sd(Γi+1)
+E˜Sd(Γi+1) has been introduced in definition
2.41. The definition of this operator is chosen such that this operator acts non-trivial on elements of
C∗(A¯dΓi+1) and commute with all elements contained in C∗(A¯dΓi).
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Definition 3.5. Define the derivation δ˜Sd,Γj on C
∗(A¯dΓj ) with domain D(δ˜Sd,Γi+1) by the following commu-
tator
δ˜Sd,Γi+1(fΓi+1) := [E˜Sd(Γi+1)
+E˜Sd(Γi+1), fΓi+1 ]
for a fixed E˜Sd(Γi+1)
+E˜Sd(Γi+1) ∈ g¯locS˘d,Γi and fΓi+1 ∈ D(δ˜Sd,Γi+1).
The domain D(δ˜Sd,Γi+1) is a ∗-subalgebra of C∗(A¯dΓj ).
Lemma 3.6. The linear operator δ˜Sd,Γi is a symmetric unbounded
∗-derivation with the domain D(δ˜Sd,Γi)
of the unital C∗-algebra C∗(A¯dΓi). The domain D(δ˜Sd,Γi) is a dense ∗-subalgebra of C∗(A¯dΓi).
Proof : To show that, the domain D(δ˜Sd,Γi) is a dense ∗-subalgebra of C∗(A¯dΓi) recognize that, D(δ˜Sd,Γi) :=
C∞(A¯dΓi) is indeed dense in C∗(A¯dΓi).
Corollary 3.7. The limit
δ˜Sd(f) := i lim
j→∞
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), f ]
for every f ∈ D(δ˜Sd) and an element E˜Sd(Γj+1)+E˜Sd(Γj+1) ∈ g¯locS˘d,Γj+1 for every j, is well-defined in the
norm topology. The domain is given by
D(δ˜Sd) =
⋃
j=1,...,∞
D(δ˜Sd,Γj )
Proof : Note that,
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), fΓk ] = 0
yields whenever PΓk ≤ PΓj+1 and 0 ≤ k ≤ j and fΓk ∈ C∗(A¯dΓk). Consequently, derive
δ˜Sd(f) := i lim
j→∞
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), f ]
= i lim
j→∞
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), fΓ0 ⊗ ...⊗ fΓj ⊗ fΓj+1 ]
= i lim
j→∞
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), fΓj+1\Γj ]
= 0
Redefine the symmetric unbounded ∗-derivation for the discretised flux operator ESd(Γi) for a graph Γi,
which is given by
δSd,Γj (f) = [ESd(Γj)
+ESd(Γj), f ] (18)
whenever f ∈ D(δSd) and for a fixed ESd ∈ gS˘d,Γj .
In contrast to the property of the ∗-derivation of the C∗-algebra C(A¯) presented in [11, Prop.: 4.7],[7, Prop.:
8.2.19], the ∗-derivation of C∗(A¯d) exists under weaker conditions for the surface set and the directed family
of graphs. In the previous construction the set S˘ of surfaces has to be chosen such that for each graph of
the inductive family of graphs {Γi} there is only a finite number of intersection vertices with each surface of
the set S˘.
Proposition 3.8. Let S˘d be an arbitrary discretised surface set and {Γi}i=1,...,∞ be an inductive family of
graphs.
Then the limit
δSd(f) := i lim
j→∞
δSd,Γj+1(f) (19)
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whenever f ∈ D(δSd) exists in norm. The domain of the limit is given by
D(δSd) =
⋃
j=1,...,∞
D(δSd,Γj )
and D(δSd) is a ∗-subalgebra of C∗(A¯d).
Proof : Derive
δSd(f) := i lim
j→∞
δSd,Γj+1(f) = i lim
j→∞
(
δ˜Sd,Γj+1(f) + δS,Γj (f)
)
= i lim
j→∞
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), f ] + i lim
j→∞
[ESd(Γj)
+ESd(Γj), f ]
= i lim
j→∞
[E˜Sd(Γj+1)
+E˜Sd(Γj+1), f ] + ...+ i lim
j→∞
[E˜Sd(Γ1)
+E˜Sd(Γ1), f ]
+ i lim
j→∞
[ESd(Γ0)
+ESd(Γ0), f ]
(20)
by using corollary 3.7.
3.2 The general localised part of the localised holonomy-flux cross-product ∗-
algebra
The construction of the general localised part of the localised holonomy-flux cross-product
∗-algebra
Recall the concept of abstract cross-product algebras, which has been presented by Schmu¨dgen and Klimyk
[13]. This concept has been used in [11, Def.: 3.10],[7, Sec.: 8.2] for the definition of the holonomy-flux
cross-product ∗-algebra associated to a surface set. In analogy a similar cross-product ∗-algebra can be
defined as follows.
In the following considerations the ∗-algebra C∗(A¯dΓ) (resp. C∗(A¯Γd) and C∗(A¯d,Γ)) has to be restricted to
functions in C∞(A¯dΓ) (resp. C∞(A¯Γd) and C∞(A¯d,Γ)). The resulting ∗-subalgebra is denoted by C∗(A¯dΓ)
(resp. C∗(A¯Γd) and C∗(A¯d,Γ)) and is called the localised analytic holonomy ∗-algebra associated to a
graph Γ and a discretised surface set S˘d again.
To start with a right-invariant flux vector field is defined as follows. For simplicity, the investigations start
with a graph Γ, which contains only one path γ, and one discretised surface Sd. Clearly, the following
definition generalises to graphs and a suitable discretised surface set S˘d.
Definition 3.9. Let the graph Γ contain only a path γ and Sd be a discrete surface associated to a surface S
such that the path lies below and outgoing w.r.t. the surface orientation of S. Set E˜Sd(Γ)
+E˜Sd(Γ) =: X
+
Sd
XSd .
Then the right-invariant flux vector field e
−→
L is defined by
[E˜Sd(Γ)
+E˜Sd(Γ), fΓ] := e
−→
L (fΓ)
where
e
−→
L (fΓ)(hΓ(γ)) =
d
d t
∣∣∣
t=0
fΓ(exp(tX
+
Sd
XSdhΓ(γ)) for XSd ∈ g, hΓ(γ) ∈ G, t ∈ R (21)
whenever fΓ ∈ C∗(A¯dΓ) and E˜Sd(Γ) ∈ g¯Sd,Γ. Set
e
←−
L (fΓ)(hΓ(γ)) =
d
d t
∣∣∣
t=0
fΓ(exp(−tX+SdXSd)hΓ(γ)), for XSd ∈ g, hΓ(γ) ∈ G, t ∈ R (22)
such that
[E˜Sd(Γ)E˜Sd(Γ)
+, fΓ] = e
←−
L (fΓ)
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The definition of a right invariant vector field is needed to study the following well-defined structure.
Lemma 3.10. Let S˘d be a set of discretised surfaces, which is constructed from a set S˘ of surfaces, and let
Γ be a graph. Let {Γi}i=1,..∞ be an inductive family of graphs such that for every graph Γi the intersection
points of a surface set S˘d and the graph Γi are vertices of VΓi . Denote the set of intersections of a graph Γi
and a discretised surface set S˘d by iS({Γi}).
Let Γ∞ be the inductive limit of a family of graphs {Γi}. Furthermore assume that, the set S˘ is chosen such
that
(i) for each graph of the family the surface set S˘ has the same surface intersection property,
(ii) the inductive structure preserves the same surface intersection property for S˘ and
(iii) each surface in S˘ intersects the inductive limit Γ∞ a finite or an infinite number of vertices.
Then C∗(A¯d) is a left E¯ loc
S˘d
-module algebra. The action of E¯ loc
S˘d
on C∗(A¯d) is given by
E˜Sd(Γ)
+E˜Sd(Γ)B fΓ := e
−→
L (fΓ) whenever ESd(Γ)
+E˜Sd(Γ) ∈ E¯ locS˘d and fΓ ∈ C
∗(A¯d).
In analogy C∗(A¯Γd) is a right E¯ S˘d,Γloc -module algebra and is defined by right invariant vector fields. Now a
construction of a cross-product ∗-algebra is given as follows.
Definition 3.11. Let S˘d be a set of discretised surfaces associated to a surface set S˘, which has appropriate
poperties with respect to a graph Γ and an inductive family {Γi}i=1,...,∞ of graphs.
The general localised part of the localised holonomy-flux cross-product ∗-algebra for a graph Γ
and a discretised surface set S˘d is given by the left (or right) cross-product
∗-algebra
C(A¯dΓ)oL E¯ locS˘d,Γ( or C(A¯
Γ
d)oR E¯ S˘d,Γloc )
which are defined by the vector space C(A¯dΓ)⊗ E¯ locS˘d,Γ with the multiplication given by
(f1Γ ⊗ EdS1(Γ)) ·L (f2Γ ⊗ EdS2(Γ)) := f1Γ(EdS1(Γ)B f2Γ)⊗ EdS2(Γ) + f1Γf2Γ ⊗ EdS1(Γ) · EdS2(Γ)
and the involution
(fΓ B EdS(Γ))∗ := f¯Γ B EdS(Γ)+
whenever EdS1(Γ), E
d
S2
(Γ), EdS(Γ) ∈ E¯ locS˘d,Γ and f
1
Γ, f
2
Γ, fΓ ∈ C(A¯dΓ).
The general localised part of the localised holonomy-flux cross-product ∗-algebra associated to
a discretised surface set S˘d is given by the left (or right) cross-product
∗-algebra
C(A¯d)oL E¯ locS˘d ( or C(A¯d)oR E¯
S˘d
loc)
which are the inductive limit of the families {(C(A¯dΓ)oL E¯ locS˘d,Γ, β
d
Γ,Γ′ × βˇdΓ,Γ′)} (or {(C(A¯Γd)oR E¯ S˘d,Γloc , βΓ,Γ
′
d ×
βˇΓ,Γ
′
d )}) where βˇΓ,Γ′ : E¯ locS˘d,Γ → E¯
loc
S˘d,Γ′
are suitable unit-preserving ∗-homomorphisms for a suitable set S˘d of
discretised surfaces that preserve the left (or right) vector field structure.
Summarising the general localised part of the localised holonomy-flux cross-product ∗-algebra is a certain
cross-product ∗-algebra, which is defined by the localised analytic holonomy ∗-algebra and the localised
enveloping flux algebra associated to a discretised surface set.
A representation of the general localised part of the localised holonomy-flux cross-product
∗-algebra
In [11, Sec.: 4],[7, Sec.: 8.2.3] a certain ∗-representation of a Lie algebra has been studied. This ∗-
representation is called the infinitesimal representation of a Lie algebra on a Hilbert space. Similarly the
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representation of the general localised part of the localised holonomy-flux cross-product ∗-algebra is presented
as follows.
First in this article the ∗-representation of the Lie flux algebra g¯S˘d,Γ is implemented by the infinitesimal
representation du on the Hilbert space HdΓ, which is given by L2(A¯dΓ, µdΓ). Notice that, the configuration
space A¯dΓ is equivalent to GM for a suitable M ∈ N and µdΓ is the corresponding Haar measure on GM . The
infinitesimal representation corresponds to the unitary representation u of the Lie flux group G¯S˘d,Γ in the
C∗-algebra C∗(A¯dΓ), i.o.w. u ∈ Rep(G¯S˘d,Γ, C∗(A¯dΓ)). The ∗-representation of the general localised part of
the localised holonomy-flux cross-product ∗-algebra is derived from this ∗-representation.
Summarising the next definition the ∗-representations of the following algebras:
· the localised analytic holonomy ∗-algebra C∗(A¯dΓ),
· the localised enveloping flux algebra E¯ loc
S˘d,Γ
and
· the general localised part of the localised holonomy-flux cross-product ∗-algebra C∗(A¯dΓ)oL E¯ locS˘d,Γ
on the Hilbert space HdΓ are presented.
Definition 3.12. The ∗-representation of C∗(A¯dΓ) is defined by
ΦM (fΓ)ψΓ = fΓψΓ for fΓ ∈ C∗(A¯dΓ) and ψΓ ∈ HdΓ
ΦM (f
∗
Γ)ψΓ = f
∗
ΓψΓ for fΓ ∈ C∗(A¯dΓ) and ψΓ ∈ HdΓ
There exists a positive self-adjoint operator du(ESd(Γ)
+ESd(Γ)) or, respectively,
the adjoint operator du(ESd(Γ)ESd(Γ)
+) on the Hilbert space HdΓ defined by
du(ESd(Γ)
+ESd(Γ))ψΓ := i[ESd(Γ)
+ESd(Γ), ψΓ]
for a fixed ESd(Γ)
+ESd(Γ) ∈ E¯ locS˘d,Γ and ψΓ ∈ D(du(ESd(Γ)
+ESd(Γ)))
du(ESd(Γ)ESd(Γ)
+)ψΓ := −i[ESd(Γ)+ESd(Γ), ψΓ]
for a fixed ESd(Γ)
+ESd(Γ) ∈ E¯ locS˘d,Γ and ψΓ ∈ D(du(ESd(Γ)
+ESd(Γ)))
and u ∈ Rep(G¯S˘d,Γ,C∗(A¯dΓ)).
The ∗-representation of the ∗-algebra C∗(A¯dΓ)o E¯ locS˘d,Γ on H
d
Γ is defined by
pˆiΓ(fΓ ⊗ iESd(Γj)+ESd(Γj))ψΓ :=
1
2
i[ESd(Γj)
+ESd(Γj), fΓ]ψΓ +
1
2
ifΓ[ESd(Γj)
+ESd(Γj), ψΓ]
for fΓ ∈ C∗(A¯dΓ) and for a fixed ESd(Γ)+ESd(Γ) ∈ E¯ locS˘d,Γ
pˆiΓ(fΓ ⊗ iESd(Γj)+ESd(Γj))ψΓ :=
1
2
i[ESd(Γj)
+ESd(Γj), fΓ]ψΓ +
1
2
ifΓ[ESd(Γj)
+ESd(Γj), ψΓ]
for fΓ ∈ C∗(A¯dΓ) and for a fixed ESd(Γ)+ESd(Γ) ∈ E¯ locS˘d,Γ
whenever ψΓ ∈ D(du(ESd(Γj)+ESd(Γj))).
3.3 C∗-dynamical systems, KMS-states and the localised holonomy-flux cross-
product ∗-algebra
In this section different C∗-dynamical systems are constructed from different actions and algebras. The aim
is to implement a strongly continuous one-parameter automorphism group such that a modified quantum
Hamilton constraint is the generator of this automorphism group. This will be done in several steps. In this
section the basic C∗-dynamical systems are introduced, which are used in the section 3.4 for the analysis of
the modified quantum Hamilton constraint.
First notice the following result. In general, for every C∗-algebra A and a point norm-continuous automorphic
action β of R on A, there is a set Aβ defined by all element A ∈ A such that βt(A) = A for every t ∈ R.
Then the set Aβ is a norm-dense ∗-subalgebra of A.
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Set hΓ(Γ) =: hΓ ∈ A¯dΓ. Let a¯d,Γ be the enveloping Lie algebra of the Lie algebra associated to A¯dΓ. Consider
the C∗-subalgebra Z(A¯dΓ) of C∗(A¯dΓ), which is generated by all central functions, i.e. all functions fΓ ∈
C∗(A¯dΓ) such that fΓ(hΓ) = fΓ(g−1Γ hΓgΓ) for all gΓ ∈ A¯dΓ.
Finally, consider an action βad,Γi of R on C∗(A¯dΓ) defined by
(βad,Γi(t)fΓi)(hΓi) := fΓi(exp(−tad,Γi)hΓi exp(tad,Γi))
and notice that
(βad,Γi(t)fΓi)
∗(hΓi) = (βa+d,Γi
(t)f∗Γi)(h
−1
Γi
)
for a fixed Lie algebra element ad,Γi in a¯d,Γ yields. Set C
∗(A¯dΓ) be equal to A. Then Aβ is isomorphic to
Z(A¯dΓ).
Proposition 3.13. The triple (C∗(A¯dΓi),R, βad,Γi) is a C∗-dynamical system.
This is verifed easily, after the following considerations.
Furthermore, there is an action α˜ad,Γi of R on Z(A¯dΓ) defined by
(α˜ad,Γi (t)fΓi)(hΓi) := fΓi(exp(−tad,Γi)hΓi)
and
(α˜ad,Γi (t)fΓi)
∗(hΓi) := (α˜a+d,Γi
(t)fΓi)(h
−1
Γi
)
whenever fΓi ∈ Z(A¯dΓi) and ad,Γi ∈ a¯d,Γ.
Proposition 3.14. The triple (Z(A¯dΓi),R, α˜ad,Γi) is a C∗-dynamical system.
Proof : Derive
(α˜ad,Γi (t1 + t2)fΓi)(hΓi)
= fΓi(exp(−(t1 + t2)ad,Γi)hΓi)
= fΓi(exp(−t1ad,Γi) exp(−t2ad,Γi)hΓi)
= (α˜ad,Γi (t1) ◦ α˜ad,Γi (t2)fΓi)(hΓi)
and, since, fΓi(hΓi) = fΓi(g
−1
Γi
hΓigΓi) for all gΓi ∈ A¯dΓi it follows that,
(α˜ad,Γi (t)fΓi)
∗(hΓi) = fΓi((exp(−tad,Γi)hΓi)−1)
= fΓi(h
−1
Γi
(Γi) exp(tad,Γi))
= (α˜a+d,Γi
(t)fΓi)(h
−1
Γi
(Γi))
= (α˜ad,Γi (t)f
∗
Γi)(hΓi)
yields whenever t ∈ R and fΓi ∈ Z(A¯dΓi).
(α˜ad,Γi (t)(kΓi ∗ fΓi))(hΓi) = (kΓi ∗ fΓi)(exp(−tad,Γi)hΓi)
=
∫
A¯dΓi
dµS˘d,Γi(gΓi(Γi))kΓi(gΓi(Γi))fΓi(gΓi(Γi)
−1 exp(−tad,Γi)hΓi)
=
∫
A¯dΓi
dµS˘d,Γi(gΓi(Γi))kΓi(exp(−tad,Γi)gΓi(Γi))fΓi(hΓi)
= (α˜ad,Γi (t)(kΓi) ∗ α˜ad,Γi (t)(fΓi))(hΓi)
whenever t ∈ R and kΓi , fΓi ∈ Z(A¯dΓi). Moreover, t 7→ α˜ad,Γi (t)(fΓi) is point-norm continuous.
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Clearly, the same calculations can be done to verify proposition 3.13.
Proposition 3.15. There is a state ω˜ΓL on C
∗(A¯dΓ) associated to the GNS-triple (L2(A¯dΓ, µS˘d,Γ),ΦM ,ΩdΓ),
which consists of the ∗-representation ΦM presented in definition 3.12, the Hilbert space L2(A¯dΓ, µS˘d,Γ) and
the cyclic vector ΩdΓ. The state is given by
ω˜ΓL(fΓ) :=
∫
A¯Γ
dµA¯Γ(hΓ)|fΓ(hΓ)|2
whenever fΓ ∈ Z(A¯dΓ).
The set Z(A¯dΓi) contains only entire analytic elements for βad,Γi .
Proposition 3.16. Let Γi be a graph, (C
∗(A¯dΓi),R, βad,Γi) and (Z(A¯dΓi),R, α˜ad,Γi) be two C∗-dynamical
systems defined above.
Then the state ω˜ΓiL is a KMS-state at value β ∈ R on C∗(A¯dΓi) or, respectively, on Z(A¯dΓi).
Proof : Calculate for kΓi , fΓi ∈ Z(A¯dΓi) and fΓi(hΓi) = fΓi(gΓihΓi) for all gΓi ∈ A¯dΓ it is derived that,
(kΓi ∗ α˜ad,Γi (iβ)(fΓi))(hΓi)
=
∫
A¯dΓi
dµS˘d,Γi(gΓi)kΓi(gΓi)fΓi(g
−1
Γi
exp(−iβad,Γi)hΓi)
=
∫
A¯dΓi
dµS˘d,Γi(gΓi(Γi))kΓi(gΓi)fΓi(exp(iβad,Γi)g
−1
Γi
hΓi)
=
∫
A¯dΓi
dµS˘d,Γi(gΓi)kΓi(gΓi)fΓi(g
−1
Γi
hΓi exp(−iβad,Γi))
is true. Then derive
ω˜ΓiL (kΓi ∗ α˜ad,Γi (iβ)(fΓi))
=
∫
A¯dΓi
dµS˘d,Γi(hΓi)|(kΓi ∗ α˜ad,Γi (iβ)(fΓi))(hΓi)|2
=
∫
A¯dΓi
dµS˘d,Γi(hΓi)
∫
A¯dΓi
dµS˘d,Γi(gΓi)|kΓi(gΓi)fΓi(g−1Γi hΓi exp(−iβad,Γi))|2
=
∫
A¯dΓi
dµS˘d,Γi(hΓi)
∫
A¯dΓi
dµS˘d,Γi(gΓi)|kΓi(gΓi)fΓi(g−1Γi hΓi)|2
=
∫
A¯dΓi
dµS˘d,Γi(gΓi)
∫
A¯dΓi
dµS˘d,Γi(hΓi)|fΓi(gΓi)kΓi(g−1Γi hΓi)|2
= ω˜ΓiL (fΓi ∗ kΓi)
Clearly, the state ω˜ΓL is R-invariant
ω˜ΓL(fΓ) = ω˜
Γ
L(α˜ad,Γi (t)(fΓ)) for fΓ ∈ Z(A¯dΓ) and all t ∈ R
Recall the ∗-derivation δSd,Γi+1 given in definition 3.8, then the state ω˜
Γ
L on Z(A¯dΓi) satisfies
ω˜
Γi+1
L (δSd,Γi+1(fΓi+1)) = ω˜
Γi+1
L (δSd,Γi(fΓi+1) + [E˜
+
Sd
(Γi+1)E˜Sd(Γi+1), fΓi+1 ])
= ω˜ΓiL (δSd,Γi(fΓi))
(23)
Hence, the limit state ω˜L of the states ω˜
Γi+1
L on the
∗-algebra Z(A¯d) is compatible with the family of
∗-derivations {δSd,Γi+1}. Recall the ∗-representations presented in definition 3.12.
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Corollary 3.17. The state ω˜ΓL on Z(A¯dΓ) extends to a state ωˆΓL on Z(A¯dΓ)oL E¯ locS˘d,Γ.
Equivalently, the ∗-representation ΦM on HdΓ with cyclic vector ΩdΓ constructed from ω˜ΓL of Z(A¯dΓ) extends
to a ∗-representation pˆidΓ on HdΓ with cyclic vector ΩˆdΓ of Z(A¯dΓ)oL E¯ locS˘d,Γ.
Proof : Notice that, it is true that [ESd(Γj)
+ESd(Γj),Ω
d
Γ] = 0 and, hence, derive
ωˆΓL(fΓ ⊗ iESd(Γ)+ESd(Γ)) = ω˜ΓL
(1
2
δSd,Γ(fΓ)
)
+ 〈ΩdΓ,
1
2
i[ESd(Γj)
+ESd(Γj)Ω
d
Γ]〉
= ω˜ΓL
(1
2
δSd,Γ(fΓ)
)
whenever ESd ∈ gS˘d,Γ.
Notice that, the state ω˜ΓL on Z(A¯dΓ) is not unique. Since, for KΓ ∈ L1(A¯dΓ, µd,Γ) there is another state defined
by
ω˜ΓL,K(fΓ) :=
∫
A¯dΓ
KΓ(hΓ) dµA¯dΓ(hΓ)|fΓ(hΓ)|
2
whenever fΓ ∈ Z(A¯dΓ).
There exists a limit state ωˆL of the states {ωˆΓi+1L } on the ∗-algebra Z(A¯S˘d)oL E¯ locS˘d .
Recall that, there is a group action of B(P S˘dΓ ) on Z(A¯S˘d). This action is also action on Z(A¯S˘d) oL E¯ locS˘d ,
since, E+Sd(Γσ)ESd(Γσ) = E
+
Sd
(Γ)ESd(Γ) is true and, hence,
ζσ(fΓ ⊗ iE+Sd(Γ)ESd(Γ)) = ζσ(fΓ)⊗ iE+Sd(Γ)ESd(Γ))
whenever σ ∈ B(P S˘dΓ ) holds.
Definition 3.18. Denote the center of the Lie flux group G¯S˘d,Γ by Zˆ(G¯S˘d,Γ) and the Lie flux algebra
associated to Zˆ(G¯S˘d,Γ) by zS˘d,Γ. Finally, the enveloping algebra of the Lie flux algebra zS˘d,Γ is denoted by
ES˘d,Γ
Recall that, the space A¯dΓ is identified with G|Γ|. The state ωˆΓL on Z(A¯dΓ) is already Diff(P S˘dΓ )-invariant.
Definition 3.19. Let {Γi} be an inductive family of graphs with inductive limit Γ∞, S˘ be a set of surfaces
and S˘d a set of discretised surfaces associated to S˘ such that the assumptions in definition 2.41 are satisfied.
Then the localised holonomy-flux cross-product ∗-algebra associated to a discretised surface set
S˘d is given by the following tensor product
C(A¯loc)⊗Z(A¯S˘d)oL ES˘d
The cross-product ∗-algebra Z(A¯S˘d)oL ES˘d is called the localised part of the localised holonomy-flux
cross-product ∗-algebra C(A¯loc)⊗Z(A¯S˘d)oL ES˘d .
Note that, the localised holonomy-flux cross-product ∗-algebra associated to a discretised surface set S˘d is
abbreviated by the term localised holonomy-flux cross-product ∗-algebra for surfaces.
Theorem 3.20. Let {Γi} be an inductive family of graphs with inductive limit Γ∞, S˘ be a set of surfaces
and S˘d a set of discretised surfaces associated to S˘ such that the assumptions in definition 2.41 are satisfied.
Then there exists a Diff(P S˘dΓ )- and Diff(PΓ¯)-invariant state on C(A¯loc)⊗Z(A¯S˘d)oLES˘d , which is a product
state of the state ωM of C(A¯loc) and the state ωˆL of Z(A¯S˘d)oLES˘d . The state ωˆΓL is a KMS-state on Z(A¯dΓ)
at inverse temperature β ∈ R w.r.t. the automorphism α˜ad,Γ.
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Summarising a modified holonomy-flux algebra is constructed. The assumption of diffeomorphism invariance
of the state space of the modified algebra is relaxed to a surface-preserving graph-diffeomorphism invariance
for a finite set S˘ of surfaces and an arbitrary fixed graph Γ.
Finally, if different surface sets are considered, then the following is true. There is a family {C(A¯Γ¯) ⊗
Z(A¯S˘dΓ ) oL ES˘d,Γ}Γ of localised holonomy-flux cross-product ∗-algebras associated to graphs and a surface
set S˘. Consider a subset S˘1 of S˘ and S˘1d of S˘d such that the assumptions in definition 2.41 are satisfied.
Then for every surface S1 in S˘
1 there is a surface S in S˘ with S1 ⊂ S and Sd1 ⊂ Sd. Then it is true that,
the algebra Z(A¯S˘1dΓ )oL ES˘1d,Γ is a subalgebra of Z(A¯
S˘2d
Γ )oL ES˘d,Γ. But this is not true for the full localised
holonomy-flux cross-product ∗-algebras associated to a graph and a surface set S˘.
For two disjoint surface sets S˘1d and S˘
2
d the elements of the localised holonomy-flux cross-product
∗-algebras
satisfies some relations. But there is no easy locality relation such that two algebra elements commute, i.e.
A ∈ C(A¯Γ¯) ⊗ Z(A¯S˘
2
d
Γ ) oL ES˘2d,Γ and B ∈ C(A¯Γ¯) ⊗ Z(A¯
S˘1d
Γ ) oL ES˘1d,Γ it is not true that, [A,B] = 0 yields.
Notice that, the quantum flux operators E1Sd(Γ) ∈ ES˘1d,Γ and E
2
Sd
(Γ) ∈ ES˘2d,Γ satisfy [E
1
Sd
(Γ), E2Sd(Γ)] = 0.
3.4 The quantum constraints and a suggestion for a physical ∗-algebra
Recall the quantum Hamilton constraint operator defined in [8, 7], which is given for example in [18] by the
expression
Q(CT (N)) =
∑
∆∈T
tr
( (
hA(l∆)− hA(l∆)−1
)
hA(γ∆)[hA(γ∆)
−1,Q(V )]
)
where hA(l∆) denotes a holonomy along a loop l∆ in a subset ∆ of a triangulation T , γ∆ denotes a path. Let
S˘ := {S1, S2, S3} be a set of surfaces associated to the triangulation T . Then the quantum volume operator
Q(V ) is defined by
Q(V ) =
∑
γ1,γ2,γ3
ES1(γ1)ES2(γ2)ES3(γ3)
the sum is over all triples of paths, which are build from three paths that intersects in a common vertex
v. Consequently, one can localise the quantum volume operator and the quantum Hamilton constraint
operator on a set S˘d of discretised surfaces and a graph system PΓ. The resulting operators are denoted by
Q(CT (N))d,Γ or Q(V )d,Γ and are called the modified (or discretised) quantum Hamilton constraint
or the discretised quantum volume operator associated to graphs. But the operator Q(CT (N))d,Γ is
neither an element of Z(A¯dΓ) nor C(A¯loc)⊗Z(A¯S˘d)oL ES˘d .
Consequently, in the following the quantum Hamilton constraint is modified. First notice the quantum
Hamilton constraint HΓ restricted to a graph, which is given by
exp(HΓ) :=
(
hΓ(l)− hA(l)−1
)
hΓ(γ)[hΓ(γ)
−1,Q(V )d,Γ]
whenever l, γ ∈ Γ. In particular, the quantum Hamilton part HΓ,P restricted to a graph is given by
exp(HΓ,P ) :=
(
hΓ(l)− hΓ(l)−1
)
hΓ(γ)
whenever l, γ ∈ Γ. The operator [hΓ(γ)−1,Q(V )d,Γ] is omitted first. Then the quantum Hamilton part is
localised such that H+Γ,PHΓ,P is an element of the enveloping Lie algebra of the Lie algebra a¯d,Γ associated
to A¯dΓ.
The quantum Hamilton part HΓ,P defines an action of R on Z(A¯dΓi) by
(αH+Γi,PHΓi,P
(t)fΓi)(hΓi) := fΓi(exp(−tH+Γi,PHΓi,P )hΓi)
and
(αH+Γi,PHΓi,P
(t)fΓi)
∗(hΓi) = (αHΓi,PH+Γi,P
(t)fΓi)(h
−1
Γi
)
whenever fΓi ∈ Z(A¯dΓi) and H+Γ,PHΓ,P ∈ a¯S˘d,Γ yields.
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Proposition 3.21. The triple (Z(A¯dΓi),R, αH+Γi,PHΓi,P ) is a C
∗-dynamical system.
The state ω˜ΓiL is a KMS-state at value β ∈ R on Z(A¯dΓi) such that
ω˜ΓiL (AαH+Γi,PHΓi,P
(iβ)(B)) = ω˜ΓiL (BA)
holds for all A,B ∈ Z(A¯dΓi).
Proposition 3.22. Let the triples (Z(A¯dΓi),Diff(P S˘dΓ ), ζ) and (Z(A¯dΓi),R, αH+Γi,PHΓi,P ) be C
∗-dynamical
systems.
Then the automorphisms ζ and αH+Γi,PHΓi,P
on Z(A¯dΓi) do not commute.
Definition 3.23. Denote the center of the compact Lie group A¯dΓ by z¯S˘d,Γ.
The problem in proposition 3.22 is solved, if it is assumed that, exp(tH+Γ,PHΓ,P ) ∈ z¯S˘d,Γ holds for all t ∈ R.
The state ω˜ΓL is Diff(P S˘dΓ )-invariant. Furthermore this state is R-invariant for all quantum Hamilton parts
HΓi,P such that exp(tH
+
Γi,P
HΓi,P ) ∈ z¯S˘d,Γ yields for all t ∈ R and Γi being a subgraph of Γ.
Notice that, (αH+Γ,PHΓ,P
)(AΓ¯) = AΓ¯ holds for all AΓ¯ ∈ C(A¯Γ¯) and
(αH+Γ,PHΓ,P
)(fΓ ⊗ E+S˘d(Γ)ES˘d(Γ)) = (αH+Γ,PHΓ,P )(fΓ)⊗ E
+
S˘d
(Γ)ES˘d(Γ)
for all fΓ ∈ Z(A¯dΓ) and E+S˘d(Γ)ES˘d(Γ) ∈ ES˘d,Γ. Consequently, αH+Γ,PHΓ,P ∈ Aut(Z(A¯
d
Γ)oL ES˘d,Γ).
Theorem 3.24. Let {Γi} be an inductive family of graphs, S˘ be a set of surfaces and S˘d a set of discretised
surfaces associated to S˘ such that the assumptions in definition 2.41 are satisfied. For a fixed graph Γ let
(C(A¯loc),Diff(PΓ¯), ζ) and (Z(A¯S˘d),Diff(P S˘dΓ ), ζ) be two C∗-dynamical systems.
Moreover, let {HΓi,P } be a family of quantum Hamilton parts restricted to graphs such that each element
exp(tH+Γ′i,P
HΓ′i,P ) ∈ z¯S˘d,Γi for all t ∈ R and all graphs Γ′i being a subgraph of Γi.
Let {(Z(A¯dΓi),R, αH+Γi,PHΓi )} be a family of C
∗-dynamical systems. Finally, let ωˆL be the limit state on the
∗-algebra Z(A¯d)oL ES˘d of the states {ωˆ
Γi
L } of the families {Z(A¯dΓi)oL ES˘d,Γi} of ∗-algebras. The state ωˆ
Γi
L
is a KMS-state for Z(A¯dΓi) at value β ∈ R for αH+Γi,PHΓi,P and such that
ωˆΓiL ◦ αH+Γi,PHΓi,P = ωˆ
Γi
L
for a graph Γi and all 1 ≤ i <∞.
Then for a fixed graph Γ there exists a Diff(P S˘dΓ )- and Diff(PΓ¯)-invariant state on C(A¯loc)⊗Z(A¯S˘d)oLES˘d ,
which is a product state on a state ωM of C(A¯loc) and a state ωˆL of Z(A¯S˘d)oL ES˘d .
The state on the localised holonomy-flus cross product ∗-algebra depends on the family of KMS-states and
the state ωM of C(A¯loc). Notice that, ωM need not be G¯S˘d,Γ¯-invariant for any graph Γ¯. This is indeed
distinguishing from the results of the analytic holonomy C∗-algebra, where the state is required to be
invariant. For example refer to [9, Cor.: 3.60][7, Cor.: 6.4.3]. But since there is no action of the fluxes on
this part of the localised holonomy-flux cross-product ∗-algebra, this invariance is not required.
Contrary to corollary 3.7 consider the following remark.
Remark 3.25. The limit
δ˜Sd,P (f) := i lim
j→∞
[H+Γ′j ,P
HΓ′j ,P , f ]
for every f ∈ D(δ˜Sd,P ) and every element exp(H+Γ′j ,PHΓ′j ,P ) ∈ z¯S˘d,Γk and Γ
′
j < Γk, i, k ∈ N, is not well-
defined in the norm topology.
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Until now only quantum Hamilton parts restricted to certain subgraphs of a graph are considered. Hence,
the full quantum Hamilton part for a family {Γi} of graphs is given by
H+PHP := lim
Γi→Γ∞
∑
Γ′i∈PΓi
H+Γ′i,P
HΓ′i,P
Proposition 3.26. Let {Γi} be an inductive family of graphs, S˘ be a set of surfaces and S˘d a set of discretised
surfaces associated to S˘ such that the assumptions in definition 2.41 are satisfied.
Moreover, let {HΓi,P } be a family of quantum Hamilton parts restricted to graphs such that each element
exp(tH+Γ′i,P
HΓ′i,P ) ∈ z¯S˘d,Γi for all t ∈ R and each subgraph Γ′i of Γi.
Let {(Z(A¯dΓi),R, αH+Γi,PHΓi,P )} be a family of C
∗-dynamical systems. Finally, let {ωˆΓiL,B} be a family of states
such that ωˆΓiL,B is a state on the
∗-algebra Z(A¯dΓi)oL ES˘d,Γi .
Then the limit state ωˆL,P on Z(A¯S˘d)oL ES˘d , which is given by
ωˆL,P (A) := lim
Γi→Γ∞
1
|PΓi |
∑
Γ′i∈PΓi
ωˆΓiL
(
αH+
Γ′
i
,P
HΓ′
i
,P
(t)(A)
)
and where |PΓi | denotes the number of subgraphs of a graph Γi, and which is R-invariant w.r.t. the auto-
morphism group t 7→ αH+PHP (t), for A ∈ Z(A¯
S˘d)oL ES˘d , does not converge in weak
∗-topology.
This proposition implies that, the one-parameter group t 7→ αH∗PHP (t) of ∗-automorphisms is not strongly
continuous. Consequently, the derivation δP on Z(A¯S˘d), which is given by
δP (f) := lim
t→0
1
t
(
αH∗PHP (t)(f)− f
)
= lim
t→0
lim
Γi→Γ∞
1
t|PΓi |
( ∑
Γ′i∈PΓi
αH∗
Γ′,PHΓ′,P
(t)(f)− f
)
for f ∈ Z(A¯S˘d), is not converging in norm.
Now, recall the operator [hA(γ)
−1,Q(V )d,Γ], whenever γ ∈ Γ and where Q(V )d,Γ is sum over finite products
of discretised flux operators for a surface Sd and a graph Γ. Then the quantum Hamilton restricted to a
graph contains also elements of g¯loc
S˘d,Γ
.
Consequently define the discretised and localised quantum flux operator associated to a surface Sd and a
family {Γi} of graphs by
E˜+SdE˜Sd := limΓi→Γ∞
∑
Γ′i∈PΓi
E˜+Sd,Γ′i
E˜Sd,Γ′i
where ESd,Γ′i := ESd(Γ
′
i) ∈ g¯locS˘d,Γi for every subgraph Γ
′
i of Γi.
Proposition 3.27. Let {Γi} be an inductive family of graphs, S˘ be a set of surfaces and S˘d a set of discretised
surfaces associated to S˘ such that the assumptions in definition 2.41 are satisfied.
Let
{
(Z(A¯dΓi),R, αE˜+Sd,Γi E˜Sd,Γi )
}
be a family of C∗-dynamical systems. Morever, let {ωˆΓiL } be a family of
states such that ωˆΓiL is a state on the
∗-algebra Z(A¯dΓi)oL ES˘d,Γi .
Then the limit ωˆL,E on Z(A¯S˘d)oL ES˘d , which is given by
ωˆL,E(A) := lim
Γi→Γ∞
1
|PΓi |
∑
Γ′i∈PΓi
ωˆΓiL
(
αE˜+
Sd,Γ
′
i
E˜Sd,Γ′i
(t)(A)
)
whenever A ∈ Z(A¯S˘d) oL ES˘d and where |PΓi | denotes the number of subgraphs of a graph Γi. The state
ωˆL,E is R-invariant w.r.t. the automorphism group t 7→ αE˜+Sd E˜Sd (t) and converges in weak
∗-topology.
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Proof : Derive
lim
Γi−→Γ∞
∣∣∣ωˆΓiL (A)− 1|PΓi |
∑
Γ′i∈PΓi
ωˆΓiL
(
αE˜+
Sd,Γ
′
i
E˜Sd,Γ′i
(t)(A)
) ∣∣∣ = ∣∣∣ωˆΓ0L (A)− ωˆΓ0L (αE+Sd,Γ0ESd,Γ0 (t)(A))
∣∣∣
= 0
Recall proposition 3.8. Furthermore the last proposition implies that, the derivation δE on Z(A¯S˘d), which
is given by
δE(f) := lim
t→0
1
t
(
αE+
Sd,Γ
′
i
ESd,Γ′i
(t)(f)− f
)
= lim
t→0
lim
Γi→Γ∞
1
t|PΓi |
( ∑
Γ′i∈PΓi
αE+
Sd,Γ
′
i
ESd,Γ′i
(t)(f)− f
)
for f ∈ Z(A¯S˘d), converges in norm.
Problem 3.1: Let {Γi} be an inductive family of graphs, S˘ be a set of surfaces and S˘d a set of discretised
surfaces associated to S˘ such that the assumptions in definition 2.41 are satisfied. For a fixed graph Γ let
(C(A¯),B(PΓ¯), ζ) and (Z(A¯S˘d),BS˘d,surf(P
S˘d
Γ ), ζ) be two C
∗-dynamical systems.
The discetrised quantum volume operator is explicity defined by
Q(V ∗V )d,Γ :=
∑
(γ1,γ2,γ3)
∈Pv
Γ
×Pv
Γ
×Pv
Γ
ESd3 (γ3)
+ESd2 (γ2)
+ESd1 (γ1)
+ESd1 (γ1)ESd2 (γ2)ESd3 (γ3)
such that Qd,Γ(V ∗V ) ∈ ES˘d,Γ. Recall the quantum Hamilton constraint HΓ restricted to a graph is presented
by
exp(HΓ) := exp(HΓ,P )[hΓ(γ),Q(V )d,Γ]
Moreover let {HΓi} be a family of quantum Hamilton constraints restricted to graphs such that each element
exp(tH+Γ′i
HΓ′i) ∈ C∗(A¯dΓi)o ES˘d,Γi for all t ∈ R and all graphs {Γ′i} being subgraphs of Γi.
Recall the family {ωˆΓiL } of states of the family {Z(A¯dΓi) o ES˘d,Γi} of ∗-algebras, which are KMS-states for
Z(A¯dΓi) at value β ∈ R and such that the states satisfy
ωˆΓiL ◦ αH+
Γ′
i
,P
HΓ′
i
,P
= ωˆΓiL
ωˆΓiL ◦ αH+Γi,PHΓi,P (t) ◦ ζσ = ωˆ
Γi
L = ωˆ
Γi
L ◦ ζσ ◦ αH+Γi,PHΓi,P (t)
ωˆΓiL ◦ αE+Sd,ΓiESd,Γi = ωˆ
Γi
L
ωˆΓiL ◦ ζσ ◦ αE+Sd,ΓiESd,Γi = ωˆ
Γi
L = ωˆ
Γi
L ◦ αE+Sd,ΓiESd,Γi ◦ ζσ
ωˆΓiL ◦ αH+
Γ′
i
,P
HΓ′
i
,P
(t) ◦ αE+Sd,ΓiESd,Γi = ωˆ
Γi
L = ωˆ
Γi
L ◦ αE+Sd,ΓiESd,Γi ◦ αH+Γ′i,PHΓ′i,P
(t)
for all σ ∈ Diff(P S˘dΓi ), t ∈ R, a subgraph Γ′i of Γi and all 1 ≤ i <∞.
There is a problem of convergence of the limit state on the localised holonomy-flux cross-product ∗-algebra
presented in proposition 3.26. Consequently, the limit state ωˆL on Z(A¯dΓi) oL ES˘d,Γi has to be analysed
further. The hope is that for a suitable modified (or localised) quantum Hamilton constraint derived from
Hˆ+Hˆ := lim
N→∞
N∑
i=1
H+ΓiHΓi = limΓi→Γ∞
∑
Γ′∈PΓi
H+Γ′HΓ′
the state ωL satisfies
ωˆL ◦ αHˆ+Hˆ = limΓi→Γ∞
∑
Γ′∈PΓi
ωˆΓiL ◦ αH+
Γ′HΓ′
= ωˆL (24)
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Summarising, in this situation the state ωˆL would be invariant under the automorphisms inherited by
the modified quantum Hamilton H, but the state is only invariant under a finite set of exceptional graph-
diffeomorphisms. Despite this fact a localised quantum diffeomorphism constraint is defined as follows. First
recall the construction presented in [10, Sec.: 5],[7, Sec.: 7.3]. There some certain operators are developed
in the situation of C∗-algebras. Apart from C∗-properties the following objects can be analysed. Similarly
define an operator, which depends on a bisection in B(PΓ¯) and which is C(A¯Γ¯)-valued, and denote this
operator by Dσ
Γ¯
. The set of all these operators is denoted by DS˘d,Γ. Furthermore there is an operator, which
depends on a bisection in BS˘d,surf(P
S˘d
Γ ) and which is Z(A¯S˘d)oES˘d -valued, and this operator is denoted by
Dσ
S˘d,Γ
. The adjoint operator is denoted by Dσ,∗
S˘d,Γ
. The set of all these operators is denoted by DΓ¯. For each
graph Γi of a family of graphs there exists a generating system B
Γi
S˘,surf
(P S˘dΓi ) of bisections for this graph.
Then set
D+
S˘,Γi
DS˘d,Γi :=
∑
σl∈BΓi
S˘d,surf
(PS˘dΓi )
Dσl,∗
S˘d,Γ′
Dσl
S˘d,Γ′
for every subgraph Γ′ of Γi. The sum over all graphs of a family of graphs defines the localised quantum
diffeomorphism constraint. The linear hull over all graphs of a family of graphs of all elements of the
set DS˘d,Γ, the set DΓ¯ and the set of all quantum Hamilton constraints restricted to a graph Γ forms the∗-algebra C of quantum constraints. Note that, this algebra is not a subalgebra of the localised holonomy-flux
cross-product ∗-algebra associated to a discretised surface set. Finally, the modified quantum Master
constraint M is defined by the sum of the modified quantum Hamilton constraint and the localised quantum
diffeomorphism constraint.
The localised holonomy-flux cross-product ∗-algebra can be enlarged such that this algebra will be a sub-
algebra. This algebra will be based on the cross-product construction once more and consequently will be
called the localised holonomy-flux-graph-diffeomorphism cross-product ∗-algebra associated to a
discretised surface set. It will contain all finite graph-diffeomorphisms. Note that, the modified quantum
Hamilton constraint is not contained in this algebra, but it will be in a suitable sense be affilliated with.
Now, Dirac states and Dirac observables have to be analysed.
Assume that, SD denotes a set of Dirac states on the localised holonomy-flux-graph-diffeomorphism cross-
product ∗-algebra A. It is not obvious that Dirac observables can be easily defined, since the set generated
by all quantum constraints in C defines a closed left and right ideal in A. Assume that OD is the algebra of
Dirac observables, which is a subalgebra of the localised holonomy-flux-graph-diffeomorphism cross-product
∗-algebra. Then
OαD := {A ∈ OD : αM(t)(A) = A,∀t ∈ R}
defines a localised ∗-algebra of complete quantum observables for surfaces. Hence the localised
holonomy-flux-graph-diffeomorphism cross-product ∗-algebra associated to a discretised surface set is sup-
posed to be a physical algebra in the context of [8].
Finally, a short remark with respect to C∗-algebras is stated. The localised holonomy-flux cross-product
C∗-algebra for surfaces is constructable as the inductive limit C∗-algebra of the inductive family of C∗-
algebras {C(A¯Γ¯) ⊗ C(G¯S˘d,Γ) o A¯dΓ} for a suitable set S˘d of discretised surfaces associated to a surface set
S˘ with appropriate properties with respect to the inductive limit of the family of graphs. The ideas are
derived from to the holonomy-flux cross-product C∗-algebra presented in [10, 7]. There it has been also
given an enlargement of the holonomy-flux cross-product C∗-algebra, which contains finite diffeomorphisms.
The generators defined by the quantum diffeomorphisms are not contained in this algebra but affiliated with.
This idea will be used in a future work for a similar enlargment of the localised holonomy-flux cross-product
C∗-algebra for surfaces. Consequently a physical algebra, which is indeed a C∗-algebra, can be constructed
in this way.
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4 Comparison table
A comparison of the localised holonomy-flux cross-product ∗-algebra and the holonomy-flux cross-product
∗-algebra is presented in the next table. Summarising the construction is based on the algebra of continuous
functions depending on holonomies along paths, which is a left (or right-) module for the enveloping flux
algebra for surfaces. Consequently, certain algebras can be derived as abstract cross-product algebras. The
differences appear by the choice of the set of paths, and hence the construction of the quantum configuration
space. Therefore different holonomy algebras are considered. In particluar the algebras distinguish with
respect to the multiplication operation of the elements of these algebras, and their localisation or non-
localisation with respect to a set of discretised surfaces associated to surface sets.
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