A bio-optical mooring, which was deployed for 240 days during 1987 in the western Sargasso Sea (-35øN, 70øW), provided among other things a detailed record of the seasonal distribution of chlorophyll a fluorescence and the scalar irradiance of photosynthetically available radiation. This data base was augmented by shipboard measurements of chlorophyll a concentration, chlorophyll a fluorescence, scalar irradiance, and net photosynthetic rate during four seasonal cruises to the mooring. The combined data base clearly shows a spring bloom in the surface mixed layer associated with initial stabilization of the water column, formation of a subsurface chlorophyll maximum caused by enhanced stratification of the water column, and disappearance of this feature in the winter caused by deepening of the surface mixed layer. The moored and shipboard data were applied to a detailed description of the seasonal variability in the vertical distribution of chlorophyll a and photosynthetic rate. Specifically, photosynthetic rate at a given depth was calculated as the product of scalar irradiance, chlorophyll concentration, the specific absorption coefficient of the phytoplankton crop, and the quantum yield of photosynthesis. Values of scalar irradiance and chlorophyll a concentration were obtained directly from the moored sensors, values for the specific absorption coefficient of the phytoplankton were obtained by linear interpolation of shipboard measurements, and the quantum yield of photosynthesis was calculated as a function of scalar irradiance. Comparisons of photosynthetic rate calculated from such a formulation with measured rates of carbon assimilation indicated good agreement, with no apparent or easily explained biases in the predictions. Surprisingly, daily values in both the crop of phytoplankton and gross photosynthetic rate varied by only a factor of 2 during the year. The annual rate of gross photosynthetic production at the mooring was 12 tool C m-2
INTRODUCTION

Light-Dependent Primary Production
Phytoplankton photosynthesis can be expressed as a function of two factors: the coefficient representing the absorption of irradiance, and the efficiency with which that ab- Bidigare et al., 1989; Morrow et al., 1989; Roesler et al., 1989; Cleveland and Perry, 1988] .
In this paper we compare a simple model of photosynthesis based on the parameters discussed above, to data obtained from cruises in different seasons in the Sargasso Sea in 1987. Encouraged by these results, we then show how these data can be used to estimate primary production using chlorophyll and irradiance data collected during the 9-month deployment of the Biowatt mooring [see Dickey et al., 1991] . 
A Simple Model
Prediction of phytoplankton photosynthesis can be based on a model which uses chlorophyll a concentration multiplied by the irradiance and two factors: phytoplankton absorption by chlorophyll a, and the quantum yield for carbon fixation. Thus the daily rate of carbon assimilation P at depth z can be written [Bannister, 1979; Kiefer and Mitchell, 1983; Morel, 1991 
where the PAR designation is understood, and P'(z) refers to measured values of carbon assimilation. Equation (3) allows us to evaluate the relationship of (I)a based on measured values. Once we are able to specify the functional relationship of (I)a to irradiance, we can then calculate primary production using (1).
METHODS
Biowatt II consisted of four cruises in each season in 1987.
Each of these cruises was divided into two separate legs, one to deploy and/or recover a mooring of current meters with attached bio-optical sensors [see Dickey et al., 1991] , and the other to conduct a shipboard sampling program near the mooring site. The times and cruise designations are given in depths (spaced 5-20 m apart) were chosen to span the euphotic zone (i.e., the 1% light depth). After incubation, the samples were filtered onto Millipore HA filters and the filters soaked in scintillation vials containing a few drops of 10% HC1. After 3-4 hours, fluor was added, and the samples were counted in a liquid scintillation spectrometer. For cruise OC4, weather permitted only a half-day in situ incubation for primary production. However, surface irradiance data [Baker and ] showed that we sampled most of the daylight, and so the data have not been corrected for this shorter incubation period.
The chlorophyll analysis followed that described by Smith et al. [1981] . Briefly, 100-500 mL of sample was filtered through a Millipore HA (pore size, 0.45 mm) or Whatman GF/F filter. The filtered material was extracted for 24 hours in 90% acetone, and the extract's fluorescence (before and after acidification) was measured on a Turner 111 fluorometer calibrated using pure chlorophyll a (Sigma Chemical Company). We detected no difference in chlorophyll a values between these two filter types.
The procedure to determine phytoplankton absorption followed the spectral decomposition technique described by Morrow et al. [1989] . Using this method, particulate absorption spectra [see Mitchell and Kiefer, 1988] were decomposed into two contributing factors, phytoplankton and detritus, although the detrital contribution probably includes bacteria and microzooplankton as well. Briefly this procedure involved two steps. First, absorption at each wavelength (every 5 nm from 400 to 750 nm) from the collective absorption spectra determined on a particular cruise was regressed against absorption at two other wavelengths: 675 nm, chosen to represent phytoplankton, and 570 nm, chosen to represent "detritus." In the second step, these wavelength-dependent regression coefficients and absorption coefficients at 675 nm and 570 nm for individual spectra were used to partition the spectrum into phytoplankton and detrital components. The assumption of this decomposition technique is that for a number of spectra collected on a given cruise, there exist general shapes for the phytoplankton and detrital spectra and that these can be statistically differentiated. From the decomposed absorption spectra, a spectrally averaged a* (m 2 (mg chl a) -•) was calculated as follows: sured using a bio-optical profiling system (BOPS) [Smith and Baker, 1984] . Procedures for analyzing the irradiance data from the BOPS are described by Smith et al. [1989] . In this method, broadband PAR is computed from 12 spectral bands and measured as a function of depth. These data were log-transformed, and smoothed using a nine-point moving average. KpAR(Z) was then calculated Table 2 ). This range spans that typical for laboratory-grown populations, and the grand mean of 0.011 is also close to that found for a variety of species grown in the lab [Langdon, 1988] (Figure 7) . We note a 20-30% diurnal oscillation driven by irradiance at these depths, which may partially explain the discrepancy. At the depth of the chlorophyll maximum (60-100 m), local variability (e.g., from internal waves and advection of water parcels) may be the cause of the differences between moored and shipboard chlorophyll measurements; at times the differences are as much as a factor of 2. Fortunately, comparing the beginning and end of the deployment, a period of 110 days, there appears to be little bias in the moored estimates (Figure 8) . In vivo chlorophyll fluorescence is subject to variability induced by irradiance, such as photoinhibition and photoadaptation [e.g., Cullen, 1982] . Sampling difficulties do not allow us to gauge these effects; however, the data suggest that these are not severe. For the remainder of this analysis, we will use the moored chlorophyll data in the calculation of primary production. Figure 5b . For the areal rates, comparison with the shipboard values shown in Table 3 with Figure 13 shows good agreement for OC2 and OC3, and a 50% underestimate in the calculated value for OC 1, the discrepancy we have just discussed. The integral value we calculate for OC4 is 27.9 mmol C m -2 d -1 .
Although we obtained this value after the mooring was recovered, it is near that calculated for the final days of the mooring.
cold-core eddy that was in the vicinity of the mooring on about day 115 (April 25). Production remains relatively high during the summer.
As a final test of the model, we show the cubic-spline fits for the days when we also have shipboard data (Figure 14) .
The most serious difference in these data occurs for OC1.
Although the fluorometer at 40 m failed, this would only partially compensate for the discrepancy. We have examined the transition between deployments 1 and 2 and can find no fault in the data. Alternatively, data from OC 1 could have different equation parameters than the other cruises, that is, a higher ciDma x and lower K•, but inspection of Figure 5a suggests that these changes are not enough to increase the mooring production rates appreciably. We note that this time period (days 60-70) is characterized by local variability (by a factor of 2) in nutrients and chlorophyll and in mixed layer temperatures (_+ IøC), indicating the passage of different water parcels through the area. The opportunity is therefore greater for mismatches between processes estimated from moored and shipboard measurements. For the other data, the primary disagreement between the moored estimate of production and the •4C experiments occurs at the surface and because we are lacking data for the 40-m instrument. In addition, differences may arise because the model does not
DISCUSSION
The Shipboard Data and Model
The function we have used to describe the variability of cI> a with irradiance differs from that originally proposed by Kiefer and Mitchell [1983] , although these authors comment that the Michaelis-Menten-Monod hyperbola was used more for convenience than for any physiological merit. The equation first proposed by Steele [ 1962] provides an adequate fit and uses the same parameter values originally suggested by Kiefer and Mitchell [1983] . It is encouraging that it can be applied to three different seasons in the Sargasso Sea without changing the function parameters ( dependence of irradiance on ß (Figure 5a ), but this cannot be attributed to a nutrient effect because these data are in the nitracline (Figure 2) . Overall, the data indicate that ß is largely independent of the nutrient regime during our study.
Moored and Shipboard Data
The comparison we have drawn between shipboard estimates and moored estimates of primary production are best viewed as two independent and complementary characterizations. The shipboard estimates of primary production have the advantage of depth resolution, and also the benefit of actual measurements. The mooring data are complementary in that time resolution is excellent, but the measurements have to be interpreted in terms of a physiological model. The mooring data also suffers from the technical problems of missing data, something that can be corrected. We can also expect inaccuracies in converting fluorescence to chlorophyll a. The shipboard data have the benefit of a full-spectral calculation for PAR, whereas for the mooring we have relied on broadband PAR measurements (however, see Smith et al. [1991] ). Nevertheless, we believe that the seasonal view of daily rates of primary_ production provided by the mooring is good. An analysis of errors is described in the appendix. Except where we are near the limits of sensitivity for sensors (e.g., PAR), the errors are -+-10-15% of the daily estimate for production. These errors indicate the precision of our estimates rather than accuracy.
Comparison With Previous Data
The daily average for the model output in Figure 13 the last several years we have made substantial strides in the measurement and prediction of rates of primary production in the ocean. We may be coming to a time when primary production measurements will not command the shipboard resources that they presently do, so that we may provide more balance in the study of other processes in the planktonic food web.
APPENDIX: ANALYSIS OF ERROR IN THE CALCULATION OF PRIMARY PRODUCTION
Production at each depth is calculated as follows' P = applrI) { chl ) cleo (A1) Table A1 . These range from 6 to 48%. Higher errors are associated with higher variability in the signals. For example, deeper in the water column in deployment 1, the PAR values are low but highly variable about the mean. This may result from the finite sensitivity of the sensors.
