Carbonyl sulfide (COS) flux measurements with the eddy covariance (EC) technique are growing in popularity with the recent development in using COS to estimate gross photosynthesis at the ecosystem scale. Flux data intercomparison would benefit from standardized protocols for COS flux data processing. In this study, we analyze how various data processing steps affect the final flux and provide a method for gap-filling COS fluxes. Different methods for determining the lag time between COS mixing ratio and the vertical wind velocity (w) resulted in a maximum of 12 % difference in the cumulative COS flux.
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. COS shares the same diffusional pathway in the leaves as carbon dioxide (CO 2 ), and COS is destroyed completely by hydrolysis and not being emitted. This uni-directional flux makes it a promising proxy for GPP, particularly in light of recent studies that account for radiation-dependency of COS to CO 2 uptake rates (Yang et al., 2018; Kooijmans et al., 2019) .
Eddy covariance (EC) measurements are the backbone of gas flux measurements at the ecosystem scale (Aubinet et al., 2012) . Protocols for instrument setup, monitoring and data processing have been established especially for CO 2 (Rebmann 25 et al., 2018; Sabbatini et al., 2018) but recently also for other greenhouse gases, such as methane (CH 4 ) and nitrous oxide (N 2 O) (Nemitz et al., 2018) , due to the growing network of the Integrated Carbon Observation System (ICOS) flux stations (Franz et al., 2018) .
To meet the assumptions for EC measurements, the experimental setup needs to be carefully designed. The site should be homogeneous, so that the footprint area solely consists of the ecosystem type of interest, and the measurement height should 30 be chosen such that it is well above any obstacles (such as canopy top). Moreover, measurements should be made in the well-mixed surface layer but still low enough that the stable atmosphere would not extend the footprint away from the desired location (Aubinet et al., 2012) . Both the gas analyzer and sonic anemometer need to operate at a high frequency, usually 10 or 20 Hz, to capture the fast turbulent fluctuations.
Gas analyzers used for EC measurements can be divided into open-path analyzers, where gas analysis happens in the open air, 35 and closed-path analyzers, where the gas sample is pumped into an enclosed sample cell through a sampling tube. Closed-path analyzers need filters in the sampling line to prevent clogging of sample tubing and contamination of instrument components.
One coarser filter is recommended to be placed close to the inlet while a finer filter should be placed close to the analyzer (Nemitz et al., 2018) . The instrumentation needs regular checks to maintain data quality and to prevent long measurement gaps. Other considerations include, e.g., regular cleaning or changing of the sampling lines to prevent adsorption or desorption 40 of water vapor on tubing walls ).
Standardized protocols have been developed for CO 2 EC data processing, which follows the steps detailed in Sabbatini et al. (2018) : despiking and filtering raw data to eliminate spikes and erroneous data, coordinate rotation of the wind components according to the prevailing wind direction, determining the time lag between the sonic anemometer and the gas analyzer signals, trend removal (to separate the turbulent fluctuations from the mean trend), calculating covariances and correcting for Background measurements of high-purity nitrogen (N 2 ) were done every 30 min for 26 s to remove background spectral structures in the QCLS (Kooijmans et al., 2016) . In addition, a calibration cylinder was sampled each night at 00:00:45 for 15 s. The calibration cylinder consisted of COS at 429.6 ± 5.6 ppt, CO 2 at 408.37 ± 0.05 ppm and CO at 144.6 ± 0.2 ppb.
The cylinder was calibrated against the NOAA-2004 COS scale, WMO-X2007 CO 2 scale and WMO-X2004 CO scale using cylinders that were calibrated at the Center for Isotope Research of the University of Groningen in the Netherlands (Kooijmans 105 et al., 2016) . The standard deviation was 19 ppt for COS mixing ratios and 1.3 ppm for CO 2 at 10 Hz measurement frequency, as calculated from the cylinder measurements.
It has previously been shown that water vapor in the sample air can affect the measurements of COS through spectral interference of the COS and H 2 O absorption lines (Kooijmans et al., 2016) . This spectral interference was corrected for by fitting the COS spectral line separately from the H 2 O spectral line. 110 The computer embedded in the Aerodyne QCLS and the computer that controlled the sonic anemometer were synchronized once a day with a separate server computer. Data were logged in separate files with a home-made software (COSlog).
Profile measurements
Atmospheric concentration profiles were measured with another Aerodyne QCLS at a sampling frequency of 1 Hz. Air was sampled at 5 heights: 125 m, 23 m, 14 m, 4 m and 0.5 m. A multi-position Valco valve (VICI, Valco Instruments Co. Inc.) 115 was used to switch between the different profile heights and calibration cylinders. Each measurement height was sampled for 3 min each hour. One calibration cylinder was measured twice for 3 min each hour to correct for instrument drift, and two other calibration cylinders were measured once for 3 min each hour to assess the long-term stability of the measurements. A background spectrum was measured once every six hours using high-purity nitrogen (N 7.0) (for more details, see Kooijmans frequency (Kooijmans et al., 2016) . The measurements are described in more detail in Kooijmans et al. (2017) .
Eddy covariance fluxes
In this section, we go through the processing steps of EC flux calculation from raw data handling to final flux gap-filling and uncertainties. Fig. 1 provides a graphical outline of all processing steps. The different processing options presented here are applied and discussed in Sec. 3. 125
Pre-processing
For flux calculation, the sonic anemometer and gas analyzers need to be synchronized. The following procedure was done to combine two data files of 30 min length (of which one includes sonic anemometer and LI-6262 data and the other includes Aerodyne QCLS data): 1) QCLS data were first forced to have the same time lag as LI-6262 CO 2 , 2) then the cross-covariance of the two CO 2 signals (QCLS and LI-6262) was calculated 3) finally the QCLS data were shifted so that the cross-covariance 130 of the CO 2 signals was maximized. The time shift was maximum 10 seconds, most often varying between 0 s to 2 s during one day.
Raw data were then despiked so that the difference between subsequent data points was maximum 5 ppm for CO 2 , 1 mmol mol −1 for H 2 O, 12 ppb for CO and 200 ppt for COS. After despiking, the missing values were gap-filled by linear interpolation.
We used the 2D coordinate rotation to rotate the coordinate frame so that the turbulent flux divergence is as close as possible 135 to the total flux divergence. First, the average u-component was forced to be along the prevailing wind direction. The second rotation was performed to force the mean vertical wind speed (w) to be zero (Kaimal and Finnigan, 1994) . In this way, the x-axis is parallel and z-axis perpendicular to the mean flow. In addition, for determining the vertical advection and flux uncertainties (described in detail later in the text), we used the planar fit method for coordinate rotation. In this method,w is assumed to be zero only on longer time scales (weeks or even longer). A mean streamline plane is fitted to a long set of wind 140 measurements. Then the z-axis is fixed as perpendicular to the plane andv wind component to be zero (Wilczak et al., 2001) .
While 2D coordinate rotation is the most commonly used rotation method, the planar fit method (even though more demanding by computation) brings benefits especially in complex terrain (Lee and Finnigan, 2004) .
To separate the mixing ratio time series into mean and fluctuating parts, we tested three different detrending options: 1) 30 min block averaging (BA), 2) linear detrending (LD) and 3) recursive filtering (RF) with a time constant of 30 s. BA is the most 145 commonly used method for averaging the data with the benefit of dampening the turbulent signal the least. On the other hand, it may lead to an overestimation of the fluctuating part (and thus overestimating the flux), especially due to instrumental drift or large scale changes in atmospheric conditions (Aubinet et al., 2012) . The LD method fits a linear regression to the averaging period and thus gets rid of instrumental drift and to some extent of weather changes, but may lead to underestimation of the flux if the linear trend was related to actual fluctuations in the atmosphere. The third method, RF, uses a time window (here 150 30 s) for a moving average over the whole averaging period. RF brings the biggest correction and thus lowest flux estimate compared to other methods, but effectively removes biased low-frequency contributions to the flux. In the ICOS protocol for 5 https://doi.org/10.5194/amt-2019-313 Preprint. Discussion started: 7 October 2019 c Author(s) 2019. CC BY 4.0 License. Figure 1 . Different EC processing steps summarized. Yellow boxes refer to steps only used for COS data processing, blue to steps used only to CO2 data and green boxes to steps that are relevant for both gases. Recommended options are marked with a star. Standard options that are used as a reference for COS in this study are: 2D coordinate rotation, linear detrending, combined use of COS and CO2 lag times, experimental high frequency correction, low frequency correction according to Rannik and Vesala (1999) small fluxes, it is recommended to use BA for estimating the background signal (Nemitz et al., 2018) . The effect of different detrending methods will be shown in Sect. 3.
Lag time determination 155
The lag time was determined using the following five different methods: 1) From the maximum cross-covariance of the COS mixing ratio and w (w χ COS ) within lag window 1.5-3.8 s (referred hereafter as COS lag). Lag window limits were determined based on the nominal lag time of 2.6 s calculated from the flow rate and tube dimensions. More flexibility was given to the longer end of the lag window as lag times have been found to be longer than the nominal lag time (Massman, 2000; Gerdel et al., 2017) . 2) From the maximum cross-covariance of the CO 2 mixing ratio and w (w χ CO2 ) within lag window 1.5-3.8 s (referred hereafter as CO 2 lag).
3) Using a constant lag time of 2.7 s, which is the most common lag for CO 2 with our setup (referred hereafter as Const lag). 4) From the maximum of smoothed w χ COS when the cross-covariance was smoothed with a 1.1 s running mean (referred hereafter as RM lag). The averaging window was chosen so that it provided a more distinguishable covariance maximum while 165 still preventing a shift in the timing of the maximum. 5) A combination of COS and CO 2 lag times. First, the random flux error due to instrument noise was calculated according to Mauder et al. (2013) :
where instrumental noise σ noise c was estimated from the method proposed by Lenschow, D. and Wulfmeyer, V. (2000) , σ w is 170 the standard deviation of the vertical wind speed and N the number of data points in the averaging period. The random error was then compared to the raw maximum covariance. If the maximum covariance was higher than three times the random flux error, then the COS lag method was used for lag time determination. If the covariance was dominated by noise (the random error being smaller than three times the random error) then the CO 2 lag method was selected, as proposed in (Nemitz et al., 2018) (referred hereafter as the DetLim lag). 175
Frequency response correction
Some of the turbulence signal is lost both at high and low frequencies due to losses in sampling lines, inadequate frequency response of the instrument and inadequate averaging times, among others (Aubinet et al., 2012) . In this section, we describe both high and low frequency loss corrections in detail.
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High-frequency correction
Especially closed-path systems cause the fluctuations to dampen at high frequencies due to long sampling lines. Other reasons for high-frequency losses include sensor separation and inadequate frequency response of the sensor. In turn, high-frequency losses cause the normalized co-spectrum of the gas with w to be lower than expected at high frequencies, resulting in lower flux. In this study, we tested the effect of high-frequency spectral correction by applying either an analytical correction for 185 high-frequency losses (Moore, 1986; Horst, 1997) or an experimental correction. The analytical correction was based on scalar co-spectra defined in Horst (1997) and the experimental approach was based on the assumption that temperature co-spectrum is measured without significant error and the normalized scalar co-spectra were compared to the normalized temperature cospectrum (Aubinet et al., 2000; Mammarella et al., 2009 ).
Analytical high frequency attenuation for the scalar fluxes were determined by a transfer function by Horst (1997) :
where α = 7/8 for neutral and unstable stratification and α = 1 for stable stratification in the surface layer. τ s is the sensor specific time constant (0.68 s in our case for the Aerodyne QCLS and 0.032 s for LI-6262) and f m is the frequency of the logarithmic co-spectrum peak estimated from f = n mū z − d , where n m is the normalized frequency of the co-spectral peak,ū wind speed, z the measurement height and d the displacement height. The normalized frequency of the co-spectral peak n m is 195 dependent on stability ζ = z − d L (Horst, 1997) :
where z is the measurement height and L is the Monin-Obukhov length.
Empirical estimation of co-spectral transfer functions and flux attenuation was done according to Mammarella et al. (2009) 200 using a site-specific co-spectral model, as recommended in De Ligne et al. (2010) . The transfer function, which describes the attenuation, was defined as the normalized ratio of the cospectral densities
where N θ and N s are normalization factors and C ws and C wθ the scalar and temperature cospectra, respectively. A sigmoidal function 1 1 + (2πf τ s ) 2 was fitted to the transfer function and τ s determined as the parameter of the least squares regression.
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Low-frequency correction
Detrending the turbulent time series, especially with LD or RF methods, may also remove part of the real low frequency variations in the data (Lenschow et al., 1994; Kristensen, 1998) , which should be corrected for in order to avoid flux underestimation. Low frequency correction in this study for different detrending methods was done according to Rannik and Vesala 210 (1999). One run was performed without both low frequency and high frequency response corrections.
Flux quality criteria
The calculated fluxes pass the quality criteria when: the wind rotation angle (θ) is below 10 • , the number of spikes in one half hour is less than 100, the COS mixing ratio is higher than 200 ppt, the CO 2 mixing ratio ranges between 300 ppm and 650 ppm and the H 2 O mixing ratio is higher than 1 ppb.
For quality flagging, the standard criteria by Sabbatini et al. (2018) were used both for COS and CO 2 : flag 0 was given if flux stationarity was less than 0.3 (meaning that covariances calculated over 5 min intervals deviate less than 30 % from the 30 min covariance), kurtosis was between 1 and 8 and skewness was within a range from -2 to 2. Flag 1 was given if flux stationarity was from 0.3 to 1 and kurtosis and skewness were within the ranges given earlier. Flag 2 was given if these criteria were not met.
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In addition to these filtering and flagging criteria, we added friction velocity (u * ) filtering to screen out low turbulence.
However, it has to be kept in mind that the assumptions under which the u * filtering are applied (that fluxes do not go down under low turbulence conditions) may not be justified for COS (Kooijmans et al., 2017) , as will be further discussed in Sect.
3.6. The appropriate u * threshold was derived from 99 % threshold criterion (Papale et al., 2006; Reichstein et al., 2005) . The lowest acceptable u * value was determined from both COS and CO 2 nighttime fluxes. 225
Storage change flux calculation
Storage fluxes were calculated from concentration profile measurements and from EC system concentration measurements by assuming a constant concentration profile throughout the canopy. Storage change fluxes from concentration profile measurements were calculated using the formula
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where p is the atmospheric pressure, T a air temperature, R the universal gas constant, h the EC measurement height (23 m) and χ c (z) the gas mixing ratio at each measurement height. The integral was determined from hourly measured profile concentrations at 0.5 m, 4 m, 14 m, and 23 m by integrating an exponential fit through the data (Kooijmans et al., 2017) .
When the profile measurement was not available, storage was calculated from COS (or CO 2 ) concentration measured by the EC setup.
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Another storage flux calculation was done assuming a constant profile from the EC measurement height (23 m) to the ground level. A running average over a 5 hour window was applied to the COS concentration data to reduce the random noise of COS concentration measurements.
The storage fluxes were used to correct the EC fluxes for storage change of COS and CO 2 below the flux measurement height. The flux uncertainty was calculated according to ICOS recommendations presented by Sabbatini et al. (2018) . First, flux random error was estimated as the variance of covariance, according to Finkelstein and Sims (2001):
where N is the number of datapoints (18 000 for 30 min of EC measurements at 10 Hz),γ w,w is the variance andγ w,c the 245 covariance of the measured variables w and c (in this case, the vertical wind velocity and gas mixing ratio).
As the chosen processing schemes affect the resulting flux, the uncertainty related to the used processing options have to be accounted for. This uncertainty was estimated as
where F c,j is the flux calculated according to j=1,...,4 different processing schemes: BA with 2D wind rotation, BA with 250 planar fitting, LD with 2D wind rotation and LD with planar fitting. However, as all the different processing schemes will lead to slightly different random errors as well, the flux random error was estimated to be the mean of Eq. (7) for different processing schemes:
The combined flux uncertainty is then the summation of rand and proc in quadrature:
To finally get the total uncertainty as the 95th percentile confidence interval, the total uncertainty becomes total = 1.96 comb (11)
Advection
Horizontal and vertical advection are generally assumed negligible compared to EC and storage change fluxes, and advection 260 is usually ignored as it is difficult to measure (Aubinet et al., 2010 (Aubinet et al., , 2012 . However, advective transport may become important in low turbulence conditions, when turbulent exchange is restricted. Horizontal advection can only be determined from several EC towers placed in proximity, but this method comes with the uncertainty of natural spatial differences .
Vertical advection, however, can be determined from the concentration profile as in Mammarella et al. (2007) and Lee (1998) :
where w is the mean vertical wind velocity, determined with the planar fitting method (Wilczak et al., 2001) .
Flux gap-filling
Missing values of CO 2 were gap-filled according to Reichstein et al. (2005) while missing COS fluxes were replaced by simple 270 model estimates or by mean hourly fluxes in a way comparable to gap-filling of CO 2 fluxes (Reichstein et al., 2005) .
The COS gap-filling function was parameterised in a moving time window of 15 days to capture the seasonality of the fluxes.
To calculate gap-filled fluxes, the parameters were interpolated daily. Gaps where any driving variable of the regression model was missing were filled with the mean hourly flux during the 15-day period.
We tested different combinations of linear or saturating (rectangular hyperbola) functions of the COS flux on photosynthetic 
where I is PPFD, D is VPD and a, b, c, and d are fitting parameters.
Results and Discussion
Here, the various processing schemes (see Fig. 1 ) are compared to a "standard scheme", consisting of linear detrending, CO 2 lag time, experimental high frequency correction and 2D wind rotation in the flux calculation. All results are presented in 285 Finnish winter time (UTC +2) and nighttime is defined as periods when PAR < 3 µmol m −2 s −1 .
Effect of lag time correction
Different lag time methods resulted in slightly different lag times and COS fluxes. As COS measurements are often characterized by random noise, the maximization of the absolute value of cross-covariance may get stuck at local maxima, as demonstrated in Fig. 2 . The most common lag times were: 3.6 s from the COS lag method, 2.7 s from CO2 lag, 3.8 s from 290 RM lag (the lag window limit), and 2.7 s from the the DetLim lag (Fig. 3) . Lag times determined from the COS and RM lag methods were mostly at the upper limit of the lag window (3.8 s), whereas the lag from the CO 2 and DetLim methods reached the global maxima around the window center.
The lag time determined directly from w χ COS resulted in a "mirroring effect" (Langford et al., 2015) , i.e., fluxes close to zero were not detected as often as with other methods, since the covariance is always maximized and the derived flux switches 295 between positive and negative values of similar magnitude (Fig. 4) . The effect was not as strong with smoothed w χ COS but was still visible. Other methods had the PDF peak approximately at the same flux values but had otherwise small differences in the distributions (Fig. 4) . A constant lag time has been found to bias the flux calculation as the lag time likely varies over time due to, for example, fluctuations in pumping speed (Langford et al., 2015; Taipale et al., 2010; Massman, 2000) . A reduced bias in the flux calculation with smoothed cross-covariance was introduced by Taipale et al. (2010) , who recommended using 300 this method for any EC system with a low signal-to-noise ratio. However, we do not recommend this as a first choice since we still find a mirroring effect with the RM lag in the final flux distributions. If other supporting measurements, like CO 2 in the case of COS measurements, are not available to help the lag time determination, then RM lag would be a more suitable method than the maximum cross-covariance method when determining lag times for fluxes with low signal-to-noise ratio.
About 40 % of the lag times were COS lag times with the DetLim lag method. Fig. 4 shows that the raw covariance of COS 305 only exceeds the noise level at higher COS flux values and thus the COS lag time is chosen by this method only at higher fluxes, as expected. At lower flux rates, and especially close to zero, the COS fluxes are not high enough to surpass the noise level and thus the CO 2 lag time is chosen.
The cumulative COS flux (summarized in Table 1 ) was highest when the lag time was determined from the detection limit method (-74.3 nmol m −2 s −1 ) and maximum w χ COS (-72.1 nmol m −2 s −1 ). Using just the COS lag time biases against small 310 fluxes, as it is always maximizing the covariance, but it also produces more positive fluxes compared to the DetLim method.
This results in slightly smaller cumulative fluxes (smaller negative values). Maximizing the smoothed w χ COS produced the third largest cumulative uptake (-69.7 nmol m −2 s −1 ) while the CO 2 lag time produced a slightly higher cumulative flux (-65.9 nmol m −2 s −1 ) than using a constant lag time of 2.7 s (-65.1 nmol m −2 s −1 ). The difference between each of the cumulative sums was 12 % or less. This difference is large in the annual scale, and we recommend using the detection limit method in lag 315 time determination of small fluxes, as in Nemitz et al. (2018) . 
Detrending methods
In order to check the contribution of different detrending methods on the resulting flux, we made flux calculations with different methods: block averaging (BA), linear detrending (LD) and recursive filtering (RF) using the same lag time (CO 2 lag) for all runs (Fig. 5 ). An Allan variance was determined for a time period when the instrument was sampling from a gas cylinder 320 (Werle, 2010) . The time constant of 30 s for recursive filtering was determined from the Allan plot (Fig. 6 ), as the system starts to drift in non-linear fashion at 30 s. The largest cumulative COS flux was obtained from BA (-66.0 nmol m −2 s −1 ), since BA retains the fluctuations the most.
The smallest cumulative sum resulted from RF (-65.2 nmol m −2 s −1 ) while LD (-65.9 nmol m −2 s −1 ) did not differ much from BA (Table 1) . The difference between BA and RF in the total cumulative COS flux was only 1.2 %. The variation of the 325 COS flux was highest (from -234.2 to 154.9 pmol m −2 s −1 ) when using the BA detrending method, consistent with a similar comparison in Gerdel et al. (2017) . Variation for other detrending methods was from -119.1 to 79.7 pmol m −2 s −1 for LD and from -75.3 to 33.3 pmol m −2 s −1 for RF. While BA results in higher negative fluxes in general, it also includes higher positive fluxes, thus resulting in less variation in the cumulative sum.
For CO 2 , the largest cumulative flux resulted from LD (-12.74 mmol m −2 s −1 ) although the difference to BA (-12.71 mmol 330 m −2 s −1 ) was small. The smallest cumulative flux resulted from RF (-11.31 mmol m −2 s −1 ), similar to COS. The difference between cumulative CO 2 flux with BA and LD was 11 %. The relative difference between RF and BA methods is thus smaller for COS than for CO 2 , possibly because instrumental noise is aliasing part of the COS fluctuations. The most commonly recommended averaging methods are BA (Sabbatini et al., 2018; Nemitz et al., 2018; Moncrieff et al., 2004) and LD (Rannik and Vesala, 1999) because they have less impact on spectra (Rannik and Vesala, 1999) and require less 335 corrections in the low frequency. RF may underestimate the flux (Aubinet et al., 2012) . As spectroscopic analyzers are prone to e.g. fringe effects under field conditions, the use of RF might still be justified (Mammarella et al., 2010) . Regular checks of raw data provides information on instrumental drift and helps to determine the optimal detrending method. It is also recommended to check the contribution of each detrending method on the final flux to better understand what is the low frequency contribution in each measurement site and setup. 
Frequency response correction
High frequency correction
The mean COS co-spectrum was close to the normal mean CO 2 co-spectrum (compare Fig. 7a and 7b) . The power spectrum of COS was dominated by white noise as can be seen from the increasing power spectrum with increasing frequency for 345 normalized frequencies greater than 0.2, which is similar to what was measured for COS by Gerdel et al. (2017) and for N 2 O by Eugster et al. (2007) . The fact that COS measurements are dominated by white noise at high frequencies means that those measurements are limited by the precision and that they do likely not capture the true variability in COS turbulence signals.
This is less of a problem for CO 2 , where white noise only starts to dominate at higher frequencies (3 s). Co-spectral attenuation was found for both COS and CO 2 at high frequency. The response time of the analyzer (0.68 s) was calculated from CO 2 350 measurements and the same response time applied to COS high frequency spectral correction, assuming that both fluxes are affected by the same attenuation (Wehr et al., 2017) . Both experimental and analytical approaches increased the COS and CO 2 fluxes, as expected. High frequency losses due to e.g. attenuation in sampling tubes and limited sensor response times are expected to decrease fluxes if not corrected for (Aubinet et al., 2012) . The cumulative sum of the COS flux, when using the CO 2 lag time and keeping low-frequency correction 355 and quality filtering the same, was the lowest without any high-frequency correction (-59.4 nmol m −2 s −1 ), highest with the experimental correction (-65.9 nmol m −2 s −1 ) and in between with the analytical correction (-61.2 nmol m −2 s −1 ). Correcting for the high frequency attenuation thus made a maximum of 9.9 % difference in the cumulative COS flux. Similar results were found for the CO 2 flux but the differences were smaller: without any high frequency correction the cumulative sum was lowest at -12.18 mmol m −2 s −1 , highest with experimental correction (-12.74 results were found for CH 4 and CO 2 fluxes in Mammarella et al. (2016) , where the high frequency correction made the largest difference in the final flux processing after dilution and Webb corrections.
From the empirical method we get a stability-dependent function for the cospectral peak frequency n m similar to the analytical method by Horst (1997) (Eq. 3 and 4) :
n m = 0.0956(1 + 2.4163ζ 0.7033 ), for ζ > 0
This result is compared to the analytical method (Eq. 3 and 4) in Fig. 8 . In contrast to Rannik et al. (2004) , we find a difference between the empirical method (Eq. 16) and Horst (1997) (Eq. 4) in stable conditions (when ζ < 0, Fig. 8 ).
Low frequency correction 370
As shown in Sect. 3.2, the difference between different detrending methods on the cumulative COS flux was negligible. From the example raw COS data (Fig. 5 a) it is also seen that the detrending methods are not very different from each other. Thus it is expected that the low frequency correction for COS does not make a large effect on the final flux, as noise is covering part of the low frequency variability in COS measurements. However, as we find larger differences in CO 2 detrending and the detrending methods differ from each other more than for COS ( Fig. 5 b) , the low frequency correction is expected to be more 375 relevant for CO 2 fluxes. Rannik and Vesala (1999) found a 15 % underestimation of the uncorrected fluxes for CO 2 , which is also comparable to the difference between the CO 2 fluxes determined using different detrending methods in our study.
Storage change fluxes
In the following, storage change fluxes based on profile measurements are listed as default, with fluxes based on the constant profile assumption listed in brackets.
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The COS storage flux was negative from 15:00 in the afternoon until 06:00 in the morning with a minimum of -1.0 pmol m −2 s −1 (-0.6 pmol m −2 s −1 ) reached at 20:00 in the evening. A negative storage flux of COS indicates that there is a COS sink in the ecosystem when the boundary layer and effective mixing layer is shallow. Neglecting this effect would lead to overestimated uptake at the ecosystem level later when the air at the EC sampling height is better mixed. The COS storage flux was positive from around 6:00 in the morning until 15:00 in the afternoon and peaked at 9:00 with a magnitude of 1.9 pmol 385 m −2 s −1 (0.8 pmol m −2 s −1 ). The storage flux made the highest relative contribution to the sum of measured EC and storage fluxes at midnight with 18 % (13 %) ( Fig. 9 c) . The difference between the two methods was minimum 13 % at 11:00 and maximum 56 % at 09:00. The two methods made a maximum of 7 % difference on the resulting cumulative ecosystem flux, as already reported in Kooijmans et al. (2017) .
The CO 2 storage flux was positive from 15:00 in the afternoon until around 4:00 in the morning with a maximum value of 390 0.62 µmol m −2 s −1 (0.38 µmol m −2 s −1 ) reached at 21:00 in the evening. A positive storage flux indicates that the ecosystem contains a source of carbon when the boundary layer is less turbulent and accumulates the respired CO 2 within the canopy. As turbulence would increase later in the morning, the accumulated CO 2 would result in an additional flux that could mask the gas exchange processes occurring at that time step. The CO 2 storage flux minimum was reached with both methods at 08:00 with magnitude -1.01 µmol m −2 s −1 (-0.52 µmol m −2 s −1 ) when the boundary layer has already started expanding, and leaves are 395 assimilating CO 2 . The maximum contribution of the storage flux was as high as 89 % (36 %) compared to the EC flux at 18:00, when the CO 2 exchange is turning to respiration and storage flux increases its relative importance ( Fig. 9 d) . The difference between the two storage flux methods for CO 2 was maximum 53 % at 21:00 and minimum 13 % at midnight. The maximum difference of 5 % was found in the cumulative ecosystem CO 2 flux when the different methods were used.
In conclusion, the storage fluxes are not relevant for budget calculations -as expected -but they are important to account for 400 the delayed capture of fluxes by the EC system under low turbulence conditions. Figure 8 . Co-spectral peak frequency as a function of stability according to experimental method and Horst (1997) .
Vertical advection
Vertical advection of COS (F V A,COS ) was negligible during daytime and negative during nighttime (Fig. 10) . During the night, F V A,COS was more important than the storage change flux and was half the size of the total ecosystem flux in magnitude.
Vertical advection of CO 2 (F V A,CO2 ) was also negligible during the day, and in contrast to COS, it was slightly positive 405 during night. F V A,CO2 was still less than 50 % of the total ecosystem CO 2 flux and was comparable to the storage flux, similar to Mammarella et al. (2007) and Aubinet et al. (2003) . Similar findings were reported also in Aubinet et al. (2005) at slightly sloping sites, for which the importance of storage change fluxes and advection varied with weather conditions. As we were not able to measure horizontal advection, we did not include vertical advection in the nighttime flux correction, to avoid an overestimated correction and an underestimated total flux (Aubinet et al., 2003) . Horizontal and vertical advection were found 410 to be large but of opposite signs in Aubinet et al. (2003) and they suggested to exclude the correction based solely on vertical advection, proposed by Lee (1998) .
u * filtering
Especially during nighttime it is common that there is not enough turbulence to mix the surface layer. In this case, storage and advection start to play a bigger role and the measured EC flux of a gas does not reflect the atmosphere-biosphere exchange, 415 typically underestimating the exchange. This often leads to a systematic bias in the annual flux budgets (Moncrieff et al., 1996 ; Aubinet et al., 2000; Aubinet, 2008) . Even after studies of horizontal and vertical advection, the u * filtering still keeps its place as the most efficient and reliable tool to filter out erroneous data under low turbulence (Aubinet et al., 2010) .
For COS, the nighttime filtering is a more complex issue than it is for CO 2 . In contrast to CO 2 , COS is taken up by the ecosystem during nighttime (Kooijmans et al., 2017 (Kooijmans et al., , 2019 , depending on stomatal conductance and the concentration gradient 420 between the leaf and the atmosphere. When the atmospheric COS concentration goes down under low turbulence conditions (due to nighttime COS uptake in the ecosystem), the concentration gradient between the leaf and the atmosphere goes down, such that a decrease in COS uptake can be expected (Kooijmans et al., 2017) . The u * filtering is applied to conform the assumption that fluxes do not go down under low turbulence conditions, as is the case for respiration of CO 2 , but which does not apply to COS uptake. The u * filtering may therefore bias COS fluxes due to false assumptions. Still, the u * filtering is 425 applied here to overcome the EC measurement limitations under low turbulence conditions. We determined u* limits of 0.23 ms −1 for COS and 0.22 ms −1 for CO 2 (Fig. 11) . Filtering according to these u * values would remove 12 % and 11 % of data, respectively. If the storage change flux was excluded when determining the u * threshold, the limits were 0.39 ms −1 and 0.24 ms −1 from CO 2 and COS fluxes, respectively. The increase in the u * threshold with CO 2 is because the fractional storage flux is larger for CO 2 than for COS ( Fig. 9, panels c and d) . On the other hand, the u * limit 430 for COS stayed similar to the previous one. With these u * thresholds the filtering would exclude 30 % and 13 % of the data for COS and CO 2 respectively.
If fluxes are not corrected for storage before deriving the u * threshold, there is a risk of overestimation due to double accounting. Without storage correction done first, the fluxes during low turbulence in nighttime would be removed and storage flux ignored. The filtered flux would be gapfilled, thereby accounting for storage by the canopy, but then accounted for again 435 when the storage is released and measured by the EC system in the morning (Papale et al., 2006) . Thus, it is necessary to make the storage flux correction before deriving u * thresholds and applying the filtering.
Gap-filling
For COS fluxes, 44 % of daytime flux measurements were discarded due to the above-mentioned quality criteria (Sect. For CO 2 , 41 % daytime CO 2 fluxes were discarded, while 67 % of fluxes were discarded during nighttime. Altogether 445 comprising 53 % of all CO 2 flux data. CO 2 fluxes were gap-filled according to standard gap-filling procedures presented in (Reichstein et al., 2005) . The cumulative NEE after all corrections and gap-filling was -22.1 mol CO 2 m −2 , while without gap-filling the cumulative sum would be only -19.5 mol CO 2 m −2 .
Errors and uncertainties 450
The uncertainty due to different processing schemes in the flux processing contributed 33 % to the total uncertainty of the COS flux, the rest was composed of the random flux uncertainty (Fig. 12 ). For the CO 2 flux uncertainty, the processing was more important than for COS (40 %), but the random error was still dominating the combined flux uncertainty. The random error of the CO 2 flux was found to be lower than in Rannik et al. (2016) for the same site, probably related to differences in the gas analyzers and overall setup. The mean noise estimated from Lenschow, D. and Wulfmeyer, V. (2000) was 0.06 µmol m −2 s −1 455 for our QCLS CO 2 fluxes while in Rannik et al. (2016) it was approximately 0.08 µmol m −2 s −1 for LI-6262 CO 2 fluxes at the same site. Gerdel et al. (2017) found the total random uncertainty of COS fluxes to be mostly around 3-8 pmol m −2 s −1 , comparable to our results.
The relative flux uncertainty for COS is very high at low flux (-3 pmol m −2 s −1 < FCOS < 3 pmol m −2 s −1 ) values (8 times the actual flux value) but levels out to 45 % at fluxes higher (meaning more negative fluxes) than -27 pmol m −2 s −1 (Fig. 12c ).
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The total uncertainty of the CO 2 flux was also high at low fluxes (-1.5 µmol m −2 s −1 < FCO2 < 1 µmol m −2 s −1 , uncertainty reaching 120 % of the flux at 0.17 µmol m −2 s −1 ) and decreased to 15 % at fluxes higher than -11 µmol m −2 s −1 (Fig. 12d ).
Higher relative uncertainty at low flux levels is probably due to detection limit of the measurement system.
Conclusions
In this study, we examined the effects of different processing steps on COS EC fluxes and compared them to CO 2 flux pro-465 cessing. COS fluxes were calculated with five lag time determination methods, three detrending methods, two high frequency spectral correction methods and with no spectral corrections. We calculated the storage change fluxes of COS and CO 2 from two different concentration profiles and investigated the diurnal variation in the storage change fluxes and vertical advection.
We also applied u * filtering and introduced a gap-filling method for COS fluxes. We also quantified the uncertainties of COS and CO 2 fluxes.
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The largest differences in the final fluxes came from lag time determination and spectral corrections. Different lag time methods made a difference of maximum 12.7 % in the cumulative COS flux while spectral corrections influenced the cumulative flux by 9.9 %. We suggest to use a combination of COS and CO 2 lag times for COS flux calculation, depending on the COS flux uncertainty, so that potential biases in the determined lag times for small fluxes can be eliminated. Experimental high frequency correction is recommended for accurately correcting for site specific spectral losses. Different detrending methods 475 made a maximum of 1.1 % difference in the cumulative COS flux while it was more important for CO 2 (11.22 % difference between linear detrending and recursive filtering). We recommend comparing the effect of different detrending methods on the final flux for each site separately, to determine the site and instrument specific trends in the raw data.
Flux uncertainties of COS and CO 2 followed a similar trend of higher relative uncertainty at low flux values and random flux uncertainty dominating over uncertainty related to processing in the total flux uncertainty. The relative uncertainty was more 480 than 5 times higher for COS than for CO 2 at low flux values (absolute COS flux less than 3 pmol m −2 s −1 ), while at higher fluxes they were more similar.
We emphasize the importance of lag time method selection for small fluxes, whose uncertainty may exceed the flux itself, to avoid systematic biases. COS EC flux processing follows similar steps as other fluxes with low signal-to-noise ratio, such as CH 4 and N 2 O, but as there are no sudden bursts of COS expected and its diurnal behaviour is close to CO 2 , some processing 485 ogy, 137, 205-221, 2010.
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