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Introduction
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Vibrational spectroscopy constitutes a cornerstone of modern chemistry be-
cause it represents a fundamental tool for understanding and characterizing
the chemical composition of a molecule. This is due to the fact that nuclear
vibrations are influenced by their positions in the molecule, by the presence of
certain functional groups and by the presence of a solvent. A complete map of
the vibrations is useful because it may serve as a molecular fingerprint. [1, 2]
Two main techniques have been developed to detect the presence and type of
molecular vibrations: infrared (IR) and Raman spectroscopy. The IR exploits the
absorption of infrared radiation, while Raman spectroscopy is usually based on
the inelastic scattering of visible light. Experimentally a lot of advances have
been achieved to overcome the limitations of early linear absorption infrared
spectroscopy. Thanks to the pump–probe nonlinear 2-dimensional infrared spec-
troscopy (2D-IR), to the coupling of mass spectroscopy (MS) with the Infrared
Multi Photon Dissociation (IR-MPD) and to various ion trapping strategies it is
now possible to record vibrational spectra of systems and ions in real time and at
room temperature, close to relevant physiological temperatures of biomolecules,
either in gas or liquid phase.[3, 4, 5, 6, 7] A crucial point for the experiment
is represented by the correct assignment of the vibrational modes, expecially
for high dimensional systems where the spectrum presents a large number of
signals. Here the theoretical calculations can play a determinant role.
From a theoretical point of view there are different ways to predict and assign
vibrational spectra. The most direct one is the harmonic calculation, which
approximates the potential energy surface in the neighborhood of a minimum
with a harmonic potential. Frequencies are obtained from the eigenvalues of the
Hessian matrix at the equilibrium geometry. In order to be compared with the
experiment such calculation needs to be scaled using empirical scaling factors
that help to recover the anharmonicity originally neglected.[8, 9] There are other
methods that include anharmoncities, within variational, like for example the
vibrational self-consistent field (VSCF) method, or perturbative frameworks, like
the vibrational second-order perturbation theory (VPT2). [10, 11] Requiring
an optimized minimum, all these static approaches can be easily applied to
gas phase molecules but, on the other hand, in condensed phase a minimum
structure is difficult to predict. Other kinds of systems, where a single optimized
minimum is not easy to find nor very representative, are the small peptides, that
present different conformers lying in a small energy range. Modern experimental
setups that work at room temperature can readily obtain spectra of peptides
exploring more than one conformation, and in these cases a comparison with
static or harmonic theoretical predictions can lead to misleading results.
For a correct description of such systems the adoption of a dynamically based
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approach seems to be mandatory. Here comes the contribution of molecular
dynamics (MD) which permits exploration of more than one minimum on
the potential energy surface and that can describe the presence of solvents.
Usually the dynamics is evaluated using an ab-initio method to calculate the
electronic energy and consequently an autocorrelation function is derived to
obtain a vibrational spectrum. The advent of density functional theory (DFT) has
permitted to investigate molecular systems at reasonable computational costs,
expecially when associated to Car-Parrinello molecular dynamics (CPMD).[12]
However, real-time dynamical quantum effects, which are relevant for certain
systems or when the experiments present very low temperatures, are missing in
all these strategies.
Semiclassical methods fill this gap brilliantly.[13, 14, 15, 16, 17, 18, 19, 20, 21,
22, 23, 24] They are based on classical molecular dynamics but they employ such
information to compute the autocorrelation function of a reference state through
an approximation to the Feynman quantum propagator able to provide quantum
effects. In addition to positions, momenta and energy along the trajectory,
semiclassical methods require also to evaluate the Hessian matrix at each step,
making application of semiclassical dynamics more computationally demanding
with respect to the previously presented strategies. Also for this reason, until
a decade ago, semiclassical applications were limited to small size molecules,
like water, carbon dioxide and formaldehyde.[25, 26] Thanks to recent facilities,
approximations and theory developments, it is now possible for the semiclassical
methods to handle systems of increasing dimensionality.
Within this thesis work I will first describe these advances, and then I apply
them to molecules with an increasing number of atoms, reaching a maximum
of 46 for a single isolated molecule or 37 in a supramolecular systems. The aim
of this work is twofold. The first is to demonstrate the validity of semiclassical
approaches in accurately detecting the vibrational frequencies of systems of such
kind. The second one instead concerns the importance of including quantum
effects. Moving towards systems with many atoms, in fact, the most commonly
employed methodology is classical molecular mechanics (MM), which neglects
all quantum effects, considering their role in such big size systems as marginal.
In some other cases, like for example in QM/MM methods, the totality of the
degrees of freedom is partitioned into different areas of interest to be treated
either with classical or quantum level of theory. In this thesis work I will apply
the semiclassical method to high dimensional systems with the purpose to
demonstrate that it is possible, and in some instances even necessary, to include
quantum contributions. The semiclassical method can successfully fullfill this
task considering the whole system homogeneously, differently to the previously
10
described QM/MM like methods.
In the next section of this thesis I will briefly describe the semiclassical theory
foundation together with the last innovative formulations. Furthermore, in the
same section I will also provide some elements of classical molecular dynamics,
evaluated either through force fields or with ab initio molecular dynamics. Then
I move to some applications, and finally I will conclude with some considerations
and future developments.
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Theoretical basis
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1. Theory of Semiclassical Spectroscopy
In this chapter the theoretical basis of the semiclassical method applied to
vibrational spectroscopy will be illustrated. Starting from the first formulations
of the van Vleck-Gutzwiller and Herman-Kluk propagators, this section will
end up with the description of the most recently developed improvements
and approximations. Exploiting these innovative formulations, the study of
isolated molecules characterized by different local minima along with complex
supramolecular and quasi-solvated systems has been possible. Outcomes are
reported in the section called “Applications to molecular systems”.
1.1. The quantum propagator
The dynamics of atomic-scale molecular systems is carefully described by the
Time Dependent Schröedinger Equation (TDSE):
ih¯
∂ |ψ(t)〉
∂t
= Hˆ |ψ(t)〉 (1.1)
where Hˆ is the Hamiltonian, a Hermitian operator composed by the sum of
the kinetic energy operator Tˆ and the potential energy operator Vˆ, while |ψ(t)〉
represents the wavefunction of the system. Starting from the TDSE, it is possible
to derive the Feynman path integral formalism by means of the quantum propa-
gator operator, which specifies how the system propagates from the initial to the
final state.[27] In the Appendix 1.a the equivalence of these two formulations is
reported.
The wavefunction in eq. 1.1 can be express through a coordinate representation
15
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ψ (x, t) = 〈x|e− ih¯ Ĥt|ψ (x, 0)〉 (1.2)
where |ψ(x, 0)〉 stands for the wavefunction in its initial conditions, defined for
eq. 1.1. The quantum propagation is represented by the right hand side of
equation 1.2. In the following lines the propagator will be written as the sum of
the probability amplitude matrix 〈x|e− ih¯ Ĥt|x0〉 times the time vector 〈x0|ψ (x, 0)〉
over all the possible paths that go from (x, 0) to (x, t).
The start is the generic definition of the quantum propagator,
U(xN , x0, t) = 〈xN |e− ih¯ Ĥt|x0〉 (1.3)
where x0 and xN are two states of the system and is valid the assumption that
the Hamiltonian operator, H = P
2
2m + V(x), is time independent. It is certainly
true that
e−
i
h Ĥt =
[
e−
i
h¯ Ĥ
t
N
]N
(1.4)
stating that the propagator U(t) for a time t is equal to the product of N
propagators of time tN , U(
t
N ). Considering now the limit N→ ∞ and defining
ε =
t
N
, (1.5)
it is possible to write[
e−
iε
h¯ (
P2
2m+V(x))
]N
'
[
e−
iε
2mh¯ P
2 · e− iεh¯ V(x)
]N
(1.6)
by neglecting the commutator of the pˆ and Vˆ operators. Therefore, there is the
product of N terms to compute
〈xN |e− iε2mh P2 · e− iεh¯ V(x)e− iε2mh¯ P2 · e− iεh¯ V(x)...|x0〉 . (1.7)
For this purpose, inserting N − 1 times the identity in the form
16
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I =
+∞ˆ
−∞
dx |x〉 〈x| (1.8)
the product becomes
U(xN , x0, t) =
+∞ˆ
−∞
N
∏
n=1
dxn 〈xN |e− iε2mh¯ P2 · e− iεh¯ V(x)|xN−1〉 ×
〈xN−1|e− iε2mh¯ P2 · e− iεh¯ V(x)|xN−2〉 ... 〈x1|e− iε2mh¯ P2 · e− iεh¯ V(x)|x0〉 .
(1.9)
Looking now to the matrix element
〈xn|e− iε2mh¯ P2 · e− iεh¯ V(x)|xn−1〉 (1.10)
and let the operator V(x) acts upon |xn−1〉 to give
〈xn|e− iε2mh¯ P2 |xn−1〉 e− iεh¯ V(xn−1) (1.11)
it is possible to notice that the remaining matrix element represents the free
particle propagator from xn−1 to xn in time ε, that has the following expression,
(see Appendix 1.b for the mathematical derivation)
〈xn|e− iε2mh¯ P2 |xn−1〉 =
( m
2piih¯ε
) 1
2
e
im(xn−xn−1)2
2h¯ε . (1.12)
Substituting the eq 1.12 in the 1.11 it is possible to obtain this expression for the
1.10 ( m
2piih¯ε
) 1
2
e
im(xn−xn−1)2
2h¯ε e−
iε
h¯ V(xn−1) (1.13)
and taking into account all the N terms of the product the propagator assumes
the following formulation
U(xN , x0, t) =
( m
2piih¯ε
) 1
2
 +∞ˆ
−∞
N−1
∏
n=1
( m
2piih¯ε
) 1
2
dxn
×
e
N
∑
n=1
im(xn−xn−1)2
2h¯ε − iεh¯ V(xn−1)
.
(1.14)
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In this expression is present in the integrand the discretized version of e
iS
h¯ , where
S is the classical action of the system. Therefore moving on the continuum
version the previous equation becomes
U(xN , x0, t) =
ˆ
[Dx] e ih¯ S(x,x′,t) (1.15)
where
ˆ
[Dx] = lim
N→∞
( m
2piih¯ε
) 1
2
 +∞ˆ
−∞
N−1
∏
n=1
( m
2piih¯ε
) 1
2
dxn
 . (1.16)
The expression reported in eq. 1.15 is known as Configuration Space Path
Integral, or simply Path Integral, and it is very important since it can provide us
with a picture of the connection between the macroscopic world made of smooth
paths and the molecular scenario, governed by quantum rules.
Another possible representation of the path integral is derived starting from
eq. 1.7 and inserting the following identity relations between every exponential:
I =
+∞ˆ
−∞
dx |x〉 〈x| (1.17)
I =
+∞ˆ
−∞
dp
2pih¯
|p〉 〈p| (1.18)
where the relation
〈x|p〉 = e ipxh¯ (1.19)
holds. Similarly it is possible to compute the same mathematical steps from the
derivation above
U(xN , x0, t) =
+∞ˆ
−∞
[Dp] [Dx] 〈xn|e− iε2mh¯ P2 |pn〉 〈pn|e− iεh¯ V(x)|xn−1〉 ×
〈xn−1|e− iε2mh¯ P2 |pn−1〉 〈pn−1|e− iεh¯ V(x)|xn−2〉 ...
... 〈x1|e− iε2mh¯ P2 |p1〉 〈p1|e− iεh¯ V(x)|x0〉
(1.20)
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where
+∞ˆ
−∞
[Dp] [Dx] =
+∞ˆ
−∞
+∞ˆ
−∞
+∞ˆ
−∞
...
+∞ˆ
−∞
N
∏
n=1
dpn
2pih¯
N
∏
n=1
dxn. (1.21)
In this formulation every exponential operator can be applied directly to the
eigenstates to its own right. Collecting all the eigenvalues finally the propagator
becomes
U(xN , x0, t) =
+∞ˆ
−∞
[Dp] [Dx] e
N
∑
n=1
[ −iε2mh¯ p
2
n+
i
h¯ pn(xn−xn−1)− iεh¯ V(xn−1)]
(1.22)
and the following version moving instead on the continuous
U(xN , x0, t) =
+∞ˆ
−∞
[Dp] [Dx] e ih¯ S (1.23)
that is known as the Phase Space Path Integral formulation for the propagator
and it will have a paramount importance as the foundation of the semiclassical
approximation.
Indeed, equation 1.23 is exact in principle, but it requires an integration over
all the possible paths that lead from the initial condition to the final one. Such
condition is clearly difficult to fulfill, but calculations can be simplified without
significant loss of accuracy by means of the semiclassical approximation to the
propagator.
1.2. The semiclassical approximation to the propagator
One way to solve the Path Integral is to use the so-called “stationary phase
approximation”.[28] In order to familiarise with such a mathematical tool it is
possible to start looking at the stationary phase approximation applied to an
oscillatory one-dimension integration
+∞ˆ
−∞
dx ei f (x) ≈ ∑
{xj| f ′(xj)=0}
√
2pii
f ′′(xj)
ei f (xj) (1.24)
19
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Figure 1.1.: Representation of Feynman path integral integration. Reproduced
from ref [29]
that can be readily extended to the multidimensional case by substituting the
second derivative with the determinant of the matrix of second derivatives.
Comparing the left hand side of equation 1.24 with 1.15, it is possible to conclude
that the stationary phase approximation to quantum propagator is applied by
setting to zero the first derivative of the classical action. Because of Hamilton’s
principle, the first derivative of the action is zero for any classical path, so such a
mathematical operation implies that the summation over all the possible paths,
depicted in red in Figure 1.1 is now reduced only to classical paths, reported in
blue in the same Figure.
Starting from
U(xN , x0, t) ' ∑
classical paths
ˆ
[Dx] e ih¯ S(x0,xN ,t) (1.25)
the action can be expressed through an expansion to the second order, S '
S0 + δS+ δ
2S
2 , where the term S
0 is the action depending on x0 and xN , which are
respectively the initial and final condition of each classical trajectory. Considering
that for classical path is true that δS = 0, a Gaussian integral is obtained, whose
calculation leads to the van Vleck version of the semiclassical propagator [30]
UVV ' ∑
classical paths
(
1
2piih¯
)
N
2
∣∣∣∣− δ2Sδx0δxN
∣∣∣∣
1
2
e
i
h¯ S
0(x0,xN ,t). (1.26)
Eq. 1.26 describes a scenario in which the zero-th order term of the classical
action gives an oscillatory contribution, due to the exponential factor, while the
20
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second order term, contained in the pre-exponential prefactor and known as van
Vleck determinant, describes the quantum fluctuations around the classical path.
In that formulation the prefactor is composed by a second derivative that depends
on x0 and xN . The sign of that determinant depends on the number of times in
which the classical trajectory goes through a caustic point. This is accounted for
by the Maslow index ν. Starting from this consideration, Gutzwiller factored out
the phase of the prefactor giving the following new implementation, known as
the van Vleck-Gutzwiller propagator [31]
UVVG ' ∑
classical paths
(
1
2piih¯
)
N
2
∣∣∣∣− δ2Sδx0δxN
∣∣∣∣
1
2
e
i
h¯ S
0(x0,xN ,t)e−
1
2piν. (1.27)
Certainly, this formulation would be easier to manage and calculate if the
quantities depended only on initial conditions rather than having initial and
final states simultaneously. For this reason, by employing Hamilton’s equations
p˙t = − δHδxt and x˙t = δHδpt , the previous formula can be written moving from
(x0, xN) to (x0, p0)
UVVG ' ∑
classical paths
[
1
2piih¯
×
(
δxN
δp0
)−1] 12
e
i
h¯ S
0(x0,p0,t)e−
1
2 ipiν (1.28)
where x0 and p0 are the initial positions and momenta of the classical trajectories
and the factor e− 12piν accounts for the fact that the classical trajectory can pass
through a caustic point that brings to a change in the sign of the determinant.
The last formula represents the van Vleck-Gutzwiller semiclassical propagator, in
its Initial Value Representation (IVR).[32, 33] Note that the prefactor now has the
form ( δxNδp0 )
−1, which represents the inverse of the sensitivity of the final position
with respect to the initial momentum. It is an element of the stability matrix, or
monodromy matrix
M =
(
∂pt/∂p0 ∂pt/∂x0
∂xt/∂p0 ∂xt/∂x0
)
. (1.29)
The monodromy matrix is a measure of how sensitive the trajectory is to the
initial conditions. In particular, in Eq. 1.28, the larger the prefactor the smaller
the weight of that trajectory. The importance of the prefactor and its criticality in
the stability of the calculation will be successively discussed. A brief list of all
the ways that have been address to solve its complexities and approximate its
role is presented in Appendix 1.d.
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Another possible expression for the propagator is formulated by employing
the coherent states |pt,qt〉. In theoretical vibrational spectroscopy working in
normal modes (p,q) is a convenient choice and using such formalism, in the
coordinate representation coherent states have a Gaussian shape of this kind
〈x|pt,qt〉 =
(
detγ
piN
) 1
4
exp
[
−1
2
(x− qt)Tγ(x− qt) + ih¯p
T
t (x− qt)
]
. (1.30)
This device was exploited by Heller, Herman and Kluk that formulated, in such
a way, a new expression of the IVR propagator:[34, 35]
UHK =
(
1
2pih¯
)N ¨
dp0dq0Ct (p0,q0) e
i
h¯ St(p0,q0) 〈x|pt,qt〉 〈p0,q0|x′〉 (1.31)
where the integration is done on the starting q0 and p0 conditions, 〈x|pt,qt〉 〈p0,q0|x′〉
is the product of the coherent states, γ is the matrix of the width parameters of
the Gaussian wavepackets and Ct (p0,q0) is the pre-exponential factor that can
be evaluated by means of the following expression:
Ct (p,q) =
√
det
[
1
2
(
Mqq + γ−1Mppγ+
iγ−1
h¯
Mpq +
h¯γ
i
Mqp
)]
(1.32)
where the matrices M are the elements of the Monodromy Matrix.
The importance of the Herman-Kluk (HK) formulation is due to the fact that
using Gaussian wavepackets the integration becomes amenable to numerical
calculations. Therefore, by means of an integration algorithm like the Box Muller
[36], it is possible to sample the phase-space initial conditions and to apply a
Monte Carlo method to compute the integration.
1.3. Application to vibrational spectroscopy
The power spectrum of a wavepacket, for a bound state problem, is given by the
expression
σ(ω) =∑
n
|cn|2δ(ω−ωn) (1.33)
where cn are the coefficients of the wavepacket relative to the Hamiltonian eigen-
functions, Ψ(x, t) = ∑n cnψn(x)e−
i
h¯ Ent, and ωn = Enh¯ . Following this formulation,
22
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the spectrum is simply the sum of the absolute squares of the energy components
of the wavepacket, positioned at the energies of the eigenvalues. It can be easily
demonstrated that it is possible to compute the spectrum also starting from the
wavepacket autocorrelation function, (see Appendix 1.c for more details)
I(E) =
1
2pih¯
+∞ˆ
−∞
〈Ψ(0)|Ψ(t)〉 eiEtdt. (1.34)
Recalling the propagator definition (eq. 1.2), the equation 1.34 is re-written as
I(E) =
1
2pih¯
+∞ˆ
−∞
dt e
i
h¯ Et 〈Ψ|e− ih¯ Hˆt|Ψ〉 (1.35)
= Re
 1
pih¯
∞ˆ
0
dt e
i
h¯ Et 〈Ψ|e− ih¯ Hˆt|Ψ〉
 (1.36)
where Re indicates that, thanks to the unitarity of the quantum propagator, only
the real part of the expression in brackets is taken into account. In eq. 1.36 it is
possible to substitute the propagator in the integrand with one of the semiclassical
approximations seen in the previous paragraph. For example, inserting the
Herman-Kluk formulation of the propagator, the following expression for the
spectrum is obtained:
ab
I(E) =
1
(2pih¯)N
Re
pih¯
∞ˆ
0
dte
i
h¯ Et
×
(ˆ
dp0
ˆ
dq0Ct (p0,q0) e
i
h¯ St(p0,q0) 〈Ψ|pt,qt〉 〈p0,q0|Ψ〉
) (1.37)
where (pt,qt) are the momenta and positions along the classical trajectory,
S (p,q) is the classical action, Ct (p,q) represents the Herman-kluk prefactor
described in equation 1.32 and 〈x|pt,qt〉 is the Gaussian wavepacket, centered
at (pt,qt). In this way the spectrum of a generic system, ranging from simple
molecules to even complex supramolecular aggregates, can be recovered by using
the information coming from molecular dynamics.
23
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1.4. Overcoming the limits of the Herman-Kluk
propagator: the time average ﬁlter
Despite the potentialities of the Herman-Kluk propagator, demonstrated by the
noticeable number of works existing in the literature ,[14, 13] its application to
molecular systems remains strongly limited. This is due essentially to the high
number of trajectories requested for the convergence of the integral calculations.
This number is proportional to the number of degrees of freedom (DOF) of the
system to be analysed, in a way that application of the semiclassical method to
molecules of biological interest with many DOF is completely forbidden at this
level. In order to overcome this limitation, in 2003 Kaledin and Miller proposed
a time-average filter approach that has represented a key step on the way to
molecular vibrational investigation.[37, 38] The main ingredient of this filter
consists in a time average version of the original phase-space integral, switching
from
IPS =
ˆ
dp0
ˆ
dq0A(pt,qt) (1.38)
to
IPS,TA =
ˆ
dp0
ˆ
dq0
1
T
ˆ
dtA(pt,qt) (1.39)
that is, substantially, a time averaging of the integrand along the trajectory, for
each initial condition. As illustrated below, by changing the order of integration
and by invoking Liouville’s theorem, for which the phase-space distribution
function is constant along the trajectories and the change dp0, dq0 → dpt, dqt
has a unitary Jacobian, the two formulations are fully equivalent.
IPS,TA =
1
T
ˆ
dt
ˆ
dp0
ˆ
dq0A(pt,qt) (1.40)
=
1
T
ˆ
dt
ˆ
dpt
ˆ
dqtA(pt,qt) (1.41)
=
1
T
ˆ
dtIPS = IPS. (1.42)
At first glance, equation 1.39 may seem more complicated than equation 1.38,
since it presents an additional integral to solve, but actually the time average of A
is now a smoother function of the phase space variables, and hence the statistical
convergence of the calculations is improved. This means that a minor number of
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initial conditions p0,q0 are needed to make the calculation converge, opening
the way to the analysis of bigger molecules, otherwise unfeasible. Applying the
filter strategy as it appears in Eq. 1.39 to the Herman Kluk formulation reported
in 1.37 and switching the time integration with the phase space integration, it is
possible to write
I(E) =
1
(2pih¯)N
ˆ
dp
ˆ
dq
Re
pih¯T
Tˆ
0
dt1
∞ˆ
t1
dt2Ct2 (pt1 ,qt1)
× 〈Ψ|pt2 ,qt2〉 e
i
h¯ (St2 (
p,q)+Et2)[〈Ψ|pt1 ,qt1〉 e
i
h¯ (St1
(p,q)+Et1)]∗.
(1.43)
This expression presents two different time integrals in two different time vari-
ables t1and t2 that make the calculation difficult to manage. A desirable im-
provement will consist in the collapse of the original integrand into an absolute
squared integrand in a single time variable T. Unfortunately, the presence of
the prefactor Ct2 (pt1 ,qt1), which has a dependency on both the time variables,
hampers a direct simplification of the method. For this reason, Kaledin and
Miller proposed to approximate the complete HK prefactor to its phase only,
according to the following equation
Ct2 (pt1 ,qt1) ≈ e
i
h¯φt2 e−
i
h¯φt1 , (1.44)
where φ indicates the phase of the HK prefactor Ct. Eq. 1.44 is called “sepa-
rable approximation”, because it assumes that the two time scales are exactly
separable. This is definitely true only for the harmonic oscillator, but it has
been demonstrated to be accurate also for a large number of more compli-
cated systems.[39, 40, 41, 42, 25, 43] Substituting the separable approximation
(1.44) into equation 1.43 the Time Average filtered version of the Herman Kluk
propagator is obtained in its Initial Value Representation, (TA-SCIVR)
I(E) =
1
(2pih¯)N
1
2pih¯T
ˆ
dp
ˆ
dq
×
∣∣∣∣∣∣
Tˆ
0
dt 〈Ψ|pt,qt〉 e{ ih¯ [St(p,q)+Et+φt(p,q)]}
∣∣∣∣∣∣
2
.
(1.45)
Furthermore the collapse of the two time scales t1and t2 into a single time t
implies the evaluation of the integral in t2 from 0 to T, leading to the dividing
factor 2 that appears in equation 1.45.
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Using such formulation of the semiclassical approach, Kaledin and Miller
were able to recover the vibrational spectrum of H2, H2O and CH2O with very
high accuracy, comparable to exact quantum results. Most importantly they
demonstrated with their work that the time average filter was able to drastically
reduce the number of trajectories required for the convergence of the integral
calculation, at the point that meaningful information could be recovered even
from a single long trajectory.
1.5. Fighting the curse of dimensionality, the
Multiple-Coherent approach
The introduction of TA-SCIVR allowed application of the semiclassical method
to small molecular systems. For all these systems, the potential energy surfaces
(PES) used for the calculation of the potential energy, were pre-computed or pre-
constructed by means of fitting techniques. Such a strategy permits to exploit an
analytical formula in order to obtain energy values in very short computational
times. Unfortunately, construction of a full dimensional PES is generally not
affordable for systems with many degrees of freedom, because of the high
computational effort that the ab-initio calculations on which the fitting procedure
is based may require, expecially if a high level of electronic theory is employed.
Moreover, a hypothetical accurate PES for big size systems requires complex
analytical expressions that will yield significant time consuming computations.
For this reason the use of a First Principles Molecular Dynamics (FPMD)
approach, where the potential and its derivatives are calculated on-the-fly along
the dynamics, represents a valid alternative to the use of a pre-existing PES, as
highlighted by Ceotto et al. in 2009.[25, 26] In the same publication the authors
brought to light another important issue. In fact, investigating the vibrational
spectrum of CO2 molecules, they observed that, when a single trajectory is
employed for the semiclassical calculation, poor results for the higher vibrational
levels are obtained. This event can be understood by looking at the correlation
function itself (Eq. 1.34). In fact, using the semiclassical formulation, a well-
defined peak arises in the spectrum if the reference state |Ψ〉 significally overlaps
with each eigenstate of the system. It is possible to better understand this
statement by looking at the numerical form of the correlation function,
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〈Ψ|pt,qt〉 〈p0,q0|Ψ〉 =
exp[−γ(qt − qieq)2/4− γ(q0 − qieq)2/4− γ(pt − pieq)2/4− γ(p0 − pieq)2/4]
× exp[−i(ptqt − p0q0)/2− ipieq(qt − q0)/2+ iqieq(pt − p0)/2]
(1.46)
from which emerges that the signal in the Fourier transform is significally
different from 0 when the momenta and positions explored from the trajectory,
(pt,qt), are close to (pieq,q
i
eq). Related to this idea, in a pioneering work
published by De Leon and Heller,[44] it has been demonstrated that accurate
semiclassical results can be obtained even by means of a single trajectory if
it is run at the correct (quantum) energy. Following this insight, Ceotto and
coworkers suggested the possibility to use a reference state specifically built in
order to mimic all the spectral features with the proper eigenvalue spacings.
One way to fulfill this request is to chose for the trajectories the equilibrium
geometry qieq as initial positions and p
i
eq =
√
(n + 1/2)h¯ω as initial momenta, n
being the harmonic oscillator quantum number and ω the harmonic frequency.
Usually a single trajectory is run for each of the Nst states with the reference
state appropriately set. Such strategy is pictorially represented in Figure 1.2
Inserting this idea in the previous formula is possible to re-write the semiclas-
sical formulation of the vibrational spectrum, reaching the so-called Multiple
Coherent (MC) TA-SCIVR[42, 40] :
I(E) =
1
(2pih¯)N
Re
pih¯T
Ntrajs=Nstates
∑
j=1
Tˆ
0
dt1
Tˆ
0
dt2Ct2(p
j(t1),qj(t1))
×
Nstates
∑
k=1
〈pkeq,qkeq|pj(t2),qj(t2)〉 e
i
h¯ (St2 (p
j(0),qj(0))+Et2)
×
[
Nstates
∑
k=1
〈pkeq,qkeq|pj(t1),qj(t1)〉 e
i
h¯ (St1 (p
j(0),qj(0))+Et1)
]∗
(1.47)
where the phase space integral has been replaced by a sum over the coherent
states
|Ψ(K)〉 =
Nvib
∏
i=1
|p(K)eq,i ,q(K)eq,i 〉 K = 1, ..., Nst. (1.48)
In practice, instead of choosing the initial points for the trajectories by a random
sampling of the phase space around the minimum, now it is possible to select
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Figure 1.2.: Several possible reference state for the MC-SCVIR approach. In
panel (a) is represented the power spectrum; in panel (b) the po-
tential energy and in panel (c) the phase space in which classical
trajectories (red closed lines) and coherent states (filled colored cir-
cles) are sketched. Reproduced from ref [40]
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a very small set of trajectories (one for each of the Nst states) with the initial
conditions selected to resemble the real eigenfunctions of the system. Figure 1.2
pictorially represents the Multiple Coherent strategy. In panel (c) is represented
the phase space where several initial conditions are visualized by means of
coloured circles. The corresponding trajectories explore the phase space asso-
ciated to a region of the potential energy surface, depicted in panel (b), that
permits to recover the exact quantum level in the vibrational spectrum, reported
in panel (a).
In this thesis work all the MC-SCIVR analysis have been performed by choosing
equilibrium positions and harmonic Zero Point Energy (ZPE) momenta as initial
trajectory conditions for each normal mode of the system.
Using the MC-SCIVR it has been possible to employ a small set of 8 trajectories
to recover with very similar accuracy the water vibrational eigenvalues obtained
from 32 000 trajectories used for the Monte Carlo integration of the TA-SCIVR
approach.[45] Most interestingly, the possibility to use a very limited number
of trajectories allows to use FPMD, giving the opportunity to study complex or
large systems, for which a pre-computed PES is not available.
Another important property of the reference state choice for the multiple
coherent states formulation is the possibility to determine a priori which peaks
will appear in the spectrum. A couple of years upon publication of the MC-
SCIVR strategy, in fact, Ceotto and coworkers proposed to define the reference
state through a combination of coherent states , written in the general form
|Ψ(K)〉 =
Nvib
∏
i=1
Nα
∑
α=1
ε
(K)
α,i |p(K)eq,α,i,q(K)eq,α,i〉 K = 1, ..., Nst (1.49)
where Nα is the number of coherent states employed in this “augmented” ref-
erence state and the value of the coefficient ε(K)α,i allows to enforce parity or
molecular symmetry to favor detection of signals corresponding to specific mode
excitations or symmetry species. This feature is particularly important in view
of multidimensional systems analysis, because it is possible to use the antisym-
metric choice (ε = −1) for each single mode in order to isolate its fundamental
transition contribution from others. If the symmetric combination (ε = 1) is
chosen instead for all the states, then it is possible to visualize the ZPE. Indeed
in this thesis all the spectra have been produced using the Multiple-Coherent ap-
proach, together with the time-average filter, exploiting this type of combination
of coherent states.
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1.6. The Divide and Conquer, a new formulation toward
systems of high-dimensionality
The introduction of the multiple-coherent approach permitted the study of higher
dimensional molecular systems, starting from important staple molecules, as
benzene, up to biologically relevant systems, like the glycine molecule. The
vibrational spectrum of glycine, the smallest between all the aminoacids, has
been investigated within this thesis work, and it is illustrated in details in the
first chapter of the Part II.
Despite this important advance, this system represents the size limit for the
semiclassical machinery, as presented so far. The reason why this happens
has already been understood and explained in previous sections. The semi-
classical wavepacket, built as the direct product of coherent states |Ψ(t)〉 =
|Ψ1(t)〉 ... |ΨN(t)〉, is employed for the calculation of the Fourier Transform of
the time-dependent overlap 〈Ψ(0)|Ψ(t)〉. In order to have a clear signal in the
spectrum, this time-evolved wavepacket has to significally overlap with its initial
state. For a multidimensional system this overlap has to happen for all the
dimensions at the same time. In this particular aspect, a semiclassical spectrum
is deeply different from the “classical” one, where the vibrational density is
investigated through a three-dimensional dipole autocorrelation function. Within
the literature, this multidimensionality issue is known as “the curse of dimen-
sionality”. A successful way to overcome this limitation has been presented by
Ceotto and coworkers for the first time in 2017.[46] The key ingredient is the
observation that being able to reduce the dimensionality of the system, the over-
lap of the time evolved wavepacket with its initial guess is more likely to occur.
Therefore the idea is to partition all the degrees of freedom of the system in
subdimensional groups, to apply the semiclassical method on these dimensions
in order to obtain a partial spectrum, and finally to sum up over all the partial
spectra to get the spectral density of the whole multidimensional system. In
Figure 1.3 this strategy is pictorially sketched.
From a mathematical point of view, the “reduction” of the dimension is
accomplished by means of a projection of the full dimensional system onto
subdimensional subspaces. Starting from the expression of the TA-SCIVR (eq.
1.45), it is possible to write the spectrum of the single subspace, with all the
quantities projected
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Figure 1.3.: Pictorial representation of the projection procedure. Reproduced
from ref [46]
I˜(E) =
1
(2pih¯)M
1
2pih¯T
ˆ
dp˜(0)
ˆ
dq˜(0)
×
∣∣∣∣∣∣
Tˆ
0
dt 〈Ψ˜|p˜t, q˜t〉 e{ ih¯ [S˜t(p˜,q˜)+Et+φt(p˜,q˜)]}
∣∣∣∣∣∣
2 (1.50)
where M is the dimension of the subspace (with M < N, where N are the
dimensions of the system), (p˜, q˜) are the momenta and positions of the degrees
of freedom of the subspace and 〈x˜|p˜t, q˜t〉 is the M-dimensional coherent state
defined as
〈x˜|p˜t, q˜t〉 =
(
det(Γ˜)
piM
) 1
4
e−(x˜−q˜(t))
T Γ˜(x˜−q˜(t))/2+ip˜T(t)(x˜−q˜(t))/h¯ (1.51)
where Γ˜ is also the projection of the Gaussian width matrix Γ. The expression
reported in eq. 1.50 describes the Divide-and-Conquer semiclassical approach,
also known with the abbreviation DC SCIVR. Among all the quantities involved
in eq. 1.50 only the potential energy, which is one of the components of the action
S, is not trivially separable, since it depends on all the degrees of freedom of the
system simultaneously. To overcome this issue, one of the proposed potential
energy expressions is
VS(q˜(t)) = V(q˜(t);q
eq
Nvib−M) + λ(t) (1.52)
where
λ(t) = V(q˜(t);qNvib−M(t))− [V(q˜(t);qeqNvib−M) +V(q
eq
M ;qNvib−M(t))]. (1.53)
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In other words, an external time-dependent field has been defined to obtain
an expression that is in principle exact for a separable system. What remains
to define is the criterion for mode partitioning. So far several methodologies
have been proposed, each with different levels of accuracy and amounts of
computational effort required. The most inexpensive one is based on the analysis
of the Hessian matrix, averaged along the trajectory. After choosing a threshold
ε value, comparing the off diagonal terms with ε, it is possible to determine if
two modes are coupled or not. Applying this strategy recursively it is possible
to subdivide the full dimensional space in smaller sets. This approach is almost
instantaneous if you have already calculated the Hessians along the trajectory,
but presents a strong arbitrary factor consisting in the choice of ε.
A similar strategy is based on the investigation of the stability matrix, see eq.
1.29, for the definition of the amount of coupling between modes.[47] It exploits
dynamical information but relies on an arbitrary ε value choice.
A more rigorous criterion is the one called “Jacobi space decomposition
method”.[48] It takes advantage of Liouville’s theorem, for which the deter-
minant of the Jacobi Matrix, obtainable starting from the monodromy matrix
(eq. 1.29), has to be equal to 1 for an isolated system. Employing this obser-
vation, one can calculate this determinant for each possible space subdivision
along the dynamics and estabilish which one provides the subspaces with the
determinant closer to 1. Despite the clear advantage of this approach in avoiding
arbitrariness, this method requires a lot of calculation and the computational
effort dramatically increases with the dimensionality of the system since the
number of possible combinations blows up fast. Since all the systems studied in
this thesis presents a high number of degrees of freedom, the criterion that has
been used in this thesis work for the subspace partition is the one based on the
Hessian matrix.
Together with advances on the theoretical side, other minor approximations
have been applied in order to tackle molecular systems with reasonable com-
putational effort. Such measures concern how to handle the prefactor and the
reduction of the number of Hessians to calculate. All the details about these
features are discussed in the Appendix 1.d.
The capabilities of DC-SCIVR has been demonstrated evaluating spectra of
systems with a high number of degrees of freedom, like the fullerene molecule,
and even supramolecular systems characterized by high complexity, like, for ex-
ample, water clusters.[48, 46] In this thesis work the DC-SCIVR method has been
applied together with FPMD, interfacing semiclassical software with NWChem,
a free downloadable software used for quantum mechanical calculations and
also with Gromacs, a suite of codes used for classical dynamics.
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Appendix 1.a: Equivalence of Feynman's formalism to Schrödinger's
equation
The Feynman path integral formalism is equivalent to the Shrödinger one, the
difference is that the first approach is global and deals with propagation over
finite times, while the latter is local in time and deals with time evolution over
infinitesimal time scales. Following the Schrödinger equation the change of the
state vector |ψ〉 in infinitesimal time ε is given by
|ψ(ε)〉 − |ψ(0)〉 = − iε
h¯
Hˆ |ψ(0)〉 (1.54)
that in the coordinate representation becomes
|ψ(x, ε)〉 − |ψ(x, 0)〉 = − iε
h¯
[
− h¯
2
2m
∂2
∂x2
+V(x, 0)
]
|ψ(x, 0)〉 . (1.55)
The same change from the point of view of the path integral formalism, to first
order in ε (meaning that there is only a slice between the start and end points of
the path), is
ψ(x, ε) =
+∞ˆ
−∞
U(x, ε; x′)ψ(x′, 0)dx′ (1.56)
being
U(x, ε; x′) =
√
m
2pih¯iε
e
i
h¯
(x−x′)2m
2ε − ih¯ V( x+x
′
2 ,0)ε. (1.57)
(See Appendix 1.b). Here the argument of V has been set to 0 since there is
already a factor ε in front of it, and other variations in time of V between 0 and ε
will produce a second order term in ε. By substituting eq. 1.57 into eq. 1.56 the
result is
ψ(x, ε) =
√
m
2pih¯iε
+∞ˆ
−∞
e
i
h¯
(x−x′)2m
2ε e−
i
h¯ V(
x+x′
2 ,0)εψ(x′, 0)dx′. (1.58)
Looking now at the exponential term e
i
h¯
(x−x′)2m
2ε it is possible to observe that, being
ε infinitesimal and h¯ small, it oscillates very rapidly as (x− x′) varies, making
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the integral vanish except in the region where it is stationary. The only stationary
point in this case is x = x′, where the phase is approximately zero. By defining
η as
η = x− x′ (1.59)
the 1.58 becomes
ψ(x, ε) =
√
m
2pih¯iε
+∞ˆ
−∞
e
i
h¯
η2m
2ε e−
i
h¯ V(x+
η
2 ,0)εψ(x + η, 0)dx′. (1.60)
Working to first order in ε and therefore to second order in η it is possible to
expand ψ(x + η, 0) and e−
i
h¯ V(x+
η
2 ,0)ε to be
ψ(x + η, 0) = ψ(x, 0) + η
∂ψ
∂x
+
η2
2
∂2ψ
∂x2
+ ... (1.61)
e−
i
h¯ V(x+
η
2 ,0)ε = 1− iε
h¯
V(x +
η
2
, 0) + ... (1.62)
= 1− iε
h¯
V(x, 0) (1.63)
since terms of order ηε are to be neglected. In this way equation 1.60 becomes
ψ(x, ε) =
√
m
2pih¯iε
+∞ˆ
−∞
e−
η2m
2ih¯ε
[
ψ(x, 0)− iε
h¯
V(x, 0)ψ(x, 0) + η
∂ψ
∂x
+
η2
2
∂2ψ
∂x2
]
dη
(1.64)
that can be solved as a Gaussian integral obtaining
ψ(x, ε) =
√
m
2pih¯iε
[
ψ(x, 0)
√
2pih¯iε
m
− h¯ε
2im
√
2pih¯iε
m
∂2ψ
∂x2
− iε
h¯
√
2pih¯iε
m
V(x, 0)ψ(x, 0)
]
(1.65)
which can be rearranged as follows
ψ(x, ε)− ψ(x, 0) = − iε
h¯
[
− h¯
2
2m
∂2
∂x2
+V(x, 0)
]
ψ(x, 0) (1.66)
to agree with the Schrödinger prediction in eq. 1.55.
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Appendix 1.b: Free particle propagator
In this short section the propagator of a free particle will be evaluated. The
system is characterized by the following Hamiltonian
Ĥ =
pˆ2
2m
. (1.67)
By definition of quantum propagator is true that,
〈q|e− ih¯ Ĥt|q′〉 = 〈q|e− ih¯ pˆ
2
2m t|q′〉 . (1.68)
Now, inserting in the 1.68 two identity relations
+∞ˆ
−∞
dp |p〉 〈p| = 1,
+∞ˆ
−∞
dp′ |p′〉 〈p′| = 1 (1.69)
it is possible to obtain
+∞ˆ
−∞
dp
+∞ˆ
−∞
dp′ 〈q|p〉 〈p|e− ih¯ pˆ
2
2m t|p′〉 〈q′|p′〉 (1.70)
=
+∞ˆ
−∞
dp
+∞ˆ
−∞
dp′ 〈q|p〉 〈p|p′〉 e− ih¯ p
2
2m t 〈q′|p′〉 (1.71)
=
+∞ˆ
−∞
dp′ 〈q|p′〉 〈p′|q′〉 e− ih¯ p
2
2m t (1.72)
=
+∞ˆ
−∞
dp′
1√
2pih¯
e
i
h¯ p
′q 1√
2pih¯
e−
i
h¯ p
′q′e−
i
h¯
p2
2m t (1.73)
=
1
2pih¯
+∞ˆ
−∞
dp′e−
i
h¯
p2
2m te
i
h¯ p
′(q−q′) (1.74)
that is a Gaussian integral that, once solved, leads to
=
1
2pih¯
√
2pih¯m
it
e−
m(q−q′)2
2h¯it (1.75)
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=
√
m
2pih¯it
e
i
h¯
(q−q′)2m
2t (1.76)
that is the formulation of the free particle propagator.
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Appendix 1.c: Spectrum deﬁnitions
As reported in this chapter, the definition of “spectrum” is given by
σ(ω) =∑
n
|cn|2δ(ω−ωn). (1.77)
Expansion of the wavepacket of a bound system in the Hamiltonian’s eigenfunc-
tions leads to
Ψ(x, t) =∑
n
cnψn(x)e−
i
h¯ Ent (1.78)
where ωn = Enh¯ , En being the eigenvalue energies. Another definition of the
spectrum is based on the Fourier Transform of the wavepacket autocorrelation
function
σ(ω) =
1
2pi
+∞ˆ
−∞
〈Ψ(0)|Ψ(t)〉 eiωtdt. (1.79)
Substituting eq. 1.78 into this last formulation it is possible to demonstrate, with
a small number of steps and exploiting the ortonormality of the eigenfunctions
of H, that it is fully equivalent to eq. 1.77
σ(ω) =
1
2pi
+∞ˆ
−∞
+∞ˆ
−∞
(∑
m
c∗mψ∗m(x))(∑
n
cnψn(x)e−
i
h¯ Ent)dxeiωtdt (1.80)
=
1
2pi
+∞ˆ
−∞
∑
m,n
c∗mcnδmne−
i
h¯ Enteiωtdt (1.81)
=
1
2pi ∑n
|cn|2
+∞ˆ
−∞
e−
i
h¯ Enteiωtdt (1.82)
=∑
n
|cn|2δ(ω− Enh¯ ) (1.83)
=∑
n
|cn|2δ(ω−ωn) (1.84)
that is exactly the equation reported in 1.77.
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Appendix 1.d: Additional tools for semiclassical vibrational studies
Within this chapter I already presented the Monodromy Matrix M,
M =
(
∂pt/∂p0 ∂pt/∂x0
∂xt/∂p0 ∂xt/∂x0
)
(1.85)
its role in the pre-exponential factor in semiclassical formulations
Ct (p,q) =
√
det
[
1
2
(
Mqq + γ−1Mppγ+
iγ−1
h¯
Mpq +
h¯γ
i
Mqp
)]
(1.86)
and its importance being involved in the account of quantum contributions to
the propagator operator.
What it has been missing so far is a description of the numerical problems
connected to such a prefactor. In fact the numerically-integrated monodromy
matrix elements become exponentially large as time evolves when the dynam-
ics is chaotic and the dimensionality of the system increases. This generates
issues about both integral convergence and numerical stability of the codes. For
these reasons several approximations to the prefactor have been proposed in the
literature.[39, 49, 13, 50, 51] Some strategies deal with the removal of chaotic tra-
jectories from the double phase-space integral evaluation, but such an approach
is not of course available for formulations like MC-SCIVR or DC-SCIVR where a
small number of trajectories, and often even a single one, are employed. Other
approaches are based on “probable” estimations of the prefactor to keep fixed
during all the dynamics, while in other strategies the prefactor is reformulated
by using log-derivative quantities.
The most efficient route, at least for the studies here presented, turned to be the
strategy called “Matrix Regularization”. The idea is to monitor the monodromy
matrix elements during the dynamics evolution. Thanks to the diagonalization
of the matrix, the most “chaotic” degrees of freedom can be found by looking at
their eigenvalues. Then a sudden zeroing of such eigenvector and eigenvalue
followed by recalculation of the monodromy matrix is employed to make the
trajectory gain numerical stability. The monodromy matrix regularization has
been extensively used along this work, since complex, supramolecular or quasi-
solvated systems are found to be characterized by a chaotic dynamics.
Another important ease to the overall computational effort required by semi-
classical methods is represented by the reduction of the number of Hessian
matrices to calculate. In agreement with the semiclassical formulation, the Hes-
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sian matrix is requested step-by-step along the dynamics. The ab-initio Hessian
calculation is however computationally very expensive and some methods to
approximate such matrix are highly desirable. The principal tool that I employed
for the production of the results of this thesis is the Compact Finite Difference
scheme (CFD), developed by Ceotto and Hase in 2013.[39] It works by using a
reduced number of ab-initio Hessian matrices and by estimating the others start-
ing from the latest available calculated Hessian and the gradient of the potential
energy. The gradient is infact always available because already calculated during
the ab-initio molecular dynamics. As a rule of thumb I calculated one Hessian
matrix in two steps, or three steps for very large systems.
An alternative approach is represented by the construction of a database of
Hessian matrices. After choosing a threshold on the position coordinates, a
limited number of Hessians is calculated because for “similar” sets of positions
the same matrix is employed. This approach, in this basic version, may require a
very small number of Hessian calculations, depending on the threshold value.
Within this thesis work such an approach has been tested and employed for the
calculation of the vibrational spectrum of the glycine molecule interacting with
nine water molecules, a system composed by 105 degrees of freedom.
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2. Treatment of Classical Molecular
Dynamics
The aim of this chapter is to give a brief review of two different approaches for
classical dynamics: Molecular Mechanics (MM) and Ab-Initio Molecular Dynam-
ics (AIMD). The validity of these methodologies will be here discussed, with
particular emphasis on theoretical vibrational spectroscopy. Within this thesis
I largely used AIMD to reproduce vibrational spectra in a classical framework
and also to calculate the trajectories required by the semiclassical method. I also
tried to use classical molecular mechanics to recover information exploitable for
spectroscopic purposes.
2.1. Molecular Modelling and Molecular Mechanics
In order to understand what Molecular Modelling is, one can simply refer to the
definition of “molecular” and “modelling” words respectively. A model is an
idealised description of a system that helps in calculations or predictions. The
word “molecular” clearly identifies the object of a “model” in some way related
to molecules. Even if some basic models can be computed using paper and pencil,
nowadays molecular modelling is always associated to computer simulations.
Evidently the computer plays the role of a tool that expresses distinct theories
in the form of algorithms. Quantum mechanics, for example, from which the
semiclassical methodologies have been derived in the previous Section, was
born many years before the construction of the first computers and today it is
exploited by a large number of available softwares. Unfortunately application of
quantum mechanics is limited to small-size systems due to the computational
efforts required. For this reason a large part of Molecular Modelling problems
are tackled by means of more simplified approaches, like for instance Molecular
Mechanics.
Molecular Mechanics methods, also known as Force Field methods, are based
on two main assumptions. The first one is that the electronic degrees of freedom
can be neglected in the description of the system dynamics. This assertion has
its foundation on the Born-Oppenheimer approximation, in which the electrons
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Figure 2.1.: Reproduced from ref [55]
are described by means of adiabatic states whose energy is just a function of
the nuclear coordinates. The second assumption is that the energy function
can be approximated using an analytical expression. An important step in the
development of this class of methods is represented by the construction of such
an energy function. It is generically built as a sum of simple contributions such
as bond stretchings, opening and closing of atom angles, torsions and so on, as
pictorially illustrated in Figure 2.1. All terms will be described in details in the
following Section. Another characteristic aspect of Force Fields is represented by
their transferibility. Force Fields work with a relatively small set of parameters
that relate on specific atoms or groups of atoms.They can be applied to a wide
range of systems and problems. [52, 53, 54, 55]
Thanks to this handful of ingredients, Force Fields methods are able to tackle
very high dimensional systems of biological importance, like proteins or nucle-
obases, even including the solvent in its explicit form.
2.1.1. Building a simulation
Working with a Force Field is surprisingly similar to building a real experiment.
In this latter case, the sample has to be prepared, than the instrument has to be
connected to the sample and finally comes the measure of the property, taken
for a period of time. In the same way the molecular mechanics analysis works.
First of all the model has to be set up. The system is prepared as a collection
of N atoms in a numerical coordinate representation. Then it is interfaced
with the software that performs the dynamics and with the set of parameters
that represents the Force Field. At this stage the dynamics starts. The system
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is evolved for a certain period of time, and finally the property of interest is
measured. As in a real experiment, so in the Force Field simulation, the longer is
the evolution the more accurate is the measure of the property.
Also the code structure can be easily outlined, highlighting the most important
steps that a molecular dynamics program performs. After the initialization stage,
where the initial positions and velocities are set, the dynamical loop begins. For
each step of the trajectory the calculation of electronic energies and forces is
needed, so that the integration of the equations of the motion can be performed
numerically. Each of this section is subdivided in more complex operations,
depending also on the kind of simulation, the Force Field employed and the
quantities that have to be measured, but in all cases the most time-consuming
part of the program is certainly represented by the electronic energy and force
calculations.
2.1.2. The energy function
A great number of molecular mechanics force fields can be seen as a collection of
terms divided in intra-molecular and inter-molecular components. The simplest
force fields have only four components: one for the description of the bond
stretching, another one for the angle bending and the remaining two for the
torsional terms and for non-bonded interactions. These are the four fundamental
terms that are ubiquitous in force fields, while other more complex versions
present a greater number of additional components. The idea is often related
to the fact that the system is penalised as far as every term is away from the
equilibrium configuration. For instance, the bond term can be obtained by the
elementary Hooke’s law formula
Ebond =
kb
2
(r− re)2, (2.1)
where kb is the bond stretching constant, r is the distance between the atoms pair
in the considered frame and re represents the equilibrium distance. In the same
fashion it is possible to recover the angle term
Eangle =
kθ
2
(θ − θe)2, (2.2)
in which the only differences are the replacement of the position r with the angle
θ between a triplet of atoms , and kθ that stands for the bending constant. These
first two components are considered the “hard” degrees of freedom of a system
because a relatively large amount of energy is required to cause significant
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deformations. In general, most part of the variation in the energy comes from
the contribution of the torsional and non-bonded terms and from their complex
interplay. The torsional part is commonly expressed as a cosine series
Etorsion =
N
∑
n=0
Vn
2
[1+ cos(nω− γ)], (2.3)
where V represents the barrier height for the rotation, ω is the angle between
the two planes, n stands for the multiplicity that is the minimum number of
points for a complete rotation of 360° and finally γ is the phase factor. The last
staple contribution comes from the non-interaction term, that arises from the
interactions through space. Usually it is composed of two main groups, the
electrostatic interactions and the van der Waals family of interactions. For the
first contribution the base formulation is given from the well-known Coulomb’s
law
Eel =∑
i
∑
j
qiqj
4piε0rij
, (2.4)
where it is clear the direct dependency on the atomic charges q and the inverse
correlation between energy and the atomic distance r. Of course this simple
formula can be refined using multipolar expansions, introducing polarization con-
tributes or detailed terms for treating specific groups, as the aromatic-aromatic
interactions. Finally there is the van der Waals component, that is generally
depicted with the Lennard-Jones 12-6 function
Evdw = 4ε[(
σ
r
)12 − (σ
r
)6] =
A
r12
− B
r6
. (2.5)
This is comprehensive of the attractive r−6 and repulsive contributions r−12,
rewritten in the left part of the equations 2.5 setting A = 4εσ12 and B = 4εσ6,
where σ is the collision diameter and ε is the well depth.
Including all these parts in a unique formula the typical force field energy
function is finally obtained
E =
bonds
∑
i
kbi
2
(ri − ri,e)2 +
angles
∑
i
kθi
2
(θi − θi,e)2+
+
torsions
∑
i
Vi
2
[1+ cos(niωi − γi)] +
atoms
∑
i
atoms
∑
j>i
Cij
(
Ai Aj
r12
− BiBj
r6
+
qiqj
ri,j
) (2.6)
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Beyond this simple picture, the scheme may be complicated with the addition of
terms for cross couplings between internal coordinates, accounting of hydrogen
bonds, and specific terms for delocalized pi systems or many other aspects linked
to the chemical environment.[52, 53, 54]
2.1.3. Amber Force Field
As it can be guessed from the equations described in the previous Section, the
construction of a force field may require a lot of parameters. These can be derived
from experimental data, or, more often, from quantum mechanical calculations.
Furthermore, some force fields are constructed specifically to reproduce some
thermodynamical data, as in the case of the OPLS (Optimized Parameters for
Liquid Simulations).[56]
The most important feature that a force field must have is transferibility. For
this reason it is crucial that the set of parameters is able to reproduce the result of
an entire family of molecular systems, like for example proteins and nucleotides
or inorganic molecules. In this work I chose to adopt Amber, in its 1994 version,
as implemented in the Gromacs package of softwares.
The history of Amber dates back to the first half of 1980s, when enough ex-
perience on proteins and nucleic acids had been accumulated to write the first
version of a force field that was able to consider both families of compounds.[57]
Over the years, many versions of the Amber force field have been published,
with the support of more reliable experimental techniques and powerful com-
putational tools, that made more accurate theoretical data available. The ff94
version has been implemented with some accurate features, like for example an
extended fit over the charges of several small protein conformations in order to
assign atomic charges that are simultaneously precise and transferable. Careful
analysis has been dedicated to solvent simulation, in both explicit and implicit
form. Indeed the Amber force field has been designed to provide good results
for biomolecules in water.[58] This can be a great caveat to bear in mind using
this kind of method for vibrational spectroscopy of molecular systems in vacuum,
although solvent-free simulations are feasible and permitted by using this specific
force field.
In this work I tried to apply the Amber ff94 force field within the semiclassical
framework to provide vibrational frequencies of a single DNA base and of a
small dipeptide, comparing the result with a more standard approach in which
ab-initio molecular dynamics is employed. Such a usage of molecular mechanic is
certainly weird, but it can be useful to the semiclassical community to understand
to what extent a force field can provide a rough spectral density estimate.
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Within the molecular mechanics community, application of a force field to
vibrational spectroscopy is quite immediate and straightforward. In fact, the only
approach that is commonly employed is the harmonic oscillator approximation
of the potential energy surface, in the normal mode coordinate representation.
This standard approach has been considered as a comparison term in all the
applications of this thesis work.
All the calculations have been here performed using Gromacs, one of the most
common software for molecular dynamics simulations.[59] It includes different
force fields, but it is primarily oriented to biomolecular system treatment. It has
been implemented to give the possibility to model each term in the electronic
energy equation described above, accordingly to the parameter set of each
force field. For example it is possible to choose either the harmonic or the
Morse description of the equation for the oscillator that mimics the atomic bond
stretching.
Certainly many other force fields exist, which are more accurate and appro-
priate for a gas-phase investigation. But as a first step I decided to start from a
standard setup that can represent the “zeroth order investigation” of classical
molecular mechanics exploitability.
2.2. Ab Initio Molecular Dynamics
In the introduction some existing theoretical methodologies to study vibrational
spectra of molecular systems have been briefly mentioned. Also the difference
between static and dynamics-based approaches have been highlighted. Between
all the methods that rely on dynamics, Molecular Mechanics, as described above,
has become the most common approach for investigation of molecular dynamics,
especially in condensed phase. Of course the neglect of electronic degrees of
freedom makes force fields intrinsically limited. All the electronic polarization
effects are extremely approximated and also the chemical reactivity is in general
ignored. For these reasons an Ab-Initio Molecular Dynamics, in which the
electronic structure is evaluated on-the-fly by means of a quantum mechanical
method, is strongly desiderable.
In a schematic manner, like in the Molecular Mechanic approach also the
AIMD treats the system as a collection of N nuclei and N electrons, where the
Born-Oppenheimer approximation is valid and the dynamics of the nuclei is
considered classically on the ground-state electronic surface. Despite this, AIMD
considers the electronic degrees of freedom and therefore permits chemical bond
breaking and accounts for electronic polarization effects. Unfortunately, some
46
2.2. Ab Initio Molecular Dynamics
extent of the anharmonicity remains hidden also to this method. Mode coupling
leading to combination bands and some purely quantum effects are still not
considered.
All vibrational spectra in the AIMD approach are based on the Fourier trans-
form of the autocorrelation functions: power spectra need atomic velocities, IR
spectra rely on molecular dipole moments and Raman spectra are obtained from
molecular polarizabilities. The power spectrum is the simplest to obtain from a
trajectory, since it requires only nuclear velocities. It is the only kind of spectrum
that I took into consideration throughout this thesis. In practice the velocity
autocorrelation is calculated and summed up for each atom and consequently it
is Fourier transformed to get the power spectrum:
I(E) = lim
T→∞
ˆ T
0
dt eiEt
ˆ ˆ
dq0dp0 p(q0, p0) v(t)v(0), (2.7)
where p(q0, p0) represents the phase space density for sampling. An equivalent
version can be obtained by applying a time average filter
I(E) = lim
T→∞
ˆ ˆ
dq0dp0 p(q0, p0)
1
2T
∣∣∣∣∣
ˆ T
0
dt eiEt v(t)
∣∣∣∣∣
2
, (2.8)
that helps the integrations to converge. Although the conformational phase space
is explored in the microcanonical ensemble, where the energy of the system
is conserved (NVE), in standard applications the effect of temperature can be
evaluated with a preliminary thermalization stage (NVT).
The literature is plenty of vibrational analysis performed through applica-
tion of AIMD. It is used for the evaluation of power spectra and absorption
spectra via the calculations of the molecular dipole moment. Some works on
the computational setup, like for example the choice of the simulation time
step and the energy distribution between normal modes have been published
by Hornícˇek.[60] Applications on biologically relevant molecules have been
presented by the Gaigeot group and by Cho and coworkers, while specific in-
vestigation on the effect of water molecule interactions have been explored by
Silvestrelli and from the group of Iftimie and Tuckerman.[61, 62, 63, 64, 65]
The advances done on the ab-initio methods, especially with the advent of
DFT theory, permit to treat systems of medium size like dipeptides and small
peptides.[66, 67] Furthermore in some works the dynamics is performed through
the Car Parrinello Molecular Dynamics (CPMD) where the Schröedinger equa-
tion is calculated only at the beginning of the simulation and then propagated
adiabatically alongside the nuclei instead of being solved step by steps as in
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the more common Born-Oppenheimer Molecular Dynamics (BOMD).[12] Using
CPMD, vibrational spectra of biologically relevant systems have been calculated
both in gas phase and in acqueous solution.[64, 68, 69] Additionally some recent
investigations on small amminoacids interacting with metal surfaces in con-
densed phase have been carried out by means of DFT-based MD, leading AIMD
into the wide field of surface studies that are very important for nanodevices
and biomaterials.[70, 71, 72]
AIMD has been largely used in this thesis both to simulate trajectories required
from the semiclassical approach and to recover the spectral density in a classical
framework using equations 2.7 and 2.8. A lot of considerations have been
drawn from the comparison between these two strategies and will be extensively
debated in all the applications presented. In general the ab initio molecular
dynamics appeared to be a powerful tool to detect the fundamental frequencies
and to discriminate the nature of each signal in the vibrational spectrum.
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Applications to molecular systems
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3. Outline
In the previous chapters two approaches for molecular dynamics have been
reviewed, classical mechanics and ab initio calculations, together with different
techniques to obtain the vibrational power spectrum. In the following the validity
of semiclassical methods will be demonstrated, with a specific emphasis on MC-
SCIVR and on the most recently developed DC-SCIVR, that have been specifically
thought for high dimensional molecular systems.
The first application is represented by the glycine molecule. Besides its im-
portance as the smallest among the amminoacids and hence as a building block
of proteins, it represent the limit case for the MC-SCIVR methodology in terms
of dimensionality. The relevance of the semiclassical method over other static
approaches in detecting the vibrational spectrum of a molecule that presents
different accessible minima on the potential energy surface will be discussed.
As a follow up of this first analysis the semiclassical theory will be tested
to reproduce the vibrational spectrum of protonated glycine both untagged
and tagged with a increasing number of hydrogen molecules, with the aim to
correctly detect a specific peak for which harmonic estimates previously reported
in literature largely overestimate experimental findings. In order to perform such
an analysis DC-SCIVR in conjunction with ab initio molecular dynamics has
been adopted for the first time. Before applying it to this new system the method
has been benchmarked on the neutral glycine and the agreement of DC-SCIVR
with MC-SCIVR vibrational energy levels estimates will be shown. At this stage
DC-SCVIR analysis can be reasonably performed on the protonated glycine set
of systems demonstrating the agreement with experimental positions of all the
peaks in the spectrum. The same accord between predicted and experimental
frequencies don’t occur when harmonic or classic methodologies are employed,
highlighting the presence of quantum effects and hence the importance of the
semiclassic investigation for such kind of systems.
Following this line, in the next chapter another DC-SCIVR application will
be shown, involving the glycine molecule in its neutral and zwitterionic confor-
mation, interacting this time with a different number of water molecules. The
aim is the comparison with high level ab initio harmonic calculation previously
reported in literature, that predicts a blue shift in the vibrational spectrum de-
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pending on which form of the solvated glycine is stabilized by the solvation. This
application will demonstrate that the semiclassical method can be successfully
applied on supramolecular systems of high dimensionality, finding the same
frequencies trend of a previous work in the literature.
Alongside the applications to high dimensional molecular systems, alternative
strategies for the reduction of the computational effort of the semiclassical
machinery is constantly under investigation. The last application has the aim
to explore the possibility to exploit empirical force field to perform classic
dynamics and Hessian calculation with a highly reduced computational cost.
The validity of this approach in comparison with ab initio molecular dynamics
will be discussed, evaluating the spectra of the deoxyguanosine, a nucleoside
that constitutes the DNA, and of the Ac-Phe-Met-NH2, a biologically interesting
dipeptide.
All these applications can effectively bring to light the validity of the new
DC-SCIVR semiclassical approach associated to the ab initio molecular dynamics
in detecting the power spectrum of medium-size systems in isolated, supramolec-
ular and also quasi-solvated forms. Following this trend the semiclassical method
appears to be set to move toward high dimensional molecules or condensed
phase systems.
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4. On-the-ﬂy ab initio Semiclassical
Calculation of Glycine Vibrational
Spectrum1
In this chapter I present an on-the-fly ab initio semiclassical study of vibrational
energy levels of glycine. It is based on the multiple coherent approach (MC-
SCIVR) integrated with monodromy matrix regularization for chaotic dynamics.
All four lowest-energy glycine conformers are investigated by means of single-
trajectory semiclassical spectra obtained upon classical evolution of on-the-fly
trajectories with harmonic zero-point energy. For the most stable conformer I,
additional on-the-fly trajectories are run for each vibrational mode with energy
equal to the first harmonic excitation, and refined vibrational energies are even-
tually obtained. An analysis of trajectories evolved up to 50000 atomic time units
demonstrates that, in this time span, conformer II and III can be considered as
isolated species, while conformer I and IV show a pretty facile interconversion.
However, this I-IV interconversion does not seem to have a substantial influence
on vibrational energy levels, thus validating previous perturbative studies based
on the assumption of isolated conformers.
4.1. Introduction
Glycine, the simplest among aminoacids, in addition to his evident importance
in biology and medical sciences, has since long played a prominent role in both
experimental and theoretical chemistry. On one hand, it is the prototypical
structural unit of proteins, and it has been detected in the interstellar medium[73,
74] with important implications on theories about the origin of life on Earth; on
the other, the presence of multiple shallow minima in the glycine potential energy
surface (PES) represents a challenge for any theoretical application. One aspect
shared by theory and experiment when investigating this simple but quaint
1This chapter is the reproduction with some minor changes of the paper Fabio Gabas, Riccardo
Conte, and Michele Ceotto. "On-the-fly ab initio semiclassical calculation of glycine vibrational
spectrum." Journal of chemical theory and computation 13.6 (2017): 2378-2388.
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aminoacid is the elusiveness of its conformers. In fact, experimental microwave
spectra have not always come up with consistent conclusions about the relative
stability of glycine conformers,[75, 76] while theoretical studies have pointed out
the presence of several minima with their relative stability being dependent on
the level of electronic theory employed.[77, 78, 79, 80] Eventually, at least for some
conformers, equilibrium structural parameters and fundamental transition (0->1)
frequencies have been determined experimentally and confirmed by theoretical
geometry optimization and anharmonic frequency estimates.[81] Anyway, the
interest in this molecule is still very vivid and it keeps on stimulating new
investigations that sometimes may even involve more elusive conformers.[82]
In their pioneeristic study (based on simulations at the DFT/B3LYP and MP2
levels of theory with several types of Dunning’s correlation-consistent double-ζ
basis sets[83]) Adamowicz et al.[84] have successfully employed the harmonic
approximation to validate the assignments of glycine IR spectra obtained for
the three most stable conformers isolated in low-temperature Argon matrices.
Anharmonic effects have been later included in other studies. For instance,
Gerber et al.[85] performed an investigation of glycine conformer I based on
the vibrational self-consistent field (VSCF) method. They employed a semi-
empirical electronic structure method with a coordinate scaling procedure to
match harmonic frequencies, and further approximated the potential as a sum
of single-mode and coupled two-mode contributions to ease computational
costs. In another work, Fernandez-Clavero and co-workers[86] focused their
attention on the far-infrared (low frequency) modes of glycine conformer I.
They were able to include anharmonicity by adopting a variational method
based on reduced-dimensionality model hamiltonians[87] with the remaining
degrees of freedom allowed to relax. Hobza et al.[88] provided calculations
of all 24 quantum anharmonic frequencies of conformer I. They employed a
perturbative second-order vibrational perturbation theory (VPT2) approach[89,
90] with electronic calculations performed at the MP2 level of theory with aVDZ
basis set. Furthermore, they also got accurate estimates for six high-frequency
modes (i.e. O-H, N-H2, C-H2, and C=O stretching modes) of the other three main
conformers. Finally, a comprehensive set of studies concerning all four more
stable glycine conformers has been recently presented by Barone and co-workers,
ranging from purely spectroscopical studies[91, 81] to reaction dynamics.[92]
In their spectra simulations, Barone et al. adopted the VPT2 approach with
variational treatment of resonances (the so-called deperturbed second-order
vibrational perturbation theory (DVPT2)[11, 93] ) associated to a fourth-order
representation of the PES computed at the DFT/B3LYP level of theory with
medium sized basis sets. The calculated frequencies are in very good agreement
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with experimental data from Ref. [84].
A potential drawback of previously outlined approaches is that the single
conformers are treated as independent species in isolated energy wells. However,
the shape of the glycine PES (with its already mentioned shallow wells) certainly
warrants a deeper analysis of the influence of conformer inter-conversion on
vibrational frequencies. For this purpose, the semiclassical methods, as described
in details in the theoretical part of this thesis, are by construction capable to yield
quantum features starting from classical trajectories evolved on a global, full-
dimensional PES.[94, 95, 18, 96, 97, 98, 99, 100, 101, 102, 103, 104, 105, 106, 107,
108] In particular, of relevance for the present application is the multiple-coherent
semiclassical initial value representation (MC-SCIVR) that can be associated to
ab initio on-the-fly dynamics with excellent results,[26, 109, 110, 47, 41, 40] a
key feature when dealing with molecules the size of glycine or more. In fact,
even if a large variety of very precise PES fitting techniques is available (see,
for instance, Refs. [111, 112, 113, 114, 115, 116]) the computational burden to
generate the hundreds of thousands of ab initio energies needed to accurately fit
the PESs of such molecules is generally not affordable. For all these reasons, a
semiclassical approach appears to be a straightforward choice for an investigation
of multi-well effects, as indeed recently demonstrated by two of the authors in
studying the ammonia vibrational spectrum.[45]
In this application, I employ on-the-fly MC-TA-SCIVR to estimate the vibra-
tional frequencies of the four principal glycine conformers, and to investigate
the role of conformer inter-conversion. The research also demonstrates that
semiclassical methods are suitable to treat larger molecular systems and that
they are not limited to model systems or small molecules.
4.2. Computational details
All electronic energy calculations including on-the-fly dynamics have been per-
formed by means of the free NWChem suite of codes[117] at the DFT/B3LYP
level of theory with aVDZ basis set. This choice was encouraged by several past
studies, which have demonstrated that density functional theory with hybrid
functionals and medium-size basis sets is capable to account very well for anhar-
monic effects.[118, 81, 119, 120] Figure 4.1 reports a sketchy representation of the
glycine PES with the four lowest-energy conformers obtained upon optimization.
The corresponding energy data are presented in Table 4.1 for both the conformers
and the transition states between the wells. In addition, Table 4.2 reports the main
geometrical parameters (bond lengths, planar and dyhedral angles). Conformers
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Figure 4.1.: Schematic representation of the glycine PES (cm−1) with its four
main conformers. The energy of Conf I is set to 0.
have planar, Cs symmetry (Conf I), or non-planar, C1 symmetry (Conf II, III, IV).
Harmonic frequencies have been obtained upon Hessian diagonalization at the
four equilibrium geometries, and are reported in Table 4.3. Vibrational modes
are labeled in decreasing order of frequency, according to Csaszar’s notation.[78]
Full-dimensional on-the-fly trajectories have been generated starting from ini-
tial conditions (i.e. atomic equilibrium positions and atomic velocities) selected
according to the specific conformer and the chosen internal energy. The molecule
was given no rotation with all energy concentrated on vibrational modes. Tra-
jectories have been evolved with time steps of 10 atomic time units each, for a
total of 50000 a.u. (approximately 1.2 ps) for conformer I simulations and up to
25000 a.u. (or 0.6 ps) for the other conformers. For every conformer, a single ab
initio trajectory was run with harmonic zero-point energy, i.e. with no quanta of
excitation in any vibrational modes. For conformer I, the investigation has been
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Energy (cm−1/ kcal/mol)
Conf I 0 / 0
Conf II 171 / 0.49
Conf III 570 / 1.63
Conf IV 457 / 1.31
TS 1-4 502 / 1.44
TS 1-3 772 / 2.21
TS 2-3 4765 / 13.62
Table 4.1.: Energetics of the four lowest-energy conformers of glycine.
refined by generating a new trajectory for each of the first 23 modes. Each of
these trajectories was started with one quantum of harmonic excitation in the
specific mode under examination. The lowest-frequency mode, mode #24, is an
internal torsion that in past studies has often been neglected (see, for instance,
Refs. [91, 81]). Following those investigations, and reckoning that when ν24 is
singularly excited the total energy is anyway very close to the zero-point one, I
have decided not to consider mode ν24 in the refinement procedure and report
only its estimate as obtained from zero-point energy simulations.
MC-TA-SCIVR requires the evaluation of the Hessian matrix at each step along
the trajectory, a computationally costly procedure that represents a bottleneck for
the entire simulation. However, previous research has shown that the Hessian
can be approximated by means of a compact finite-difference scheme (see also
Appendix 1.d).[49, 39] I have tested and employed this approach for glycine
and found out that to keep accuracy and avoid artificially shifted peaks in
the spectrum, for the low-frequency excitations the Hessian can be calculated
ab initio every three steps, while higher-frequency ones require exact Hessian
evaluations every two steps.
Finally, I have faced the monodromy matrix instability issue typical of semi-
classical methods. In classical dynamics, the monodromy matrix (M) is defined
as a 4-element matrix, with each element being itself a matrix made of the partial
derivatives of instantenous positions or momenta with respect to initial positions
or momenta. Eigenvalues ofM yield an estimate of the trajectory stability, with
large real eigenvalues associated to chaotic motion. In semiclassical dynamics,
the elements of the monodromy matrix are used to evaluate the Herman Kluk
prefactor, and their numerical stability is then strictly related to the reliability and
feasibility of the whole semiclassical calculation. In particular, the determinant of
M should be unitary at all times during the simulation, but finite-precision nu-
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Conf I Conf II Conf III Conf IV
C-C 1.52 1.54 1.53 1.51
C-O* 1.36 1.34 1.36 1.36
C-O 1.21 1.21 1.21 1.21
C-N 1.45 1.47 1.45 1.46
H-O* 0.97 0.99 0.97 0.97
C-H 1.10 1.10 1.10 1.10
C-H 1.10 1.10 1.10 1.10
N-H 1.02 1.01 1.02 1.01
N-H 1.02 1.01 1.02 1.01
C-C-O 125.85 122.75 124.06 125.32
C-C-O* 111.35 113.93 113.41 111.67
O*-C-O 122.81 123.33 122.53 122.97
N-C-C 115.91 111.58 119.42 110.58
C-O*-H 107.18 104.89 106.50 106.99
C-C-H 107.51 107.00 105.90 108.47
N-C-H 109.84 111.85 109.56 110.68
C-C-H 107.51 107.00 105.93 105.44
N-C-H 109.84 111.85 109.60 114.93
H-C-H 105.70 106.70 105.52 106.40
C-N-H 110.32 112.56 111.09 111.15
C-N-H 110.32 112.56 111.09 110.11
H-N-H 105.73 107.86 106.55 108.39
O*-C-C-N 180.00 1.00 1.06 162.77
O-C-C-H 123.30 58.24 56.89 105.55
O*-C-C-H -56.70 -121.65 -123.01 -72.41
O-C-C-N 0.00 -179.11 -179.04 -19.27
O-C-C-H -123.30 -55.86 -54.87 -140.81
O*-C-C-H 56.70 124.24 125.23 41.23
H-O*-C-C 180.00 -0.24 179.87 176.78
H-O*-C-O 0.00 179.87 -0.03 -1.24
H-N-C-C 58.22 117.21 59.35 38.43
H-N-C-H 179.71 119.09 178.54 158.66
H-N-C-H -63.86 -122.96 -63.03 -81.22
H-N-C-C -58.22 -120.65 -59.08 158.55
H-N-C-H 63.86 -3.05 63.20 39.33
H-N-C-H -179.71 -0.83 -178.37 -80.80
Table 4.2.: Geometrical parameters for the equilibrium configuration of the four
conformers calculated at the DFT/B3LYP level of theory with aVDZ
basis set. Bond distances are in Angstrom. Angles are in degrees. O*
indicates the oxygen atom bonded to the hydrogen one.
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Mode Conf I Conf II Conf III Conf IV
ν1 3735 3612 3735 3740
ν2 3568 3528 3583 3594
ν3 3495 3448 3504 3501
ν4 3089 3112 3091 3070
ν5 3051 3061 3054 2957
ν6 1804 1830 1796 1808
ν7 1656 1646 1653 1618
ν8 1438 1449 1437 1474
ν9 1384 1416 1370 1435
ν10 1371 1333 1344 1318
ν11 1294 1328 1338 1252
ν12 1175 1212 1180 1209
ν13 1158 1159 1166 1137
ν14 1120 1068 1133 1105
ν15 911 915 904 1014
ν16 908 886 876 840
ν17 816 869 791 813
ν18 647 809 678 658
ν19 629 639 590 620
ν20 510 547 514 519
ν21 458 508 494 462
ν22 249 312 255 276
ν23 208 238 243 168
ν24 56 27 14 95
Harmonic zpe 17364 17478 17372 17341
Table 4.3.: Harmonic frequencies and zero-point energies (cm−1) for the four
glycine conformers (DFT/B3LYP level of theory, aVDZ basis set).
Mode labels are after Csaszar.[78]
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merical integration is not accurate enough to keep it constant in the instance of a
highly chaotic trajectory. A rigorous way to keep trace of the monodromy matrix
stability is based on the evaluation of the determinant of the positive-definite
matrix D =MTM.[50] In the glycine simulations, as soon as the determinant of
D differed from unity more than 10−2, the trajectory (and thus the simulation)
was stopped. This generally happened between 15000 and 30000 a.u. depending
on the internal excitation (usually the higher the excitation, the faster the rejec-
tion), type of conformer (non-planar conformers have been found to be more
dynamically unstable), and the Hessian approximation adopted (which hinders
preservation of determinant unitarity). To overcome the problem and be able to
perform long-time simulations, I have employed a monodromy matrix regular-
ization technique based on the discard of the largest eigenvalue ofM whenever
it becomes greater than a chosen threshold value (generally of the order of 103 -
104). Recently, this procedure has been tested on a set of model and molecular
systems, demonstrating that it is able to preserve the accuracy of semiclassical
results.[51] The technique prevents the semiclassical pre-exponential factor from
becoming numerically unstable, thus allowing semiclassical spectra to be based
on longer-time dynamics (see also Appendix 1.d).
4.3. Results and discussion
My first investigation concerns the calculation of zero-point energy and fun-
damental frequencies for the global minimum conformer. Figure 4.2 shows
the peaks obtained with the multiple coherent approach by means of a single
trajectory with internal energy equal to the harmonic zpe. The figure is divided
into three parts, respectively a low-frequency or fingerprint region (zpe peak
plus modes #24 - #17), a medium-frequency section (modes #16 - #9), and a high-
frequency part (modes #8 - #1). The intensity of all peaks has been normalized
to that of the zpe peak, and harmonic frequencies (previously listed in Table 4.3)
are reported as dashed, vertical lines to help appreciate the anharmonicity of
the quantum frequencies. A refinement of calculated frequencies is obtained by
employing a different trajectory with specific harmonic excitation (one quantum)
for each mode. Figure 4.3 reports the outcome of this second approach, and Table
4.4 shows a detailed numerical comparison between MC-TA-SCIVR, DVPT2, and
experimental results.
Peaks in the two Figures are well resolved, and frequencies are generally
in qualitative good agreement (around 35 cm−1 or less for a large majority of
modes) with previous DVPT2[91] and experimental works.[84] Such an accu-
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racy is remarkable if compared to mean absolute errors found when applying
semiclassical methods to much smaller molecules like ammonia (38 cm−1)[45] or
H2O (about 20 cm−1).[51] However, differently from ammonia or water, exact
quantum mechanical results are not available for glycine and a straightforward
quantitative comparison between the reported data is not possible, since DVPT2
studies employed a different basis set from the one here adopted, and experi-
mental spectra always come with some uncertainties in their interpretation. For
these reasons these comparisons are intended to be mainly qualitative. From
inspection of the two Figures, I note that anharmonicity is often increased in the
refined procedure (Figure 4.3), and that higher anharmonicity is usually found
for the very low-frequency modes, associated to large amplitude motions, or,
on the opposite, for the high-frequency modes involving the O-H (mode #1),
and C-H2 (mode #4 - #5) stretches, in agreement with previous studies.[88] The
lower MAE value of MC-TA-SCIVR simulation coming from the single trajectory
with harmonic zpe energy with respect to the one coming from the refinement
procedure is here to be ascribed to an accidental compensation of errors.
I then move to a comparison of vibrational frequencies regarding conformers
II, III, and IV. Experimental data are not available for the latter, and they are
also scarse for the former two. As reported in Table 4.5, and with the previously
illustrated caveat about data comparisons, MC-TA-SCIVR results (shorthanded
as MC in Table 4.5) are in good agreement with DVPT2 and the experiment,
especially for the mid-frequency modes. The two symmetry groups to which
the four glycine conformers belong (Cs or C1) have only monodimensional
representations, but, in spite of this, a few modes are degenerate when calculated
semiclassically. This is actually an accidental outcome of these calculations that
involves modes which are very similar regarding both frequency and type of
motion. A couple of comments does support this claim. On one hand, also other
approaches are not totally immune from this accidental degeneracy drawback.
For instance, the two C-H2 stretches (mode #4 and #5) are nearly degenerate
in DVPT2 simulations (see data for conformers II and III in Table 4.5). On
the other, semiclassical approaches in general, and specifically MC-TA-SCIVR
ones, are fully able to properly and correctly account for nuclear symmetry, as
demonstrated in several previous works.[37, 38, 26, 45, 40]
A peculiar feature of MC-TA-SCIVR is the capability to detect overtones at
no additional cost. In fact, the reference state depends on the choice of the ε(j)
parameters. As described in the theoretical part of this thesis, when a trajectory
is given an initial single harmonic excitation in the j-th mode, then the reference
state is built with a value ε(j) set equal to -1. In this way, not only the peak
relative to the fundamental transition of the j-th mode is selected, but it is also
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Figure 4.2.: Composition of glycine semiclassical power spectra calculated via
MC-TA-SCIVR and a single classical trajectory with harmonic zero-
point energy. Upper panel: zero-point energy and modes #24 - #16.
Middle panel: modes #15 - #7. Bottom panel: modes #6 - #1. The
trajectory was evolved on-the-fly for 50000 a.u. The anharmonic
zero-point energy has been set to 0. Vertical dashed lines indicate
the harmonic frequencies. Peak intensities have been individually
normalized to that of the most intense peak.
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Figure 4.3.: Composition of refined MC-TA-SCIVR power spectra calculated from
single trajectories with one quantum of harmonic excitation. Upper
panel: zero-point energy and modes #23 - #16. Middle panel: modes
#15 - #7. Bottom panel: modes #6 - #1. Trajectories were evolved
on-the-fly for 50000 a.u. The semiclassical zero-point energy has
been set to 0. Vertical dashed lines indicate the harmonic frequencies.
Peak intensities have been individually normalized to that of the
most intense peak.
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Conf I MC-TA-SCIVR (zpe) MC-TA-SCIVR (1 exc) DVPT2a Experimentb
ν1 3650 3565 3575 3585
ν2 3390 3395 3418 3410
ν3 3395 3405 3367 3359
ν4 2920 2885 2961 2969
ν5 2920 2885 2947 2943
ν6 1785 1765 1774 1779
ν7 1675 1625 1612 1608
ν8 1410 1380 1435 1429
ν9 1375 1330 1387 1405
ν10 1345 1330 1353 1340
ν11 1300 1250 1286 1297
ν12 1165 1150 1164 1166
ν13 1120 1105 1144 1136
ν14 1100 1090 1103 1101
ν15 905 900 863 883
ν16 875 845 907 907
ν17 795 785 802 801
ν18 645 600 603 619
ν19 625 625 633 615
ν20 490 485 494 500
ν21 460 470 461 458
ν22 260 275 255 250
ν23 220 180 203 204
ν24 85 - - -
MAE 21 30 8
zpe 17160 17160 - -
Table 4.4.: Comparison between calculated anharmonic vibrational frequencies
for conformer I and corresponding experimental values. Data and
Mean Absolute Errors (MAE) are reported for MC-TA-SCIVR (1 trajec-
tory with zero-point energy (zpe), or with one quantum of harmonic
excitation (1 exc) ), deperturbed second-order vibrational perturbation
theory,a and experiment.b
afrom ref. [91]
bfrom ref. [84].
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Conf II Conf III Conf IV
Harm MC DVPT2a Expb Harm MC DVPT2a Expb Harm MC DVPT2c
ν1 3612 3390 3440 3410 3735 3645 3576 3560 3740 3655 3579
ν2 3528 3420 3373 3583 3492 3425 3410 3594 3385 3441
ν3 3448 3390 3235 ~3275 3504 3411 3371 3501 3439 3361
ν4 3112 2940 2955 3091 2835 2933 3070 2953 2956
ν5 3061 2970 2953 2958 3054 2835 2932 2958 2957 2755 2866
ν6 1830 1785 1821 1790 1796 1774 1779 1767 1808 1801
ν7 1646 1620 1618 1622 1653 1701 1641 1630 1618 1585
ν8 1449 1410 1431 1429 1437 1431 1417 1429 1474 1405
ν9 1416 1380 1377 1390 1370 1359 1339 1435 1270
ν10 1333 1320 1322 1344 1368 1318 1339 1318 1279
ν11 1328 1290 1294 1338 1305 1339 1252 1171
ν12 1212 1170 1169 1210 1180 1170 1153 1209 1180
ν13 1159 1140 1145 1166 1179 1128 1147 1137 1036
ν14 1068 1035 1044 1133 1134 1105 1101 1105 1090
ν15 915 900 899 911 904 909 895 1014 991
ν16 886 915 851 867 876 828 827 852 840 820
ν17 869 810 840 791 828 770 777 813 684
ν18 809 780 805 786 678 675 656 644 658 658
ν19 639 615 633 590 594 604 620 559
ν20 547 540 543 514 531 499 519 523 502
ν21 508 510 502 494 522 488 462 485 467
ν22 312 285 299 303 255 261 260 276 190 278
ν23 238 240 229 243 225 224 168 225 156
MAE 54 26 18 53 48 15
zpe 17478 17190 17372 17220 17341 17080
Table 4.5.: Comparison between harmonic (Harm), MC-TA-SCIVR (MC), DVPT2,
and experimental estimates of fundamental frequencies for glycine
conformers II, III, and IV. Single trajectories with zero-point energy
have been employed for the MC-TA-SCIVR calculations.
a from ref. [91] .
b from ref. [84].
c from ref. [81].
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Figure 4.4.: Fundamental and second overtone frequencies obtained via MC-
TA-SCIVR from single trajectories with one quantum of harmonic
excitation. Peak frequencies are (cm−1): 201 = 485, 203 = 1400;
191 = 625, 193 = 1865; 151 = 900, 153 = 2705; 141 = 1090, 143 = 3265.
possible to identify spectral signals associated to an odd number of excitations
in that mode. As a result, for some modes I have been able to get a well-resolved
peak for the second overtone (i.e. at the frequency corresponding to a triple
excitation of the mode). Four examples are shown in Figure 4.4.
A potential drawback, which could lead to noisy or unreliable spectra, of a
method based on classical trajectories started with given initial quantized condi-
tions (like MC-TA-SCIVR) is what is commonly refered to as “zero-point energy
leak”. Zero-point energy leak is due to the fact that once the classical dynamics is
started, then there is no warranty that each mode preserves its quantized energy
during the trajectory evolution. As a consequence, some modes might end up
having less energy than required by the zero-point motion, while others heat
up even considerably. The issue has to be carefully investigated in systems, like
glycine, where energy can flow between many coupled degrees of freedom, and
especially in simulations based on a single trajectory that cannot rely on the
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Figure 4.5.: Partition of the instantaneous kinetic energy among the 24 vibrational
modes of glycine. The trajectory has been run starting from the
equilibrium geometry of conformer I and with harmonic zero-point
energy.
“wash-out” of an ensemble average. In Figure 4.5 I report the distribution of the
classical kinetic energy among glycine vibrational modes as a function of time.
The ideal behavior, typical of a set of completely uncoupled oscillators, would
be a periodic motion in the kinetic energy plots demonstrating that the internal
vibrational energy in the different modes is constant and transforms back and
forth between potential and kinetic forms. This is with good approximation
found in Figure 4.5, especially at short evolution times. Close to the end of the
simulation it appears that some of the low-frequency modes (mode #24, #23,
#21) start to gain energy at the expenses mainly of the O-H stretch (mode #1).
However, this effect is only marginal and indeed does not affect the quality of
the semiclassical spectra.
To complete this Section, I focus on the possibility to have a substantial
“multi-well” effect on vibrational frequencies. For a molecule like glycine, the
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Figure 4.6.: Normal mode equilibrium coordinates for the four conformers. For
clarity of the Figure, some modes are not reported since they are flat
around Qeq = 0.
conformers should not be considered as isolated ones due to their relatively
low interconversion barriers. Modes related to large-amplitude motions along
the inter-conversion path, in fact, could in principle be largely influenced by
the presence of multiple wells. For this reason, precise perturbative treatments
should rely on a global surface, which, however, is computationally prohibitive
for a molecule the dimension of glycine. One advantage of MC-TA-SCIVR over
perturbative methods is that it naturally includes this “multi-well” effect if the
classical trajectories visit several wells. To assess the importance of the effect
in the present study, I have developed a procedure based first on trajectory
investigation, and then on a comparison between frequencies calculated from
trajectories of different length. Figure 4.6 shows the equilibrium normal mode
coordinates for most vibrations.
For some of the modes, the equilibrium coordinate does not change moving
from a conformer to another. I interpret these modes as those not linked to any
inter-conversion paths. On the contrary, there are modes that have substantially
different equilibrium coordinates for different conformers. These are likely
related to the inter-conversion path and, when excited, have a chance to lead to a
change in glycine conformation. Following this idea, I have run and analysed
trajectories with single harmonic excitation starting from all conformers up
to 50000 atomic time units. No inter-conversion between conformer II and
conformer III has been found, nor between conformer III and conformer I. The
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inter-conversion between conformer I and conformer IV was pretty facile, instead,
sometimes taking place even within an evolution time of just 25000 a.u. For
some modes, the I-IV inter-conversion takes place after an evolution time larger
than 25000 but shorter than 50000 a.u. Consequently, the “multi-well” effect (if
present) should reveal itself with a substantial modification of the frequencies
of these modes depending on whether they were calculated on the basis of
a short-time (25000 a.u.) or long-time (50000 a.u.) dynamics. I have indeed
performed these calculations and found out that with just one exception (i.e.
mode #22 which shifts from 184 to 275 cm−1) the frequencies of the involved
modes are not modified by the “multi-well” effect.
4.4. Conclusions
The present work has its natural development in the investigation of vibrational
frequencies of glycine in its protonated and zwitterionic forms. Results for
neutral glycine are encouraging, because they have been obtained with very good
accuracy through a computationally cheap approach. A study of vibrational
motion of protonated glycine will be highly valuable. The species is found in
solution,[121, 122, 123] and it is important in biological processes where it acts
as an intermediate in many biochemical reactions. This kind of system will be
discuss in next chapters in this thesis.
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5. DC-SCIVR on neutral Glycine
The application presented in the previous chapter provides the size limit for
standard MC-SCIVR calculations. As it has already been elucidated within the
theoretical section, in order to have a clear signal in the spectrum it is mandatory
that the evolved coherent state has a significant overlap with its initial state. In
the first application I have shown a clear power spectrum of the 24 degrees of
freedom neutral glycine molecule. Unfortunately even a single step forward,
represented by the protonated glycine, did not provide reasonable results. To
overcome this limitation, in my group, the Divide-and-Conquer approximation
(DC-SCIVR) was developed (see theoretical section). By applying this new
approach, partitions of smaller dimensional spaces substitute the totality of the
degrees of freedom. In this way it is possible to handle not only protonated
glycine, but also all the bigger systems that I am going to illustrate further in
following chapters.
To prove the reliability of DC-SCIVR, I first employed it on conformer I of
neutral glycine, in order to recover the same signals already evaluated with the
multiple coherent approach. The simulation used the same set of information
coming from the MC-SCIVR analysis, namely a trajectory 1.2 ps long with initial
conditions in momenta that reflect the harmonic ZPE on each normal mode. The
subdivision was done according to the Hessian criterion leading to six subspaces,
the largest composed by 18 normal modes, followed by one subspace made
of 2 modes and finally four monodimensional subspaces. In Table 5.1 all the
fundamental frequencies obtained with both methodologies are reported, while
in Figure 5.1 the Divide-and-Conquer spectral density is illustrated.
The results clearly show the validity of the Divide-and-Conquer approximation.
With the exception of a small number of modes, the difference is within 10 cm−1,
that is a very good accuracy since the error is approximately equal to 20-25 cm−1.
The largest deviation is recovered for ν11. In this specific case, both the full and the
reduced dimensional analysis highlight a double peak. For the full dimensional
case the highest intensity occurs for the peak nearest to the experimental value,
while in the DC-SCIVR simulation to the farthest. Nevertheless the shape and the
structure of the band is similar. Noticeably the deviation of these two approaches
is minimal in the highest energy region of the spectrum. i.e. 1700-3600 cm−1,
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mode MC-SCIVR DC-SCIVR ∆
ν1 3650 3650 0
ν2 3390 3390 0
ν3 3395 3390 5
ν4 2920 2920 0
ν5 2920 2920 0
ν6 1785 1780 5
ν7 1675 1675 0
ν8 1410 1405 5
ν9 1375 1360 15
ν10 1345 1340 5
ν11 1300 1240 60
ν12 1165 1155 10
ν13 1120 1115 5
ν14 1100 1095 5
ν15 905 900 5
ν16 875 870 5
ν17 795 820 25
ν18 645 690 45
ν19 625 620 5
ν20 490 510 20
ν21 460 455 5
ν22 260 255 5
ν23 220 215 5
ν24 85 75 10
ZPE 17160 17100 60
Table 5.1.: Comparison between glycine vibrational levels calculated with the
full-dimensional MC-SCIVR and with the DC-SCIVR approximation.
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Figure 5.1.: Comparison of the power spectrum coming from a DC-SCIVR study
with the results obtained with MC-SCIVR (solid lines)
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that is the area that usually has been investigated. Unfortunately the Zero
Point Energy is not clearly representable in the new DC-SCIVR method, because
each subspace presents its own contribution. An estimate can be recovered by
summing up the contributions from all subspaces, but it results quite off-the-
mark with respect to the one calculated with MC-SCIVR. For this reason the
peak of the ZPE is not reported in Fig. 5.1.
In light of these results I have adopted the Divide-and-Conquer methodology
for all other applications I will illustrate in this thesis. As I will report in
the next sections, I can confirm the validity and accuracy of DC-SCIVR for
applications not only to medium and big size molecules, but also to more complex
systems like supramolecular aggregates or molecular ensembles governed by
weak interaction.
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6. Protonated Glycine Supramolecular
Systems: the need for quantum
dynamics1
Although IR spectroscopy is one of the most commonly employed techniques to
study molecular vibrations and interactions, characterization of the experimental
IR spectra is not always straightforward. This is the case of protonated glycine
supramolecular systems like (GlyH+ nH2)+, whose IR spectra open questions
which have still to find definitive answers even after theoretical spectroscopy
investigations. Specifically, structural hypothesis formulated to explain the
main experimental spectral features of (GlyH + nH2)+ systems have not been
theoretically confirmed. In this work it has been demonstrated that simulations
must account for quantum dynamical effects in order to solve this open issue.
This is achieved by means the divide-and-conquer semiclassical initial value
representation technique, which approximates the quantum dynamics of high
dimensional systems with remarkable accuracy and overperforms not only
the commonly employed but unfit scaled-harmonic approaches, but also pure
classical dynamics simulations.
6.1. Introduction
Protonated systems are ubiquitous in chemistry.[124] They are involved in many
different processes and instances, ranging from organic reactions and interme-
diates to biological and interstellar-medium events. Furthermore, protonation
is determinant for the chemical properties of heteroatomic compounds, such
as amino acids. For instance, hydrolysis of amides, peptides, and proteins at
biological pH is initiated and driven by the process of protonation. In general,
1This chapter is the reproduction (with some changes) of the paper "Protonated Glycine
Supramolecular Systems: the need for quantum dynamics" Chemical Science, 9, (2018): 7894-7901
by Fabio Gabas, Giovanni Di Liberto, Riccardo Conte, and Michele Ceotto. This paper has
been selected as “Pick of the Week” by the editorial board of Chemical Science. Furthermore, I
have prepared a cover art image that has been chosen as front image for an issue of Chemical
Science.
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the electronic and conformational structure of proteins as well as their dynamics
are strongly influenced by protonation with the resulting three-dimensional
structure playing a key role in their biological activities.
Protonated glycine compounds are pivotal examples of protonated systems
because they are the smallest building blocks of more complex biological entities,
and a full comprehension of their dynamics is indeed essential for a correct
understanding of the stability and reactivity of many other protonated systems.
For this reason, in the past, protonated glycine compounds have been the subject
of extensive experimental and computational studies.[125, 126, 127, 128, 67, 69,
129, 85] However, there are some fundamental questions about these systems
which are still open. Specifically: to what extent is the proton shared between
the amide and the carboxylic group? Is it a static or dynamical effect? Do
nuclear quantum mechanical contributions play a major or a minor role for the
properties of these protonated compounds? One should expect very peculiar
quantum mechanical effects when the proton is shared between nucleophilic
groups. The main reason for this expectation is that the proton is the only ion
with basically zero ionic radius and it has the lightest mass. These peculiarities
are at the origin of proton mobility and reactivity, and one would expect quantum
mechanical contributions to be determinant. This investigation aims at providing
the answers to the open questions illustrated above and at estimating the impact
of quantum mechanical effects by comparing quantum and classical simulations
versus available experimental results.
Frequently, in experimental IR works, the obtained spectra are interpreted
and evaluated with the support of theoretical calculations. One of the most
commonly used theoretical approach is the scaled-harmonic technique. In this
method,[130] first the normal mode frequencies (i.e. the purely harmonic fre-
quencies of vibration) at the minimum geometry are calculated by diagonalizing
the equilibrium nuclear Hessian matrix and by taking the square roots of the
Hessian eigenvalues. Then, they are scaled to account for anharmonicity and
coupling between modes. Such an approach is widely employed since it is easily
doable even for large size molecules as it only requires calculation of a single
Hessian matrix. However, the approach remarkably neglects any dynamical and
anharmonic effects that may become crucial when interactions such as hydrogen
bonds dominate the interaction picture.[131] Even if several research groups
have provided full sets of scaling constants for the different levels of theory and
electronic basis sets employed[130, 132] as well as different scaling constants for
calculations of different observables (frequency, zero point energy, enthalpy, en-
tropy, etc.), the scaled harmonic approach is misleading for the interpretation of
the glycine proton-bound dimer spectrum. Furthermore, it is generally classified
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as an ab initio method in an improper way, since an empirical tuning parameter is
enforced. A computational technique able to account for conformational and dy-
namical effects should be conveniently based on (quantum) molecular dynamics,
since the dynamics allows to explore the actual Potential Energy Surface (PES)
even far from the harmonic region.[133, 134, 135] Such a non-local approach may
be crucial for a correct interpretation of hydrogen bonding.
The quantum dynamical way to spectroscopy and frequency computation is
given by the Fourier transform of the autocorrelation of the time-evolved nuclear
wavepacket averaged over the quantum density matrix of vibrational states (i.e.
the power spectrum)[136]
Iqm (E) =
1
2pih¯
ˆ +∞
−∞
eiEt/h¯ 〈Ψ (0) |Ψ (t)〉dt. (6.1)
Eq.(6.1) includes all quantum mechanical spectroscopic information like zero
point energy (ZPE), fundamental and overtone frequencies, anharmonicities and
couplings, tunneling effects as well as quantum resonances between overtones
and fundamentals. The classical equivalent of Eq.(6.1), reported also in the
section 2.2 is the Fourier transform of the velocity autocorrelation function
Icl (ω) =
1
2pih¯
ˆ +∞
−∞
eiωt 〈v (0) · v (t)〉dt (6.2)
Eq.(6.2) is limited to the calculation of classical fundamental frequencies, mode
couplings and resonances. In other words, it accounts for the classical contri-
bution to anharmonicity only. Anyway, both approaches are dynamical and
represent a step forward with respect to single point harmonic calculations.
Unfortunately, when dealing with high dimensional systems, purely quantum
mechanical simulations based on Eq.(6.1) are out of reach because of the so-
called curse of dimensionality problem. Furthermore, accurate and fast-to-
evaluate analytical PESs are usually not available and must be replaced by
more computationally expensive ab initio “on-the-fly” calculations, whereby the
dynamics can be performed (even if at a lower level of electronic theory), and
which demand for a theoretical formalism that permits a convenient interface to
them. As already discussed, semiclassical dynamics can be interfaced to ab initio
“on-the-fly” calculations straightforwardly so I adopted it to calculate Iqm (E).
Furthermore, in the previous part of this thesis, I have demonstrated the validity
of the Divide-and-Conquer semiclassical strategy, both in tackle medium-size
systems and in decrease the computational time demanding. Despite the success
of the semiclassical simulations, one key methodological question remains open.
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In fact, if on one hand quantum effects are hallmarks of spectroscopy, on the
other hand for systems of high dimensionality it could be argued that a classical
picture be enough to describe with sufficient accuracy the spectral features of
at least fundamental transitions. This would require much less effort since
a semiclassical simulation is significantly more computationally intense than
a classical one. Eq.(6.2) requests to calculate at each time step the cartesian
velocities v (t) of the nuclei only. Instead I want to remark here that, in the
DC-SCIVR, the calculation of Iqm (E) implies to evaluate not only the position
and the velocities of the nuclei at each time step, but also the nuclear Hessian
(for evolution of the phase term). This is about an order of magnitude more
expensive in terms of computational efforts.
6.2. Results and Discussion
To point out clearly the importance of quantum mechanical effects in vibra-
tional spectra influenced by proton dynamics, I consider that, recently, Masson,
Williams and Rizzo published a series of very interesting IR spectra, where
protonated glycine, GlyH+, was tagged by an increasing and controlled number
of hydrogen molecules.[126] I focus particularly on two of these investigations.
The first one regards protonated glycine solvated by a single hydrogen molecule
(GlyH+H2)
+, while in the other instance three H2 molecules are involved
(GlyH+ 3H2)
+. The minimum geometries of these systems are reported in
Fig.(6.1).
This figure suggests that panel a) is characterized by a strong hydrogen bond
interaction between one of the amide hydrogens and the carbonylic oxygen
atom of the carboxylic acid group, while in panel b) the presence of the three
hydrogen molecules may suppress the hydrogen bond interaction by inducing
a reorientation of the amide group. In panel a) the H · · ·O distance at the
minimum geometry is about 1.90 Å, while in panel b) the distance is equal to
2.52 Å. This last distance is still shorter than the sum of hydrogen and oxygen
van der Walls radii (2.72 Å), which is considered, as a rule of thumb, the limit for
hydrogen bonding.
To check out whether the hydrogen bond is lifted or not by virtue of the
H2 tagging process and if quantum mechanical effects play any relevant role
for this kind of interaction, I will first perform ab initio “on-the-fly” DC-SCIVR
simulations using the DFT-B3LYP level of theory and employing the aVDZ
basis set, and then compare with the experimental spectra. Fig.(6.2) reports the
experimental and simulated spectra for (GlyH+H2)
+.
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Figure 6.1.: Minimum configuration geometries obtained at B3LYP/aVDZ level
of calculation. Panel a) for (GlyH+H2)
+ and b) for (GlyH+ 3H2)
+.
Distances are in Å.
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Figure 6.2.: (GlyH+H2)
+ spectra. In a) the scaled-harmonic stick spectrum is
presented; Panel b) reports the experimental spectrum;[126] c) is
the Icl classical spectrum according to Eq. (6.2), and d) is the Iqm
semiclassical spectrum from Eq.(6.1). In the experimental spectrum,
the label NHa is for the hydrogen bonded NH stretching frequencies,
while NHb and NHc indicate the unbound ones. OH labels the
homonymous stretching frequency.
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The experimental results are reproduced in spectrum b), where the amide N-H
stretch involved in the intramolecular hydrogen bond is located between 2950
and 3000 cm−1 and labeled as NHa, while NHb and NHc indicate the free NH
stretching peaks. The signal at 3546 cm−1 corresponds to the free OH stretch.
Upon adoption of a scaling coefficient equal to 0.96 to match the harmonic OH
frequency (at MP2 level of theory with aVDZ basis set) with the experimental
OH band, also the NHb and NHc peaks are reproduced quite well, while NHa
is off by about 117 cm−1, as shown by the stick spectrum on the top panel of
Fig.(6.2).[126] Moving to classical simulations, I calculated the classical spectrum,
Icl , by means of Eq.(6.2) and report it in panel c) separately for each mode
for a better comparison with the experiment. The main spectroscopic features
are reproduced, even if the signal corresponding to the NHa and NHb bands
is quite broad. Finally, in the semiclassical spectrum of panel d), calculated
with semiclassical DC-SCIVR approach, the fundamental bands are faithfully
reproduced, with the addition of combinations of bands and overtones that are
too weak to be detected in the experiment and that are missing in the classical
and scaled-harmonic simulations. In general, the simulated peaks are broader
than the experimental ones because, on one hand, experiments are performed
at very low temperature (a few K) and rotations are hindered or even blocked,
while, on the other hand, in the simulations the dynamics is propagated only
for a short time (less than 1 ps) before the Fourier transform is undertaken,
and every mode (including internal rotators) is given an amount of energy
according to its contribution to the ZPE and let free to evolve without any
artificial constraints. Furthermore, the dynamics of the hydrogen bonding may
contribute to the broadening of the NH stretching bands as shown by Gaigeot
and coworkers by applying finite temperature classical molecular dynamics
to small protonated peptides, such as Ala2H+ and Ala3H+.[67, 66, 69] I want
to remark here that our calculations provide only the power spectrum of the
system. The comparison with the experiment is therefore limited only to the
peaks positions while no informations on intensity or width of the bands can
be drawn. An accurate semiclassical method that includes peak intensities has
been very recently developed and tested on small molecular systems.[137] It is
based on a state-to-state approach which is however hard to employ for high
dimensional systems with large density of states. To overcome this issue further
research work is currently underway.
Passing now to the other system, i.e. (GlyH+ 3H2)
+, reported in panel b) of
Fig.(6.1). Fig.(6.3) shows the spectra corresponding to those presented in Fig.(6.2)
but this time for this bigger system. One may think that hydrogen molecules do
not interact significantly with GlyH+ and that it is possible to obtain in good
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Figure 6.3.: The same as in Fig.(6.2) but for (GlyH+ 3H2)
+ .
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approximation the IR signal of the isolated molecule. However, there are clear
differences between the experimental spectra of Figures (6.2) and (6.3). One of
them is represented by the blue shifted NHa peak. As usual, scaled-harmonic
calculations are shown as a stick spectrum in panel (a) of Fig.(6.3) and they miss
to account correctly for the anharmonicity of the NHa stretch motion. Once
more, the scaling of harmonic frequencies brings us to a dead end. A classical
approach based on Eq. (6.2) is not helpful in this circumstance as demonstrated
by the set of spectra in panel (c) of Fig.(6.3) that clearly show classical mechanics
overestimating the NHa stretch frequency. I believe that this is due to the
fact that the intramolecular hydrogen bond and the dynamics of the involved
proton have a prevalent quantum nature. In other words, a scaled-harmonic or
classical dynamics approach lead to the wrong conclusion that the intramolecular
hydrogen bond is broken in presence of 3H2 molecules interacting with GlyH+.
Conversely, a semiclassical simulation based on Eq.(6.1), reported in panel d),
reproduces faithfully all the vibrational features of the experimental spectrum
also in this case, including the strong anharmonicity of the NHa stretch and the
consequent red shift, thus confirming that the hydrogen bond interaction is only
weakened and not completely broken, even in presence of three H2 molecules
coordinated to the amide group.
Another key difference between Figures (6.2) and (6.3) lies on the appearance
of a second OH stretch band, located at 3491 cm−1, and labeled as OHr. Masson
et al.[126] suggested that this band is given by a configuration where one of
the three H2 molecules interacts with the carboxylic group. Indeed, the peak
is red-shifted by about 55 cm−1 with respect to the free OH stretch (the OHb
band). This would mean that the experimental spectrum b) of Fig.(6.3) is actually
originated by two different conformers. To validate the previous conformational
hypothesis I consider a configuration with a single H2 molecule tagging the
carboxylic group. This geometry is not stable experimentally (in fact the OHr
peak appears only when 3 or more H2 molecules are involved) but it can be
investigated theoretically. The system is reported in panel (a) of Fig.(6.4), and I
focus on the OH stretch.
Still in panel a) the harmonic stick spectrum (at DFT-B3LYP level of theory
with aVDZ basis set) for the OH stretch is presented after scaling by a factor of
0.96, which is the same coefficient employed in the previous simulations. This
estimate is definitely off the mark. On the contrary, both the classical (panel
c) and the semiclassical (panel d) peaks are quite accurate for the OH stretch,
confirming that the OHr band is indeed due to the interaction between a H2
molecule and the carboxylic group. The presence of the H2 molecule weakens
the OH bond leading to the observed red shift.
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Figure 6.4.: (GlyH+H2)
+ spectra, with the H2 molecule coordinated to the
carboxylic group. The labels (a)-(d) are as in Fig.(6.2).
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Figure 6.5.: Selectively deuterated (GlyH+ 3H2)
+ system and the corresponding
classical (blue continuous line) and semiclassical (red continuous line)
spectra for the amide stretching mode. The deuterium atoms are
colored in gray.
To further prove that the differences between the classical and the semiclassical
spectra reported respectively in panel c) and d) of Fig.(6.3) are due to quantum
mechanical effects only, I quenched them by deuterating all the three hydrogen
atoms, pictorially represented by the gray atoms of the molecule in Fig.(6.5).
Then, I calculated the spectra for the deuterated GlyH+molecule tagged by
the three H2 molecules. I focus on the amide modes and selectively plot the
NDa (previously NHa) band, both using the classical Eq.(6.2) and the quantum
formulation of Eqs. 6.1. The results are reported in Fig.(6.5). The NDa band is
centered around 2350 cm−1, which is significantly red-shifted with respect to the
previous NHa band, because of the heavier deuterium mass. However, I note that
the classical and semiclassical peaks are almost identical in this case. This proves
that the previous discrepancy of about 150 cm−1 between the classical and the
semiclassical NHa band location of Fig.(6.3) was exquisitely due to a quantum
mechanical effect of the light hydrogen atom. It is quite surprising that this
quantum anharmonic effect is so huge. However, when considering the strong
anharmonicity of the NHa potential well and the consequent huge delocalization
of the quantum mechanical vibrational eigenfunction, as pictorially represented
Fig. (6.6), the prominent quantum mechanical nature of this hydrogen bond
interaction appears fully justified. Furthermore in Table 6.1all the frequencies
values calculated with the DC-SCIVR for all the four systems are reported
85
6. Protonated Glycine Supramolecular Systems: the need for quantum dynamics7
Table 6.1.: Semiclassical (DC-SCIVR) vibrational frequencies of tagged glycine
systems reported in cm-1. Values are compared with their harmonic
(HO) and classical counterparts.
(GlyH+H2)+ (NH tagged)
Mode DC-SCIVR HO Classical
NHa 2920 3139 3030
NHb 3310 3377 3310
NHc 3370 3485 3370
OHb 3610 3696 3600
(GlyH+H2)+ (OH tagged)
Mode DC-SCIVR HO Classical
NHa 2950 3095 3035
NHb 3340 3446 3340
NHc 3370 3507 3350
OHr 3480 3561 3485
(GlyH+3H2)+
Mode DC-SCIVR HO Classical
NHa 3000 3312 3185
NHb 3240 3367 3260
NHc 3260 3410 3250
OHb 3600 3701 3600
(Deuterated GlyH+3H2)+
Mode DC-SCIVR HO Classical
NDa 2376 2517 2370
NDb 3099
NDc 3159
OHb 3701
together with harmonic and classical estimates.
6.3. Conclusions
I conclude this chapter by remarking the importance to employ a quantum
dynamical approach in calculating vibrational frequencies and to go beyond the
scaled-harmonic level. This has been demonstrated by means of divide-and-
conquer semiclassical dynamics, which has permitted to reproduce experimental
anharmonicities quite well and to explain an open issues involving protonated
glycine tagged with molecular hydrogen. In particular a peculiar spectral quan-
tum feature due to hydrogen bonding and intermolecular interactions has been
rigorously explained, a task that neither scaled-harmonic nor classical approaches
were able to accomplish. On this point, I notice that the reference experiments
were performed at very low temperatures, so I did not run standard thermalized
classical simulations (which would have provided just harmonic estimates), but
I estimated a classical analog of the quantum mechanical vibrational spectral
density. Nevertheless, these classically-inspired calculations were not as satisfac-
tory as semiclassical ones. Interestingly, by comparing the frequency value of
the hydrogen stretching itself and when implied in glycine tagged systems, a red
shift comparable to that of the OH stretch of glycine (∼ 50 cm-1) is displayed.
Remarkably, the DFT-B3LYP level of electronic theory adopted is not only suit-
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q
Figure 6.6.: Continuous black line and red lines show potential energy profiles of
a stiff and a mild oscillators, while black and red dashed lines their
respective ground state wavefunctions.
able for a realistic description of the entire supramolecular system but also able
to provide frequency estimates in quantitative agreement with the experiments.
Finally, I am able to answer the questions with which I introduced the chapter by
stating that quantum effects play certainly a very important role in these proto-
nated systems, the intramolecular hydrogen bond interaction has a strong impact
on the NH stretch revealing an elevated degree of delocalization of the proton
shared with the carboxylic group, and the very same interaction is influenced
by the dynamics with the hydrogen bond being less and less directional as the
number of tagging molecules increases. All these findings point out very clearly
the crucial role that quantum dynamics may have, suggesting that it should not
be neglected even when dealing with larger systems.
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7. On the Zwitterionic Glycine
Hydration mechanism
In previous chapters I applied the semiclassical method to study glycine based
systems in gas phase, both bare and interacting with other small molecules. More
than gas phase investigations, it is the study of the structures and properties of
aminoacids in water solvent which is important, since that is their physiological
environment. In this context, a lot of work arguing the real hydration mechanism
of glycine in both its neutral and zwitterionic form has been published. A recent
work by Perez de Tudela and Marx suggests a possible hydration mechanism
of such molecular species. Moreover, in the same paper, they highlight some
differences in the predicted IR vibrational spectra depending on the number of
water molecules interacting with glycine. To obtain these results they used the
harmonic approach employing an high ab-initio level of calculation. As a natural
prosecution on supramolecular glycine based systems I study in this chapter the
same set of molecular conformations described in Marx’s work, aiming at both
extending application of the semiclassical DC-SCIVR approach to quasi-solvated
systems and confirming the spectroscopic findings employing an anharmonic,
dynamics based theoretical method.
7.1. Introduction
Aminoacids are continuously under investigation, being the building block of
biologically relevant molecular systems such as proteins. Even if their intrinsic
gas-phase properties are important to be investigated, their principal role and
functionality is played in physiological conditions, i.e. room temperature, ambi-
ent pressure and water-like solutions. In such an environment, their structures
and behavior can be dramatically different from the gas-phase predictions. Stately
the two terminal functional groups, carboxyl and amino, display the neutral form
(COOH and NH2 respectively) when the aminoacids are in vacuum, while when
they are solvated in water the carboxyl is deprotonated as COO− and the amino
group is conversely protonated as NH3+. The importance of understanding the
hydration and stabilization of aminoacids in water arises as a direct consequence.
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The glycine molecule in its neutral and zwitterionic forms, being the smallest
aminoacid, has obviously attracted the attention of the theoretical community.
In fact, having only 10 atoms, this molecule permits the study of its hydration
through the application of classical mechanical simulations as well as ab-initio
calculations. If from the theoretical point of view a general consensus has been
reached to establish toward eight or nine the number of water molecules neces-
sary to stabilize the zwitterion, [138, 139, 140, 141, 142, 143, 144, 145, 146, 147]
from the experimental side the debate is still open and such a number seems to
assess itself around three or five. [148, 149, 121]
In a similar fashion, also the real mechanism through which the zwitterion is
stabilized by the presence of a different number of water molecules is not clarified.
What is broadly established is that a bridge constituted by water molecules
interconnects the carboxyl and amino group, promoting a proton transfer that
follows the well-known Grotthuss mechanism.[150, 146, 151, 152] The importance
of such interconnecting water bridge goes beyond aminoacid stabilization. In fact
it plays an important role also in the context of microsolvation and phototriggered
intramolecular proton transfer in bulk solutions. [153, 154, 155, 156]
In this chapter I will refer to a recent work by Perez de Tudela and Dominik
Marx that investigated the number of water molecules required for the stabi-
lization of the zwitterionic glycine over the neutral form, trying to understand
which mechanism and placement of the water molecules drives the change. [157]
In particular, starting from a first regime, from one to four water molecules,
in which the neutral form is clearly energetically favorite, they described two
other regimes, one from five to eight water molecules, where the two different
conformations are almost isoenergetic and finally the third and last regime, from
nine water molecules upwards, where the zwitterionic glycine becomes the most
stable form. The energetic trend calculated in that work can be visualized in Fig
7.1.
The physical reason for this stabilization is attributed by the authors to a
bifurcated hydrogen-bonds wire that interconnects the two charged groups of
the molecule. Such a double wire can be composed only starting from nine
water molecules, while in smaller clusters there is a single molecular bridge
that connects glycine extremities. In the same publication, they provided a
spectroscopic insight to detect a clue of this stabilization mechanism by means
of IR spectroscopy. In fact, through a MP2 harmonic frequencies analysis, they
found that the lowest NH+3 stretching frequency stands almost isolated in the
energy window between 2400 and 2800 cm−1 for all the zwitterionic glycines
solvated with two up to eight water molecules, while, on the contrary, in the
systems with nine and ten water molecules the same band shifts toward 3000
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Figure 7.1.: Energy difference between the lowest-energy non-dissociated (N)
and zwitterionic (Z) conformers of Gly·(H2O) n clusters as a function
of the number n of water molecules. Taken by ref. [157]
cm−1. All the estimates provided are unscaled, hence these values are obviously
to be considered in a qualitative way, but they are still able to give an important
indication.
For this work I apply the semiclassical method to some of the structures
found by Marx, with the aim of reproducing the qualitative pattern with a
theoretical dynamically based approach. In particular I used the DC-SCIVR
approach, described in details in the theoretical section of this thesis, which
formulation is reported in equation 1.50 in the chapter 1. I here remind that
semiclassical theory accounts for construction, not only for the anharmonicity
of the system, but also for all the quantum effects, like zero point energy (ZPE),
tunneling effects and couplings from overtones and fundamental frequencies.
To underline such a resource, I calculate vibrational spectra also in a classical
fashion starting from ab-initio calculated trajectories, by the use of the Fourier
transform of the velocity autocorrelation function, as reported in equation 2.8 in
chapter 2 and by the comparison of these two different approaches it can possible
to appreciate the contribute of quantistic effects in such solvated systems. Both
this methodologies are dynamical based and can certainly enrich the harmonic
analysis done by Marx. In fact, as it will be reported in the results section, I
confirm the spectroscopic trend detected by the Marx’s harmonic study and I
describe further insights on the stability of the zwitterionic glycine according to
the number of water molecules, deriving from ab initio molecular dynamics.
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Figure 7.2.: Energy difference between the lowest-energy non-dissociated (N)
and zwitterionic (Z) conformers of Gly·(H2O)n clusters as a function
of the number n of water molecules, calculated with DFT-B3LYP-D /
6-311g* level of theory.
7.2. Methods
All the optimizations, calculations of hessian matrices and ab-initio molecular
dynamics, have been performed with the B3LYP-D DFT functional with 6-311G*
basis set, as implemented in the NWChem software package. The energetic
landscape obtained at this level of theory can be displayed in Figure 7.2.
Looking at Figure 7.2, the same qualitative trend shown in Figure 7.1 obtained
with MP2 calculations, can be here recognized, even if the agreement is not
quantitative. Therefore, for this preliminary study, I chose to adopt this kind of
functional, while in other quantitative analysis is desirable to use a higher level
of ab-initio calculation. All the trajectories have been evolved for 2500 steps of 10
a.u., (0.6 ps of total time). The dynamics initial conditions are chosen to be the
equilibrium coordinates for the positions, while initial momenta have been set
both giving the harmonic ZPE to each normal mode and assigning an additional
quantum of energy to a selected normal mode, which represents a refinement
procedure. All the classical spectrum reported in this chapter has been evaluated
starting form the same trajectory run for the semiclassical analysis, in order to
have a reliable and reasonable comparison.
Since semiclassical simulations require the evaluation of the Hessian matrix
along the dynamics in addition to the potential energy and the gradient, in order
to limit the computational work required by a complete analysis, I chose to
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mode Harmonic DC-SCIVR FT-vv
aNH2 3565 3440 3460
sNH2 3498 3450 3440
aCH2 3083 2990 2990
sCH2 3051 2960 2960
OH 2973 2830 3070
Table 7.1.: Harmonic, classical (FT-vv) and semiclassical frequencies values for
Gly·2(H2O) in its non-dissociated form.
analyze only one system per regime. Therefore vibrational spectra of glycine in
its neutral and zwitterionic form interacting only with two, five and nine water
molecules have been calculated.
In order to alleviate the computational effort, I used two different strategies to
avoid the ab initio Hessian calculation at each trajectory step. The first one is the
so-called “Hessian update”, in which an intermediate Hessian is evaluated using
the gradient in that point and the last ab initio calculated Hessian. The other
method uses a database of a reduced number of ab-initio evaluated Hessians to
approximate other Hessians at each point, see Appendix 1.d for more details.
Hessian update has been used for glycine interacting with two and five molecules,
while for the systems that includes glycine and nine water molecules the Hessian
database has been employed.
7.3. Results
This section has been subdivided accordingly to the three regimes previously
mentioned. As already stated I chose glycine interacting with two water
molecules as a representative of the first regime, five water molecules for the
second one, and nine for the third one.
Systems with two molecules see the neutral glycine as the energetically favorite
structure. A signal of this stability has been obtained from the dynamical study
of the zwitterionic form. In fact, after a short period of time (about 0.2 ps),
the molecule interconverts into its neutral form. For this reason the vibrational
spectrum of this system was not evaluated. However, in Table 7.1 and in Figure
7.3 the semiclassical and classical frequencies of the high-frequency region of the
spectrum, calculated for non-dissociated neutral glycine, are listed and displayed.
All the shown modes present a non-negligible amount of anharmonicities.
Classical fundamental frequencies are in agreement with semiclassical estimates,
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Figure 7.3.: Vibrational spectra of the non-dissociated Gly·2(H2O). In the top
panel the classical spectra together with the harmonic estimates
(dashed lines) is reported. In the panel below there is the semiclassi-
cal spectral density.
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mode Harmonic DC-SCIVR FT-vv
aNH2 3600 3450 3450
sNH2 3518 3320 3340
aCH2 3112 2990 2990
sCH2 2985 2870 2850
OH 2959 3050 3030
mode Harmonic DC-SCIVR FT-vv
NH 3536 3290 3180
aCH2 3161 3100 3100
sCH2 3091 3040 2870
sNH2 2825 2840 2660
aNH2 2756 2510 2630
Table 7.2.: Harmonic, classical (FT-vv) and semiclassical frequencies values for
Gly·5(H2O) in its non-dissociated form (on the left) and in the zwitte-
rionic configuration (on the right)
except for the OH stretching mode, where the semiclassical peak appears largely
red shifted.
Moving to the second regime, where I considered only the clusters with five
water molecules, I found that both glycine forms are dynamically stable, during
the employed evolving time (0.6 ps), when in the initial condition the momenta
of each normal mode is equal to its harmonic ZPE contribution. Instead, the
interconvertion from zwitterionic to non-dissociated form has been detected in
other trajectories, in which the momenta initial conditions have an additional
quantum of excitation. This change of conformation happens here with the
help of water molecules (Grotthus mechanism). Giving quanta of excitation is a
standard procedure in the semiclassical approach, used to accurately detect the
desired frequency value, but represents here another signal of unstability of the
zwitterion over non-dissociated form, as declared by Marx’s analysis. In Table
7.2 all the computed frequencies are listed, while in Figure 7.4 the corresponding
vibrational spectra are shown.
As already described above, these systems present a high amount of anhar-
monicities. In the non-dissociated glycine system, such deviation from the
harmonic estimates can be seen by the classical spectra as much as the semiclas-
sical ones. The same scenario is not replicated for the zwitterionic analysis. The
NH2 stretching bands, for example, are close in the classical spectra, while in the
semiclassical simulations they appear splitted in two well-spaced bands. This
can be important since one of this stretching is the peak described by Marx to
identify the definitive stabilization of the zwitterion over the non-dissociated
form.
Finally, in Table 7.3 and Figure 7.5 the results of the simulations of the nine
glycine - water clusters are reported.
In this third regime, no interconversion has been observed, not even when
an additional quantum of energy has been initially assigned. The same set of
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Figure 7.4.: Vibrational spectra of the non-dissociated Gly·5(H2O) (on the left)
and of the zwitterionic Gly·5(H2O) (on the right). In the top panels
the classical spectra together with the harmonic estimates (dashed
lines) are reported. In the panel below there are the semiclassical
spectral densities.
mode Harmonic DC-SCIVR FT-vv
aNH2 3590 3510 3510
sNH2 3510 3395 3410
aCH2 3110 3100 3020
sCH2 2990 3000 3010
OH 2333 2610 2540
mode Harmonic DC-SCIVR FT-vv
NH 3488 3430 3430
aCH2 3155 3030 3030
sCH2 3093 3040 3040
sNH2 3020 3020 2970
aNH2 2993 2870 2880
Table 7.3.: Harmonic, classical (FT-vv) and semiclassical frequencies values for
Gly·9(H2O) in its non-dissociated form (on the left) and in the zwitte-
rionic configuration (on the right)
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Figure 7.5.: Vibrational spectra of the non-dissociated Gly·9(H2O) (on the left)
and of the zwitterionic Gly·9(H2O) (on the right). In the top panels
the classical spectra together with the harmonic estimates (dashed
lines) are reported. In the panel below there are the semiclassical
spectral densities.
considerations presented for the cluster with five water molecules about the
spectral density is appropriate also for systems with nine. In fact, for non-
dissociated glycine, semiclassical and classical results are comparable, while for
the zwitterionic form there are some discrepancies, especially in the detection of
the NH2 stretching band. This is noticeable looking at the peaks shape in the
spectra, more than from the frequencies values. More importantly, the lowest
NH2 stretching band in the zwitterion spectrum blue shifts toward 2870-2880
cm−1 here, moving from the 2510-2630 cm−1 region of the five water molecules
system, confirming the same feature highlighted by Marx et al. as a proof of its
stabilization. In Figure 7.6 this agreement is pictorially represented.
7.4. Conclusions
In this chapter semiclassical DC-SCIVR has been applied to supramolecular
systems composed by the glycine in its neutral and zwitterionic conformations
interacting with an increasing number of water molecules. The aim was to
reproduce qualitatively the vibrational spectrum of such systems calculated with
a harmonic approach by Marx and coworkers, implicitly demonstrating the
validity of the semiclassical method in the spectrosopic field. Furthermore, a
classical estimate of the spectrum for each system has been performed by means
of the velocity autocorrelation function. The work done so far highlights some
differences in the spectrum evaluated with a semiclassical approach or from a
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Figure 7.6.: Comparison between harmonic MP2 vibrational spectra of the
Gly·(H2O)n clusters (ref [157]) and semiclassical DC-SCIVR. On the
left side the spectra of Gly·(5H2O) are reported, and on the right
spectra those of Gly·(9H2O). In green the non-dissociated spectra are
shown, while in red zwitterionic one is presented. The gray band
highlights the spectral region where the the NH stretching appears
only when the neutral glycine is the most stable form.
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classical perspective. This observation points out the fact that quantum effects
can affect the vibrational spectrum, playing a determinant role in this kind of
systems, where hydrogen bond wires dominate the interaction picture. The
dynamics itself has demonstrated its importance. For example, we were able
to see that the zwitterionic form of glycine interconverts in its non-dissociated
form when interacting with two or five molecules of water. This is an important
issue, because it is a signal that the existence of a minimum geometry on the
ab-initio potential energy surface is not sufficient to assess the effective stability
of a structure.
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8. Deoxyguanosine and
Ac-Phe-Met-NH2 vibrational spectra:
a spectroscopical comparison
between ab-initio and force ﬁeld
molecular dynamics
As described in the theoretical section, the semiclassical method is usually asso-
ciated to ab-initio molecular dynamic (AIMD), especially when the system size
does not allow for a construction of a pre-fitted PES. This combination showed
very good accuracy [41, 26], but unfortunately it presents high computational
costs. In contrast the Force Fields (FF) family of the molecular mechanics, de-
scribed in chapter 2, is noticeably less demanding than ab initio approaches
because, instead of solving the complex Schröedinger equation, they only have to
solve an analytical formula to evaluate the energy of the system. In this chapter
I discuss the accuracy of the Amber94 force field against the performance of
DFT-based AIMD, presenting the vibrational power spectra of two biological
systems, Deoxyguanosine and the Ac-Phe-Met-NH2 dipeptide, in their very
interesting high frequency region, by employing different approaches (i.e. at
harmonic, semiclassical and classical). I will show that the semiclassical method
associated to the FF potential gives the worst results, while better estimates are
obtainable using FFs via harmonic frequency calculations. In particular, Amber94
is accurate for the normal modes associated to simple molecular motions, while
it is poor for more complex normal modes. Conversely, AIMD always leads to
accurate results. In light of these findings, I conclude that the Amber94 force
field should be revised to permit a reliable semiclassical vibrational analysis, at
least for in vacuum simulations.
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8.1. Introduction
Throughout all the applications described in previous chapters I adopt the
semiclassical method associated to AIMD, that evaluates the potential energy step
by step using an ab-initio method that is secondarily employed also for Hessians
computation. Despite all the existing strategies to alleviate the computational
effort, see for example Appendix 1.d, ab-initio calculations remain a relevant
time consuming factor and, most importantly, they become more and more
hampering as the system dimensionality increases. Within this context, I wonder
if a more efficient method for calculating trajectories and Hessians is viable. For
instance, among all the available methods, exists the classical molecular dynamics
implemented through force fields where the potential energy has an analytical
formulation, as describe in the chapter 2. For this reason it is computationally
relatively inexpensive and it is commonly used to tackle huge biological systems,
like a solvated protein, nanotubes and DNA fragments.
Some works on the comparison between empirical and ab-initio force field
were already published in literature. As an example, Gerber et al. already
stated that classical force fields like Amber and OPLS performed worse than
MP2, especially for the normal modes implied in anharmonic coupling.[158]
Nevertheless, the possibility to exploit force fields for vibrational spectroscopy
purposes is still an open question in the semiclassical community.
In this chapter I show the results coming from the application of Amber94, a
commonly employed force field, for IR spectrum calculation of deoxyguanosine
and Ac-Phe-Met-NH2. The results obtained in this way will be compared with
the same set of simulations coming from AIMD, performed with the DFT B3LYP
functional. In particular, I adopted three different strategies to address the
problem. First I evaluated the harmonic frequencies by diagonalizing the Hessian
matrix at the minimum geometry. Then, I performed a classical estimate based
on the Fourier Transform of the velocity autocorrelation function preceeded,
whenever possible, by a thermalization buffer. Finally, I employed the recent
semiclassical DC-SCIVR approach.
Both systems chosen for this work are fully parametrized in Amber94. This
permits a triangular comparison between Amber, DFT based AIMD and experi-
mental data. Moreover the two molecular systems investigated represent small
building blocks of biological relevant systems: deoxyguanosine is one of the
components of DNA; Ac-Phe-Met-NH2 is a prototypical dipeptide for generic
investigations on proteins. More precisely, deoxyguanosine is a nucleoside, a
system composed by a nucleobase (guanine) and the sugar moiety (deoxyribose).
Like all nucleobases, it has been lergely studied in the past, in particular to shed
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Figure 8.1.: Minimum structure of deoxyguanosine in its enolic (left) and ketonic
form (right) evaluated at B3LYP/6-31G* level of theory.
light on the different properties of its tautomeric forms, implied, in particular, in
the phenomenon known as mutagenesis. In Fig. 8.1 the minimum structures of
the enolic and ketonic forms of deoxyguanosine are reported.
The vibrational spectrum of deoxyguanosine has been recently investigated
for the isolated molecule and for the species interacting with water molecules,
and some experimental features can be deduced by the spectra of all guanine
conformers.[159] Another interesting system is represented by the dipeptide
composed by L-Phenilalanine and L-Methionine. This biological molecule is
important as a prototype system in which several hydrogen bonds govern the
construction of the secondary and tertiary structure. In particular, there are
three different H-bonds that play a key role in the stabilization of the folded
structure: two occur internally at the lateral chain of the aminoacids, a NH---pi
in the Phe and a NH---S in the Met, while the last one is established between
NH and C=O of the two terminal groups. (Fig 8.2) In a recent work Mons et al.
studied conformation and vibrational spectrum of this dipeptide capped with
acetyl and amide (Ac-Phe-Met-NH2). Their investigation presented quantum
DFT-D calculations together with experimental results in gas-phase, showing
that the hydrogen bond that involves sulfur atom has a strength similar to the
more classical intrabackbone hydrogen bond NH---O=C.[160]
What I found in this analysis is that the Amber results are accurate only
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Figure 8.2.: Minimum structure of Acetyl-Phe-Met-NH2 evaluated at B3LYP/6-
31G* level of theory.
for specific normal modes, while for the majority of the frequencies values are
definitely off the mark, whatever method is employed. On the other side, AIMD
confirms its reliability, giving in all cases accurate results.
8.2. Method
All the ab-initio calculations have been performed by means of the program suite
NWChem employing the DFT B3LYP functional in conjunction with the 6-31G*
basis set for the deoxyguanosine, while the B3LYP-D with the same basis set has
been employed for the dipeptide. Instead, for the Amber94 simulations, I used
the Gromacs software package in its double precision installation version. In
this latter case, all the classical molecular dynamics simulations were performed
in vacuum, using the special keyword “Morse” to model the bond term in the
potential energy formula via the Morse potential function. In particular, the
optimization phase was performed with the L-BGFS algorithm [161, 162] (as
indicated by the Gromacs manual) to have the calculation of the Hessian matrix
accurate and reliable. The NVT phase was performed for 100 ps with 2 fs
timestep, using a modified Berendsen thermostat implemented within Gromacs.
The product phase was instead performed in the NVE ensemble using the
velocity-Verlet integrator for trajectories 1 ps long for semiclassical analysis and
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Figure 8.3.: Comparison between B3LYP and Amber geometry optimization re-
sults. Left panel: deoxyguanosine in its ketonic form. Right panel:
Ace-Phe-Met-NH2 dipeptide.
20 ps long for classical analysis.
The ab-initio trajectories were evolved for 0.6 ps, setting the kinetic energy due
to the initial momentum of each mode to be equal to the harmonic ZPE of that
mode. For some peaks in the spectrum a refined procedure was applied, assign-
ing an additional quantum of energy to the associated specific normal mode. For
vibrational spectra calculations I employed different methods. Together with the
harmonic estimate of the frequencies, obtained through the diagonalization of
the Hessian matrix at the equilibrium geometry, I used the DC-SCIVR method
and the classical approach that exploits the velocity autocorrelation function,
according to the equation 2.8 by using always the same set of trajectories.
8.3. Results
Minimization performed using the Amber94 force field leads to very similar
structures to those found with the DFT B3LYP functional, for both systems. A
pictorial view of this agreement can be visualized in Fig 8.3 where the structures
coming from ab-initio DFT and Amber force field have been superimposed.
The RMSD calculated on the structure pairs is 0.3179 Å and 0.147 Å respectively
for Ace-Phe-Met-NH2 and the ketonic deoxyguanosine. Furthermore, with the
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mode Exp. DC-SCIVR FT-vv ∆DC−SCIVR ∆FT−vv
3OH 3662 3650 3652 12 10
enol-OH 3588 3560 3548 28 40
aNH2 3577 3560 3577 17 0
sNH2 3458 3470 3487 12 29
5OH 3230 3270 3268 40 38
Table 8.1.: AIMD Semiclassical DC-SCIVR, classical from velocity-velocity cor-
relation function (FT-vv) and experimental frequencies of enolic de-
oxyguanosine. The column ∆DC−SCIVR indicates the absolute differ-
ence between experiment and semiclassical values, while ∆FT−vv be-
tween experiment and classical values. The experimental frequencies
come from ref. [159].
exclusion of the three hydrogen atoms of the methyl groups in the dipeptide,
that are quite free to rotate and have a minor influence on the overall geometry
similarity, I obtain an RMSD equal to 0.2225 Å. Despite the small size of the
molecules under investigation, the RMSD values here obtained can be considered
a “good one” to assess a strong similarity between the structures.
For this reason I can state that the Amber optimization leads to reliable
equilibrium geometries for both systems.
8.3.1. Deoxyguanosine
The deoxyguanosine molecule exists in both enolic and ketonic forms, as illus-
trated in Figure 8.1. Experimentally only the enolic tautomer can be investigated
but, unfortunately, the parameters in the Amber94 force field are tailored to the
ketonic form of deoxyguanosine. For this reason, I studied both the tautomers
applying the ab-initio class of methods, while I have been forced to limit the
investigation to the ketonic form in the case of Amber94 analysis. I took the
Saigusa experiment as a reference for the enolic form of deoxyguanosine,[159]
while for the ketonic conformer I compared the corresponding modes of the
ketonic form of guanine, taken from the experiment of Choi and Miller.[163]
In doing this the insight by Nir et al. that highlighted the similarity of enolic
deoxyguanosine and enolic guanine vibrational spectra has been exploited.[164]
In Table 8.1 and Fig. 8.4 the DC-SCIVR and classical frequencies of the
high frequency region of the enolic form of deoxyguanosine evaluated through
AIMD, together with the experimental results are reported for a semiclassic time
evolution of 25.000 a.u. (0.6 ps).
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Figure 8.4.: AIMD Semiclassical DC-SCIVR and experimental spectra[159] of
enolic deoxyguanosine.
From these results I can conclude that both semiclassical and classical frequen-
cies are in agreement with the experiment. The accuracy is in agreement with
the average error associated to the semiclassical method that is around 25-30
cm−1. The similarity between classical and semiclassical spectra indicates the
absence of relevant quantum effects in the system.
Switching now to the ketonic form of the molecule, I present results from the
ab-initio family of methods and the one arising from Amber94. In Table 8.2 the
DC-SCIVR and classical frequencies from the ab-initio calculations and from the
force field are reported, together with the harmonic frequencies and the classical
analysis performed with the thermalization phase. Furthermore, in Figure 8.5
the semiclassical spectra are reported.
The DC-SCIVR frequencies calculated ab-initio are in agreement with the
experiment similarly to the enolic case reported above, i.e. accuracy is about
25 wavenumbers. Also in this case the ab-initio classical way to obtain spectra
gives similar results with respect to the semiclassical one, confirming the limited
influence of quantum effects.
Moving to the force field side, it is clear that all the methodology here em-
ployed fails in reproducing the experimental frequencies. Preceeding the NVE
production phase with a termalization doesn’t change the accuracy picture so
107
8. A comparison between ab-initio and force field molecular dynamics
DC-SCIVR FT-vv DC-SCIVR FT-vv 300K FT-vv 20K FT-vv 1K Harm.
mode Exp. ab-initio force field
3OH - 3640 3662 3580 3656 3681 3681 3678
aNH2 3545 3560 3568 3400 3401 3426 3427 3425
NH 3438 3460 3473 3370 3398 3442 3443 3441
sNH2 3445 3460 3490 3190 3270 3289 3290 3288
5OH - 3270 3252 3360 3382 3399 3397 3395
mode ∆exp ∆exp
aNH2 15 23 145 144 119 118 120
NH 22 35 68 40 4 5 3
sNH2 15 45 255 175 156 155 157
Table 8.2.: Semiclassical DC-SCIVR, classical from velocity-velocity correlation
function (FT-vv), and experimental frequencies of enolic deoxyguano-
sine obtained using ab-initio and force field methods. The column
∆DC−SCIVR indicates the absolute difference between experimental and
semiclassical values while ∆FT−vv between experimental and classical
values.Thermalization temperatures are specified in Kelvin. ∆Harm
stands for the absolute difference between experiment and the har-
monic estimate. The experimental frequencies come from ref. [163]
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Figure 8.5.: Semiclassical DC-SCVIR results obtained using the force field (left
panel), and the ab-initio molecular dynamics (right panel) for ketonic
deoxyguanosine. The experimental values are reported with conti-
nous lines, while force field harmonic estimates with dashed lines.
The experimental frequencies come from ref. [163]
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Figure 8.6.: High frequency region of the simulated spectra of the Ace-Phe-Met-
NH2dipeptide. On the left are shown the Amber94 results, while
on the right the AIMD spectra. In each panel the experimental
frequencies are reported with continuous lines, while the dashed
lines in the Amber spectrum represent the harmonic estimates.
much, and, as expected, it leads to the harmonic set of frequencies as the tem-
perature decreases, approaching 0 K. The only frequency value that is correctly
predicted is the NH stretching when the harmonic or classical approaches at
appropriate temperature are applied. This can be an indication that Amber can
give a correct answer if the motion associated to the desired normal mode is free
and uncoupled. The worst Amber estimate is provided when the semiclassical
analysis is applied. These issues can be explained considering that the Amber
minimum on the potential energy surface was specifically constructed to give
harmonic frequencies as close as possible to the experiment frequencies. For this
reason the actual potential well results more anharmonic in shape than the real
one, leading all the methods that evaluate the vibrational power spectrum by
exploring the phase space around the minimum to provide too low frequencies.
In other words I can summarize this feature saying that the anharmonicity is
overestimated.
8.3.2. Ace-Phe-Met-NH2
Moving to the Ace-Phe-Met-NH2 dipeptide I applied the same set of simulations
on the most stable conformer, as reported in the work of Mons [160] and illus-
trated in Fig 8.2. The frequency values for each calculation is reported in Tab.
8.3 while images illustrating the spectra are shown in Fig 8.6.
All the considerations drawn for the deoxyguanosine molecules remain valid
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DC-SCIVR FT-vv DC-SCIVR FT-vv 320K FT-vv 20K Harm.
mode Exp. ab-initio force field
aNH2 3520 3490 3490 3310 3376 3385 3385
NH(I) 3452 3480 3490 3305 3328 3347 3346
NH(II) 3363 3380 3396 3270 3317 3325 3324
sNH2 3388 3360 3356 3190 3253 3253 3251
mode ∆exp ∆exp
aNH2 30 30 210 144 135 135
NH(I) 28 38 147 124 105 106
NH(II) 17 33 93 46 38 39
sNH2 28 32 198 135 135 137
Table 8.3.: Semiclassical DC-SCIVR, classical velocity-velocity correlation function
(FT-vv) and experimental frequencies of Ace-Phe-Met-NH2 dipeptide
obtained with both ab-initio (left) and force field (right) methods. The
column ∆DC−SCIVR indicates the absolute difference between experi-
mental and semiclassical values while ∆FT−vv between experimental
and classical values. Thermalization temperatures are specified in
Kelvin. ∆Harm stands for the absolute difference between the experi-
ment and the harmonic estimate. The experimental frequencies come
from ref. [160]
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also in this case. Amber94 simulations in fact perform at their best when the
harmonic approach is applied. They are reliable only for the detection of the
NH(II) stretching band, that represents the NH involved in the hydrogen bond
with the sulfur atom. The second NH stretching band, labelled as NH(I), forms
a bond with the pi electron system of the phenilalanine benzene ring. This
interaction is certainly dependent on an accurate description of the chemical and
electronic environment and for this reason the peak associated to such normal
mode is not accurately predicted. All other methods are less effective, and in
particular the semiclassical approach gives the worst set of frequencies. One
more time classical simulations preceded by a termalization phase bring the
results to the harmonic frequencies as the temperature goes to zero. On the other
hand, the ab-initio calculations return more accurate results, in both the classical
and semiclassical framework.
8.4. Potential energy surfaces analysis
In order to understand the origin of the excess of anharmonicity detected by the
semiclassical investigation performed with the Amber94 potential, I looked at
specific cuts of the potential energy surface. I evaluated with Amber94 and with
the B3LYP functional the potential energy value of the system at its equilibrium
configuration in all the normal modes except for the considered one, whose
value was spanned on a grid. The cuts coming from both methods are illustrated
in Figure 8.7.
For the majority of the normal modes I can observe that both level of calcula-
tions detect the correct anharmonic shape of the potential well, but that in general
Amber94 presents wells that are broader than the DFT ones, in particular in the
repulsive part of the curve, and around the minimum position the curves result
more concave. The first observation can justify a lower set of frequency values
obtained with analyses that exploit trajectories that run around the minimum,
while the second one can be explained thinking that the Amber94 potential has
been constructed to give harmonic estimates close to the real anharmonic ones.
8.5. Conclusions
In this chapter I have presented the vibrational spectra of the deoxyguanosine
molecule, in both its ketonic and enolic conformations, and of the Ace-Phe-Met-
NH2dipeptide. When I employed semiclassical and classical methods associated
with AIMD, I accurately reproduced the experimental high frequency region
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Figure 8.7.: Comparison between Amber94 and DFT B3LYP / 6-31G* potential
energy surface sections for deoxyguanosine on the left and for the
Ace-Phe-Met-NH2dipeptide on the right.
in both applications. Using Amber94, on the contrary, I am not able to recover
reasonable frequency values for the majority of the peaks in the spectrum. An
exception is represented by simple NH stretching frequencies, denoting that the
force field can give a valid estimate only when it deals with very simple motions,
that are independent from the chemical environment. The best way to estimate
vibrational frequencies using a force field seems to be the calculation of harmonic
frequencies, while an evaluation through the velocity-velocity correlation function
or the application of the semiclassical formalism largely worsen the results.
Moreover I find that preceding the microcanonical phase of production with a
thermalization leads the frequencies values to be equal to harmonic estimates,
as the temperature decreases. The poor results coming from the applications
of Amber94 can derive from the fact that the force field has been parametrized
for being principally used in water solvent, while all the simulations here are
performed in gas phase, although general observations on the PES exploration
should be valid also in condensed phase. Performing a semiclassical analysis on
a molecule in solvent is still an open field. There, the use of force fields could be
still worth to be investigated.
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In this thesis work the semiclassical method has been applied to the calculation
of vibrational spectra of medium size molecular systems. The aim is to
demonstrate that the semiclassical approach can be successfully employed for
systems with dozens of degrees of freedom with the possibility to include the
contribution of quantum effects, that can play a determinant role also in this kind
of investigations. MC-SCIVR has been applied first to the vibrational spectrum
calculation of the neutral glycine molecule. Here the problem of a multi-well
potential energy surface has been treated, concluding that, with a dynamical-
based method like MC-SCIVR, frequencies values are generally not influenced
by the presence of more than one accessible minimum. The frequencies estimates
are in agreement with other previously performed calculations and with the
experiment, confirming the validity of the MC-SCIVR approach. Then the
new DC-SCIVR has been benchmarked against MC-SCIVR on the same system,
obtaining only slight differences in vibrational frequencies values, amounting to
a few wavenumbers. This finding permitted the application of the DC-SCIVR
semiclassical approach to systems bigger than the neutral glycine. In fact the
spectrum of protonated glycine, isolated and also tagged with an increasing
number of hydrogen molecules, has been evaluated with this new method. On
such systems the importance of quantum effect inclusion arises clearly, since only
the semiclassical method has been able to reproduce the experimental findings
correctly. Moving to other applications, DC-SCIVR has proved its reliability to
handle medium size systems dealing with the quasi solvated glycine problem
and with biological systems, specifically a small dipeptide and a nucleoside.
Therefore the goals of this thesis work have been reached. By means of all the
above mentioned applications, DC-SCIVR has demonstrated its capability to han-
dle such kinds of systems and it has shown that quantum contributions should
be not neglected because they can be relevant in some cases, for instance when
the experimental temperature is low or light atoms like protons are involved.
DC-SCIVR associated to AIMD seems a promising tool for investigating even
bigger systems of biological interest. Accurate results obtained for the De-
oxyguanosine molecule indicate that a comprehensive investigation of vibrational
spectra of all the DNA and RNA nucleobasis can be advisable, together with
applications on the more interesting base-pairs systems. Alongside, studies on in-
novative strategies to ease the computational effort required are being constantly
investigated. An example is the use of a novel and still under development Hes-
sian database approach, described in Appendix 1.d, which has been pioneeringly
applied in this thesis to the system made of glycine interacting with nine water
molecules. Also the test of Amber94 Force Fields has represented an attempt
in the direction of time consume reduction. The poor performance obtained
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suggests that a different kind of force field, maybe specifically constructed for
small organic molecules, should be better employed in future investigations.
In summary, all the results here reported promote the semiclassical method
as a valuable tool in the theoretical vibrational spectroscopic field. In particular
they point out the increase in dimensionality that MC-SCIVR employed in a
Divide-and-Conquer fashion has made possible.
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