We study a 2-dimensional Box-Ball system which is a ultradiscrete analog of the discrete KP equation. We construct an algorithm to calculate the fundamental cycle, which is an important conserved quantity of the 2-dim. Box-Ball system with periodic boundary condition, by using the tropical curve theory.
Introduction
Ultradiscretization is a limiting procedure by which one can obtain piecewise linear equations from algebraic equations. This procedure allows us to make various piecewise linear dynamical systems, that are called ultradiscrete integrable systems, from known discrete integrable systems. The first example of ultradiscrete integrable systems is the Takahashi-Satsuma Box-Ball system (BBS), discovered in 1990 [TS] , which is a dynamical system of balls in a one dimensional array of boxes. The BBS shows both a feature of cellular automata and that of solitons.
After the discovery of the BBS, many researchers discovered various kinds of variants of the BBS, such as the BBS with carrier [TM] , the BBS with colored balls [TNS] and several kinds of 2-dimensional BBS (2dBBS) [HIK, IH, MNSTTTM] .
Around the same time, another relation between the BBS and the solvable quantum model was recognized [HHIKTT] . Both the ultradiscretization and the solvable quantum models are regarded as origins of ultradiscrete integrable systems.
In this paper, we study a 2-dimensional BBS (2dBBS) which is a ultradiscretization of the discrete KP equation (dKP) 
with a certain periodic boundary condition. Introducing new variables . The 2dBBS is the following piecewise linear system which is obtained by taking the limit ε → 0 + of the equations (3, 4):
We note A = 
Examples of 2dBBS
We can regard 2dBBS as a dynamical system {W t n,m } n,m → {W t+1 n,m } n,m . (See figure 1) . Although the Proof. We give the proof in the next section (Remark 2.1).
We express the state of the 2dBBS by laying out the following data on two dimensional space: figure 2 . This expression is similar to the graphical interpretation of the 2dBBS which is introduced in [HIK, IH] .
The following example shows the collision of two solitons (A = 1, B = 3).
. . .
. . . This paper is arranged as follows: In §2, we review the connection between the dKP and the algebraic geometry. We introduce the spectral curve of the dKP, that is an important invariant of the equation. In §3, we review several basic results of the tropical geometry according to [I1, IMS, M, MZ] . In §4, we obtain a tropical analog of the spectral curve of 2dBBS and a tropical-geometric expression of the invariants. Moreover, we have an algorithm to calculate the fundamental cycle of 2dBBS.
Notations: For a positive integer M and a ring R with 1, Mat(M, R) denotes the R-algebra of matrices over R of size M . E denotes the identity matrix and E i,j denotes the matrix of which (i, j)-element is 1, and other elements are 0. We denote by diag(a 1 , . . . , a M ) the diagonal matrix of which (i, i)-element equals to a i . Define
2 Periodic discrete KP equation
spectral curve
Periodic discrete KP equation (Lemma 1.1) is rewritten as the following matrix form:
where
t n,M ) + S. By using the new matrix
we can transform the dKP to the following matrix form:
Form (8), the characteristic polynomial Φ(x, y) := det (X t n (y) − xE) should be invariant under t → t + 1, n → n + 1. Let C ⊂ P 1 × P 1 be the algebraic curve defined by Φ and C 0 ⊂ C 2 be the affine part of M ) , N = dN 1 and M = dM 1 . By direct calculations, we have the following expression [MIT] :
which implies that the set C \ C 0 consists of only one point p 0 : (η, ζ) = (0, 0). By (9), we can introduce a coordinate variable k such that η = k N · (1 + c 1 k + c 2 k 2 + · · · ) and ζ = k M , where c 1 = 0. Denote by C the analytic curve obtained from C of which the local coordinate at p 0 is k. We call C a spectral curve of the dKP.
Let us define the following two sets:
Let j : V(β) → W(β) be the natural surjection which sends an element (V n,m ) n,m ∈ V(β) to the matrix
One can prove that j is bijective (Lemma 3.1. [KNY] ). We will often identify V(β) with W(β). Through this procedure, we have the following map:
The isolevel set associated with a spectral curve C is the inverse image T C := SC −1 (C). For two matrices X, Y ∈ T C , we say X ∼ Y if there exists an invertible diagonal matrix D such that X = DY D −1 . This defines an equivalence relation over T C . We write the quotient set induced by this relation as R C := T C / ∼.
time evolution of dKP
Unfortunately, the equation
uniquely. In fact, the following proposition can be proved.
n . However, we can uniquely specify a certain time evolution with an additional condition.
By this proposition, we can say that a certain type of the time evolution of X t n is determined by (8). We will give the proofs of propositions 2.1, 2.2 in the appendix.
Remark 2.1 Proposition 2.1 implies proposition 1.2.
linearisation
The method to solve the initial value problem of discrete integrable systems with a spectral curve have been established by many authors. We review some fundamental results concerning the linearisation.
We consider the three automorphisms T t , T n , T m of T C defined by
where T t is the unique time evolution defined in §2.
For an algebraic curve C, we write Div C := p∈C Z · p. The Picard group Pic C is the quotient group of Div C induced by the linear equivalence relation. Denote by Pic n C the subset of Pic C consisted of the divisors of degree n. For a rational function f over C, (f ) 0 (resp. (f ) ∞ ) denotes the divisor of zeros (resp. poles) of f . The following theorem 2.3 is a fundamental result concerning the algebro-geometric aspects of spectral curves proved in [MM] .
Theorem 2.3 There exists a mapping ϕ :
T a eigenvector of X t n belonging to x i.e.
By (8), we have the following evolution equation
Equations (13, 14) can be regarded as linear equations over the rational function field K over C. Naturally, K has a structure of C[y ±1 ]-algebra. Using M -periodic matrices and vectors, we rewrite these equations as
By definition of X t n , the M -periodic matrix X t n is expressed as X
Let
(ii) The divisors T , N , M m are expressed as follows:
where p
Roughly speaking, theorem 2.4 states that the determinants of matrices
Proof. We prove these lemmas in the appendix.
From theorem 2.4 and lemma 2.5, the representations of the actions T t , T n , T m on Pic g C are completely determined:
2.4 T C and R C Theorem 2.4 states that the evolutions t → t + 1, n → n + 1, m → m + 1 over R C can be linearized on Pic g (C) through the injection ϕ : R C → Pic g (C). To lift this result to the isolevel set T C , we will study the structures of the two sets R C and
Our aim in this section is to construct a bijection
which has some nice behavior. Denote by [X] the image of X ∈ T C through the natural projection
Lemma 2.7 Let D be a diagonal and invertible matrix. Then, X, DXD
Proof. ⇒) Because any element X ∈ T C is written as
On the other hand, by definition of the matrix S, it follows that
Due to these equations, we have
be the multiplicative group of diagonal matrices defined by
and H( ∼ = C × ) ⊂ G be the normal subgroup H := {cE | c ∈ C × }. By lemma 2.7, the quotient group G/H acts on T C by G/H ∋ D → {X → DXD −1 } ∈ End(T C ). Because the group action is free, the
To define a good bijection, we focus on a eigenvector of X at the point p 0 ∈ C. Let k be the local coordinate around p 0 ∈ C. Lemma 2.8 Let X be an element of T C , K be the rational function field of C. Assume v ∈ K M satisfies Xv = xv. Up to multiplication by a constant, the i-th component f i of v has the following expression near p 0 :
Moreover, we have a i+d = a i for all i.
Proof. See the appendix. Define the map i :
, where a i is the non-zero number in lemma 2.8. By definition of i, we can check i(DXD −1 ) = D · i(X) immediately. As stated above, this map induces a bijection
Proof. Let f i be the i-th element of v such that X t n,m v = xv, and f
From this equation and lemma 2.8, we have f
By multiplying k to all f ′ i simultaneously, we obtain the desired expression. The equations about X t n,m+1 and X t+1 n,m are proved similarly. Let ϕ be the injection R C → Pic g (C) introduced in §2.3, and a := Imϕ be the image of ϕ. From theorem 2.4 and proposition 2.9, we have : Theorem 2.10 There exist divisors T , M m , N ∈ Pic 0 (C) and a bijection η :
Corollary 2.11 T C is embedded into Jac C × (C × ) d−1 , where Jac C is the Jacobi variety of C.
Review of tropical geometry
We briefly review basic results of the tropical geometry. For details, see [IMS, MZ] . . Let A be a subset of (C × ) L . We define the subset U A ⊂ Hom(T, A) by
ultradiscretization of functions
Let UD :
We call the map UD(f ) the ultradiscretization of f . It is not easy to determine whether a given function f is ultradiscretizable. Here, we introduce two simple sufficient conditions. 
tropical curves

definition
Define the subset U := U For P ∈ Γ 0 , we define Φ P := w∈ΛΦ(P ) c w x w1 y w2 , where Λ Φ (P ) := {w ∈ Λ Φ | UD(X P , Y P ) = UD(c w )+w 1 X P +w 2 Y P , P = (X P , Y P )}. Let mult(P ) := ♯{irreducible components of Example 3.4 Let Φ be the polynomial in example 3.3. Then we have, for example, Φ
(1,4) = eyx + e 2 y + e 6 , Φ (0,3) = yx 3 + yx 2 + eyx = yx(x + ξ + )(x + ξ − ), where ξ + = e + e 2 + · · · , ξ − = 1 − e − · · · . The tropical curve with multiplicity Γ is given as figure 4.
Note that ι is finite and locally homeomorphic without finite numbers of points. We abbreviate the pull-backed coordinates ι * X and ι * Y over Γ as X and Y .
tropical integration
Let ι : Γ → Γ 0 be a tropical curve with multiplicity. Because ι is locally homeomorphic without finite numbers of points, we can induce a metric on Γ by pulling back the metric of Γ 0 defined by the lattice length §5 [M] .
Denote by P the free Z-module generated by oriented paths on Γ. Let (·, ·) : P × P → R be the tropical bilinear form [M] , which is defined by (γ 1 , γ 2 ) := (±1) · ||γ 1 ∩ γ 2 ||. Fix a basis β 1 , . . . , β g of H 1 (Γ; Z). Then, we obtain the period matrix of Γ, which is a g × g matrix B Γ = ((β i , β j )) g i,j=1 . For a fixed point Q 0 ∈ Γ, we define the tropical Abel-Jacobi mapping
where γ Q0→P ∈ P is a path from Q 0 to P . We call the variety J(Γ) := R g /B Γ Z g the tropical Jacobi variety. The mapping F Q0 can be linearly extended to Div Γ = p∈Γ Z · p.
ultradiscrete limit of Abelian integrals
In this section, we review the theorem in the paper [I1] , which explains a certain direct relation between Abelian integrals and tropical integrals. For a polynomial Φ(x, y) ∈ U[x ±1 , y ±1 ], there exists a holomorphic family of curves π : V → T such that π −1 (ε) is an algebraic curve defined by Φ| ε ∈ C[x ±1 , y ±1 ]. Denote by g the genus of these curves.
Let α i : A → T and β i : B → T (i = 1, . . . , g) be a holomorphic (oriented) subfamily of π such that α −1 i (ε) and β −1 i (ε) are symplectic basis of H 1 (π −1 (ε); Z). We call such (α i , β i ) a symplectic basis of π. The following is the main result of the paper [I1] . 
and holomorphic 1-forms ω i (i = 1, . . . , g) over V such that
where B i,j is the (i, j)-component of B Γ defined by the basis X(α i , β i ).
Let P ∈ Γ. Because the field U is algebraically closed, we can find a holomorphic section p : T → V of π such that UD(x(p(ε))) = X(P ), UD(y(p(ε))) = Y (P ). In this case, we denote 'p −⊲ P '. Theorem 3.6 Let p, q be two sections T → V . Assume there exist two points P, Q ∈ Γ such that p −⊲ P , q −⊲ Q. Then, the following relations are held
Application for ultradiscrete systems
From the results in §2 and §3, we obtain the tropical analog of the linearizing theorem for the ultradiscrete integrable systems. Let J be the quotient space
The analytical set J is regarded as a set of all Jacobi varieties. Any element of J is expressed as (v mod (Z g + BZ g ), B).
ultradiscretization
family of isolevel sets
For an β ∈ Hom(T, C × ), define
As in §2.1, any {V n,m } n,m ∈ V(α) is identified with the matrix function X n :
Let π : V → T be the holomorphic family of curves defined by Φ = det (X n − x · id.). Consider the correspondence: SC * : V(α) → {hol. families over T }; {V n,m } n,m → {π : V → T }. For a holomorphic family π : V → T , denote T π := (SC * ) −1 (π). This T π is regarded as a holomorphic family of isolevel sets.
For any ε ∈ T , the isolevel set T π | ε can be embedded into Jac(π −1 (ε)) × (C × ) d−1 (theorem 2.10). Combining these maps, we obtain the inclusion η * :
ultradiscretization of η
We are interested in the real positive part of the isolevel set:
By theorem 3.5, this mapping is well-defined. Our aim in this section is to prove the following theorem:
Theorem 4.1 There exists a mapping UD(η) such that the following diagram is commutative:
where Γ is the tropical curve associated with Φ.
First, we refer to the result proved by Mada, Idzumi and Tokihiro [MIT] :
Then, all the coefficients of Φ(x, y) = det(X(y) − xE) are expressed as ±(totally positive polynomial in V n,m (n = 1, . . . , N, m = 1, . . . , M )).
(ii) 1 Coefficients of any (i, j)-minor ∆ i,j (x, y) of (X(y) − xE) are expressed as ±(totally positive polynomial in V n,m ).
Proof of theorem 4.1. We prove the theorem by constructing UD(η) 1 : R N ×M → J(Γ) and UD(η) 2 : R N ×M → R d−1 respectively. (I) Constructing UD 1 : For a holomorphic family π : V → T of analytic curves of genus g, we denote by Div g (π) : V g → T the holomorphic family of divisors of degree g. A fiber of Div g (π) is of the form {Div g (π)} −1 (ε) = Div g (π −1 (ε)). By theorem 2.3, we have the mapping ϕ C : R C = T C / ∼ → Div g (C) for any spectral curve C. Therefore, this mapping ϕ C induces a new mapping ϕ * :
By theorem 2.3 (ii), x, y coordinates of g points which belongs to ϕ * (X v )(ε) are expressed as roots of polynomials defined by minors of (X v −xE). Due to theorem 4.2, all the coefficients of these polynomials are of the form ±(totally positive polynomials in V n,m ). Therefore, the limits {− lim ε→0 + ε log
only on UD(X(ε)). Let P i be a point in Γ such that p i −⊲ P i ( §3.3) and p 0 : T → V be an arbitrary section and p 0 −⊲ P 0 ∈ Γ. By theorem 3.6, it is sufficient to define UD(η) 1 (X) :
We construct UD(η) 2 by ultradiscretizing the mapping i :
introduced in §2.4. By the proof of lemma 2.8, the image i(X) is expressed as [a 1 : · · · : a d ], where any a i is a root of some polynomials of which coefficients are components of X. Therefore, the expression UD(η) 2 (X) := (− lim ε→0 + ε log |a i |) i , X = UD(X(ε)) is well-defined by example 3.2.
By the analogy of the discrete case [MM] , we can make a conjecture concerning the ultradiscretized η.
Conjecture 4.3 The mapping UD(η) is injective.
fundamental cycles of 2dBBS
Now we consider the 2dBBS ( §1). Let {W Here we recall proposition 2.6. We denote by p 0 (ε),
3 (ε) the points in C ε = π −1 (ε) as in proposition 2.6 Proposition 4.4 Let P 0 , P 1 , P 2 , P (m) 3 ∈ Γ be the tropicalization of p 0 , p 1 , p 2 , p Proof. This proposition is the consequence of theorems 2.10, 3.6, 4.1. Note that the condition
example I
Let e := e −1/ε ∈ Hom(T, R + ). Consider the following example: and A = B = 1, M = N = 3, d = 3. From the picture, we have:
Its characteristic polynomial Φ(x, y) satisfies
Therefore, the tropical curve Γ defined by Φ satisfies B Γ = 0, which implies J(Γ) = {0}. By proposition 4.5, the fundamental cycle is a multiple of d = 3. (In fact, the fundamental cycle is 3.) and A = 1, B = 2, M = 3, N = 4, d = 1. Form the picture, we have:
example II
, 1, 1) + S)(diag(e, e, 1) + S)(diag(1, e, e) + S)(diag(e, 1, e) + S).
Then Φ(x, y) = −x 3 + x 2 (5y + 2e 2 ) − x(y 2 − 7e 2 y + e 4 ) + (y + e 2 ) 4 + (small). Therefore, the tropical curve Γ defined by Φ is as figure 5:
Let O = (0, 0), v 1 = (2, 2) and v 2 = (4, 2). Denote two edges connecting O and v 1 by e 1 and e 2 , and two edges connecting v 1 and v 2 by e 3 and e 4 . Define closed paths β 1 , β 2 , β 3 on Γ as follows: (0, 0, −1)
T , which implies that the fundamental cycle is a multiple of 8. (If fact, the fundamental cycle is 8). We note the relations 4 N = B Γ (−1, −1, −2) T ∈ B Γ Z 3 and v
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A Proof of lemmas
A.1 Proof of lemma 2.8
Let C be the spectral curve defined in §2.1, p 0 be the unique point contained in C \ C 0 and k be the local coordinate around p 0 . Let S k := (δ i+1,j ) + k −M E M,1 . At p 0 , the equation
Lemma A.1 (lemma 2.8) Up to multiplication by a constant, the i-th component f i of v has the following expression near p 0 :
Moreover, we have a i+d = a i for all i. 
where Θ k = I(SISt n,i = −µ i+1 /µ i ). The vector µ must satisfy P µ > 0, where P = diag(1, −1, 1, . . . , (−1) M ). By (7), we have By the inequality α > β > 0, V t n,m > 0, we have the following expression:
which implies that the (i, j)-element of (E + S −1 α V n ′ ) −1 is positive (resp. negative) if i + j is even (resp. odd). In other words, P (E + S −1 α V n ′ ) −1 P is a positive matrix. Therefore (−1) N P X −1 α P is also a positive matrix. The proposition follows from this fact and the Perron-Frobenius theorem.
A.3 Proof of lemma 2.5
In this section, we calculate the determinants of matrices introduced in §2.3. First, the equations det R 
