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Abstract
The use of automated guided vehicles (AGVs) has played a pivotal role in manufacturing
and distribution operations, providing reliable and efficient product handling. In this project,
we constructed a deep learning-based pallets detection and tracking architecture for pallets
detection and position tracking. By using data preprocessing and augmentation techniques and
experiment with hyperparameter tuning, we achieved the result with 25% reduction of error
rate, 28.5% reduction of false negative rate, and 20% reduction of training time.
1 Introduction and Related Work
Automated Guided Vehicles (AGVs) have been used in distribution, fulfillment, and manufacturing
for many years to improve operational efficiency and address shortages in labor. In the past several
years, AGVs have been widely used in factories and warehouses to locate and track objects. How-
ever, the object detection methods currently used in the industry still have room for improvement
in terms of efficiency and accuracy.
Ihab S Mohameda et al. [1, 2] describe experiments done on the detection and localization of pallets
using data collected by a 2D laser rangefinder. Their research provides us with a dataset of 565 2D
scans from real-world shop-floor and warehouse environments.
Several state-of-the-art approaches have achieved excellent performance in real applications. Some
key performance metrics, such as object detection and positioning accuracy, for commercial AGVs
based on the traditional magnetic tracking approach still do not meet the requirements of many
industrial applications today.
In this project, we built a machine learning based pallet detection and tracking architecture. We
constructed a Faster Region-based Convolutional Neural Network (Faster R-CNN) model for pallet
detection. Data preprocessing and augmentation is applied in model training to improve model
accuracy and generalizability. We also constructed a CNN-based classifier and trained it to predict
whether the captured images contains any pallets. By optimizing training and tweaking hyper-
parameters, our model reduced the error rate by 25%, reduced false negative rate by 28.5%, and
reduced the training time by 20% compared to the baseline model. Finally, we applied the optimized
CNN classier to assist the Faster R-CNN model for pallets tracking.
2 Dataset and Features
After researching the topic extensively and comparing between the quality of different data sources,
we chose the 2D Laser Rangefinder dataset contributed by Ihab S. Mohamed [2], which contains
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a total of 565 images of 2D laser scans. We obtain 2D images by converting the range data from
polar to Cartesian coordinates and resizing them to 250 by 250 pixels. There are a total of 565
Figure 1: Labeled Figure 2: Distribution Figure 3: trajecto-
ries raw range
scans, 340 of which contain a pallet, while the remaining 225 do not. In order to train the Faster
R-CNN detector, we divide the 340 images containing pallets into two parts: 70% as the training
set and 30% as the test set.
The data collection process was done in an indoor environment (see Figure3). The 2D laser
rangefinder moved along several trajectories inside the red area.
2.1 Data Processing
The raw range data provided by the laser rangefinder is visualized using the standard ROS package
rviz, Fig.4 shows examples of the dataset of real-world 2D scans represented in Cartesian coordi-
nates. The first row shows examples of the dataset where a pallet is present in the environment.
The second row shows examples of the dataset when no pallet is present.
Figure 4: Images with pallet or not Figure 5: Data Augmentation
2.2 Data Augmentation
Because of the shortage of training data, we decided to augment these images to expand our dataset
and improve model generalizability. For each image, we rotate it by 90, 180, and 270 degrees, and
also reflect each image (including the rotated ones) over the x-axis. Using this data augmentation
technique, we were able to increase the size of our data set by a factor of 8. and each image is
turned into 8 images as in Fig.5.
2
3 Method
In order to test the performance of the models used by [1], we first construct a Region Proposal
Network (RPN) for proposing regions of interest (ROIs) and a Faster Region-based Convolutional
Neural Network (Faster R-CNN) for performing object detection on the pallets. We then construct
a CNN-based classifier and train it to predict whether or not images contain pallets, which will be
used to assist the Faster R-CNN model in tracking the vehicle.
We’ve improved upon the baseline model and verified the prediction results, re-architected the
network and tuned the hyperparameters. After verifying the model prediction results, we went
ahead and improved on the methodology by optimizing the code infrastructure, model architecture,
and training hyperparameters for both the Faster R-CNN and CNN models. We also explored data
preprocessing techniques, using different data transformations and augmentations to help refine
training.
Then we compared the performance of these models by looking at the prediction accuracy, preci-
sion, and recall.
Pallet Detection Model
The pallet detection process is made-up of two steps: a state-of-the-art Faster R-CNN detector
which uses its region proposal network to propose the regions of interest in each image, and a
CNN-based classifier taking as input the previous step and determines which of them could be a
possible pallet candidate (see 6). We then take the input images, preprocess them to be in Cartesian
coordinates and the same image size, and then feed them into the Faster R-CNN pallet detection
model.
Figure 6: Pallet Detection System
The Faster R-CNN detector is com-
posed of several layers: the input layer,
intermediate hidden layers, and the out-
put layer.
The input layer consists of the input im-
age corresponding to the 2D scan, down-
scaled to a 32 × 32 pixel grey-scale or
RGB images to improve general perfor-
mance.
For the intermediate hidden layers,
there are two convolutional layers, inter-
leaved by two ReLU layers, and followed
by a final max-pooling layer, which pro-
duces output images of size 30× 30 pix-
els. Each convolutional layer applies up
to 25 filters, with a size of 3 and a stride
and a padding of 1, whereas the max-
pooling layer employs pooling regions of
size 3 and a stride of 1.
The final stage is composed of one fully
connected layer using the ReLU acti-
vation function, and another fully con-
nected layer using the softmax activa-
tion function. The first fully connected layer outputs the top 64 most significant features in the
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image, which are then used by the second fully connected layer to determine whether a ROI pro-
posed by the RPN belongs to one of the object classes or to the background, using sequential
classification. The overall output is a list of candidate ROIs.
4 Experiments, Results, and Discussion
4.1 Training
We experimented with adding and removing layers for the neural networks and adjusting the fil-
ters in each layer, and we also tweaked other hyperparameters such as the learning rate, number of
folds for k-fold cross validation, and the number of training epochs. SGD and k-fold cross-validation
(with k = 2, 3, 5, 8, 10) are used to train the CNN-based classifier with an initial learning rate
α = 0.001, 0.005, 0.01, 0.03, 0.05, 0.1, and mini-batch size set to 50, leading to the following data.
Considering both performance and computation time, we selected learning rate = 0.1, max epochs
= 10, folds of cross validation = 5, number of filters = 15, and convolutional layers = 1 in the final
model. See in Table 1.
Table 1: Hyperparameters Tuning
Learning Rate Accuracy Precision Recall
0.1 0.981 0.990 0.974
0.05 0.980 0.990 0.972
0.03 0.979 0.984 0.976
0.01 0.963 0.977 0.952
0.005 0.953 0.961 0.948
0.001 0.919 0.908 0.942
Max Epochs Accuracy Precision Recall
3 0.969 0.982 0.960
5 0.980 0.986 0.976
10 0.986 0.994 0.980
15 0.982 0.988 0.978
Folds Accuracy Precision Recall
2 0.966 0.989 0.946
3 0.981 0.984 0.980
5 0.988 0.990 0.988
8 0.989 0.990 0.990
10 0.977 0.963 0.994
Filters Accuracy Precision Recall
5 0.938 0.942 0.940
10 0.939 0.957 0.926
15 0.948 0.965 0.936
20 0.943 0.959 0.932
25 0.940 0.964 0.920
Layers Accuracy Precision Recall
1 0.940 0.966 0.918
2 0.893 0.868 0.938
3 0.508 0.526 0.666
Learning RateWe tried using multiple different
learning rates for training, and found that having
learning rates smaller than 0.1 actually do not
improve our model’s performance. The source
model used a constant learning rate of 0.03, and
we were able to improve the model’s performance
as well as reduce training time by increasing the
learning rate to 0.1.
Max Epochs From the training metrics mea-
sured on the average of all the folds in cross val-
idation, we conclude that the model likely con-
verges with around 5 epochs. The source model
trains with 10 epochs, which has very minimal
improvements in all three metrics (accuracy, pre-
cision, and recall). Training for 15 epochs clearly
overfits because generalization is worse than with
10 epochs on all three metrics.
Numbers of Folds We found that all three met-
rics are consistently high for 3, 5, and 8 folds, but
the variation is much larger with 2 and 10 folds.
we conclude that keeping 5 folds of cross valida-
tion is a good approach, because the model per-
formance improvement over 3 folds is significant,
but the additional performance improvement by
increasing it to 8 folds is negligible. However,
when we are tuning hyperparameters with many
options, we choose to use 3-fold cross validation to save on computation time.
Number of Filters Using the same hyperparameter tuning methodology as before, we see that
using 15 filters for the convolutional layer performs the best among all the options we tried. The
source model used 25 filters, but our selection improves upon it in all three metrics, with an espe-
cially large improvement in recall.
Number of Layers We discovered that the source model does in fact have the most reasonable
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number of layers, because adding one additional layer does not add much to model performance,
and adding two additional layers significantly overfits the training data, leading to very poor gen-
eralization.
4.2 Model Evaluation
Figure 7 shows examples of how we selected the best number of parameters to use in the first
hidden layer of the CNN model. For example, we selected 15 filters because it offers a good balance
of model complexity and performance, and using it gives us a higher accuracy, precision, and recall
compared against the baseline model (see Figure 8) .
Figure 7: Parameters tuning Figure 8: Accuracy, Precision, and Recall
We compared the performance of our optimized model against the original model by looking at
the prediction accuracy, precision, and recall on the test set. Training our optimized model on the
training set, and testing on the test set yielded the following results: accuracy = 0.994, precision
= 0.998, and recall = 0.990. and also took 20% less time to train.This represents an error rate
reduction of 25%, which is very significant when it comes to guiding autonomous vehicles, where
the last 1% of edge cases are often the hardest to overcome.
5 Conclusion and Future Work
Utilizing machine learning techniques, we can assist AGVs in detecting pallets and tracking their lo-
cations more accurately and with less latency, thus improving their operational safety and efficiency.
Our model architecture improvements, data preprocessing and augmentation, and hyperparameter
tuning helped us optimize the Faster R-CNN model and CNN-based classifier, reducing the error
rate by 25%, the false negative rate by 28.5%, and training time by 20%.
In order to implement this deep learning based pallet detection and tracking systems for AGVs in
the warehouse, the following scenario need to be considered and implemented, which will be our
future work:
(1) Pallet orientation estimation and pallet position estimation accuracy improvement
(2) Pallet type classification and multiple pallets detection
(3) Improve the AGVs efficiency by using reinforcement learning so that the AGV can learn the
shortest route towards a targeted pallet.
5
6 Contribution
All three of us contributed significantly to the methodology, research, model reproduction, and
analysis of results of this project. On top of that, each individual also had the following contri-
butions: Shengchang Zhang selected the research topics and guided the direction of research and
the final report. Weijian Han constructed the model and tuned hyperparameters, analysis training
results. Weijian also performed data preprocessing and data augmentations. Jie Xiang trained the
CNN models, tuned hyperparameters, and improved the infrastructure of the training code.
And we would also like to thank the CS 229 course instructors for teaching ML course, sections and
homework, especially TA Ethan Steinberg, and Jingbo Yang for giving us guidance in the project.
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