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existing ConvNet models trained on image data for classification of depth sequences, without a need for
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ABSTRACT This paper presents an effective yet simple video representation for RGB-D-based action
recognition. It proposes to represent a depth map sequence into three pairs of structured dynamic images
(DIs) at body, part, and joint levels, respectively, through hierarchical bidirectional rank pooling. Different
from previous works that applied one convolutional neural network (ConvNet) for each part/joint separately,
one pair of structured DIs is constructed from depth maps at each granularity level and serves as the input
of a ConvNet. The structured DI not only preserves the spatial-temporal information but also enhances the
structure information across both body parts/joints and different temporal scales. In additionally, it requires
low computational cost and memory to construct. This new representation, referred to as Spatially and
Temporally Structured Dynamic Depth Images, aggregates from global to fine-grained levels motion and
structure information in a depth sequence, and enables us to fine-tune the existing ConvNet models trained on
image data for classification of depth sequences, without a need for training the models afresh. The proposed
representation is evaluated on six benchmark data sets, namely, MSRAction3D, G3D, MSRDailyActivity3D,
SYSU 3D HOI, UTD-MHAD, and M2 I data sets and achieves the state-of-the-art results on all six data sets.
INDEX TERMS Structured motion images, 3D action recognition, ConvNets, depth, skeleton.

I. INTRODUCTION

Human action recognition from RGB-D (Red, Green, Blue
and Depth) data has attracted increasing attention in computer
vision in recent years due to the advantages of depth information over conventional RGB video, e.g. being insensitive to
illumination changes and reliable to estimate body silhouette
and skeleton [1]. Since the first work of such a type [2]
reported in 2010, many methods [3]–[13] have been proposed
based on specific hand-crafted feature descriptors extracted
from depth and/or skeleton data. Specifically, most methods aggregate local video descriptors. Consequently, these
methods may fail to capture spatio-temporal and structure
information at the same time.
With the recent development of deep learning, a few methods [14]–[19] have been developed based on Convolutional
Neural Networks (ConvNet) or Recurrent Neural Networks
(RNN). However, it remains unclear how video could be
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effectively represented and fed to deep neural networks for
classification. For example, one can conventionally consider
video as a sequence of still images [20] with some form of
temporal smoothness [21], [22] and feed them into a ConvNet, or extend ConvNet to a third, temporal dimension [23],
[24] by replacing 2D filters with 3D ones, or regard the video
as the output of a neural network encoder [25], or treat the
video as a sequence of images and feed the sequence to a
RNN [16], [18], [19], [26]–[28], or encode the video into
motion images [14], [15], [17], [29]. Which one among these
and other possibilities would result in the best representation
is not well understood.
Inspired by the promising performance of recently introduced rank pooling machine [29]–[31] on action recognition
from RGB video, this paper proposes to adopt rank pooling method to encode depth map sequences into dynamic
images. Given a sequence of depth maps, the rank pooling
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method aggregates spatio-temporal information contained in
the depth sequence and returns a vector of parameters. This
vector of parameters is obtained by solving an unsupervised
learning problem using RankSVM [32], where the order of
depth maps in the sequence is considered as weak labels,
and forms a dynamic image referred to as a Dynamic Depth
Image (DDI). Our empirical study has demonstrated that
the rank pooling method works more effectively on depth
map sequences than RGB sequences. As shown in Figure 1,
for action ‘‘drink’’ from the MSRDailyActivity3D dataset,
the Dynamic Depth Image (DDI) generated by rank pooling
appears more informative with respect to classification of
actions (without interference of texture information on the
body) than Dynamic Image (DI) generated from a sequence
of RGB images as proposed in [29].

FIGURE 1. Example DI (left) and DDI (right) for action ‘‘drink’’ from the
MSRDailyActivity3D Dataset [9]. The DI has much interference of texture
on the body compared with DDI.

In work [33], the authors argue that the rank pooling
method employed by Fernando et al. [30], [34] is restricted
to exploit long term dynamics. This paper further argues
that the rank pooling method is also limited in the spatial
domain. Due to the unsupervised learning process, the rank
pooling method mainly encodes the salient global features
in the temporal domain, without mining simultaneously the
discriminative motion patterns in both spatial and temporal
domains. It is also found that by applying the rank pooling
method directly on full body sequences, the small but discriminative motion is usually suppressed by large motion,
resulting in miss-classification of the fine-grained actions
where the local spatio-temporal sub-volume motion is more
important compared with the global motion of the whole
sequences. As shown in Figure 2, body swaying motion of
action ‘‘play game’’ from the MSRDailyActivity3D dataset
is captured in structured body DDI, but hands motion which
is essential for recognition is not noticeable in the DDI.
To address this problem, this paper proposes to apply temporally hierarchical rank pooling method [33] on depth map
sequences at three spatial levels, namely, body level, part level
and joint level. The hierarchical rank pooling method encodes
the spatio-temporal information of one depth sequence into
one dynamic image at multiple temporal levels, referred to
as structured DDIs, such that the structured DDIs not only
preserve the spatial-temporal information but also the structural information, i.e. the coordination and synchronization
of body parts over the period of actions. Different from the
VOLUME 6, 2018

FIGURE 2. The three hierarchical DDIs of action ‘‘play game’’ from the
MSRDailyActivity3D Dataset [9], from left to right: structured body DDI,
structured part DDI and structured joint DDI. The red eclipses highlight
the hand motion required in recognition whereas the blue eclipses
represent the large interference of body swaying motion.

previous method [35] that adopted one ConvNet for each
human body part, it is proposed in this paper to construct one
structured DDI as the input of a ConvNet for each spatial level
of the action. Such construction requires low computational
cost and memory requirement. This representation, referred
to as Spatially and Temporally Structured Dynamic Depth
Images (STSDDI), aggregates motion and structure information from global to fine-grained levels for action recognition.
In this way, the interference of large motion with small motion
can be minimized. As shown in Figure 2, for action ‘‘play
game’’, in the structured part DDI and structured joint DDI,
the small hand motion is easy to recognize compared with
that in structured body DDI. Moreover, the three structured
dynamic images are complementary to each other, and an
effective product score fusion can further improve the final
recognition accuracy. The proposed image-based representation can take advantage of the available pre-trained models
for standard ConvNet architectures without training millions
of parameters afresh. It was evaluated on six benchmark
datasets, namely, MSRAction3D [2], G3D [36], MSRDailyActivity3D [9], SYSU 3D HOI [37], UTD-MHAD [38] and
M2 I [39], and achieved state-of-the-art results.
The key highlights of this paper are four folds. (1) A simple
yet effective video representation, STSDDI, is proposed for
RGB-D video based action recognition by constructing three
level structured dynamic depth images through bidirectional
rank pooling. (2) An efficient method is proposed to construct
the STSDDI. (3) The three level structured dynamic images
aggregate motion and structure information from global to
fine-grained levels for action recognition. A product score
fusion is adopted to improve the final action recognition
accuracy. (4) The proposed method achieved state-of-the-art
results on six benchmark datasets.
This paper is an extension of [40]. Specifically, the major
extensions include:
• This paper proposes to a new hierarchical bidirectional
rank pooling method to exploit the spatio-temporalstructural information contained in the depth sequence in
both spatial and temporal domain, while the conference
paper only works in spatial domain.
• This paper extends the proposed method from one person action recognition to two person action recognition.
• An extensive overview and comparison of the related
literature are provided in this manuscript.
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Extensive experiments with better results and detailed
analysis are presented in this manuscript.
The reminder of this paper is organized as follows.
Section II describes the most related work. Section III introduces the STSDDI. The experimental results on six datasets
are shown in Section IV. Section V concludes the paper with
future work.
•

II. RELATED WORK
A. DEPTH-BASED ACTION RECOGNITION

Since the release of Microsoft Kinect Sensors many methods
have been developed for depth map-based action recognition.
Li et al. [2] sampled points from a depth map to obtain a
bag of 3D points to encode spatial information and employed
an expandable graphical model to encode temporal information [41]. Yang et al. [10] stacked the differences of consecutive depth maps as a depth motion map (DMM) and then used
HOG to extract relevant features from the DMM. This method
transforms the problem of action recognition from spatiotemporal space to spatial space. In [11], a feature called
Histogram of Oriented 4D Normals (HON4D) was proposed;
surface normal was extended to 4D space and quantized
by regular polychorons. Following this method, Yang and
Tian [12] clustered hypersurface normals and formed the
polynormal which is used to jointly capture the local motion
and geometry information. Super Normal Vector (SNV) was
generated by aggregating the low-level polynormals. In [13],
a fast binary range-sample feature was proposed based on
a test statistic by carefully designing the sampling scheme
to exclude most pixels that fall into the background and to
incorporate spatio-temporal cues. However, all of previous
works are based on hand-crafted features which are often
shallow and dataset-dependent. With the development of deep
learning, Wang et al. [14], [15] applied ConvNets to action
recognition from depth maps based on a variant of DMM [10]
which is sensitive to noise and not able to differentiate finegrained actions. This paper proposes to generate structured
DDIs and adopt ConvNets to extract the discriminative features from the DDIs. The proposed method is robust to noise
and works well in recognizing actions involving only subtle
motion of a local body part.
B. DEEP LEANING IN ACTION RECOGNITION

Existing deep learning methods for action recognition can
generally be divided into four categories based on how video
or a sequence of observation is represented and fed to a deep
neural network. The first category represents video as a set
of still color images [20]–[22] and each color channel of
the images is fed to one channel of a ConvNet. Although
obviously suboptimal, considering the video as a bag of static
frames performs reasonably well. The second category is
to represent video as a volume and extends ConvNets to a
third, temporal dimension [23], [24] replacing 2D filters with
3D ones. So far, this approach has produced little benefits,
probably due to the lack of annotated training data. The third
category is to treat video as a sequence of images and feed
2208

the sequence to a RNN [16], [18], [19], [26]–[28]. A RNN is
typically considered as memory cells, which are sensitive to
both short as well as long term patterns. It parses the video
frames sequentially and encodes the frame-level information
in its memory. However, RNNs have not been able to improve
the recognition over convolutional features [20] or even over
hand-crafted features. The last category is to represent video
with one or multiple compact images and adopt available
trained ConvNet architectures for fine-tuning [14], [15], [17],
[29], [42]–[44]. Methods in this category have achieved stateof-the-art results on many RGB and depth/skeleton datasets.
The proposed method in this paper falls into the last category.
III. SPATIALLY AND TEMPORALLY STRUCTURED
DYNAMIC DEPTH IMAGES (STSDDI)

There are three important factors in human action recognition: spatial, temporal and structural information. Spatial
information refers to the spatial configuration of human body
at an instant time, such as relative positions of the human body
parts; temporal information characterizes how the spatial
configuration of the body evolves over time or the dynamic
of the body; structural information refers to the coordination
and synchronization of body parts over the period of actions
describing the relationship of spatial configurations of human
body across different time slots. To effectively exploit the
spatio-temporal-structural information and to extract discriminative features for action recognition, the proposed method
mainly consists of three phases, as illustrated in Figure 3,
the constructions of Spatially and Temporally Structured
Dynamic Depth Images (STSDDI) guided by skeletons, three
weights-shared ConvNets training and product-score fusion
for final action recognition. The first phase is an unsupervised
learning process. It applies the hierarchical bidirectional
rank pooling method to three spatial levels to generate the
structured DDIs, with each level of DDIs being represented
by two dynamic images, forward (DDIF) and backward
(DDIB) ones. In the following sections, the three phases are
detailed.
A. HIERARCHICAL BIDIRECTIONAL RANK POOLING
1) RANK POOLING

Let a depth map sequence of k frames be represented as
< d1 , d2 , . . . , dt , . . . , dk >, where dt is the average of depth
features over the frames up to t-timestamp. At each time t,
a score rt = ωT · dt is assigned. The score satisfies ri >
rj ⇐⇒ i > j. In general, more recent frames are associated
with larger scores. The process of rank pooling is to find ω∗
that satisfies the following objective function:
X
1
ξij
arg min k ω k2 +λ
2
ω
i>j

s.t. ωT · (di − dj ) ≥ 1 − ξij ,

ξij ≥ 0,

(1)

where ξij is a slack variable. Since the score ri assigned to
frame i is often defined as the order of the frame in the
sequence, ω∗ aggregates information from all of the frames in
VOLUME 6, 2018
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FIGURE 3. The framework of proposed method.

the sequence and can be used as a descriptor of the sequence.
In this paper, the rank pooling is directly applied on the
pixels of depth maps and the ω∗ is of the same size as depth
maps and forms a dynamic depth image (DDI). Readers are
referred to [29] for detailed information on ranking pooling
and solutions to Equation 1.
2) HIERARCHICAL RANK POOLING

Rank pooling [29] aggregates spatio-temporal information
from one video sequence into one dynamic image. Hierarchical rank pooling [33] encodes the dynamics of a video
sequence recursively over several layers. Specifically, the
original sequence (layer one) is divided into subsequences
using sliding window, and then a rank pooling function is
applied to the subsequences and the dynamic images of
these subsequences form a sequence to serve as layer two.
By repeating this process, the high-order, non-linear and
complex dynamics of the original input sequence can be
explored. Figure 4 illustrates a two-layered ranking pooling
with a window size of three frames and a stride of one frame
on a sequence of depth maps.
3) BIDIRECTIONAL RANK POOLING

Different from work [29], this paper applies the rank pooling
bidirectionally, i.e. to apply the rank pooling forward and
backward, to a sequence of depth maps. In the forward rank
pooling, the ri is defined in the same order as the time-stamps
of the frames. In the backward rank pooling, ri is defined
in the reverse order of the time-stamps of the frames. When
bidirectional rank pooling is applied to a sequence of depth
maps, two DDIs, DDIF (forward) and DDIB (backward), are
generated. Since in rank pooling the averaged feature up to
time t is used to classify frame t, the pooled feature is biased
towards the beginning frames of the depth sequence, hence,
frames at the beginning has more influence to ω∗ . This is not
justifiable in action recognition as there is no prior knowledge
on which frames are more important than other frames. The
proposed bidirectional rank pooling intends to reduce such
bias.
VOLUME 6, 2018

FIGURE 4. Illustration of a two-layered rank pooling with a window size
of three frames (Ml = 3) and a stride of one frame (Sl = 1).

4) HIERARCHICAL BIDIRECTIONAL RANK POOLING

This paper proposes to combine the hierarchical pooling and
bidirectional pooling strategies, called hierarchical bidirectional rank pooling, to effectively encodes the dynamics of a
depth sequence at different spatial and temporal scales in a
bidirectionally way. It is empirically observed that, for most
actions with short duration, the two layers of bidirectional
rank pooling is sufficient.
B. CONSTRUCTION OF STSDDI

In the construction of STSDDI, a human body is processed
hierarchically at three spatial levels, namely, joint-level, partlevel and body-level. At each level, the body is divided into
several components, and each component is composed of several joints. Specifically in this paper, there are 16 components
at the joint level, each component containing 1 joint; at body
part level, there are 9 components, each component consisting
of 3 joints as defined below; at body level, the entire body
is treated as a single component consisting of all joints1
1 Noice that Microsoft Kinect Sensors capture 20 joints. All 20 joints are
included in the body-level, however, only 16 joints are used at the joint-level.
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For each component, two Dynamic Depth Images (DDIs)
are generated by applying the hierarchical bidirectional rank
pooling to a sequence of depth patches that encloses the component. Note that the rank pooling requires that the frames in
a depth patch sequences be of same size. Two DDIs, i.e. DDIF
and DDIB, at each spatial level are constructed by simply
stitching their component DDIs in a predefined arrangement.
The three pairs of DDIF and DDIB at body-, part- and jointlevels respectively are together referred to as STSDDI.
Let C = {j1 , j2 , . . . , jn } be a component consisting of
n joints. Centered at each joint in the image plane, a depth
patch, referred to as a joint patch, of size p × q pixels is
cropped. A patch for the component C at frame t is extracted
from the depth map based on the bounding box of C by keeping the depth values inside the joint patches and setting depth
values outside of the joint patches but within the bounding
box to zero. Notice that size of the component bounding box
varies from frame to frame due to movement of the joints on
one hand and, on the other hand, rank pooling requires the
same size of the component patches over a sequence. Conventionally, the component patches is scaled to the same size
over the frames, referring to as scaled component patches.
The obvious disadvantage of such scaling is the distortion
of the spatial information within each frame and, hence,
motion information over the sequence. This paper proposed
to define a sequence-based component bounding box that is
able to enclose the instances of the component over the entire
sequence instead of using the bounding box at each frame
and scaling them to the same size after cropping. A component patch at each frame is then extracted by centering
the sequence-based bounding box onto the component in
each frame, referring to as non-scaled component patches.
In this way, the spatial and temporal distortion due to scaling
can be eliminated. Figure 5 (a) illustrates the extraction of
non-scaling component patches of a component consisting of
three joints {J1 , J2 , J3 } from three frames. For human-human
interaction, the scheme is shown in (b) in which the same
joints belonging two individual people are considered as a
whole. The hierarchical directional rank pooling method is
applied to the component patch sequence and one pair of
dynamic depth images, DDIF and DDIB, for this component
are generated.
For the structured body-level DDIs, all the 20 joints are
included in a single component. For the structured part-level
DDIs, nine components are defined according to the joint
configuration in Figure 6 as follows.
C1
C2
C3
C4
C5
C6
C7
C8
C9
2210

head,shoulder center,shoulder left
head,shoulder center,shoulder right
elbow left,wrist left,hand left
elbow right,wrist right,hand right
spine,hip center,hip right
spine,hip center,hip left
knee left,ankle left,foot left
knee right,ankle right,foot right
shoulder left,shoulder center,shoulder right

FIGURE 5. Illustration of non-scaled component patches of a component
consisting of three joints {J1 , J2 , J3 } from three frames in the cases of
single subject and two subject interaction. The solid blue boxes are the
bounding boxes of the component of one person in each frame, and the
solid yellow boxes are the bounding boxes of the component of the other
one, while the dashed red box is the sequence-based bounding box of
the component to crop the non-scaled component patches. (a) illustrates
the processing in a single person; (b) illustrates the processing in
human-human interaction.

FIGURE 6. The joint configuration of skeleons acquired by Kinect V1
sensors. The total number of joints is 20.

For the structured joint-level DDIs, the following 16 out
of the 20 joints acquired by Kinect V1 sensors are used and
each joint forms a component. Notice that the 16 joints are
selected because they have relatively small noise.
hip
center
shoulder left
elbow right
foot left

spine
elbow left
hand right
hip right

shoulder
center
hand left
hand left
knee right

head
shoulder right
knee left
foot right

Different from the work [35] that employed one ConvNet for each component, the component DDIs are stitched
together to form a structured part-level DDI, that is, the component DDIs at the joint-level are stitched together to form a
structured joint-level DDI as shown in Figure 7. Due to the
hierarchical bidirectional rank pooling method, the DDIF or
DDIB of each component aggregates spatio-temporal motion
information contained in the original depth map sequences at
a specific spatial level. The arrangement of component DDIs
into a single structured DDI at each spatial level enables ConvNets to explore more effectively the structured information
of an action than any late fusion approach.
VOLUME 6, 2018
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FIGURE 7. The organization of component pathes into the part-level DDI
(left) and joint-level DDI (right).

C. NETWORK TRAINING

After the construction of structured DDIs at the three spatial
levels, three pairs of DDIs are generated from one depth
map sequence, as illustrated in Figure 3. Three ConvNets
are trained on the three pairs of DDIs independently. The
AlexNet [45] is adopted in this paper. The network weights
were learned using the mini-batch stochastic gradient descent
method with the momentum being set to 0.9 and weight
decay being set to 0.0005. All hidden weight layers use the
rectification (RELU) activation function. At each iteration,
a mini-batch of 256 samples was constructed by sampling
256 shuffled training samples. All the images were resized
to 256 × 256. The learning rate was set to 10−3 for finetuning the pre-trained models on ILSVRC-2012, and then it
was decreased according to a fixed schedule, which was kept
the same for all training sets. For each ConvNet, the training
underwent 3K iterations and the learning rate decreased every
1K iterations. For all experiments, the dropout regularization
ratio was set to 0.5 in order to reduce complex co-adaptations
of neurons in the nets.

interactions, human-human interactions and fine-grained
activities. All datasets were captured by Kinect sensors and
include skeletons. For the experiments on all datasets, the
offset parameters (p, q) were empirically set to optimal values. Specifically, for the construction of structured bodylevel DDIs, they were fixed to (80, 30) for head, two feet
and two hands, and they were set to (80, 50) for other joints.
For structured part-level DDIs, they were fixed to (30, 30).
For structured joint-level DDIs, they were set to (20, 30).
As for the window size Ml and stride Sl , different values
were assigned to different datasets. For the MSRAction3D,
G3D and UTD-MHAD datasets, Ml = 5, Sl = 1; for the
MSRDailyActivity3D Dataset and M2 I Dataset, Ml = 1,
Sl = 1; for the SYSU 3D HOI Dataset, Ml = 30, Sl = 1. In
the following, the merits of proposed method are first justified
and finally the results on the six datasets and the detailed
analysis are presented.
1) DDI VS. DI

Table 1 compares the performance of body-level DDI and
DI [29] for action recognition on the MSRDailyActivity3D
Dataset. We generate three DDIs, one without foreground
extraction, one using bounding box outlining the foreground,
and one using the proposed method. From the results we can
see that the DDI, especially the proposed structured bodylevel DDI, achieved much better results than DI. This verifies
that the proposed method is robust to the noise and/or inaccurate estimation of joints.
TABLE 1. Comparison of recognition accuracy using DDI and DI on the
MSRDailyActivity3D dataset.

D. PRODUCT-SCORE FUSION FOR CLASSIFICATION

Given a test depth sequence (sample), three pairs of DDIs
(structured body DDIs, structured part DDIs and structured
joint DDIs) are generated and fed into the three trained ConvNets as illustrated in 3. For each pair, product-score fusion
was used. The score vectors outputted by the weight sharing
ConvNets were multiplied in an element-wise way, and then
the resultant score vectors were normalized using L1 norm.
The three normalized score vectors were then multiplied in
an element-wise fashion and the max score in the resultant
vector was assigned as the probability of the test sequence.
The index of this max score corresponds to the recognized
class label.

2) SCALED VS. NON-SCALED COMPONENT PATCHES IN
CONSTRUCTING DDIs

Experiments were also conducted on the structured DDIs
constructed using scaled and non-scaled component patches.
Table 2 shows the comparisons of recognition accuracy using
scaled and non-scaled component patches. It can be seen
that using non-scaled patches greatly outperforms the performance of using scaled-patches mainly due to the elimination
of distortion induced by the scaling.
3) STRUCTURED DDIs VS. LATE CHANNEL FUSION

IV. EXPERIMENTS

The proposed method was evaluated on six widely
used benchmark RGB-D datasets [46], namely, MSRAction3D [2], G3D [36], MSRDailyActivity3D [9], SYSU 3D
HOI [37], UTD-MHAD [38] and M2 I [39] datasets. These
six datasets cover a wide range of actions including simple
actions, actions for gaming, daily activities, human-object
VOLUME 6, 2018

To verify the effectiveness of proposed STSDDI, taking partlevel DDIs from MSRDailyActivity3D dataset as an example,
we compared the structured DDIs with channel fusion using
ConvNets and SIFT+Fisher-Vector+SVM [47], as shown in
Table 3. It can be seen that the proposed structured partlevel DDIs not only outperforms the fusion of nine separate
DDIs, but also has computational advantage (one channel
2211
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TABLE 2. Comparison of recognition accuracy on the MSRDailyActivity3D
dataset using STSDDI constructed from scaled and non-scaled component
patches.

TABLE 3. Comparison of recognition accuracy using structured DDIs and
late channel fusion on the MSRDailyActivity3D dataset.

vs. nine channels). This is probably because the structural
information is explored by the ConvNet from the structured
part-level DDIs. But such structural information can hardly be
explored if each DDI is input to separate ConvNets and fused
at the score level. From the comparisons we can also see that
the proposed method can take advantages of the pre-trained
models over ImagesNet for recognition compared with the
traditional classifiers (e.g. SVM).
4) TRADITIONAL RANK POOLING VS. BIDIRECTIONAL
RANK POOLING

Traditional pooling emphasizes the earlier frames in the
pooling segment more than later frames. One of the key
motivations of bidirectional rank pooling is to overcome this
so that reversing cyclic movement patterns can be well distinguished. In addition, it effectively arguments the training
data. The effectiveness of bidirectional rank pooling is shown
in Table 4, taking MSRDailyActivity3D dataset for example.
5) PRODUCT VS. AVERAGE VS. MAX SCORE FUSION

In this paper, we adopt product score fusion to fuse the
classifications obtained from the three structured DDIs. The
other two commonly used late score fusion methods are
average and maximum score fusion. The comparisons among
the three late score fusion methods are shown in Table 5. We
can see that the product score fusion method achieved the
best results on all the six datasets. This verifies that the three
structured DDIs are likely to be statistically independent and
product score fusion is the right choice.
6) HIERARCHICAL RANK POOLING VS. RANK POOLING

Hierarchical rank pooling is proposed in this paper to encode
the dynamics of video from local to global temporal hierarchies. It has achieved improvements in terms of accuracy, as
shown in Table 6. Figure 8 illustrates the visual differences
of constructed DDIs with hierarchical rank pooling and rank
pooling methods. It can be seen that the constructed DDIs
2212

FIGURE 8. Visual comparisons of constructed DDIs based on rank pooling
method (left column) and hierarchical rank pooling method (right
column) for action ‘‘swipe left’’ from UTD-MHAD [38].

with hierarchical rank pooling have clearer motion trajectories and shape information compared with those generated
using the rank pooling method.
A. MSRACTION3D DATASET

The MSRAction3D Dataset [2] contains 20 simple actions
performed by 10 subjects facing the camera, with each subject performing each action 2 or 3 times. The 20 actions
are: ‘‘high arm wave’’, ‘‘horizontal arm wave’’, ‘‘hammer’’,
‘‘hand catch’’, ‘‘forward punch’’, ‘‘high throw’’, ‘‘draw X’’,
‘‘draw tick’’, ‘‘draw circle’’, ‘‘hand clap’’, ‘‘two hand wave’’,
‘‘side-boxing’’, ‘‘bend’’, ‘‘forward kick’’, ‘‘side kick’’, ‘‘jogging’’, ‘‘tennis swing’’, ‘‘tennis serve’’, ‘‘golf swing’’ and
‘‘pick up & throw’’. The same experimental setting adopted
in [9] is followed, namely, the cross-subjects settings: subjects 1, 3, 5, 7, 9 for training and subjects 2, 4, 6, 8, 10
for testing. Table 7 lists the performance of the proposed
method, as well as the results of several methods reported in
recent three years, and the confusion matrices are shown as
in Figure 9. From the results, we can see that the proposed
method can well recognize the simple actions, because the
three hierarchical spatial dynamic image patches generated
via hierarchical bidirectional rank pooling can aggregate rich
spatio-temporal information in each level, and the structural
information of human body and layout of the spatio-temporal
information among the whole video depth sequence is explicitly exploited by the proposed STSDDI. From the confusion
matrix it can be seen that the product-score fusion method
VOLUME 6, 2018
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TABLE 4. Comparison of traditional rank pooling and bidirectional rank pooling on the MSRDailyActivity3D dataset.

FIGURE 9. Confusion matrices of classification using structured body DDI (first), structured part DDI (second) and structured joint DDI (third) on
MSRAction3D Dataset.

TABLE 5. Comparison of three different late score fusion methods on the
six datasets.

TABLE 7. Comparison of the proposed method with existing methods on
the MSRAction3D Dataset.

TABLE 6. Comparison of hierarchical rank pooling (HRP) and rank
pooling (RP) methods on the six datasets in terms of accuracy.

TABLE 8. Comparison of the proposed method with previous methods on
G3D Dataset.

works very well on this dataset. It implies that the three
structured DDIs are likely to be statistically independent and
complementary to each other.
B. G3D DATASET

Gaming 3D Dataset (G3D) [36] focuses on real-time action
recognition in gaming scenario. It contains 10 subjects performing 20 gaming actions: ‘‘punch right’’, ‘‘punch left’’,
‘‘kick right’’, ‘‘kick left’’, ‘‘defend’’, ‘‘golf swing’’, ‘‘tennis
swing forehand’’, ‘‘tennis swing backhand’’, ‘‘tennis serve’’,
VOLUME 6, 2018

‘‘throw bowling ball’’, ‘‘aim and fire gun’’, ‘‘walk’’, ‘‘run’’,
‘‘jump’’, ‘‘climb’’, ‘‘crouch’’, ‘‘steer a car’’, ‘‘wave’’, ‘‘flap’’
and ‘‘clap’’. For this dataset, the first 4 subjects are used
for training, the fifth for validation and the remaining 5 subjects for testing, following the configuration in [50]. Table 8
shows the performance of the proposed method with that
reported in [17] and [50]. The confusion matrices are shown
in Figure 10. It can been seen that the structured joint DDI
achieved better results than STSDDI on this dataset. From
the confusion matrices we can see that the actions ‘‘Kick
right’’ and ‘‘Tennis swing forehand’’ are greatly confused in
structured body-level and part-level DDIs, which affects the
final performance of STSDDI.
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FIGURE 10. Confusion matrices of classification using structured body DDI (first), structured part DDI (second), structured joint DDI (third), and STSDDI
(fourth) on G3D Dataset.

FIGURE 11. Confusion matrices of classification using the structured body DDI (first), structured part DDI (second), structured joint DDI (third), and
STSDDI (fourth) on MSRDailyActivity3D Dataset.

TABLE 9. Comparison of the proposed method with previous approaches
on MSRDailyActivity3D Dataset.

C. MSRDAILYACTIVITY3D DATASET

The MSRDailyActivity3D Dataset [9] has 16 activities:
‘‘drink’’, ‘‘eat’’, ‘‘read book’’, ‘‘call cellphone’’, ‘‘write on
paper’’, ‘‘use laptop’’, ‘‘use vacuum cleaner’’, ‘‘cheer up’’,
‘‘sit still’’, ‘‘toss paper’’, ‘‘play game’’, ‘‘lay down on sofa’’,
‘‘walking’’, ‘‘play guitar’’, ‘‘stand up’’ and ‘‘sit down’’, and
there are 10 subjects and each subject performed each activity twice, one in standing position and the other in sitting
position. Most activities in this dataset involve human-object
interactions. The same cross-subject experimental setting as
in [9] is adopted. Compared with existing methods on this
dataset, the results in Table 9 show that the proposed method
is superior in recognizing fine-grained human-object interaction actions.
The confusion matrices of classification using the structured body-level DDIs, structured part-level DDIs, structured joint-level DDIs and STSDDI are shown in Figure 11.
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From the confusion matrix, we can see that the structured
body DDIs confuse most activities, especially ‘‘Eat’’, ‘‘Read
book’’, ‘‘Write on a paper’’ and ‘‘play game’’. This is because
the structured body DDIs of these activities have similar
shapes, and the motion to be recognized is very small compared with the interference of large body swaying motion,
as illustrated in Figure 2. But as the granularity increases,
most of the activities can be well recognized, because the
fine-grained small motion is enhanced in the patches of parts
and joints. By fusion of the three levels, most of the activities
are better recognized, which reflects that the three structured
motion images are complementary to each other. Compared
with the method proposed in [37], the proposed method
can better recognize ‘‘Drink’’, ‘‘Read book’’,‘‘Write on a
paper’’ and ‘‘Play game’’ activities, due to the capability of
both global to fine-grained motion and structural information
aggregation. These activities are very easily confused by
global motion information aggregation method. However, the
skeleton guided decomposition can not work well for huma
interaction with a large object. For example, due to the large
size of guitar, the proposed method cannot capture much
object information and confuses ‘‘play guitar’’ with ‘‘Read
book’’. This may be improved by using large patches around
the joints in the construction of STSDDI.

D. SYSU 3D HOI DATASET

The SYSU 3D Human-Object Interaction Dataset (SYSU 3D
HOI Dataset) [37] was collected to focus on human-object
VOLUME 6, 2018
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FIGURE 12. Confusion matrices of classification using the structured body DDI (first), structured part DDI (second), structured joint DDI (third), and
STSDDI (fourth) on SYSU 3D HOI Dataset.

TABLE 10. Comparison of the proposed method with previous
approaches on SYSU 3D HOI Dataset.

TABLE 12. Comparison of the proposed method with previous
approaches on M2 I Dataset for single task scenario (learning and testing
in the same view).

TABLE 11. Comparison of the proposed method with previous methods
on UTD-MHAD Dataset.
TABLE 13. Comparison of the proposed method with previous
approaches on M2 I Dataset for cross-view scenario. (SV → FV:learning in
the side view and test in the front view; FV→ SV:learning in the front view
and testing in the side view.)

interactions. There are 40 subjects performing 12 different
activities. For each activity, each participants manipulate one
of the six different objects: phone, chair, bag, wallet, mop and
besom. Table 10 compares the performances of the proposed
method and that of existing methods on this dataset using
cross-subject settings as in [37], and the confusion matrices
are shown in Figure 12. It can bee seen that, the proposed
method outperformed previous methods largely, which verifies the effectiveness of the proposed method for recognizing
human-object interaction actions.
E. UTD-MHAD DATASET

UTD-MHAD [38] contains 27 actions performed by 8 subjects (4 females and 4 males) with each subject perform each
action 4 times. For this dataset, cross-subjects protocol is
adopted as in [38], namely, the data from the subject numbers 1, 3, 5, 7 used for training while 2, 4, 6, 8 used for
testing. The results are shown in Table 11, and the confusion
matrices are shown in Figure 13. It can be seen that even the
structured joint DDI itself achieved better result than previous
methods.
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F. M2 I DATASET

Multi-modal & Multi-view & Interactive (M 2 I ) Dataset [39]
provides person-person interaction actions and person-object
interaction actions. It contains both the front and side views;
denoted as Front View (FV) and Side View (SV). It consists
of 22 action categories and a total of 22 unique individuals.
Each action is performed twice by 20 groups (two persons
in a group). In total, M2 I dataset contains 1760 samples
(22 actions × 20 groups × 2 views × 2 run). For evaluation,
all samples were divided with respect to the groups into a
training set (8 groups), a validation set (6 groups) and a test set
(6 groups). The final action recognition results were obtained
from the test set. We followed the experimental settings as
in [39] and compared the results on two scenarios: single
task scenario and cross-view scenario. Table 12 shows the
comparisons on the M2 I Dataset for single task scenario, that
is, learning and testing in the same view, while Table 13
2215
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FIGURE 13. Confusion matrices of classification using the structured body DDI (first), structured part DDI (second), structured joint DDI (third), and
STSDDI (fourth) on UTD-MHAD Dataset.

FIGURE 14. Confusion matrix for structured body DDI (first), structured part DDI (second), structured joint DDI (third), and STSDDI (fourth) on M2 I
Dataset(learning and testing in the front view).

presents the comparisons for cross-view scenario. It can bee
seen that, the proposed method achieved good results than
most previous methods, which verifies the effectiveness of
proposed method for human-human interaction actions and
2216

human-object interaction actions. Notice that SFAM [55]
adopted both RGB and depth modalities while the proposed
method used only depth modality for recognition. The confusion matrices for learning & testing in the front view and
VOLUME 6, 2018

Y. Hou et al.: Spatially and Temporally Structured Global to Local Aggregation of Dynamic Depth Information for Action Recognition

FIGURE 15. Confusion matrix for structured body DDI (first), structured part DDI (second), structured joint DDI (third), and STSDDI (fourth) on M2 I
Dataset(learning in the front view and testing in the side view).

learning in the front view and testing in the side view are
illustrated in Figure 14 and 15. It can be seen that the proposed
method can well recognize those single person activities,
such as ‘‘Clean desk’’ and ‘‘Throw basketball’’, but still
not so effective in distinguishing these similar appearance
actions, such as ‘‘Hand shake’’ and ‘‘High five’’. Interestingly, even though the proposed STSDDI did not solve any
transfer learning problem as in [56] but directly training
with the side/front view and testing in the front/side view,
it still achieved promising results, especially in the FV →
SV setting. This bonus advantage reflects the effectiveness of
proposed method.
V. CONCLUSION AND FUTURE WORK

In this paper, an effective yet simple video representation,
STSDDI, is proposed for 3D action recognition using hierarchical bidirectional rank pooling method. This representation not only preserves the spatio-temporal information
but also enhances the structural information, and aggregates
spatio-temporal-structural information from global to local
in bothspatial and temporal domains for final action recognition. Such image-based representation takes advantage of
the available trained deep ConvNets models for small training
data through fine-tuning. The method have been evaluated
on six popular datasets with different properties and achieved
state-of-the-art results. Extension of the the proposed method
for online action recognition is our future work.
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