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How scaling of the disturbance set affects
robust positively invariant sets for linear systems
Moritz Schulze Darup†, Rainer Manuel Schaich†, and Mark Cannon†
Abstract. This paper presents new results on robust positively invariant (RPI) sets
for linear discrete-time systems with additive disturbances. In particular, we study how
RPI sets change with scaling of the disturbance set. More precisely, we show that many
properties of RPI sets crucially depend on a unique scaling factor which determines
the transition from nonempty to empty RPI sets. We characterize this critical scaling
factor, present an efficient algorithm for its computation, and analyze it for a number of
examples from the literature.
Keywords. Robust positively invariant (RPI) sets, maximal and minimal RPI sets,
linear systems with additive disturbances.
1. Introduction
Robust positively invariant (RPI) sets are important for performance analysis and syn-
thesis of controllers for uncertain systems (see, e.g., [2, Sects. 6.4 and 6.5] or [5, Sect. VII]).
In particular, RPI sets can be used to design robust model predictive control (MPC)
schemes with guaranteed stability (see, e.g., [9, 10, 11, 12, 14]). In this paper, we address
RPI sets for linear disturbed systems
x(k + 1) = Ax(k) +E d(k) (1)
with state and disturbance constraints of the form
x(k) ∈ X and d(k) ∈ Dα for every k ∈ N, (2)
where the set Dα := αD∗ denotes a scaled version of a nominal disturbance set D∗ for
some scalar α > 0. Roughly speaking, an RPI set P for system (1) with constraints (2)
is such that the trajectory of the disturbed system (1) remains in P at all times k ∈ N for
every initial condition x0 ∈ P and for all disturbances d(k) ∈ D
α (see Def. 1 further below
for a formal definition of RPI sets). Now, in this study, we are particularly interested
how RPI sets for system (1) with constraints (2) change with the scaling α. As we
obviously have Dα1 ⊂ Dα2 for α1 < α2, it is easy to see that the size of the maximal
robust positively invariant (MRPI) set for (1) with (2) (see Def. 2) is non-increasing
with α. In addition, it is intuitively clear that the MRPI may be equal to the empty set
for large scalings α (e.g., if α is such that EDα * X ). In this paper, we show that there
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always exists a unique scaling factor α∗, which defines the transition from a nonempty
to an empty MRPI set. More precisely, we prove that (if X is bounded) there always
exists an α∗ > 0 such that the MRPI set is nonempty for every α ∈ (0, α∗] but empty
for every α > α∗.
In principle, the existence of such a critical scaling factor (CSF) α∗ is neither surprising
nor new. Similar observations were made, for instance, for the numerical examples
discussed in [7, Exmp. 4.1], [9, p. 114], and [10, Sect. 4]. Moreover, we previously
analyzed linear systems with scaled disturbance sets in the context of parametric RPI
sets in [15] and [17]. In this paper, however, we analyze the CSF and its influence on
properties of RPI sets in a more general framework than in [7, 9, 10, 15, 17]. First, and
most importantly, we introduce a number of novel properties of RPI sets as summarized
in Thm. 6. In particular, we show that the CSF has crucial impact on the continuity,
finite determinedness, and shape of RPI sets (see statements (iii)–(vii) in Thm. 6).
Second, in contrast to [7, 9, 10], the analysis in this paper is not limited to specific
examples. Third, in contrast to [15, 17], the results obtained do not require X and D∗
to be polytopic or ED∗ to be full-dimensional in Rn. Finally, we provide an efficient
algorithm to numerically over- and underestimate the CSF with arbitrary precision (see
Thm. 16), which enables the proposed analysis scheme to be used. It is important to note
that the evaluation of the CSF is useful even if the disturbance set is fixed for a given
system (e.g., if α = 1). In fact, knowledge of the CSF can be of interest for determining
allowable state and input constraints and acceptable strengths of disturbances when
designing actuators, sensors, and controllers. In other words, the results in this paper
are not only relevant for systems with disturbances that are contained in sets with
variable scalings as in (2) but also for the classical case where the disturbances satisfy
d(k) ∈ D∗ (for every k ∈ N).
The paper is organized as follows. In Sect. 2, we collect definitions, assumptions, and
known characteristics of RPI sets. The main result of the paper, i.e., how scaling of the
disturbance set affects the properties of RPI sets is discussed in Sect. 3. In this context,
we also show that the effect of scaled disturbances on RPI sets is different from the
effect of scaled input constraints on controlled invariant (CI) sets (which are structurally
related to RPI sets). Then, in Sect. 4, an algorithm for the efficient computation of the
CSF is presented. The algorithm is applied to a number of numerical examples in Sect. 5.
Finally, conclusions are stated in Sect. 6.
2. Definitions, Assumptions, and Preliminaries
2.1. Notation and set operations
We denote positive real and natural numbers by R+ and N+, respectively. The nota-
tion N[i,k] refers to N[i,k] := {j ∈ N | i ≤ j ≤ k}. Now, let p ∈ N+ and consider two
bounded and convex sets U ,V ⊂ Rp containing the origin. We frequently use the fol-
lowing manipulations of sets. The scaling of a set by some factor β ∈ R+ is defined as
β U := {βu ∈ Rp |u ∈ U}. Moreover, for q ∈ N+ and some matrices C ∈ Rp×p and
D ∈ Rq×p, we define C−1 U := {ξ ∈ Rp |C ξ ∈ U} and D U := {Du ∈ Rq |u ∈ U}. Note
2
that C−1 U is well defined even if C is not invertible. Finally, the operations
U ⊕ V := {u+ v ∈ Rp |u ∈ U , v ∈ V} and
U ⊖ V := {ξ ∈ Rp | ∀v ∈ V : ξ + v ∈ U},
describe the Minkowski addition and the Pontryagin difference, respectively. It is easy
to see that both operations as well as the intersection of two sets are distributive in the
sense that
β (U⊕V) = (βU)⊕(βV), β (U⊖V) = (βU)⊖(βV), and β (U∩V) = (βU)∩(βV) (3)
for every β ∈ R+. A C-set is a convex and compact set containing the origin as an
interior point. The boundary, the interior, and the closure of a set U are denoted by ∂U ,
int(U), and cl(U), respectively. The matrix Ip refers to the identity matrix in Rp×p. The
rank of a matrix D is denoted by rk(D). A p-dimensional vector with with all entries
equal to 1 is written as 1p.
2.2. Formal definition of robust positively invariant sets
The following statements provide a precise definition of robust positive invariance. In
every definition, we assume X ⊆ Rn, D∗ ⊂ Rm, and α ∈ R+.
Definition 1. A set P ⊆ Rn is called robust positively invariant (RPI) for system (1)
with constraints (2), if (i) P ⊆ X and (ii) Ax + E d ∈ P for every x ∈ P and every
d ∈ Dα.
Note that both the union and the intersection of two RPI sets result in another RPI set.
Further note that P = ∅ is a RPI set according to Def. 1. Based on these observations,
the following definitions of the maximal and minimal RPI set are reasonable.
Definition 2. The union of all RPI sets for (1) with (2) is called the maximal robust
positively invariant (MRPI) set for (1) with (2) and denoted by Pαmax.
Definition 3. The intersection of all nonempty RPI sets and the MRPI set for (1)
with (2) is called the minimal robust positively invariant (mRPI) set for (1) with (2)
and denoted by Pαmin.
To fully understand Def. 3, note that, if nonempty RPI sets exist, the mRPI denotes
the “smallest” nonempty RPI set. Clearly, in this case, the intersection with the MRPI
set is irrelevant since the MRPI is one of the nonempty RPI sets. If, however, no
nonempty RPI set exists, the intersection with the MRPI set (which will, in this case,
be the empty set) avoids an empty intersection (which would be unequal to the empty
set).
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2.3. Assumptions on the system matrices and constraints
Most statements in the paper require the two following assumptions. Note that the
structure in (4) can be derived for every (stabilizable) pair (A,E) using a suitable linear
transformation.
Assumption 1. The system matrices A ∈ Rn×n and E ∈ Rn×m are structured as
A =
(
A11 A12
0 A22
)
and E =
(
E1
0
)
(4)
with A11 ∈ Rr×r, A12 ∈ Rr×(n−r), A22 ∈ R(n−r)×(n−r), and E1 ∈ Rr×m, where r ∈ N[1,n].
The pair (A11, E1) is controllable. The sets X ⊂ Rn and D∗ ⊂ Rm are C-sets and
α ∈ R+.
Assumption 2. The eigenvalues λ ∈ C of the matrices A11 and A22 in Assum. 1 are
strictly stable (i.e., |λ| < 1).
2.4. Known properties of the maximal and minimal robust positively
invariant sets
Definitions 2 and 3 immediately lead to the following relation between the MRPI and
the mRPI set.
Lemma 1. Let Assums. 1 and 2 be satisfied. Then, (i) Pαmin is empty if and only if
Pαmax is empty and (ii) P
α
min ⊆ P
α
max ⊆ X .
In order to characterize Pαmax and P
α
min more precisely, we will analyze two special
sequences of sets (inspired by the sequences in [8, Eqs. (1.10) and (4.3)]). The first
sequence
Sαk+1 := A
−1(Sαk ⊖ ED
α) ∩ X with Sα0 := X , (5)
provides sets Sαk that contain initial conditions x(0) for which the trajectory of the
disturbed system (1) remains in X for at least k time steps and for all disturbances
d(j) ∈ Dα. The second sequence
Rαk+1 := AR
α
k ⊕ ED
α with Rα0 := {0}. (6)
defines sets Rαk that contain states x
∗ for which there exist disturbance sequences
d(0), . . . , d(k−1) ∈ Dα such that x∗ =
∑k−1
j=0 A
k−1−jE d(j). In other words, Rαk contains
states that are reachable from the origin in k steps. As summarized in the following lem-
mas and remark, the sequences (5) and (6) have well-known properties (see, e.g., [8, 6])
Lemma 2. Let Assums. 1 and 2 be satisfied. Then, the following statements hold.
(i) For every k ∈ N, the set Sαk is either a C-set in R
n or empty.
(ii) The sequence (5) is non-increasing, i.e., Sαk+1 ⊆ S
α
k for every k ∈ N.
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(iii) The limit of the sequence (5) is Sα∞ :=
⋂∞
k=0 S
α
k .
(iv) The limit set Sα∞ is either compact and convex with 0 ∈ S
α
∞ or empty.
Lemma 3. Let Assums. 1 and 2 be satisfied. Then, the following statements hold.
(i) For every k ∈ N, the set Rαk is compact and convex with 0 ∈ R
α
k .
(ii) The sequence (6) is non-decreasing, i.e., Rαk+1 ⊇ R
α
k for every k ∈ N.
(iii) The limit set of the sequence (6) is Rα∞ :=
⋃∞
k=0R
α
k .
(iv) The limit set Rα∞ is bounded and convex with 0 ∈ R
α
∞.
Remark 1. The structure of (4) implies certain structural properties of the sets Rαk .
In fact, defining the projection matrices P1 :=
(
Ir 0
)
∈ Rr×n and P2 :=
(
0 In−r
)
∈
R(n−r)×n and assuming r < n, it is easy to see that P2Rαk = {0} for every k ∈ N. More-
over, P1R
α
k is a C-set in R
r for every k ≥ r (cf. [6, Rem. 3]). Thus, if one is interested
in the explicit computation of the sets Rαk , it would make sense to only consider the
nontrivial r-dimensional subspace. However, for the derivation of the theoretical results
in this paper, it is more convenient to address Sαk and R
α
k in the same n-dimensional
space.
It is well-known that the limits Sα∞ and R
α
∞ are closely related to P
α
max and P
α
min,
respectively. In fact, according to Lem. 4, Sα∞ is the MRPI set and, if R
α
∞ ⊆ X , R
α
∞ is
the mRPI set.
Lemma 4. Let Assums. 1 and 2 be satisfied. Then, Pαmax = S
α
∞ and
Pαmin =
{
Rα∞ if R
α
∞ ⊆ X ,
∅ otherwise.
(7)
Finally, while both sequences (5) and (6) are linked to RPI sets, they do not appear
to be closely related to one another. This conclusion is wrong, though, as the following
lemma shows.
Lemma 5. Let Assums. 1 and 2 be satisfied and let k ∈ N. Then,
Sαk =
k⋂
j=0
(Aj)−1(X ⊖Rαj ). (8)
In principle, relation (8) immediately follows from [8, Eqs. (5.1) and (5.2)]. However,
since our setup slightly differs from the one in [8], we provide a formal proof in the
appendix for completeness. Finally, from (8), it is easy to see that the relation
Sαk+1 = (A
k+1)−1(X ⊖Rαk+1) ∩ S
α
k (9)
holds for every k ∈ N.
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3. The effect of scaled disturbances
In this section, we study the effect of variations in the scaling α on the properties of the
MRPI and mRPI sets. In particular, we show that there always exists a scaling factor
α∗ > 0 such that Pαmax and P
α
min are nonempty for α ∈ (0, α
∗] but empty for α > α∗.
While this observation is quite intuitive, we prove that (i) variations of Pαmax and P
α
min
resulting from small changes in α and (ii) the finite determinideness of Pαmax crucially
depend on the CSF α∗ (see Thm. 6 in Sect. 3.1). In other words, many elementary
properties of the MRPI and mRPI sets instantaneously change for scaling factors around
α∗. We finally illustrate that this behavior is, in some sense, unique to RPI sets. In fact,
while controlled invariant (CI) sets (for systems with controllable inputs) show some
similarities to RPI sets, CI sets are not sensitive to changes in the scaling α (see Thm. 9
in Sect. 3.2).
3.1. A critical study of robust positively invariant sets
We begin with a more precise characterization of the CSF α∗. Obviously, there always
exists an α∗ ∈ R+ such that Rα∞ ⊆ X for every α ∈ (0, α
∗] but Rα∞ * X for every
α > α∗. According to Lems. 1 and 4, such an α∗ immediately implies that Pαmax and
Pαmin are nonempty for α ∈ (0, α
∗] but empty for α > α∗. It thus makes sense to formally
define the CSF as
α∗ := sup {α ∈ R+ |R
α
∞ ⊆ X}. (10)
Note that the supremum is used in (10) since Rα∞ may or may not be closed. We next
show that α∗ not only marks the transition from nonempty to empty sets Pαmax and
Pαmin. In fact, as specified in statement (iii) of Thm. 6, α
∗ also marks a “discontinuity”
of the sets Pαmax and P
α
min as a function of α. Moreover, α
∗ plays an important role for
the finite determinedness of Pαmax (see statement (iv)). Finally, α
∗ is crucial for “contact
points” between the boundaries of the sets Pαmin, P
α
max, and X (see statements (v) and
(vi)).
Theorem 6. Let Assums. 1 and 2 be satisfied and let α∗ be defined as in (10). Then,
the following statements hold.
(i) α∗ is well-defined and finite.
(ii) (a) Pαmin = ∅ and (b) P
α
max = ∅ if and only if α > α
∗.
(iii) For every ǫ ∈ R+ there exists a δ ∈ R+ such that
Pαmin ⊆ P
α+δ
min ⊆ (1 + ǫ)P
α
min and (11a)
Pα+δmax ⊆ P
α
max ⊆ (1 + ǫ)P
α+δ
max (11b)
if and only if α 6= α∗.
(iv) There exists a finite k ∈ N such that Pαmax = S
α
k if α 6= α
∗.
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(v) Pαmax is a C-set in R
n if α < α∗.
(vi) (a) ∂Pαmin ∩ ∂X 6= ∅ and (b) ∂P
α
min ∩ ∂P
α
max 6= ∅ if and only if α = α
∗.
(vii) ∂Pαmax ∩ ∂X 6= ∅ if and only if α ≤ α
∗.
The proof of Thm. 6 makes use of the two following lemmas. Lemma 7 (which we
prove in the appendix for completeness) formalizes an observation that was made in [3,
p. 208]. Lemma 8 provides the key to prove relation (11b).
Lemma 7. Let Assums. 1 and 2 be satisfied. Then Rα∞ = αR
1
∞.
Lemma 8. Let Assums. 1 and 2 be satisfied, let η ∈ (0, 1), and let α∗ be defined as
in (10). Assume α < α∗ and assume δ ∈ R+ is such that δ ≤ (1− η)(α∗ − α). Then
η Sαk ⊆ S
α+δ
k ⊆ S
α
k (12)
for every k ∈ N.
Proof of Lem. 8. We prove the claim by induction. Obviously, (12) holds for k = 0 since
Sα0 = S
α+δ
0 = X and since X being a C-set implies ηX ⊂ X . It remains to show that
(12) implies
η Sαk+1 ⊆ S
α+δ
k+1 ⊆ S
α
k+1. (13)
The second relation in (13) can be proved using (5). In fact, we obviously have Sα+δk ⊖
EDα+δ ⊆ Sαk ⊖ ED
α due to Sα+δk ⊆ S
α
k and D
α+δ ⊃ Dα, and hence
Sα+δk+1 = A
−1(Sα+δk ⊖ ED
α+δ) ∩ X ⊆ A−1(Sαk ⊖ ED
α) ∩ X = Sαk+1.
To prove the first relation in (13), first note that (9) implies
η Sαk+1 = η (A
k+1)−1(X ⊖Rαk+1) ∩ ηX and S
α+δ
k+1 = (A
k+1)−1(X ⊖Rα+δk+1) ∩ X .
Thus, the first relation in (13) holds if
η (X ⊖Rαk+1) ⊆ X ⊖R
α+δ
k+1 . (14)
According to Lem. 7 and [8, Thm. 2.1], the l.h.s. in (14) can be rewritten as
η (X ⊖Rαk+1) = η (X ⊖ αR
1
k+1) = (X ⊖ αR
1
k+1)⊖ (1− η) (X ⊖ αR
1
k+1). (15)
Analogously, the r.h.s. in (14) evaluates to
X ⊖Rα+δk+1 = X ⊖ (α+ δ)R
1
k+1 = (X ⊖ αR
1
k+1)⊖ δR
1
k+1. (16)
From comparison of Eqs. (15) and (16), we infer that condition (14) holds if
(1− η) (X ⊖ αR1k+1) ⊇ δR
1
k+1. (17)
Finally, an inner approximation of the set on the l.h.s. in (17) can be derived according
to [8, Rem. 2.1]. In fact, due to R1k+1 ⊆ R
1
∞ since α
∗R1∞ ⊆ X by (10) and Lem. 7, we
obtain
X ⊖ αR1k+1 ⊇
(
α∗
α
− 1
)
αR1k+1 = (α
∗ − α)R1k+1.
Thus, (17) holds due to δ ≤ (1− η)(α∗ − α). 
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Proof of Thm. 6. We separately prove the seven statements in Thm. 6.
Statement (i). First note that Rα∞ = αR
1
∞ according to Lem. 7. Thus, α
∗ from (10)
refers to the largest scaling α ∈ R+ of the set R1∞ such that αR
1
∞ ⊆ X . This scaling is
well-defined and finite since X is a C-set, since R1∞ is bounded, and since R
1
∞ contains
more points than just the origin (see Rem. 1).
Statement (ii). We only prove statement (ii).(a) since (ii).(b) then immediately follows
from Lem. 1. Clearly, the definition of α∗ in (10) implies Rα∞ * X for every α > α
∗.
According to Lem. 4, we thus have Pαmin = ∅ whenever α > α
∗. It remains to show
that Pαmin 6= ∅ for every α ∈ (0, α
∗]. This, however, easily follows from Eq. (10) in
combination with Lems. 4 and 7.
Statement (iii). First note that, for every α > α∗ and every δ ∈ R+, statement (i)
implies
Pα+δmin = P
α
min = P
α
max = P
α+δ
max = ∅.
Thus, relations (11a) and (11b) trivially hold for every α > α∗ and any choice of δ ∈ R+.
We next show that, for any ǫ ∈ R+, the choice
δ = ǫ min
{
α,
α∗ − α
1 + ǫ
}
(18)
is such that (11a) and (11b) hold if α < α∗. Obviously, (18) implies δ < α∗ − α. Thus,
both Rα∞ and R
α+δ
∞ are contained in X and we obtain P
α
min = R
α
∞ and P
α+δ
min = R
α+δ
∞
according to (7). Moreover, (18) implies δ ≤ ǫ α. We hence find
Rα∞ ⊆ R
α+δ
∞ = (α+ δ)R
1
∞ =
α+ δ
α
Rα∞ ⊆ (1 + ǫ)R
α
∞ (19)
according to Lem. 7, which proves (11a). To see that (11b) holds as well, we set η :=
(1+ǫ)−1 ∈ (0, 1) and note that δ ≤ (1−η)(α∗−α). We thus find ηPαmax ⊆ P
α+δ
max ⊆ P
α
max
according to Lem. 8, which confirms (11b). So far, we showed that (11a) and (11b) hold
if α 6= α∗. It remains to prove that (11a) and (11b) hold only if α 6= α∗. To this
end, assume α = α∗. Then Pαmin and P
α
max are nonempty according to statement (ii).
However, it is easy to see that Pα+δmin and P
α+δ
max are empty for every choice of δ ∈ R+.
Thus, neither (11a) nor (11b) can hold for α = α∗.
Statement (iv). This statement can be understood as a generalization of [8, Thm. 6.3].
As a consequence, the proof is inspired by the proof of that theorem. We show that,
whenever α 6= α∗, there always exists a k ∈ N such that
Sαk+1 = S
α
k . (20)
From (5) and Lem. 4, (20) implies Pαmax = S
α
k . We study (9) to show that (20) occurs
after a finite number of iterations. We first address the case α < α∗ and define µ :=(
1− α
α∗
)
∈ (0, 1). In this case, we have
X ⊖Rαk+1 ⊇ X ⊖R
α
∞ = X ⊖ αR
1
∞ ⊇ µX (21)
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for every k ∈ N by definition of R1∞, due to Lem. 7, and according to [8, Rem. 2.1] in
combination with (10). Since A is strictly stable and since X is a C-set, there always
exists a L ∈ N such that
AL+1X ⊆ µX . (22)
From (21), (22), and the fact that Sαk ⊆ X for all k ∈ N, we have
AL+1SαL ⊆ A
L+1X ⊆ µX ⊆ X ⊖RαL+1.
Clearly, this implies SαL+1 = S
α
L according to (9). Thus, the choice k = L is such that (20)
holds. It remains to prove (20) for the case α > α∗. To this end, we will show that there
always exists an L ∈ N such that
X ⊖RαL = ∅. (23)
Obviously, (23) implies SαL = ∅ and consequently S
α
L+1 = ∅ according to (9). Thus,
k = L is such that (20) holds. To find an L that satisfies (23) first note that, for every
ǫ ∈ R+, we can choose an L ∈ N such that R1∞ ⊆ (1 + ǫ)R
1
L (see Thm. 15 below for
details). We next choose such an L for some ǫ < α
α∗
− 1 and obtain
RαL = αR
1
L ⊇
α
1 + ǫ
R1∞ =
α
α∗ (1 + ǫ)
Rα
∗
∞
in accordance with Lem. 7. Now, since α
α∗ (1+ǫ) > 1, we find R
α
L * X , which immediately
implies (23).
Statement (v). According to statement (iv), there exists a finite k ∈ N such that
Pαmax = S
α
k if α < α
∗. Moreover, Pαmax = S
α
k is nonempty due to statement (ii) and thus
a C-set according to Lem. 2.
Statement (vi). By definition of α∗ in (10), it is easy to see that α = α∗ implies
∂Rα∞ ∩ ∂X 6= ∅ and thus ∂P
α
min ∩ ∂X 6= ∅. To prove statement (vi).(a), it remains to
show that
∂Pαmin ∩ ∂X = ∅ (24)
whenever α 6= α∗. Relation (24) obviously holds for every α > α∗ since Pαmin = ∂P
α
min = ∅
in this case. We prove that (24) also holds for every α ∈ (0, α∗) by contradiction. To
this end, consider any α ∈ (0, α∗), let µ := α
∗
α
, and assume (24) is violated, i.e., there
exists an x ∈ ∂Pαmin∩∂X . Since X is a C-set, we obviously have 0 /∈ ∂X and thus x 6= 0.
According to Lem. 7, we easily prove x∗ := µx ∈ ∂Rα
∗
∞ . However, due to µ > 1, we also
find x∗ /∈ X which contradicts ∂Rα
∗
∞ ⊆ cl(R
α∗
∞ ) ⊆ cl(X ) = X .
To prove statement (vi).(b), we first show that ∂Pαmin ∩ ∂P
α
max 6= ∅ if α = α
∗ by
contradiction. To this end, note that α = α∗ implies Pαmin 6= ∅ and P
α
max 6= ∅ according
to statement (i). Since Sα∞ = P
α
max is nonempty, S
α
∞ is closed according to Lem. 2.
Taking Lem. 1 into account, we thus infer
∂Pαmin ⊆ cl(P
α
min) ⊆ cl(P
α
max) = P
α
max. (25)
Moreover, α = α∗ implies ∂Pαmin∩∂X 6= ∅ according to statement (vi).(a). Now, consider
any x ∈ ∂Pαmin ∩ ∂X , note that x 6= 0, and assume ∂P
α
min ∩ ∂P
α
max = ∅. Clearly, since
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x ∈ ∂Pαmin, the latter relation can only hold if x /∈ ∂P
α
max. According to (25), this
requires x ∈ int(Pαmax). However, since X and P
α
max are both closed with P
α
max ⊆ X , we
have int(Pαmax) ∩ ∂X = ∅ which contradicts x ∈ ∂X . It remains to show that
∂Pαmin ∩ ∂P
α
max = ∅ (26)
whenever α 6= α∗. Not surprisingly, the proof is similar to the corresponding part
in the proof of statement (vi).(a). Again, relation (26) holds for every α > α∗ since
Pαmin = ∂P
α
min = ∅ in this case. Moreover, to show that (26) also holds for α < α
∗,
consider any α ∈ (0, α∗), let µ := α
∗
α
, and assume there exists an x ∈ ∂Pαmin ∩ ∂P
α
max
(i.e., (26) is violated). Since Pαmax is a C-set according to statement (v), we obviously
have 0 /∈ ∂Pαmax and thus x 6= 0. Similar as above, we find x
∗ := µx ∈ ∂Rα
∗
∞ = ∂P
α∗
min
but x∗ /∈ Pαmax. This contradicts (25) since P
α∗
max ⊆ P
α
max.
Statement (vii). In principle, the proof of statement (vi).(b) shows that ∅ 6= ∂Pαmin ∩
∂X ⊆ ∂Pαmax in case that α = α
∗. We thus have ∂Pαmax∩∂X 6= ∅ if α = α
∗. Now, consider
any x ∈ Pα
∗
max ∩ ∂X and note that x 6= 0. We show that x ∈ ∂P
α
max for every α < α
∗ by
contradiction. To this end, choose any α ∈ (0, α∗), let µ := α
∗
α
, and assume x /∈ ∂Pαmax.
Since we have ∂Pα
∗
max ⊆ P
α∗
max ⊆ P
α
max, x /∈ ∂P
α
max implies x ∈ int(P
α
max). However,
since X and Pαmax are both C-sets (by assumption and statement (v), respectively) with
Pαmax ⊆ X , we find int(P
α
max) ∩ ∂X = ∅ which contradicts x ∈ ∂X . It remains to show
that ∂Pαmax ∩ ∂X = ∅ whenever α > α
∗. Clearly, this statement trivially holds since
∂Pαmax = P
α
max = ∅ if α > α
∗. 
Let us briefly discuss the consequences of Thm. 6. Clearly, statement (iii) expresses
some continuity properties of the sets Pαmin and P
α
max. In this context, first note that
the relations
Pαmin ⊆ P
α+δ
min and P
α+δ
max ⊆ P
α
max (27)
trivially hold (for α < α+ δ ≤ α∗) since a larger disturbance set (Dα ⊂ Dα+δ) increases
reachability but decreases stabilizabilty. More interestingly, Eqs. (11a) and (11b) state
that the variations of the sets Pαmin and P
α
max resulting from a modified scaling α + δ
can be kept arbitrarily small by a suitable choice of δ. To formalize this observation,
we showed that, for every scaling factor 1 + ǫ > 1, there exists a δ > 0 such that the
“larger” sets in (27) (i.e., Pα+δmin and P
α
max) are contained in the scaled version of the
corresponding “smaller” sets in (27). This continuity property holds, however, if and
only if α 6= α∗. In other words, the sets Pαmin and P
α
max show a discontinuity around α
∗.
Clearly, this discontinuity is caused by the fact that Pαmin and P
α
max are nonempty for
α ∈ (0, α∗] but empty for α > α∗ (see statement (ii)). As the following analysis shows,
the transition to an empty set happens, however, abruptly and “without warning”. To
see this, first note that Pαmin grows with α on the interval (0, α
∗] (see Eq. (27) or Eq. (7)
in combination with Lem. 7). Consequently, the mRPI set takes its maximal size just
before collapsing to the empty set (see also statement (vi)). The variations of the MRPI
set are slightly more intuitive. In fact, as apparent from (27), the set Pαmax shrinks as
α increases. However, since we have ∂Pαmax ∩ ∂X 6= ∅ for every α ∈ (0, α
∗] according to
statement (vii), the MRPI set still has contact to the boundary of the state constraints
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immediately before collapsing to the empty set. We will illustrate the transition of both
Pαmin and P
α
max with some examples in Sect. 5.1. Finally note that statements (iv) and
(v) do not specify the “structure” of the MRPI set for the special case α = α∗. However,
as discussed in Sect. 5.1, this “gap” is reasonable since Pαmax may or may not be finitely
determined for α = α∗.
3.2. A related study of controlled invariant sets
As discussed above, statement (iii) in Thm. 6 states that the sets Pαmin and P
α
max have
a “discontinuity” around the CSF. We show in the following that this property is, in a
sense, unique to RPI sets by proving that such a discontinuity does not appear for the
maximal controlled invariant (MCI) set. This observation is interesting since the MRPI
set for autonomous systems with unknown disturbances d(k) offers many similarities to
the MCI set for deterministic systems with controllable inputs. To clarify this similarity,
assume for a moment that d(k) in (1) is a control input and that Dα in (2) describes
input constraints. Then, the following definition of the MCI set (which assumes X ⊆ Rn,
D∗ ⊂ Rm, and α ∈ R+ as above) is indeed similar to Def. 2.
Definition 4. A set C ⊆ Rn is called controlled invariant (CI) for system (1) with
constraints (2) if (i) C ⊆ X and (ii) for every x ∈ C, there exists a d ∈ Dα such that
Ax+E d ∈ C. The union of all CI sets for (1) with (2) is called the maximal controlled
invariant (MCI) set for (1) with (2) and denoted by Cαmax.
Moreover, the MCI set can be characterized by the sequence
Qαk+1 := A
−1(Qαk ⊕ (−ED
α)) ∩ X with Qα0 := X , (28)
which is reminiscent of Eq. (5). In fact, analogously to the findings in Lem. 4, the
limit Qα∞ := limk→∞Q
α
k =
⋂∞
k=0Q
α
k equals the MCI set, i.e., C
α
max = Q
α
∞ (see, e.g.,
[1, Thm. 3.1]). The sets Qαk and the limit Q
α
∞ are known to be C-sets in R
n if the
following assumption holds in addition to Assum. 1 (see, e.g., [1, Props. 3.1 and 3.2, and
Rem. 4.1]).
Assumption 3. The eigenvalues λ ∈ C of the matrix A22 in Assum. 1 are stable (i.e.,
|λ| ≤ 1).
Obviously, in contrast to Assum. 2, the eigenvalues of the matrices A11 and A22 are
not required to be strictly stable. We require, however, stability of the matrix A22 since
Qα∞ will obviously be empty otherwise. The following theorem establishes a statement
on the continuity of the sets Qα∞ as a function of α. In contrast to the corresponding
statement (iii) in Thm. 6, relation (29) holds for every α ∈ R+ (and a suitable choice
of δ ∈ R+ depending on ǫ ∈ R+). In other words, the MCI set does not show the
discontinuity discovered for the MRPI (and the mRPI) set.
Theorem 9. Let Assums. 1 and 3 be satisfied. Then, for every ǫ ∈ R+, there exists a
δ ∈ R+ such that
Cαmax ⊆ C
α+δ
max ⊆ (1 + ǫ) C
α
max. (29)
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The proof of Thm. 9 builds on the following lemma, which establishes the continuity
of the sets Qαk . Note that Lem. 10 is similar to but less conservative than Lem. 8.
Lemma 10. Let Assums. 1 and 3 be satisfied and let δ ∈ R+. Then
α
α+ δ
Qα+δk ⊆ Q
α
k ⊆ Q
α+δ
k (30)
for every k ∈ N.
Proof. We prove the claim by induction. Relation (30) obviously holds for k = 0. It
remains to show that (30) implies
α
α+ δ
Qα+δk+1 ⊆ Q
α
k+1 ⊆ Q
α+δ
k+1 (31)
To this end, first note that we have
Qβk+1 = A
−1(Qβk ⊕ (−β ED
∗)) ∩ X = β
(
A−1
(
1
β
Qβk ⊕ (−ED
∗)
)
∩
1
β
X
)
(32)
for all β ∈ R+ according to Eqs. (3) and (28). Moreover, we find
A−1
(
1
α+ δ
Qα+δk ⊕ (−ED
∗)
)
∩
1
α+ δ
X ⊆ A−1
(
1
α
Qαk ⊕ (−ED
∗)
)
∩
1
α
X (33)
since the relations
1
α+ δ
Qα+δk ⊆
1
α
Qαk and
1
α+ δ
X ⊆
1
α
X
hold due to (30) and since X is a C-set by assumption. Now, evaluating (32) for the two
cases β = α and β = α+ δ, and taking (33) into account leads to (31). 
Proof of Thm. 9. We clearly have Cαmax ⊆ C
α+δ
max due to D
α ⊂ Dα+δ. Moreover, Lem. 10
implies
Cα+δmax ⊆
α+ δ
α
Cαmax =
(
1 +
δ
α
)
Cαmax.
Thus, the choice δ = ǫα proves (29). 
4. Computation of the critical scaling factor
All statements in the central Thm. 6 are related to the CSF α∗ from (10). As a con-
sequence, the application of the findings in Thm. 6 require the knowledge of (an ap-
proximation of) α∗. In this section, we thus address the numerical computation (or
approximation) of the CSF. As a preparation, it is important to note that the optimiza-
tion problem (OP) in (10) can be simplified based on Lem. 7. In fact, the computation
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of α∗ can be reduced to the identification of the largest scaling α such that αR1∞ ⊆ X ,
i.e., α∗ can be equivalently defined as
α∗ := sup {α ∈ R+ |αR
1
∞ ⊆ X}. (34)
Nevertheless, the direct solution of the optimization problem (OP) in (34) is usually
not tractable. First, contrary to the MRPI set, the set R1∞ is generally not finitely
determined and may be open. Second, even if there exists a finite k such that R1k = R
1
∞,
the explicit computation of R1k is demanding due to the involved Minkowski additions
(see Eq. (6)). We provide solutions to both problems in the following. To solve the
first problem, we compute arbitrarily close inner and outer approximations of R1∞ that
allow to derive arbitrarily precise over- and underestimations of α∗. Regarding the
second problem, it is essential to note that we are not interested in the computation (or
approximation) of the set R1∞ itself but only the scaling α
∗. We can thus use techniques
introduced in [2, 8, 13] to solve an OP similar to (34) without explicitly computing
reachable sets.
We start by deriving conditions that allow to compute over- and underestimations of
α∗. In principle, lower and upper bounds for α∗ can be computed according to the trivial
statements in Lems. 11 and 12 (which we prove in the appendix).
Lemma 11. Let Assums. 1 and 2 be satisfied, let k ∈ N, and let α∗ be as in (34). Define
α := max {α ∈ R+ |αR
1
k ⊆ X}, (35)
Then, α∗ ≤ α.
Lemma 12. Let Assums. 1 and 2 be satisfied, let ǫ ∈ R+, and let α∗ be as in (34).
Assume k ∈ N is such that
R1∞ ⊆ (1 + ǫ)R
1
k, (36)
and define α as in (35). Then, α∗ ≥ (1 + ǫ)−1 α.
In some special cases, e.g., if A is nilpotent, the overestimation α from Lem. 11 can be
used to exactly compute α∗. This observation is summarized in the following corollary,
which builds on [8, Rem. 4.2] and which is proven in the appendix.
Corollary 13. Let Assums. 1 and 2 be satisfied, let η ∈ [0, 1), and let α∗ be as in (34).
Assume k ∈ N+ is such that Ak = η In and define α as in (35). Then, α∗ = (1− η)α.
In general, the condition in Cor. 13 will not be satisfied and we have to approximate α∗
using Lems. 11 and 12. Obviously, accurately approximating α∗ requires to solve (35) for
a set R1k that satisfies (36). As detailed in Sect. 4.1 below, the OP (35) can be efficiently
solved using techniques from [2, 8, 13]. It remains to identify a suitable k ∈ N such
that (36) holds for a given ǫ ∈ R+. To this end, first note that similar problems were
addressed in [6, 13]. Adapting the idea from [6], we could (for increasing k) compute the
maximal RPI for the system (1) with state and disturbance constraints (1+ǫ)R1k and D
∗,
respectively. In the case that the resulting maximal RPI is nonempty, we infer that (36)
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holds (see [6] for details). Clearly, the procedure is computationally demanding since we
have to explicitly compute R1k and the corresponding maximal RPI for multiple values
of k. A more efficient method can be found in [13]. This method, however, requires
the set ED∗ to be full-dimensional in Rn (see [13, beginning of Sect. II]). Clearly, this
condition is not necessarily guaranteed by Assum. 1. Nevertheless, as illustrated in the
following, we can easily adapt the results from [13]. First, it is easy to see that there
always exists an M ∈ N[1,r] such that
W :=
M−1⊕
k=0
Ak11E1D
∗ (37)
is a C-set in Rr. In fact, since D∗ is a C-set in Rm,W is C-set if (and only if) the matrix
Γ =
(
A011E1 . . . A
M−1
11 E1
)
∈ Rr×(Mm) (38)
has full rank. According to Assum. 1, Γ is guaranteed to have full rank for M = r (but
it may or may not have full rank for M ∈ N[1,r−1]). This observation is used in the
following lemma, which is inspired by [13, Thm. 1].
Lemma 14. Let Assums. 1 and 2 be satisfied, let η ∈ (0, 1), and let M ∈ N[1,r] be such
that W defined in (37) is a C-set in Rr. Then, there exists an N ∈ N+ such
AMN11 W ⊆ ηW. (39)
The proof immediately follows from the facts that W is a C-set in Rr and that A11
has strictly stable eigenvalues (by Assum. 2). According to the following theorem, the
combination of (i) anM such thatW is a C-set in Rr and (ii) an N satisfying (39) allows
to compute a k such that relation (36) holds. To see this, note that Eqs. (36) and (40)
are equivalent for the choice η = ǫ (1 + ǫ)−1 ∈ (0, 1).
Theorem 15. Let Assums. 1 and 2 be satisfied, let η ∈ (0, 1), and let M ∈ N[1,r] be such
that W defined in (37) is a C-set in Rr. Assume N ∈ N is such that (39) holds and set
k =MN . Then,
R1∞ ⊆ (1− η)
−1R1k. (40)
Proof. Let Λ := AM11 and consider the sequence
Tj+1 := Λ Tj ⊕W with T0 := {0} (41)
and its limit T∞ := limj→∞ Tj =
⋃∞
k=0 Tj. Note that, in analogy to Lem. 3, T∞ is
bounded since W is a C-set and since the eigenvalues of Λ are strictly stable. Moreover,
according to [13, Thm. 1], satisfaction of (39) implies that
T∞ ⊆ (1− η)
−1 TN . (42)
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Now, to prove (40), we identify a close link between the sequences defined by (6) and (41).
As a preparation, note that the sets Tj are “only” r-dimensional since (41) only considers
the reduced dynamics (A11, E1). We thus introduce the lifted sets
T +j :=
{(
x1
0
)
∈ Rn
∣∣∣∣ x1 ∈ Tj
}
and W+ :=
{(
w
0
)
∈ Rn
∣∣∣∣w ∈ W
}
, (43)
which are n-dimensional by construction. In the following, we show that
R1Mj = T
+
j (44)
for every j ∈ N. To see this, first note that the relation holds for j = 0 since R10 = T
+
0 =
{0}. It remains to show that (44) implies R1
M(j+1) = T
+
j+1. This is easily proven as we
obtain
R1M(j+1)=A
MR1Mj⊕
(M−1⊕
k=0
AkED∗
)
=AMT +j ⊕W
+=
{(
x1
0
)
∈ Rn
∣∣∣∣ x1∈ Λ Tj ⊕W∗
}
=T +j+1
according to (6), due to (43) and (44), by definition of Λ, and corresponding to Eqs. (41)
and (43). Clearly, (44) implies R1∞ = T
+
∞ . Thus, from (42) in combination with (44),
we finally infer
R1∞ = T
+
∞ ⊆ (1− η)
−1 T +N = (1− η)
−1R1MN
which proves (40). 
Theorem 15 in combination with Lems. 11 and 12 suggests to use the following algo-
rithm to accurately approximate α∗. In fact, as formalized in Thm. 16 further below,
Alg. 1 allows the computation of lower and upper bounds on α∗ that satisfy
α ≤ α∗ ≤ α and
α
α
− 1 = ǫ (45)
for a given error bound ǫ ∈ R+.
Algorithm 1. Approximation of the CSF α∗ for any error bound ǫ ∈ R+.
(i) Choose the smallest M ∈ N[1,r] such that Γ in (38) has full rank and define W as
in (37).
(ii) Set η = ǫ (1 + ǫ)−1 and choose the smallest N ∈ N+ such that (39) holds.
(iii) Set k =MN , compute α according to (35), and return bounds α = α (1+ ǫ)−1 and
α.
Theorem 16. Let Assums. 1 and 2 be satisfied, let ǫ ∈ R+, and let α∗ be as in (34).
Then, Alg. 1 computes α and α such that (45) holds.
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Proof. Step (i) of Alg. 1 guarantees that W in (37) is a C-set in Rr. The choice of η in
step (ii) implies (1− η)−1 = (1 + ǫ). Now, choosing N such that (39) holds, yields
R1∞ ⊆ (1 + ǫ)R
1
MN
according to Thm. 15. Thus, computing α as in (35) for k = MN and setting α =
α (1 + ǫ)−1 implies α ≤ α∗ ≤ α corresponding to Lems. 11 and 12. Equation (45) holds
by construction. 
The numerical implementation of Alg. 1 requires the solution of two non-trivial prob-
lems. In fact, depending on the shapes of the sets X and W, the choice of N and the
computation of α in steps (ii) and (iii), respectively, may be computationally demanding.
For polytopic sets X and D∗, however, Alg. 1 can be implemented efficiently as described
in the following section.
4.1. Numerical implementation for polytopic constraints
Algorithm 1 requires the identification of the smallest N such that (39) holds and the
computation of α as in (35) for k = MN (where M ∈ N[1,r] is such that Γ in (38) has
full rank). Both problems can efficiently be solved for polytopic sets X and D∗, which
can be written as
X = {x ∈ Rn |Hx x ≤ 1lx} and D
∗ = {d ∈ Rm |Hd d ≤ 1ld}
for some Hx ∈ Rlx×n, Hd ∈ Rld×m, and lx, ld ∈ N+. Clearly, if D∗ is a polytope, the
same holds for the set W in (37), i.e., there exists a matrix Hw ∈ Rlw×r with lw ∈ N+
such that W = {w ∈ Rr |Hw w ≤ 1lw}. As a consequence, the support function
hW(v) := sup
w∈W
v w (46)
associated withW ⊂ Rr and defined for row-vectors v ∈ R1×r can be evaluated by solving
a linear program (LP). The support function provides the key to efficiently solve (39).
In fact, according to [13, Eq. (10)], Eq. (39) holds if and only if
max
i∈N[1,lw ]
hW(e
T
i HwA
MN
11 ) ≤ η, (47)
where ei is the i-th unit vector in Rlw . Obviously, for given M,N ∈ N+, condition (47)
can be verified by solving lw LPs. The efficient evaluation of (35) for k =MN requires
some preparation. In fact, instead of solving (35) directly, we solve a similar problem
related to the sequence (41) introduced in the proof of Thm. 15. In this context, let
µ := max {µ ∈ R+ |µ TN ⊆ X
−}, (48)
where X− denotes an r-dimensional subset of X defined as
X− :=
{
x1 ∈ R
r
∣∣∣∣
(
x1
0
)
∈ X
}
. (49)
The following lemma shows that µ and α are indeed closely related.
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Lemma 17. Let Assums. 1 and 2 be satisfied, let M ∈ N[1,r] be such that W defined
in (37) is a C-set in Rr, assume N ∈ N is such that (39) holds, and set k = MN . Let
α and µ be defined as in (35) and (48), respectively. Then, α = µ.
The proof of Lem. 17 immediately follows from relation (44) in combination with (43).
The solution of (35) for k = MN can thus be reduced to the solution of (48). Now, it
is easy to see that X− from (49) is also a polytope that can be written as X− = {x1 ∈
Rr |H−x x1 ≤ 1l−x } based on some matrix H
−
x ∈ R
l−x ×r with l−x ∈ N[1,lx]. According to [13,
Eq. (12)], the OP in (48) can thus be solved as
µ = min
i∈N
[1,l−x ]
1∑N−1
j=0 hW (ε
T
i H
−
x Λj)
, (50)
where εi is the i-th unit vector in Rl
−
x and where Λ = AM11 as in the proof of Thm. 15.
Obviously, (50) can be evaluated by solving Nl−x ≤ Nlx LPs.
Remark 2. We showed that Alg. 1 can be efficiently implemented if X and D∗ are
polytopes. In fact, in this case, the computation of N and α = µ can be carried out based
on (47) and (50). Both equations require the (multiple) evaluation of the support function
hW (see (46)). As discussed above, hW(v) can be evaluated by solving an LP. Under
certain conditions, hW(v) can even be evaluated without solving an OP. In fact, if W can
be described as an affine transformation of the hypercube in Rr, hW(v) can be computed
analytically (see [13, Rem. 3]). However, it is in general not straightforward to link this
condition to the underlying set D∗. Nevertheless, an analytic evaluation of hW(v) can
even be guaranteed under less restrictive conditions. In fact, it is easy to see that W is
a zonotope (i.e., the Minkowski sum of a finite number of line segments (see, e.g., [4]
for details)) whenever D∗ is zonotopic. Now, if W is a zonotope that can be written as
W = {w ∈ Rr | ∃ β1, . . . , βL ∈ [−1, 1] : w =
∑L
i=1 βi zi} for some z1, . . . , zL ∈ R
r with
L ∈ N+, then the evaluation of hW(v) results in hW(v) =
∑L
i=1 |v zi|. This property is
used to approximate α∗ without any optimization for every example in Tab. 1 below.
5. Numerical examples
In the following, we first illustrate the identified properties of RPI sets as summarized in
Thm. 6 for three simple illustrative examples. Afterwards, we discuss the related results
on CI sets in Thm. 9 with one example. Finally, we apply Alg. 1 to approximate the
CSF for a number of examples from the literature.
5.1. Illustration of the identified properties of RPI and CI sets
Example 1. Consider system (1) with A = 0.5 and E = 1 and the constraints X =
[−2, 2] and D∗ = [−1, 1]. Note that the same system was also analyzed in [3, Exmp. 6.10]
(without state constraints) and [17, Exmp. 1]. For this simple example, the sets Sαk and
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Rαk of the sequences (5) and (6) can be stated explicitly. In fact, it is easy to prove that
we have
Rαk = {x ∈ R | |x| ≤ ρ
α
k} with ρ
α
k := 2α
(
1− 0.5k
)
and (51)
Sαk = {x ∈ R | |x| ≤ min{2, σ
α
k }} with σ
α
k := 2 (α− 2
k(α− 1)) (52)
for every k ∈ N. Note that (in accordance with (9)) ραk and σ
α
k are related to one another
by
σαk = (0.5
k)−1(2− ραk ) = 2
k (2− ραk ).
Now, according to (51), we have limk→∞ ρ
α
k = 2α but ρ
α
k < 2α for every k ∈ N. We
thus find Rα∞ = (−2α, 2α) for every α ∈ R+. Since R
α
∞ * X for every α > 1, we obtain
α∗ = 1 according to (10). Clearly, α∗ is well-defined and finite as guaranteed by statement
(i) in Thm. 6. Regarding the limit Sα∞, for every α ≤ 1, we infer S
α
∞ = S
α
1 = S
α
0 = [−2, 2]
from (52). Moreover, for every α > 1, we have Sαk+1 = S
α
k = ∅ for every k ∈ N with
k > log2
(
α
α− 1
)
(53)
and thus Sα∞ = ∅. To see this, note that σ
α
k < 0 (and ρ
α
k > 2) for every k ∈ N
satisfying (53). We thus obtain
Pαmin =
{
(−2α, 2α) if α ≤ 1,
∅ otherwise,
and Pαmax =
{
[−2, 2] if α ≤ 1,
∅ otherwise
(54)
in agreement with statement (ii) in Thm. 16. We next illustrate that the choice of δ as
in (18) is such that statement (iii) holds. Consider, for example, α = 0.5 and ǫ = 0.1,
then δ = 0.045 ≤ 0.1min{0.5, 0.45} is indeed such that
Pαmin = (−1, 1) ⊆ P
α+δ
min = (−1.09, 1.09) ⊆ (1 + ǫ)P
α
min = (−1.1, 1.1) and
Pα+δmax = [−2, 2] ⊆ P
α
max = [−2, 2] ⊆ (1 + ǫ)P
α+δ
max = [−2.2, 2.2].
Regarding statement (iv), we showed above that Pαmax = S
α
∞ is finitely determined for
every α ∈ R+. Equation (54) also implies that Pαmax is a C-set in R
n = R1 for every
α ≤ 1 and thus confirms statement (v). It is interesting to note that, for this example,
Pαmax is finitely determined and a C-set even for α = α
∗. Finally, statements (vi) and
(vii) obviously hold since we have ∂Pαmin ∩ ∂X = ∂P
α
min ∩ ∂P
α
max = {−2, 2} 6= ∅ if and
only if α = α∗ = 1, and ∂Pαmax ∩ ∂X = {−2, 2} 6= ∅ for every α ≤ α
∗ = 1.
Example 1 confirms all statements in Thm. 6. However, for this simple example, many
statements (in particular statements (iii).(b), (v), and (vii)) are trivially fulfilled. We
thus address another example to illustrate these findings for a slightly more complicated
setup.
Example 2. Consider system (1) with
A =
(
0.5 2.0
0.0 0.9
)
and E =
(
1
0
)
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and the constraints X = {x ∈ R2 | ‖x‖∞ ≤ 2} and D∗ = [−1, 1]. Obviously, the matrices
A and E offer the structure required in Assum. 1 with r = 1. More interestingly, the
matrices A11 and E1 are equivalent to the system matrices in Exmp. 1. Thus, the sets
Rαk are given by
Rαk = {x ∈ R
2 | |x1| ≤ ρ
α
k , x2 = 0} (55)
with ραk as in (51) (see Rem. 1 or the proof of Thm. 15 for details). An explicit descrip-
tion of the sets Sαk is more complicated but also not required for the following analysis.
However, it is easy to see that the set X ⊖Rαk , which is involved in the computation of
Sαk according to (9), can be written as
X ⊖Rαk = {x ∈ R
2 | |x1| ≤ 2− ρ
α
k , |x2| ≤ 2}
for every k ∈ N. Now, analogously to Exmp. 1, we obtain Rα∞ = {x ∈ R
2 | |x1| <
2α, x2 = 0} for every α ∈ R+. Since we again have Rα∞ * X for every α > 1, we again
find α∗ = 1. While an explicit description of Sα∞ is not straightforward, it is easy to see
that Sα∞ = ∅ if (and only if) α > 1. In fact, for every α > 1, we have X ⊖R
α
k = ∅ for
every k ∈ N satisfying (53) and thus Sα∞ = S
α
k+1 = S
α
k = ∅ according to (9). Statement
(ii) in Thm. 6 thus also applies for this example. Regarding statement (iii), consider
again α = 0.5, ǫ = 0.1, and δ = 0.045 (satisfying condition (18)). Clearly, statement
(iii).(a) holds with the same reasoning as in Exmp. 1. In addition, the illustration of the
sets Pα+δmax , P
α
max, and (1 + ǫ)P
α+δ
max in Fig. 1.(a) confirms statement (iii).(b). We will
only briefly address statements (iv) and (v). In fact, we only point out that, in contrast
to Exmp. 1, the set Pαmax is not finitely determined and not a C-set for the special case
α = α∗ = 1. To this end, we will show that S1∞ evaluates to
S1∞ = cl(R
1
∞) = {x ∈ R
2 | |x1| ≤ 2, x2 = 0}. (56)
Clearly, S1∞ as in (56) is not a C-set in R
2. Thus, since every set S1k is a C-set in
R2 according to Lem. 2, S1∞ and consequently P
1
max cannot be finitely determined. To
see that (56) holds, first note that we have cl(R1∞) = cl(P
1
min) ⊆ P
1
min = S
1
∞ according
to (25). Now, cl(R1∞) ⊂ S
1
∞ requires the existence of an ξ ∈ X with ξ2 6= 0 such that
ξ ∈ S1∞. Such a ξ does not, however, exist as we show next. As a preparation, consider
the state ξ = (0 ǫ )T for some ǫ ∈ R+ and the disturbance sequence d(j) = 1 ∈ D1 = D∗
for every j ∈ N. Since we have
Aj =
(
0.5j 2
∑j−1
i=0 0.5
j−1−i 0.9i
0.0 0.9j
)
=
(
0.5j 5 (0.9j − 0.5j)
0.0 0.9j
)
for every j ∈ N, we obtain
x(k) = Akξ+
k−1∑
j=0
AjE d(j) =
(
5 (0.9k − 0.5k) ǫ+
∑k−1
j=0 0.5
j
0.9k ǫ
)
=
(
2 + 5 ǫ 0.9k − (2 + 5 ǫ) 0.5k
0.9k ǫ
)
.
Clearly, x1(k) > 2 and consequently x(k) /∈ X for every k ∈ N with
k > log1.8
(
0.4
ǫ
+ 1
)
.
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In other words, for every ǫ ∈ R+, there exists a finite k ∈ N such that ξ /∈ S1k and thus ξ /∈
S1∞. Analogously, one can show that ξ = (0 −ǫ )
T /∈ S1∞ for any ǫ ∈ R+ (by considering
the disturbance sequence d(j) = −1 ∈ D∗ for every j ∈ N). Thus, by convexity of S1∞,
any ξ ∈ X with ξ2 6= 0 cannot be contained in S
1
∞, which proves (56). Finally, regarding
statements (vi) and (vii) in Thm. 6, first note that the state ξ = (2 0 )T is contained in
∂X and ∂Sα∞ for every α ≤ 1. Moreover, ξ ∈ ∂R
1
∞. We thus have ∂P
α
max ∩ ∂X 6= ∅ for
every α ≤ α∗ (statement (vii)) and ∂Pαmin ∩ ∂X 6= ∅ and ∂P
α
min ∩ ∂P
α
max 6= ∅ if α = α
∗
statement (vi)). It is easy to see that the two latter relations hold only if α = α∗, since
Pαmax is a C-set in R
2 with ±ξ ∈ Pαmax for every α < 1.
Examples 1 and 2 differ in that Pαmax for α = α
∗ is finitely determined for the first but
not for the second example. However, Exmps. 1 and 2 also offer some similarities. In fact,
the set R1∞ is not closed for both examples, i.e., R
1
∞ 6= cl(R
1
∞). Moreover, for α = α
∗,
the mRPI and MRPI sets are almost identical in the sense that cl(Pαmin) = P
α
max for both
examples. We analyze another example to point out that both relations do not hold in
general and that there exists systems for which R1∞ = cl(R
1
∞) and cl(P
α∗
min) 6= P
α∗
max.
Example 3. Consider system (1) with
A =
(
−0.5 0.5
−0.5 0.5
)
and E = I2
and the constraints X = {x ∈ R2 | ‖x‖∞ ≤ 1} and D∗ = {d ∈ R2 | ‖d‖1 ≤ 1} as in [9, p.
114]. Obviously, A is nilpotent since A2 = 0. We consequently obtain R11 = ED
∗ = D∗
and
R1∞ = R
1
2 = AD
∗ ⊕D∗ = conv
{(
−1.5
−0.5
)
,
(
−0.5
−1.5
)
,
(
1.5
0.5
)
,
(
0.5
1.5
)}
(57)
according to (6). Obviously, R1∞ is closed, i.e., R
1
∞ = cl(R
1
∞). Now, from (57) in
combination with (10), we infer α∗ = 0.6. Regarding the computation of the sets Sαk , we
first find
Sα1 = A
−1(X ⊖Rα1 )∩X = {x ∈ R
2 | ‖Ax‖∞ ≤ 1−α}∩X = {x ∈ X | |x1−x2| ≤ 2−2α}
according to (9). Moreover, due to A2 = 0, we find
(A2)−1(X ⊖Rα2 ) =
{
R2 if α ≤ α∗
∅ otherwise
and thus Sα∞ = S
α
2 =
{
Sα1 if α ≤ α
∗
∅ otherwise
For α = α∗, we consequently have
Pαmin = conv
{(
−1.0
−0.3
)
,
(
−0.3
−1.0
)
,
(
1.0
0.3
)
,
(
0.3
1.0
)}
and Pαmax = {x ∈ X | |x1−x2| ≤ 0.6}
and thus Pαmin = cl(P
α
min) ⊂ P
α
max as illustrated in Fig. 1.(b).
The main results of the paper are the identified properties of RPI sets as summarized
in Thm. 9. However, for ease of comparison, we also discussed some properties of CI
sets in Sect. 3.2. We briefly illustrate the statement in Thm. 9 or, more precisely, in
Lem. 10 with the following example.
Example 4. Consider system (1) with
A =
(
+1.1 0.2
−0.2 1.1
)
and E =
(
0.5 0.0
0.0 0.2
)
and the constrains X = {x ∈ R2 | ‖x‖∞ ≤ 5} and D∗ = {d ∈ R2 | ‖d‖∞ ≤ 1} as in [16,
Exmp. 2.26]. Note that, analogously to Sect. 3.2, d(k) in (1) and Dα in (2) describe
control inputs and input constraints for this example. Further note that Assums. 1 and
3 are satisfied (but not Assum. 2). Computing the sets Qαk and Q
α+δ
k according to (28)
for α = 1 and δ = 0.1 yields the sets in Fig. 1.(c) for k = 20. We clearly have
α (α + δ)−1Qα+δ20 ⊆ Q
α
20 ⊆ Q
α+δ
20 as predicted by Lem. 10. A graphical verification of
Thm. 9 is not possible for this example since Cαmax and C
α+δ
max are not finitely determined.
However, the illustration of Qα50 in Fig. 1.(c) suggests that the sets C
α
max and C
α+δ
max look
similar to Qα20 and Q
α+δ
20 .
(a) (b) (c)
x1x1x1
x
2
x
2
x
2
−2 0 2
−2
0
2
−1 0 1
−1
0
1
−5 0 5
−5
0
5
Figure 1: Illustration of the sets in (a) Exmp. 2, (b) Exmp. 3, and (c) Exmp. 4.
In every figure, the light gray set visualizes the state constraints X . In addition,
in (a), the sets (1 + ǫ)Pα+δmax (polytope with dash-dotted boundary), P
α
max (dark
gray polytope), and Pα+δmax (polytope with dashed boundary) are shown for α = 0.5,
ǫ = 0.1, and δ = 0.045. In (b), the sets Pαmin (polytope with dashed boundary)
and Pαmax (dark gray polytope) are illustrated for the special case α = α
∗ = 0.6.
In (c), the sets Qα+δ20 (polytope with dashed boundary), Q
α
20 (dark gray polytope),
α (α + δ)−1Qα+δ20 (polytope with dash-dotted boundary), and Q
α
50 (polytope with
dotted boundary) are depicted for α = 1 and δ = 0.1.
As discussed in Sect. 3.2, Thm. 9 shows that a critical scaling does not exist for CI
sets associated with linear system and scaled input constraints. It thus points out an
important difference between RPI and CI sets. Example 4 illustrates another interesting
difference. In fact, as apparent from Fig. 1.(c), the nonempty MCI set Cαmax ⊆ Q
α
k
may have no contact points with the boundary of the state constraints while we have
∂Pαmax ∩ ∂X 6= ∅ for every nonempty MRPI set P
α
max according to statement (vii) in
Thm. 6.
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Table 1: Numerical results provided by Alg. 1 for the approximation of the CSF α∗ for some examples. For every example, the
system matrices A and E and the constraints X and D∗ are listed. Moreover, the dimension r, the numbers M and N computed in
Alg. 1, and the resulting bounds α and α are itemized. For every example, the error bound ǫ was chosen as ǫ = 10−4. Note that,
due to rounding errors, the second relation in (45) may not be exactly satisfied for the listed α and α. For some examples, the state
constraints depend on the (controller) matrix K. As detailed in the related references, we have K = (−0.6609 −1.3261 ) for example
8, K = (−0.89 − 0.78 ) for example 9, K = (−0.77 − 2.40 − 2.59 ) for example 10, and K = ( 0.5484 0.4299 ) for example 11. For
some examples, we slightly adjusted the state constraints so that X is a C-set as required in Assum. 1. In particular, the constraints
|x| ≤ 2 for example 1, |x1| ≤ 2 and |x2| ≤ 1.5 for example 4, ‖x‖∞ ≤ 2 for example 6, |x1| ≤ 4 and |x2| ≤ 3 for example 7, −50 ≤ x2
for example 8, −500 ≤ x1 and |x2| ≤ 800 for example 10, and |x2| ≤ 100 for example 11 were not specified in the references.
no. origin A E X D∗ r M N α α
1 [3, Exmp. 6.10] 0.5 1 |x| ≤ 2 |d| ≤ 1 1 1 14 0.999961 1.000061
2 here
(
0.5 2.0
0.0 0.9
) (
1
0
)
‖x‖∞ ≤ 2 |d| ≤ 1 1 1 14 0.999961 1.000061
3 [9, p. 114]
(
−0.5 0.5
−0.5 0.5
)
I2 ‖x‖∞ ≤ 1 ‖d‖1 ≤ 1 2 1 2 0.666600 0.666667
4 [3, p. 200 f.]
(
+0.5 0.5
−0.5 0.5
) (
1
0
)
|x1| ≤ 2.0
|x2| ≤ 1.5
|d| ≤ 1 2 2 14 0.857109 0.857195
5 [7, Exmp. 4.1]
(
0.5 0.0
1.0 0.1
) (
1
1
)
‖x‖∞ ≤ 1 |d| ≤ 1 2 2 8 0.299977 0.300007
6 [18, Eq. (13)]
(
0.9067 −0.0687
0.0104 +0.7933
) (
0.0272
0.3127
)
‖x‖∞ ≤ 2 |d| ≤ 1 2 2 60 1.345374 1.345509
7 [19, Eq. (17.16)]
(
−1.0559 1.1978
−0.1711 0.9975
) (
0.03
0.31
)
|x1| ≤ 4
|x2| ≤ 3
|d| ≤ 1 2 2 92 0.992194 0.992294
8 [12, Sect. 4.1]
(
+0.6696 +0.3369
−0.6609 −0.3261
)
I2
−50 ≤ x2 ≤ 2
|Kx| ≤ 1
‖d‖∞ ≤ 0.1 2 1 10 3.362391 3.362728
9 [9, Exmp. 3.1]
(
−0.39 −0.78
+0.50 +1.00
)
−I2
−0.3 ≤ x1 ≤ 0.7
−0.5 ≤ x2 ≤ 0.5
−0.3 ≤ Kx ≤ 0.2
‖d‖∞ ≤ 0.05 2 1 21 1.499907 1.500057
10 [9, Exmp. 4.2]

+1.00 +1.00 +0.00+0.00 +1.00 +1.00
−0.77 −2.40 −1.59

 I3
−500 ≤ x1 ≤ 5
|x2| ≤ 800
|Kx| ≤ 4
‖d‖∞ ≤ 0.25 3 1 15 1.110404 1.110515
11 [10, Sect. 4]
(
−0.2961 −0.2300
+0.7058 +0.5500
) (
1
1
)
|x2| ≤ 100
|Kx| ≤ 1
|d| ≤ 0.7541 2 2 4 1.007574 1.007675
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5.2. Approximation and interpretation of the critical scaling factor
We next approximate the CSF for some examples from the literature. The underlying
systems and the numerical results computed by Alg. 1 (using the procedures in Sect. 4.1)
are summarized in Tab. 1. Note that the first three examples are identical to the first
three examples in Sect. 5.1. Obviously, for these examples, the computed bounds α and
α indeed satisfy α ≤ α∗ ≤ α (with α∗ as in Exmps. 1–3, respectively). The computed
bounds on α∗ can also be easily verified for the fourth example in Tab. 1. In fact, for
this example, we have A8 = 0.54I2 = 0.0625 I2 so that Cor. 13 can be applied to exactly
compute α∗. Clearly, in analogy to Eq. (50), α from Eq. (35) can be computed as
α = min
i∈N[1,lx]
1∑k−1
j=0 hD(ε
T
i HxA
jE)
(58)
for polytopic sets X and D∗ (where εi now is the i-th unit vector in Rlx). For k = 8,
we obtain α = (1 + 0.53 − 0.55)−1 = 1.09375−1 ≈ 0.914286 from (58) and thus α∗ =
(1 − 0.0625)α = 0.9375α ≈ 0.857143 according to Cor. 13. Obviously, the bounds in
Tab. 1 under- and overestimate α∗ as expected.
Having verified the results provided by Alg. 1 for four examples, we used the algorithm
to compute CSFs for another seven examples from the literature. At this point, we have
to comment on the usefulness and interpretation of the computed results. In fact, for
most applications, the consideration of scaled disturbances as in (2) is not required. An
exception are parametric RPI sets as analyzed in [15, 17], which can be used to describe
state-dependent constraints (see [15] for details). However, even for conventional RPI
sets, the computation of the CSF can be of interest. In fact, α∗ can be understood as a
measure for the actual robustness of RPI sets. To see this, note that constraints on the
disturbances are usually not precisely known but rather estimations. Now, if the CSF for
a system is smaller than 1, the mRPI and MRPI sets for the system with the nominal
disturbance constraints D∗ are both empty and this would be recognized during the
computation of P1min or P
1
max. In contrast, if α
∗ ≥ 1, the computation of P1min and P
1
max
results in nonempty sets and especially the nominal MRPI set contains no information
about the “closeness” of the set to being empty. This information, however, can be
easily inferred from α∗. In fact, the closer α∗ is to 1 (from above) the closer P1min
and P1max are to being empty and the less robust they are w.r.t. uncertainties in the
disturbance constraints D∗. Based on this interpretation, we find that the nominal sets
P1min and P
1
max for the two last examples in Tab. 1 are vulnerable to uncertainties of D
∗.
Especially for the last example with α∗ < 1.0077, the sets P1min and P
1
max may be useless
for any practical application. Note that this observation coincides with the analysis in
[10, Sect. 4]. In fact, the authors of [10] state that the maximal allowable bound for
the disturbance of the fifth example is |d| ≤ 0.7841. We used this constraint to define
the nominal set D∗ for this example. Obtaining a CSF close to 1 thus confirms the
results in [10]. Moreover, the example shows that the idea of CSFs is foreshadowed in
the literature (although it is not exactly specified in [10] or elsewhere). Finally note that
critical disturbances were also analyzed in [8, Exmp. 6.3] for the fifth example in Tab. 1
(i.e., [8, Exmp. 4.1]). The critical scaling 0.230769 identified in [8, Exmp. 6.3] does not
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coincide with our results in Tab. 1 since systems with additional output disturbances
are addressed in [8] (see [8, Eq. (1.2)]). For the system class studied in this paper, it is,
however, easy to see that the CSF evaluates to α∗ = 0.3 for the fifth example (which
coincides with the listed approximations).
6. Conclusion
This paper extends the theory on robust positively invariant (RPI) sets for linear discrete-
time systems with additive disturbances. We presented a comprehensive analysis of the
impact of scaled disturbance sets on the properties of the minimal and maximal RPI
sets. In particular, we showed that there always exists a critical scaling factor (CSF),
which determines the transition from nonempty to empty RPI sets. As summarized in
Thm. 6 - the main results of the paper - this CSF is crucial for many properties of the
mRPI and MRPI sets. Apart from the theoretical results in Thm. 6, the computation
of the CSF for a given system can be useful to quantify the robustness of RPI sets
w.r.t. uncertainties in the disturbance constraints (see Sect. 5.2). Moreover, knowledge
of the CSF makes it possible to specify bounds on state and input constraints or ac-
ceptable magnitudes of disturbances when designing actuators, sensors, and controllers.
To facilitate the application of the introduced analysis scheme, we derived an efficient
algorithm for the approximation of the CSF α∗ with arbitrary precision (see Alg. 1 and
Thm. 16). As summarized in Sect. 4.1, the algorithm can be evaluated by solving a finite
number of linear programs (LPs) if the constraints X and D∗ are polytopes.
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A. Supplementary proofs
Proof of Lem. 5. We prove the claim by induction. Relation (8) obviously holds for
k = 0 since we obtain Sα0 = X as in (5). It remains to show that (8) implies
Sαk+1 =
k+1⋂
j=0
(Aj)−1(X ⊖Rαj ). (59)
To this end, first note that (5) in combination with (8) yields
Sαk+1 = A
−1



 k⋂
j=0
(Aj)−1(X ⊖Rαj )

⊖ EDα

 ∩ X (60)
The first term on the r.h.s. in (60) can be rewritten as
A−1



 k⋂
j=0
(Aj)−1(X ⊖Rαj )

⊖ EDα

 = A−1

 k⋂
j=0
(Aj)−1
(
(X ⊖Rαj )⊖A
jEDα
)
=
k⋂
j=0
(Aj+1)−1
(
X ⊖ (Rαj ⊕A
jEDα)
)
, (61)
where the rearrangements of the Pontryagin difference hold according to [8, Thm. 2.1].
Now, following the proof of [8, Thm. 4.1], the sequence in (6) can be equivalently defined
byRαk+1 = R
α
k⊕A
kEDα. Using this relation in (61) and rewriting (60), we finally obtain
Sαk+1 =

 k⋂
j=0
(Aj+1)−1
(
X ⊖Rαj+1
) ∩ X =

k+1⋂
j=1
(Aj)−1
(
X ⊖Rαj
) ∩ X . (62)
Clearly, (59) and (62) are equivalent since (A0)−1(X ⊖Rα0 ) = In (X ⊖ {0}) = X . 
Proof of Lem. 7. We first prove that Rαk = αR
1
k holds for every k ∈ N by induction.
The relation obviously holds for k = 0. Moreover, Rαk = αR
1
k implies R
α
k+1 = αAR
1
k ⊕
EWα = αR1k+1 according to Eqs. (3) and (6). We thus obtain R
α
∞ = αR
1
∞ by definition
of the limit Rα∞ in Lem. 3. 
Proof of Lem. 11. We obviously have R1k ⊆ R
1
∞ for every k ∈ N. As a consequence,
having αR1∞ ⊆ X implies αR
1
k ⊆ X . We thus obtain α
∗R1k ⊆ X and consequently
α∗ ≤ α. 
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Proof of Lem. 12. Assume α̂ ∈ R+ is such that α̂ (1 + ǫ)R1k ⊆ X . Then, (36) implies
α̂R1∞ ⊆ X and consequently α̂ ≤ α
∗. Now, from (35) it is easy to see that α̂ = (1+ǫ)−1 α
is such that α̂ (1 + ǫ)R1k ⊆ X , which proves the claim. 
Proof of Cor. 13. Following the argumentation in [8, Rem. 4.2], it is easy to see that
Ak = η In for some k ∈ N+ and η ∈ [0, 1) implies cl(R1∞) = (1− µ)
−1R1k, which implies
(1− µ)−1 α∗ = α. 
27
