Abstract-The paper proposes a method for face recognition, which uses a 3D model of the head, which is turned at different angles to extend the size of the training set. Control points are placed on the images, which have been created using the 3D model of the head, and the distance ratios between the control points are stored in the database. Face recognition algorithm would look for two images of faces in the data base which have minimal difference between the turn angles of the head and the distance ratios.
I. INTRODUCTION
Face recognition is widely used in image recognition theory. For example, identification of a person by the image of his face can be used in identification control systems (passport, driving license), information security (access to computers, databases, etc.), observation and investigation of criminal events, as well as in banking (ATM, remote account management).
There are many face recognition methods, for example, principal component analysis (PCA) [1] , [2] . This has become known as the eigenface algorithm and is now a golden standard in face recognition. But it has a significant problem − certain conditions are required, like proper lighting, neutral face expression, absence of beard and glasses.
Another example of 2D face recognition -method of Viola-Jones [3] , [4] , [5] works well with images of faces turned by less than 30° away from the camera, but unfortunately is useless for images of faces rotated by arbitrary angle.
There is also significant number of papers on the identification of people by portrait photos [6] , [7] , [8] , [9] , [10] . In this case, the term "photograph" means a digital image of a full face without elements of clothing, jewellery, sunglasses, etc., which may cover or distort the face.
Furthermore, all the 2D (image-based) face recognition methods are sensitive to illumination conditions, head orientation, facial expression and makeup. Also many of the existing 2D face recognition algorithms could not be used to identify a face, because the input information about the shape of the face consists of minimal training sample − an image of a full face, a profile and a half-turn. Creating a threedimensional model of a face based on the input images allows rotation of the model at different angles, thus increasing the training sample, which allows to retrieve missing information about the shape of the face, which later could be used for further analysis which could increase the precision of face recognition.
Therefore, in our previous works [11] and [12] we have described an approach for creating a polygonal 3D model of a head (Fig. 1) , constructed by using the three base images (profile, front, half-turn). This method adapts the 3D model of a head by using manually placed control points in several projections and places texture on the adapted model. In this paper, we propose a method for using the mentioned polygonal 3D model in the face recognition algorithm.
II. PROPOSED METHOD
A block diagram of the face recognition algorithm is shown in Fig. 2 . 
A. Creating a 3D Model of a Head
For creating a 3D model of a head we used 6 base photographic images (Fig. 3 ) of two similarly looking people (3 photos of each person: front, half-turn and profile) as input data (training set) For testing the face recognition algorithm results we used 8 photographic images of two people as examinational training set (see Fig. 4 ). The difference from the approach described in [11] , [12] is that we propose to use a different method for acquiring and processing the face texture, consequently removing the unnecessary details (hair and beard). A block diagram of the new approach of processing image texture is shown in Fig. 5 . Texture processing algorithm. 1) We first processed the base frontal and profile photographic images (See Fig. 6 a) , b)). We only needed information about the part of the face containing eyebrows, eyes, nose and lips -T-zone, the rest of the image was colored using the average color value, as in (1), which was obtained in the nostril area (Fig. 6 c) 
where I(x, y) is current pixel intensity and p6, p7, p8 is control point number.
2) Furthermore, the image acquired by such pre-processing was smoothed by using the Gaussian filter [13] , as in (2). 
where
smoothing radius.
3) Analogical processing was used for the base profile photographic image (leaving only the ear zone and using the previous average color value as base color for the rest of the image). After such processing, we obtained the final face texture (Fig. 6 e) , f)). Final images of the resulting 3D models of the head are shown in Fig. 7 . Thereafter, we used such modified polygonal model for the face recognition tasks.
The next step was calculating the distances between some of the control points from the original 3D model, as in (3), using Euclidean distance [14] and Δx values as the maximal value of width for each image of the face.
where d distance between control points; x1, x2, y1, y2 control point coordinates.
For example, we can say, that maximal value of width in Fig. 8 c) is between the two points -point 0 and 1, similarly we can find values for the profile and half-turn images.
The ratio of the distances between the control points was calculated for each photographical image, as in (4) 
where d is Euclidean distance and Δx = x2 − x1 is the maximal value of width for each image of the face.
Therefore, the ratio of the distance between the control points was saved in the database as a training sample (Fig. 8.) for face recognition tasks. 
B. Extending the Size of the Training Set by Generating New 2D Images of a Face
The 3D polygonal model was then rotated at different angles (20° and 50°) to extend the size of the training set with two new 2D images of faces.
We processed every image in the training sample by placing special control points (Fig. 9) which were used as main features during face recognition process and calculating ratios for new images. 
C. Searching for Two Similar Images in the Database
To perform the third step and to detect the head position on the image, control points were manually placed on the examinational image.
The next step was calculation of ratios between the control points.
Depending on the position of control points, it was possible to determine the orientation of the head. If it was determined that the image shows a turned head and not a profile or full face, the head turn angle was calculated separately.
Block diagram of the head position detection is shown in Fig. 10 . Using the control points in Fig. 11 we were able to determine the position of the head, as well as the angle of head's rotation (for half-turn images).
For example, we were calculating distance d1 between points 2 and 4, distance d2 between points 3 and 5 using Euclidean distance, like in (3) and a value between points 0 and 1, and b value between points 2 and 3. Using the control points we were able to calculate the angle of the head's rotation.
For example, in Fig. 12 a triangle was created using the placed control points. By calculating the angles of it we were able to obtain the angle of the head's rotation.
Head position calculation algorithm. 1) Use the control point coordinates to calculate the edges of the triangle. 2) When the length of the edges is known calculate the angles of the triangle (the cosine rule) [15] . 3) If the face is turned left then the angle is calculated as in (5) or as in (6) 
0.33
where γ, β is head rotation angle and ACB and CBA are angles calculated using the Cosine rule. 
D. Classification of the Examinational Object
To perform the fourth step, the face recognition algorithm looked for two images of faces in the data base which had minimal difference between the turn angles of the head with the examinational image and one of the two "closest neighbors" was chosen which had minimal difference in distance ratios between the control points, thus classifying (recognizing) the examinational object.
III. EXPERIMENTS
For the classification we used 8 additional photographic images of faces turned by an arbitrary angle (examinational sample). At first we used the base training set which contained 3 images (full face, half-turn, and profile) see the results of the algorithm in Fig. 13 . Secondly, we used the extended training set which contained 5 images of the face. See the result of the algorithm in Fig. 14. The use of the extended training sample (5 images) allowed to obtain 6 correct recognitions out of 8 images (see Fig. 5 ). The use of the basic training sample (3 images) provided only 5 correct answers out of 8. 
IV. CONCLUSION
The proposed method of face recognition using of the extended training sample provides higher reliability of face recognition as compared to using only the base training sample. It should be noted, that the efficiency of the proposed method can be increased by additionally extending the training sample (including the new images obtained by rotating the 3D model).
In the future work it is planned to automate the placement of control points on the images of faces that are created by turning the 3D model of a head at different angles.
It is also planned to increase the amount of classes (new faces) in the data base to test the algorithm.
