Introduction
T HE prediction of steady, inviscid flows over aerodynamic configurations is performed routinely nowadays. The computation of flows with separation bubbles or of fully separated flows, on the other hand, is still a very challenging problem. For many practical applications, the assumption of fully developed turbulent flow yields good predictions of the flowfield. In other circumstances, such as the leading-edge dynamic stall flow, this assumption is not valid and computations of such flows need improved methods.
A characteristic feature of the dynamic stall flow is the onset of compressibility effects at a very low freestream Mach number of O.2.
1 - 2 In addition, at transitional Reynolds numbers, it has been shown 3 -4 that the dynamic stall events are closely governed by the formation of a laminar separation bubble and its subsequent bursting. In fact, the above-cited studies demonstrate that the failure of the separated shear layer to reattach initiates dynamic stall, leading to the formation of the dynamic stall vortex. Further complications arise when the locally supersonic flow forms shocks that interact with the local boundary layer. It is important to recognize that the scales of the flow are very small here and the flow physics is not very clear. It is obvious that an accurate computational study of the problem demands a proper modeling of the physics of the local compressible flow. In an effort to reach this eventual goal, it is necessary to include the transition physics that plays a key role in the dynamic stall process. The study to be reported represents a step in this direction.
It is well known that prediction of the transition point and the transition length in such strongly adverse pressure gradient driven flows with current methods is difficult and involves uncertainties. Although several methods are available, the engineering prediction of transition relies on empirical formulation for boundary-layer flows. Whereas these methods have been moderately successful in steady and subsonic flows, Presented as Paper 94-0534 at the AIAA 32nd Aerospace Sciences Meeting and Exhibit, Reno, NV, Jan. 10-13, 1994; received April 5, 1994 ; revision received Oct. 15, 1994; accepted for publication Oct. 20, 1994 . This paper is declared a work of the U.S. Government and is not subject to copyright protection in the United States.
* in unsteady, compressible, incipiently separating flows the challenges are formidable, and thus, much needs to be done.
One method of transition prediction uses empirical formulations with an intermittency function distribution to evaluate an effective eddy viscosity in the transitional region. Another popular method is the e N method. This method is based on the small amplitude, locally parallel flow assumptions that enable normal mode decomposition. Computation of the normal modes and their growth rates gives a criterion for the transition location. The criterion is based on the observation that transition occurs when the amplification rate reaches a value of e 9 ~ 8100. The e N method accounts for the linear stability characteristics of the flow, and pressure gradient or curvature effects enter through the computed mean flow. Again, an empirical method must be used to obtain an effective eddy viscosity for the transitional flow region.
A more promising procedure for the prediction of transition has been recently developed by Herbert and Bertolotti, 5 and is known as the parabolized stability equation (PSE) method. The PSE method showed good agreement with direct numerical simulation (DNS) results, and is currently used for research studies on transition as an alternative to DNS. The PSE method coupled with a Navier-Stokes solution can be used for transition predictions in realistic geometries and boundary conditions. This approach has the advantage of providing a complete description of the flow in the transitional region, and it does not require empirical formulations, unlike the other two methods.
It is the objective of this article to show that it is crucial to model the leading-edge transitional flow in order to obtain physically realistic solutions to flows over airfoils at transitional Reynolds numbers, which include leading-edge separation bubbles. In a previous investigation Walker et al. 6 have shown that the separation bubble occurring on a NACA 65-213 airfoil for incompressible flow and Re c = 0.24 x 10 6 could be computed successfully using the Chen-Thyson 7 transition model. This model gives the turbulent intermittency y tr as a function of the computed boundary-layer quantities and a constant G 7tr . In Ref. 6 the transition constant of the model G T(r , had to be chosen in the range between 20-40 rather than G Ttr = 1200, as originally suggested for high Reynolds number flows. Physically, a low value of the transition constant forces transition to take place over a shorter distance than at a higher value. Recent experiments by Gostelow et al., 8 on the effects of freestream turbulence and adverse pressure gradient on boundary-layer transition, support the observation that a change in pressure gradient from zero to even a modestly adverse level is accompanied by a severe reduction in transition length. Even though it is expected that the computed solutions are sensitive to the choice of the transition constant G 7tr , here the transition constant is evaluated from an empirical formula that was used before for steady flows in Ref. 9.
Numerical Implementation Numerical Scheme
The thin-layer approximation of the compressible, Reynoldsaveraged, Navier-Stokes equations for body-fitted coordinate system £, 77 is used. These equations are as follows:
here, q is the conservative variable vector, q = (p, pu, pv, e)
T , F and G are the in viscid flux vectors, and S represents the thin-layer approximation of the viscous terms in the normal direction. In the above equations all geometrical dimensions are normalized with the airfoil chord length c\ the density p is normalized with the freestream density p^; the Cartesian velocity components u, v of the physical domain are normalized with the freestream speed of sound a^\ and the pressure p is normalized with p^.
Computation of transitional flows requires accurate mean flow solutions. The traditional central difference schemes for the compressible, governing equations provide second-order accuracy in space. Therefore, the following third-order, upwind-biased, factorized, iterative, implicit numerical scheme was used here to compute the mean flow:
In this equation, h € = Ar/A£, etc., A ± = (dF/dQ), etc., are the flux Jacobian matrices, and A, V, 8 are the forward, backward, and central difference operators, respectively. The quantities F i+l/2^k , G /Ar + 1/2 , and S itk+l/2 are numerical fluxes.
Time accuracy of the implicit numerical solution is obtained by performing Newton iteration to convergence within each time step. The approximation to Q n + \at each subiteration is the quantity Q p . The inviscid fluxes F and G are evaluated using Osher's 9 upwinding scheme. The numerical fluxes for a third-order accurate upwindbiased scheme are given by 2AFf +1/2 ,*] = here, F is the first-order accurate numerical flux for Osher' , it is known that a transitional flow region exists at the leading edge. Experimental investigations have shown that the structure of the near-wall flow dramatically changes when the flow is tripped at the leading edge. The focal point of this article is to show that it is necessary to account for the laminar/transitional/turbulent flow behavior in order to obtain meaningful flowfield predictions. Therefore, the computation starts as laminar from the stagnation point until transition onset by the empirical Michel criterion is detected. Transition according to Michel's criterion initiates once the Reynolds number based on the boundary-layer momentum thickness Re e is greater than the quantity T = 1.174(1.0 + 22,400//te jr )fl* 2' 46 » where Re x is the Reynolds number at the specific x location from the stagnation point. The turbulent intermittency in the transitional region is estimated with the Chen-Thyson 7 formula as follows:
the value of the intermittency, y tr (x) for x < x tr is zero, and downstream from the transition point increases exponentially to a maximum value of one, which corresponds to the fully turbulent region. The G 7tr value can alter the slope of the y tr (x) curve and determines the extent of the transitional region. Here the G y value is estimated from
An effective eddy viscosity for the transitional region is obtained by scaling the turbulent eddy viscosity computed from the mean flow by y tr (x) . The turbulent eddy viscosity is obtained using the Baldwin-Earth model. Therefore, instead of i/ turb , an effective eddy viscosity j> trans = y tr (jc)^t urb is used throughout. The limitation of the present algebraic transition model is that it takes into account only the local flow characteristics, and other effects such as curvature, upstream influence, and pressure gradient are included only through the computed mean flow. It is also independent of the freestream turbulence level and other flow disturbances. It requires the evaluation of boundary-layer quantities that may be ambiguous or difficult to determine accurately for massively separated flow cases. Moreover, the intermittency function has only streamwise one-dimensional dependency and the normal-to-wall effects enter through the turbulent eddy viscosity obtained by the turbulence model. From an implementation point of view, however, the present transition model is quite simple to use and it can be easily incorporated to present computational fluid dynamics (CFD) codes and it can be combined with any turbulence model.
Results and Discussion
Recently, detailed measurements over a NACA 0012, 3-in. chord length airfoil flow have been performed by Chandrasekhara et al. the oscillation cycle. During the upstroke, the bubble simply grew in size. During the downstroke, the bubble decreased in size initially. However, as the airfoil angle decreased further, at about an angle of attack of 11.5 deg (i.e., less than the static stall angle), the vorticity in the bubble suddenly coalesced and was shed. At about half-a-degree later, i.e., at a = 11 deg, the flow re-established itself, as it settled down to the conditions dictated by the lower angle of attack. This behavior was seen both in the vorticity distributions obtained from the LDV velocity data, which showed that the peak vorticity level drops at a = 11.5 deg before increasing again at lower angles, and also, in the interferograms, which clearly show the separated shear layer and its reattachment later in the cycle. It appears, therefore, that this behavior of the separation bubble was caused by differences in vorticity input into the flow during the upstroke and downstroke.
Computational Results and Comparison with Experiments
In this article Navier-Stokes computations are presented for flow over a NACA 0012 airfoil at the same experimental conditions (Re c = 5.4 x 10 5 and M^ = 0.3), where the airfoil is either held at a constant angle of attack, or is oscillating as a(t) = 10° + 2° sin(otf). A 275 x 91 point grid is used for the numerical solution. Grid points are concentrated around the suction peak location of the leading edge to provide better resolution of the transitional flow region. A normal spacing of dy = 0.00001 for the second point from the airfoil surface is used. The same computational mesh is used for both steadystate and unsteady solutions.
Steady Flow Studies
Results are first presented for flow over the NACA 0012 airfoil at fixed angles of attack of 5 and 6 deg where the flow is fully attached. Comparisons with the surface pressure distributions obtained by the PDI measurements are shown in Figs. 1 and 2 . In these figures, the computed 100 x C f and y tr (x) distributions obtained by the Chen-Thyson formula are also shown. The agreement between computation and experiment is satisfactory for this low angle of incidence, where the flowfield is fully attached. The comparison of the measured and computed surface pressure coefficients over the entire airfoil is shown in Fig. 2b . The overall agreement between computation and experiment is good. The pressure coefficients are obtained from the densities measured in the interferometry using isentropic flow equations, even in the airfoil boundary-layer region. Single realizations of the interferogram are used in the comparison. The agreement is very good considering that the differences seen between the experimental and computational results are in general within the uncertainty of the experiment. Typically, the uncertainty in the interferometry technique is one fringe. Depending upon that obtained by the transitional solution. However, there are significant differences (Fig. 3) between the measured and computed surface pressure distributions over most of the upper surface. The transition location onset predicted by the Michel criterion is upstream of the transition obtained in the experiment. As a result the computed separation bubble attains a smaller size. It should be noted that transition occurs somewhere in the plateau region of the measured pressure distribution, since the bubble forms originally from a separating laminar boundary layer (where the plateau begins). This shear layer undergoes transition slightly downstream and the resulting turbulence causes it to reattach further downstream (end of the bubble).
For a = 8.0 deg, the transition onset by Michel criterion is obtained at x/c = 0.015. However, if the transition onset is specified at x/c = 0.04, which is the approximate location where transition initiates in the experiment, then a larger separation bubble is obtained. The agreement of the computed surface pressure coefficient with the experiment improves significantly when the transition onset is specified at x/c = 0.04. A systematic study on the sensitivity of the computed solution on the transition location has been carried out in Ref. 14.
For a = 8 and 10 deg, the computed separation bubble forms in the transitional flow region, while for a = 12 deg, the separation bubble begins in the laminar flow region and reattaches in the transitional flow region when compared to experiments. The discrepancies observed at 10 and 12 deg are similarly caused due to early initiation of transition as obtained by Michel criterion. The extent of the computed separation bubbles can be clearly discerned from the computed skin friction distributions. It is also seen that the measured bubbles are significantly longer than the computed ones. Interestingly, the fully turbulent solution fails to predict a separation bubble. This demonstrates that modeling of the transitional flow behavior is the key for capturing the major physical flow features. The quantitative differences between the measured and computed bubbles are likely to be due to the deficiencies in modeling the transition. The Chen-Thyson model has no explicit dependence on adverse pressure gradient. However, recently in Ref. 8, Gostelow et al. have reported measurements on the effects of freestream turbulence and adverse pressure gradients on boundary-layer transition. These data need to be incorporated into the transition models and further systematic computations need to be made in order to achieve a better understanding of the complex physical mechanism of bubble formation. At a = 12 deg, both the experiment and the computation showed some unsteadiness. Leading-edge separation has a significant effect on the overall development of the downstream turbulent flowfield, and significantly affects the unsteady flow results. cycle. The results presented here correspond to the second cycle. Comparisons with the experiment at four characteristic angles of incidence are conducted. The computed and measured surface pressure coefficients at the lowest angle of incidence during the oscillatory cycle a = 8 deg are shown in Fig. 6a . The computed pressure coefficient shown on this figure indicates a small separation bubble which starts at x/c = 0.025 and ends at x/c = 0.05. At a = 10 deg during the upstroke (Fig. 6b) , the length of the separation bubble increases. At the peak of the oscillation cycle a = 12 deg (Fig.  6c ) the leading-edge separation bubble attains the largest size.
Comparison of the computed and measured surface pressure coefficients during downstroke at a = 10 deg also shows a leading-edge separation bubble. Again, as in the steady flow cases, significant differences between the computed and measured distributions are found. This is especially noticeable in Fig. 6d for the case of a = 10 deg, on the downstroke. As mentioned earlier, the experiment showed that light stall occurred during the downstroke, which is caused by the shedding of the leading-edge vorticity. The computed separation bubbles were too small to cause shedding of the vortex. This may explain the large differences between the computation and the experiment shown in Fig. 6d . 
Conclusions
Numerical solutions for low Reynolds number flows over a NACA 0012 airfoil were obtained. It was found that it is crucial to model the leading-edge transitional flow behavior in order to obtain the experimentally observed separation bubbles. A simple empirical criterion was used for the prediction of the transition onset. The turbulent intermittency was obtained from an empirical formula based on the computed mean flow boundary-layer quantities.
Comparisons of the computed and PDI-derived pressure distributions show good agreement when no bubble is present. The inclusion of a transition model into the Reynolds-averaged Navier-Stokes equations is crucial to the successful prediction of leading-edge separation bubbles. The Chen-Thyson model used in this study should be improved using newly acquired data on the effect of adverse pressure gradient. Also, the dependency of the model on empirical constants should be reduced.
