We present in this paper a modification of Lumer and Faieta's algorithm for data clustering. This algorithm discovers automatically clusters in numerical data without prior knowledge of possible number of clusters. We have applied this algorithm on standard databases and we get very good results compared to the AntClass, k-means and ISODATA algorithms for IRIS dataset.
Introduction
Clustering is a form of classification imposed over a finite set of objects. The goal of clustering is to group sets of objects into classes such that similar objects are placed in the same cluster while dissimilar objects are in separate clusters. Clustering (or classification) is a common form of data mining and has been applied in many fields including data compression, texture segmentation, vector quantization, computer vision and various business applications. Clustering algorithms can be classified into partitioning and hierarchical algorithms. Partitioning algorithms create a partitioning of objects into a set of clusters. Hierarchical algorithms construct a hierarchical decomposition of objects. The hierarchical decomposition is represented by a tree strategy that separates the objects into small subsets until each consists only of sufficiently similar objects. There exist a large number of clustering algorithms in the literature including k-means [15] , k-medoids [13] , CAC-TUS [8] , CURE [9] , CHAMELEON [12] and DBSCAN [6] . No single algorithms is suitable for all types of objects, nor all algorithms appropriate for all problems, however, the kmedoids algorithms have been shown to be robust to outliers [13] ,compared with centroid-based clustering. Partitioning Around Medoids (PAM) [13] , Clustering LARge Applications (CLARA) [13] and Clustering Large Applications based on RANdomized Search (CLARANS) [17] are three popular k-medoids-based algorithms while the Clustering Large Applications based on Simulated Annealing (CLASA) algorithm applies simulated annealing to select better medoids [4] .The drawback of the k-medoids algorithms is the time complexity of determining the medoids. In this paper, a novel ant-based clustering algorithm is proposed to improve the performance of many k-medoidsbased algorithms. A new version of ACLA algorithm is inspired from the behavior of real ants. The paper is organized as follows: the section 1 gives a detailed description of the biological inspirations and first experiments. The section 2 presents this algoritm. The section 3 presents the experiments that have been conducted to set the parameters of ACLA regardless on the data sets. The last section concludes and discusses future evolutions of ACLA.
Biological inspirations and algorithms
Clustering and sorting behavior of ants has stimulated researches to design new algorithms for data analysis and partitioning. Several species of ants cluster corpes to form a "cemetery", or sort their larvae into several piles. This behavior is still not fully understood, but a simple model, in which ants move randomly in space and pick up and deposit items on the basis of local information, may account for some of the characteristic feauters of clustering and sorting in ants [2] .
In several species of ants, workers have been reported to form piles of corpes -cemeteries -to clean the nests. Chretien [3] has performed experiments with the ant Lasius Niger to study the organization of cemeteries. Other experiments on the ant Phaidole pallidula are also reported in [5] . Brood sorting is observed in the ant Leptothorax unifasciatus [7] . Workers of this species gather the larvae according to their size. Franks and Sendova-Franks [7] have intensively analyzed the distribution of brood within the brood cluster.
Deneubourg [5] has proposed two closely related models to account for the two above-mentioned phenomena of corpse clustering and larval sorting in ants. General idea is that isolated items should be picked up and dropped at some other location where more items of that type are present. Let us assume that there is only one type of item in the environment. The probability p p for a randomly moving, unladen agent to pick up an item is given by
where:
• f is the perceived fraction of items in the neighborhood of the agent,
The probability p d for a randomly moving loaded agent to deposit an item is given by:
• k 2 is another threshold constant.
Deneubourg et al. [7] have assumed that f is computed through a short-term memory that each agent possesses, it is simply the number N of items encountered during these last T time units, divided by the largest possible number of items that can be encountered during this time.
Gutowitz [10] has suggested the use of spatial entropy to track the dynamics of clustering. The spatial entropy E s at scale s is defined by:
where P I is the fraction of all objects on the lattice that are found in s-patch I.
Oprisan [18] proposed a variant of Deneubourg basic model (hereafter called BM), in which the influence of previously encountered objects is distributed by a time factor.
Bonabeau [1] also explored the influence of various weighting functions, especially those with short-term activation and long-term inhibition.
Lumer and Faieta [14] have generalized Deneubourg at al.'s BM to apply it to exploratory data analysis. The idea is to define a distance or dissimilarity d between objects in the space of object attributes:
The algorithm introduced by Lumer and Faieta (herafter LF) consists of projecting the space of attributes onto some lower dimentional space, typically of dimention z = 2. Let us assume that an ant is located at side r at time t, and finds an object o i at that site. The "local density" f (o i ) with respect to object o i is given by
• f (o i ) is a measure of the average similarity of object o i with the other objects o j present in the neighborhood of o i ,
• α is a factor that defines the scale for dissimilarity: it is important for it determines when two items should or should not be located next to each other.
Lumer and Faieta [14] define picking up and dropping probabilities as follows:
where k 1 , k 2 are two constants that play a role similar to k 1 and k 2 in the BM. High-level description of the Lumer-Faieta algorithm is presented bellow: /*Initialization*/ for every object oi do Place oi randomly on grid end for for all ants do place ant at randomly selected site end for {*main loop*} for all ants do for t = 1 to tmax do if ((agent unladen) and (site occupied by item oi)) then
Compute F (oi) and pp(oi) Draw random real number R ∈ (0, 1) if (R ≤ pp(oi)) then Pick up item oi end if else if (agent carrying item oi) and (site empty)) then We have employed a modified version of the "short-term memory" introduced by Lumer and Faieta in [14] . Each ant has a permition to exploit its memory according these rules: if an ant situated at grid cell p, and carrying a data item i, it uses its memory to proceed to all remembered positions, one after the other. Each of them is evaluated using the neighbourhood function f * (i) for finding a dropping site for the currently carried data item i.
For picking and dropping decisions the following threshold formulae are used:
where f * (i) is a modified version of Lumer and Faieta's neighbourhood function:
• α -a parameter scaling the dissimilarities within the neighbourhood function f * (i),
Ant-based clustering algorithm requires a number of different parameters to be set, which have been experimentally observed. Parameters of this algorithm we can devide into two groups:
1. To be independent of the data, 2. To be set as a function of the size of the data set.
The first group includes:
• the number of agents, which be set to be 10,
• the size of the agents' short-term memory, which we equally set to 10,
• the initial clustering phase (from t start to t end : t start = 0.45 · N , t end = 0.55 · N , where N denote the number of iterations,
• we replace the scaling parameter The employed distance function is the Euclidean measure for the initial testing and the Cosine and Gower measures for the real data analysis.
Several parameters should be selected in dependence of the size of the data set tackled. Given a set of N max items, the grid should offer a sufficient amount of "free" space to permit the quick dropping of data items. This can be achieved by:
• using a square grid with resolution of
• the step should permit sampling of each possible grid position within one move, which is obtained by setting it to stepsize:
• the number of iterations: √ 2000 · N max , with a minimal number of 1000000.
During the sorting process, α determines the percentage of data items on the grid that are classified as similar, such that: a too small choice of α prevents the formation of clusters on the grid; on the other hand, a too large choice of α results in the fusion of individual clusters, and in the limit, all data items would be gathered within one cluster.
The scheme for α-adaptation used in this application is a part of a self-adaptation of agents activity. A heterogenous population of ants is used -with its own parameter α. An agent considers an adaptation of its own parameter after it has performed N active moves. During this time, it keeps track of the failed dropping operations N f ail . The rate of failure is determined as r f ail = N f ail Nactive where N active is fixed to 100. The agent's parameter α is then updating using the rule:
Experiments
We have applied ACLA to several numerical databases, including artificial databases from Machine Learning repository which are often used as benchmark problems, and to a real world problem in cooperation with researchers from paleobiology and biology. We will not describe this last real world application because it is confidential, but we can mention that the results obtained by ACLA are very possitive and comparable with the paleo/biological classification proposed by researchers.
As mentioned in different publications about ant-based clustering methods, we must absolutely avoid complex parameter setting in order to simplify the use of this algorithm. The parameters that control the ants only are already numerous, without mentioning the coefficients dealing with the dissimilarity between different objects. Initially, the ants parameters were generated randomly within the bounds presented in the first applications (separately tested for tuning). These values will then be used in this paper for the tested data sets.
All runs have been performed for three different dissimilarity measures: Euclidean, Cosine and Gower measures on a very standard PC (AMD Atlon Thunderbird 1.33 GHz). One experiment run ends in a few hours (usually from one to three hours). All presented results have been averaged over 10 runs. Ants were simulated during 1000000 iterations when clustering objects. We have applied ACLA to real world databases from the Machine Learning repository which are often used as benchmark. The data set is useful to show experimentally the efficiency of ACLA on data with known properties end difficulty. The Iris set was created by R. A. Fisher and it is the most frequently analysed data set (see Figure 3) .
The results are mentioned in table 1 and 2. In order to evaluate the resulting partition obtained by ACLA we have set up the following method. We have defined two performances measures to evaluate how close is the obtained partition to the real one: the clusters number and the misclassification error. In comparative study we show the results obtained with the K-means algorithm, AntClass and ISODATA reported in [16] . The best results ants obtained using the Gower measure after a few hundred of thousand iterations (see Figure 1 ). This big number of iterations is a common characteristic for different ant-based clustering algorithms.
Figure 1. Result of clustering (using Gower coefficient) for test150dataset
Results obtained by the ACLA algorithm outperforms the three other algorithms, both in terms of misclassification errors and of the correct number of classes. We also obtained good results for test200dataset (see Figure 2) . 
Conclusions
We have presented in this paper a new ant-based clustering algorithm called ACLA for data clustering in a knowledge discovery context. ACLA introduces new ideas and modifications in Lumer and Faieta's algorithm in order to improve the convergence. The main features of this algorithm are the following ones. ACLA deals with numerical databases. It does not require to establish the number of clusters or any information about the feature of the clusters.
Future work consists in testing how this model with new ideas of learning process via pheromone updating rules scales with large databases. We are also considering other biological inspirations from real ants for analysis a clustering problem, for example learning the template and other principles of recognition system. 
