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Em virtude da profissionalizac¸a˜o da pol´ıtica de recuperac¸a˜o de cre´ditos, o ob-
jetivo da dissertac¸a˜o foi o desenvolvimento de modelos de Collection Scoring para
a determinac¸a˜o de melhores estrate´gias de atuac¸a˜o de cobranc¸a para cada perfil de
cliente. Os dados foram obtidos por meio do banco de dados de uma grande ins-
tituic¸a˜o financeira de atuac¸a˜o em n´ıvel nacional sendo que o universo de aplicac¸a˜o
do modelo foi clientes com atraso superior a 90 dias. Foram ajustados um modelo
de Regressa˜o Log´ıstica e um de Riscos Proporcionais de Cox. Os resultados para os
dois modelos foram semelhantes, mas a aplicac¸a˜o com o modelo de Cox permite a
estimac¸a˜o considerando tambe´m o tempo ate´ a recuperac¸a˜o.
Palavras-Chave: atraso, Basileia, ciclo de cre´dito, cobranc¸a, descumprimento,
inadimpleˆncia, modelo de Credit Scoring, probabilidade, recuperac¸a˜o, re´gua de co-
branc¸a, risco de cre´dito.
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Abstract
Because of the professionalization of credit and collection policy, the aim of this
work was the development of Collection Scoring Models to determine best collection
action strategies for each customer profile. Data were obtained from the database of
a large financial institution acting at the national level and the universe of application
of the model was clients that not pay for more than 90 days. We adjusted a Logistic
Regression and a Cox Proportional Hazard Model. Both adjusted models presented
similar results, but the Cox model procedures also considers the time until the
recovery event.
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O mercado de cre´dito tem papel fundamental na economia de um pa´ıs, uma vez
que sustenta as atividades financeiras, como projetos econoˆmicos, investimentos e
aquisic¸a˜o de bens de consumo, influenciando diretamente no PIB nacional. No Bra-
sil, apo´s a estabilizac¸a˜o da economia - iniciada com a implantac¸a˜o do Plano Real - o
controle da inflac¸a˜o e a maior gerac¸a˜o de empregos, a indu´stria do cre´dito vem apre-
sentando altas taxas de crescimento, influenciadas pela capacidade de pagamento
dos tomadores, tornando o ramo de concessa˜o de cre´dito atrativo aos interesses das
instituic¸o˜es financeiras devido a` rentabilidade esperada sobre o capital emprestado.
Por outro lado, a expansa˜o do cre´dito tambe´m provoca maior exposic¸a˜o das institui-
c¸o˜es ao risco de inadimpleˆncia, ou seja, de na˜o receberem - ou receberem de forma
parcial - o capital previamente emprestado.
Nesse contexto, para garantirem bons resultados financeiros, as empresas neces-
sitam de me´todos que auxiliem na gesta˜o estrate´gica sobre os riscos envolvidos na
contratac¸a˜o de cre´dito, desde a proposta de concessa˜o, ate´ os processos de cobranc¸a,
ja´ que a rentabilidade esta´ associada ao nu´mero de empre´stimos concedidos e ao
percentual de clientes que honram os compromissos acordados.
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Segundo Thomas et al. (2002), ate´ o in´ıcio do se´culo XX, todas as deciso˜es rela-
tivas a` concessa˜o de cre´dito eram baseadas exclusivamente no julgamento subjetivo
dos analistas. Somente a partir da publicac¸a˜o, em 1936, da te´cnica de Ana´lise Li-
near de Discriminante, desenvolvida por Fisher, e´ que a estat´ıstica comec¸ou a ser
pensada para identificar bons e maus pagadores. Assim, os primeiros modelos de
Credit Scoring foram desenvolvidos por Durand (1941), com o objetivo de ordenar
os proponentes quanto a` probabilidade de pagar o capital emprestado. Diante da
maior agilidade na decisa˜o, menor custo, maior objetividade e ate´ mesmo melhor
poder preditivo, os modelos de Credit Scoring foram aos poucos se popularizando e
atualmente sa˜o largamente utilizados (Hand e Henley, 1997). Desse modo, Regres-
sa˜o Log´ıstica, Ana´lise Discriminante, Ana´lise de Sobreviveˆncia, A´rvores de Decisa˜o,
Redes Neurais, Cadeias de Markov, Algoritmos Gene´ticos, Modelos Lineares Ge-
neralizados, Ana´lise de Agrupamento e Infereˆncia Bayesiana veˆm sendo utilizadas
como ferramentas para auxiliar na concessa˜o, acompanhamento, cobranc¸a, retenc¸a˜o
e prospecc¸a˜o de clientes.
Nessas circunstaˆncias, as qualidades encontradas em se reunir te´cnicas estat´ısti-
cas com a experieˆncia dos analistas de cre´dito contribu´ıram para o desenvolvimento
de diversos tipos de modelos de Credit Scoring, com objetivos espec´ıficos de acordo
com o tipo de risco e o esta´gio no ciclo de cre´dito, entre os quais, pode-se destacar:
modelos de Prospect Scoring, Marketing Propensity Scoring, Application Scoring,
Fraud Scoring, Behaviour Scoring, Customer Scoring, Attrition Scoring, Collection
Scoring e Profit Scoring.
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Ultimamente, os modelos de Credit Scoring ganharam mais importaˆncia com o
Novo Acordo de Basileia - Basileia II - que determina a utilizac¸a˜o de te´cnicas que
permitam aos bancos e o´rga˜os supervisores avaliarem os riscos aos quais as institui-
c¸o˜es esta˜o sujeitas. Portanto, as empresas esta˜o despendendo esforc¸os e estudos para
o desenvolvimento de novas te´cnicas que auxiliem os sistemas de scoring e segundo
Colosimo e Giolo (2006), uma das mais recentes e´ a Ana´lise de Sobreviveˆncia, cujo
objetivo consiste no tempo ate´ a ocorreˆncia de determinado evento de interesse.
Trabalhos propostos por Narain (1992), Banasik et al (1999), Thomas e Stepa-
nova (2002), Abreu (2004), Andreeva (2006), Tomazela (2007) e Machado (2010)
foram relevantes e iniciais no contexto do desenvolvimento de modelos de Credit
Scoring utilizando Ana´lise de Sobreviveˆncia. Nesses casos, o foco fundamentou-se
no acompanhamento do tempo ate´ a ocorreˆncia da inadimpleˆncia. Este trabalho,
entretanto, tem o objetivo inovador de utilizar a Ana´lise de Sobreviveˆncia para de-
senvolvimento de um modelo de Collection Scoring, visando classificar o risco do
cliente inadimplente em termos de pagamentos futuros. Sera˜o utilizados dados de
uma grande instituic¸a˜o financeira de atuac¸a˜o nacional para estimar o tempo neces-
sa´rio para normalizac¸a˜o dos valores devidos.
O Collection Scoring e´ um modelo de escore baseado em dados de clientes ina-
dimplentes que busca, de forma eficaz, a regularizac¸a˜o de cre´ditos em atraso de
clientes que na˜o puderam, por motivos diversos, honrar com os compromissos assu-





Este cap´ıtulo apresenta uma breve descric¸a˜o sobre cre´dito, risco e a utilizac¸a˜o
de ferramentas para mensurac¸a˜o do risco de cre´dito nas diversas etapas do ciclo
financeiro.
2.1 Modelos de Credit Scoring
No decorrer de toda a histo´ria de desenvolvimento econoˆmico e social das socie-
dades, o cre´dito e´ um dos fatores mais importantes a serem considerados, pois e´ por
meio dele que as empresas ampliam os seus nego´cios, gerando emprego e renda, o
que impulsiona o consumo e estimula a demanda, permitindo a produc¸a˜o e expan-
sa˜o econoˆmica. Para as pessoas, o cre´dito representa uma ampliac¸a˜o dos recursos
financeiros, para pagamento de d´ıvidas e financiamentos, cumprindo com sua func¸a˜o
social, possibilitando aquisic¸a˜o de bens, como automo´veis e moradias.
Sob essa perspectiva financeira, o cre´dito corresponde a um valor moneta´rio
disponibilizado ao tomador de recursos financeiros, em forma de empre´stimo ou
financiamento, por um per´ıodo previamente pactuado, com a promessa de pagamento
futuro, ao qual e´ acrescido uma remunerac¸a˜o, denominada juros. Nesse contexto, o
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risco e´ inerente ao processo de concessa˜o de cre´dito, uma vez que existem incertezas
quanto ao futuro das quantias emprestadas.
Segundo Yamamoto, Oliveira e Santos (2011), “o risco e´ definido pela incerteza de
retorno de um investimento perante a possibilidade de um evento poss´ıvel, futuro e
incerto, autoˆnomo a` vontade do investidor e cuja ocorreˆncia podera´ causar preju´ızos”.
Nesse sentido, o risco de cre´dito esta´ ligado a fatores internos e externos ao concessor
que podem prejudicar a recuperac¸a˜o do montante emprestado. Para o Banco Central
do Brasil, conforme Art. 2o. da Resoluc¸a˜o 3.721/2009, risco de cre´dito e´ definido como
a possibilidade de ocorreˆncia de perdas associadas ao na˜o cumprimento pelo tomador
ou contraparte de suas respectivas obrigac¸o˜es financeiras nos termos pactuados, a`
desvalorizac¸a˜o de contrato de cre´dito decorrente da deteriorac¸a˜o na classificac¸a˜o de
risco do tomador, a` reduc¸a˜o de ganhos ou remunerac¸o˜es, a`s vantagens concedidas
na renegociac¸a˜o e aos custos de recuperac¸a˜o.
Dessa forma, o risco de cre´dito pode ser analisado sob va´rios aspectos, dentre
eles:
• Risco do Cliente - associado aos C’s do Cre´dito;
1. Capacidade - habilidade em pagar. Diz respeito aos meios financeiros
para honrar com os compromissos assumidos;
2. Colateral - garantia;
3. Cara´ter - confiabilidade e “vontade” de pagar;
4. Condic¸a˜o - condic¸o˜es ambientais externas, internas e indicadores econoˆ-
micos;
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5. Capital - reservas e patrimoˆnio.
• Risco da Operac¸a˜o - envolve caracter´ısticas do produto, prazo, formas de pa-
gamento, garantia e prec¸o;
• Risco de Carteira - relacionado ao conjunto de clientes e tipos de nego´cios;
• Risco de Administrac¸a˜o de Cre´dito - compreende o acompanhamento do cre´dito
concedido.
Consequentemente, a avaliac¸a˜o do risco e´ essencial para o sucesso do nego´cio
de concessa˜o de cre´dito, uma vez que previne perdas e minimiza os riscos. Sob
esse cena´rio, surgiram os Modelos de Credit Scoring, como ferramenta capaz de
quantificar o risco de cre´dito envolvido em uma operac¸a˜o. Ale´m disso, esses modelos
capacitam os usua´rios a tomar deciso˜es de forma ra´pida, automa´tica, padronizada e
objetiva, se adequando a`s milhares de escolhas que devem ser feitas todos os dias.
Os Modelos de Credit Scoring (CS) utilizam-se de algor´ıtmos matema´ticos e te´c-
nicas estat´ısticas para calcular a probabilidade de que determinado evento acontec¸a.
Aplicando fo´rmulas, o sistema atribui pontuac¸a˜o espec´ıfica para cada caracter´ıstica
do proponente/cliente para prever um resultado.
Historicamente, os modelos de Credit Scoring foram iniciados pelos estudos de
Durand (1941) na a´rea de financiamento ao consumidor apo´s a Grande Depressa˜o
nos EUA. O projeto foi precursor na utilizac¸a˜o da Estat´ıstica como ferramenta para
ana´lise de risco de cre´dito. Nesse trabalho, foi utilizada a Ana´lise de Discriminante
desenvolvida por Fisher (1936) para identificar bons e maus empre´stimos. Nesse
contexto, a pesquisa de Durand pode ser considerada como o ponto de partida para
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futuros estudos que considerem o desenvolvimento de metodologias de suporte a`
concessa˜o de cre´dito.
No in´ıcio dos anos 1950, Bill Fair e Earl Isaac criaram a primeira Companhia
para consultoria em me´todos de scoring por acreditarem que dados histo´ricos podem
melhorar as deciso˜es negociais se utilizados com inteligeˆncia. Assim, em 1958 foi
vendido o primeiro Sistema de Credit Scoring para a a´rea de Carta˜o de Cre´dito.
Esse fato e´ considerado o segundo passo importante para a histo´ria dos modelos
de scoring. Por outro lado, o sucesso da Companhia e a sua finalidade comercial
na˜o implicaram em desenvolvimento de literatura sobre o tema, uma vez que o
conhecimento tornou-se valioso e pouco exibido.
Apesar de Modelos de Credit Scoring representarem uma melhoria em relac¸a˜o
a`s ana´lises julgamentais de risco de cre´dito, houve dificuldades que impediam o seu
crescimento, como relutaˆncia dos executivos, limitac¸o˜es tecnolo´gicas para aplicac¸a˜o
das metodologias, obsta´culos no desenvolvimento e implementac¸a˜o dos modelos e,
segundo Myers e Forgy (1963), a falta de estat´ısticos para propagar-se na a´rea de
cre´dito e fazer o trabalho de transformar essa ideia em uma ferramenta operacional
bem sucedida e u´til. Diante do exposto, apesar do cre´dito continuar em expansa˜o
nos Estados Unidos, poucos estudos sobre Credit Scoring foram produzidos ate´ os
anos 1960.
A partir de 1960, outras pesquisas relevantes foram publicadas, como:
• Desenvolvimento de Sistemas Nume´ricos de Avaliac¸a˜o de Cre´dito, Myers e
Forgy (1963). Eles se empenharam em verificar a efica´cia das fo´rmulas predi-
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tivas de scoring e dessa forma introduziram o conceito de amostra hold-out,
ou seja, diferente daquela utilizada para a modelagem. Esse foi um fato im-
portante, uma vez que existe chance de um modelo distinguir bons e maus na
base original, mas na˜o ser preditivo em outras amostras;
• Conceitos e Utilizac¸a˜o de Te´cnicas de Credit Scoring, Weingartner (1966).
O autor ressaltou a importaˆncia de testes antes da utilizac¸a˜o dos escores de
cre´dito e sugeriu uma nova te´cnica de validac¸a˜o: aplicar a fo´rmula a clientes
inadimplentes para verificar se os escores sa˜o baixos;
• I´ndices Financeiros, Ana´lise de Discriminante e Previsa˜o de Faleˆncia de Em-
presas, Altman (1968). Introduc¸a˜o dos Modelos de Scoring para empresas;
• Um Modelo de Credit Scoring para Empre´stimos Comerciais, Orgler (1970).
Propoˆs um modelo para avaliar periodicamente a qualidade dos empre´stimos
ja´ concedidos.
A partir de 1970, com aumento da demanda ao cre´dito ao consumidor, muitas
instituic¸o˜es financeiras nos EUA cresceram de forma insustenta´vel, uma vez que
avanc¸aram ale´m de suas capacidades de formar e manter uma equipe adequada e
experiente de avaliadores de cre´dito. Aliada a tal fato, a reconstruc¸a˜o da Europa
po´s Guerra contribu´ıram para que Modelos de Credit Scoring fossem reconhecidos
como uma indu´stria. Desde o in´ıcio dos anos 1990, os Modelos de CS tornaram-
se o me´todo dominante para a avaliac¸a˜o de risco na concessa˜o de va´rios tipos de
empre´stimos, sendo as deciso˜es tomadas sem intervenc¸a˜o ou envolvimento de quem
esta´ procedendo a avaliac¸a˜o.
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A partir da divulgac¸a˜o do Acordo de Basileia II ocorrida em 2004, os Modelos
de Credit Scoring tornaram-se ainda mais importantes, uma vez que o documento
destacou a utilizac¸a˜o de te´cnicas que permitam a`s instituic¸o˜es e supervisores ava-
liar corretamente os va´rios riscos que os bancos enfrentam. Muitas organizac¸o˜es
desenvolveram melhores modelos ou modificaram os ja´ existentes para estar em con-
formidade com as novas regras e com as melhores pra´ticas de mercado, dado que os
reguladores forc¸aram regras mais rigorosas sobre o desenvolvimento, implementac¸a˜o
e validac¸a˜o dos modelos internos utilizados para estimar capital a ser provisionado.
Com o cont´ınuo desenvolvimento e crescimento dos mercados financeiros, o cre´-
dito tornou-se ainda mais importante na economia. Com a globalizac¸a˜o e a sofis-
ticac¸a˜o dos canais, como internet e postos de auto-atendimento, os consumidores
tendem a procurar e escolher as ofertas de cre´dito mais atrativas, sem limitac¸o˜es de
tempo e lugar. Por isso as instituic¸o˜es buscam desenvolver eficientes ferramentas
para avaliar e controlar os riscos de cre´dito.
Instituic¸o˜es financeiras esta˜o lidando com grandes volumes de clientes e pequena
margem de lucro no n´ıvel individual de transac¸a˜o, dessa forma, se esforc¸am para
ter vantagem competitiva, expondo-se a riscos de maneira estrate´gica. Isso significa
que e´ necessa´rio minimizar todos os riscos, para que perdas possam ser evitadas.
Atualmente, isso e´ alcanc¸ado por meio de uma gesta˜o estrate´gica dos riscos, obtida
em grande parte a partir de resultados de modelos estat´ısticos.
Modelos de Credit Scoring, inicialmente utilizados apenas para decisa˜o de conce-
der ou na˜o determinado valor ou limite, hoje fazem parte de todo o ciclo do cre´dito,
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estando presente em cada etapa da gesta˜o estrate´gica de riscos. A Figura 2.1 ilustra
o ciclo de cre´dito, apresentando cada uma de suas etapas.
Figura 2.1: O ciclo de cre´dito (Fonte: SERASA Experian, 2011)
Dessa forma, os Modelos de Credit Scoring sa˜o amplamente aceitos e utilizados
pelas Instituic¸o˜es do Mercado Financeiro em todas as etapas do ciclo de cre´dito,
transformando-se em:
1. Modelos de Prospect Scoring : avaliar o perfil de risco do proponente com foco
no produto, a fim de identificar consumidores mais propensos a` concessa˜o,
de modo a minimizar a insatisfac¸a˜o dos consumidores com propostas que na˜o
dizem respeito aos perfis correspondentes, oferecer cre´dito a` pessoa certa e
reduzir custos operacionais - na˜o sa˜o utilizados recursos com todos, apenas
com aqueles que o modelo mostra ser vantajoso;
2. Modelos de Marketing Propensity Scoring - verifica a probabilidade de um pro-
ponente/cliente comprar um produto apo´s uma camanha publicita´ria, com o
objetivo de maximizar o retorno envolvido nas campanhas (ROI) - na˜o e´ ne-
cessa´rio investir em campanhas para todos, mas apenas para pu´blico espec´ıfico
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determinado pelo modelo e de maximizar a taxa de conversa˜o - aumentar a
relac¸a˜o entre o nu´mero de ofertas e de contratac¸o˜es;
3. Modelos de Application Scoring : ferramenta utilizada para captac¸a˜o da pro-
posta e ana´lise do risco de cre´dito com foco no perfil de risco do proponente
baseada em aspectos sociais, financeiros e demogra´ficos para decisa˜o de acei-
tac¸a˜o e definic¸a˜o de limites e condic¸o˜es, ou seja, verifica a probabilidade do
proponente na˜o pagar seu compromisso antes de completar um per´ıodo prefi-
xado;
4. Modelos de Fraud Scoring : utilizado na validac¸a˜o dos dados do cliente para a
prevenc¸a˜o de fraudes. O escore ordena os clientes/proponentes de acordo com
a probabilidade da aplicac¸a˜o ser fraudulenta, colaborando com o aumento dos
lucros e melhor atendimento ao cliente, por meio da identificac¸a˜o de poss´ıveis
fraudes logo no in´ıcio do relacionamento;
5. Modelos de Behaviour Scoring : verifica a probabilidade do cliente apresentar
atrasos durante o relacionamento credit´ıcio. Me´todo empregado para moni-
torar e reavaliar o risco de cre´dito para apoio a processos de cobranc¸a pre-
ventiva, renovac¸a˜o e definic¸a˜o de valores de provisa˜o. Ale´m disso, contribui
para rentabilizac¸a˜o, manutenc¸a˜o e retenc¸a˜o uma vez que para clientes bons
ha´ a possibilidade de ofertar novos produtos, aumentando Cross Selling e Up
Selling. Ou seja, o escore de BS quantifica o comportamento dos clientes
permitindo melhor gesta˜o da carteira e do cliente, uma vez que proporciona
melhor entendimento sobre o consumidor e suas necessidades;
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6. Modelos de Customer Scoring - sumariza, em uma u´nica medida, o risco do
cliente em cada um dos produtos de cre´dito adquiridos;
7. Modelos de Attrition Scoring - verifica a probabilidade do cliente cancelar o
produto;
8. Modelos de Collection Scoring : avaliar a probabilidade de clientes em atraso
regularizar o pagamento em determinado per´ıodo de tempo com o propo´sito de
ajustar a abordagem e intensidade do processo de cobranc¸a a fim de maximizar
a recuperac¸a˜o, reduzir custos, evitar desgastes desnecessa´rios com cliente e
automatizar fluxos;
9. Modelos de Profit Scoring - verifica a probabilidade de os clientes serem ren-
ta´veis para a instituic¸a˜o financeira.
Como demonstrado, no mundo competitivo de hoje, modelos de Credit Scoring
na˜o sa˜o mais uma simples ferramenta para obter a probabilidade de um proponente
ser “mau” pagador e, a partir disso, decidir pela concessa˜o ou na˜o. No ambiente
atual, o cre´dito e´ muito mais complexo, deve haver respeito a`s determinac¸o˜es legais
e normativas, o que exige controle de todos os riscos, ale´m de buscar estar sempre a`
frente dos concorrentes. O objetivo geral dos Modelos de Credit Scoring e´ ser capaz
de atrair “bons” clientes, presereva´-los e gerir de forma adequada toda a carteira,
para que o nego´cio seja renta´vel. Ou seja, o grande desafio da gesta˜o estrate´gica do
risco de cre´dito e´ encontrar o equil´ıbrio entre risco e retorno a partir de todas as
etapas do fluxo de cre´dito.
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Sob esse prisma, apesar da estrate´gia de Credit Scoring ser amplamente utilizada
no n´ıvel da concessa˜o, os benef´ıcios sa˜o muito mais significativos se implementados
em todo o ciclo, uma vez que as facilidades de scoring possibilitam ganhos conside-
ra´veis ao nego´cio, como agilidade, rapidez e automac¸a˜o.
2.2 Modelos de Collection Scoring
A expansa˜o da oferta de cre´dito pelas instituic¸o˜es financeiras traz consigo o au-
mento da inadimpleˆncia. Assim, a preocupac¸a˜o das empresas com a recuperac¸a˜o
de cre´dito e´ crescente. Os investimentos sa˜o cada vez maiores para aperfeic¸oar os
processos de cobranc¸a, diminuir custos e riscos e aumentar os resultados de recupe-
rac¸a˜o.
Nessa perspectiva, a cobranc¸a torna-se uma etapa do ciclo operacional e finan-
ceiro muito importante para o melhoramento do fluxo de caixa e da reduc¸a˜o de
perdas, maximizando os resultados financeiros das empresas. Nesse sentido, um con-
junto de ac¸o˜es interligadas, como conhecimento do n´ıvel de relacionamento, gesta˜o
integrada do risco, posicionamento competitivo sustenta´vel, relacionamento preven-
tivo e utilizac¸a˜o de modelos preditivos sa˜o fundamentais.
Dessa forma, a cobranc¸a vem evoluindo conforme os seguintes esta´gios:
1. Manual: nessa fase, os processos de cobranc¸a eram manuais, sendo distribu´ıdos
em filiais, havendo relac¸a˜o pessoal entre cobrador e devedor, fazendo com que
as deciso˜es fossem julgamentais, ale´m de auseˆncia de metas ou orc¸amentos
operacionais;
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2. Centralizado: nesse esta´gio foi introduzido o papel de staff de cobranc¸a espe-
cializado e casos categorizados por esta´gio de inadimpleˆncia. Mas o relaciona-
mento ainda era pessoal;
3. Automatizado: nessa etapa houve o estabelecimento de processos padronizados
e automatizados, abolindo a relac¸a˜o entre cobrador e devedor, mas com eˆnfase
na recuperac¸a˜o de curto prazo. Nesse esta´gio foi introduzida a utilizac¸a˜o de
escores como ferramenta para definic¸a˜o de prioridades e ac¸o˜es. A remunerac¸a˜o
por resultados foi um avanc¸o;
4. Estrate´gico: evoluc¸a˜o da cobranc¸a para foco no cliente, com especializac¸a˜o de
recursos e estrate´gias otimizadas para definir as melhores ac¸o˜es a serem to-
madas. Um aspecto relevante foi o desenvolvimento de me´tricas para indicar
o efeito da cobranc¸a frente aos indicadores de curto e longo prazo. Desen-
volvimento de Modelos Estat´ısticos diferentes para esta´gios de inadimpleˆncia
distintos, ale´m de ferramentas de otimizac¸a˜o e monitoramento avanc¸adas.
A inadimpleˆncia pode ser causada por va´rios motivos, dentre os quais alterac¸a˜o do
ambiente, perda de emprego, atraso de sala´rios, descontrole financeiro, priorizac¸a˜o de
outras d´ıvidas, na˜o recebimento do boleto, problemas na concessa˜o, falta de controle
no processo de cobranc¸a e acompanhamento ineficaz ou inexistente. Entretanto,
independentemente da justificativa para o na˜o cumprimento dos termos previstos
em contrato, o cliente inadimplente na˜o deixa de ser cliente e, portanto, de impactar
nos resultados da instituic¸a˜o. Dessa forma, e´ necessa´rio o desenvolvimento de uma
gesta˜o de relacionamento diferenciada para esses clientes, uma vez que parte deles
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deixam essa condic¸a˜o de “mau” pagador em mais ou menos tempo. Portanto, o
perfil de cliente inadimplente e´ diferente para cada tipo de comportamento diante
do atraso. Acompanhar essa diferenc¸a de perfis permite decidir regras de atuac¸a˜o
de cobranc¸a mais espec´ıficas, adequadas, personalizadas, baratas e eficientes.
Nesse contexto, um avanc¸o que garante mais efica´cia no processo de cobranc¸a diz
respeito a segmentac¸a˜o dos diferentes perfis de clientes inadimplentes em relac¸a˜o a`
propensa˜o ao pagamento e isso pode ser obtido por meio da aplicac¸a˜o da tecnologia
de scoring. Isto e´, desenvolver um sistema que indique a probabilidade de como
um cliente inadimplente pagara´ no futuro e fornecer aos gestores uma visa˜o baseada
no risco, permitindo melhores deciso˜es sobre a inadimpleˆncia, balanceando custos,
receitas e tratamentos.
Diante desse cena´rio, para uma administrac¸a˜o profissional e estrate´gica dos ina-
dimplentes, surgiram os modelos de Collection Scoring como instrumento para clas-
sificar o risco do cliente em termos de pagamentos futuros. A literatura sobre o
assunto, entretanto ainda e´ pobre. Nos Estados Unidos, os registros indicam a utili-
zac¸a˜o desse tipo de modelo a partir dos anos 80. Nas confereˆncias internacionais, os
modelos de Collection Scoring sa˜o tratados de forma superficial dentro do tema de
gesta˜o da cobranc¸a, com foco na aplicac¸a˜o dos conceitos envolvidos, e na˜o na teoria.
No Brasil, a literatura dispon´ıvel e´ ainda mais restrita, com pouco conhecimento
pu´blico a respeito da utilizac¸a˜o e desenvolvimento de tais modelos.
Os Modelos de Collection Scoring consideram o histo´rico de inadimpleˆncia dos
clientes, bem como os custos envolvidos nos atos de cobranc¸a e o tempo necessa´rio
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para recuperac¸a˜o com a finalidade de identificar a probabilidade de pagamento dos
clientes que ja´ se tornaram inadimplentes, permitindo conhecer o risco individual de
cada tomador, por meio das caracter´ısticas do seu relacionamento com a instituic¸a˜o
e seu comportamento de atraso.
Tanto para o desenvolvimento como para a aplicac¸a˜o de um Modelo de Collection
Scoring, sa˜o necessa´rios dois esta´gios fundamentais: segmentac¸a˜o e agrupamento.
De forma semelhante a qualquer Modelo de Credit Scoring, uma etapa fundamental
para construc¸a˜o de Collection Scoring e´ segmentar o banco de clientes com base nos
atrasos observados. A segunda fase consiste em definir os esta´gios de inadimpleˆncia:
recente, me´dia ou tardia. Vale ressaltar que essas definic¸o˜es dependem do produto
de cre´dito e da instituic¸a˜o. A partir disso sa˜o definidos os conceitos de bom e mau.
Uma vez desenvolvido, o modelo e´ aplicado. Nesse esta´gio, a estrate´gia de co-
branc¸a e´ definida baseada no escore. A pontuac¸a˜o calculada combinada a outras
varia´veis, como saldo devedor, quantidade de contas em atraso e nu´mero de dias em
atraso que guiam a execuc¸a˜o e a severidade de cada ac¸a˜o a ser tomada para cada
cliente. Por exemplo, se o escore indica baixa probabilidade de recuperac¸a˜o, e´ ne-
cessa´rio maior controle e est´ımulos para o pagamento, isso implica em aplicac¸a˜o de
ac¸o˜es mais r´ıgidas e de forma ra´pida, para que seja poss´ıvel antecipar o recebimento
do que e´ permitido cobrar. Por outro lado, se o escore indica alta probabilidade
de recuperac¸a˜o, o procedimento indicado e´ evitar atritos desnecessa´rios com o cli-
ente, para que permanec¸a ativo e fidelizado. Caso o escore indique probabilidade
de recuperac¸a˜o moderada, busca-se a harmonia entre a severidade e a brandura,
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esforc¸ando-se para a manutenc¸a˜o do cliente na carteira, analisando as causas da
inadimpleˆncia e ofertando condic¸o˜es de renegociac¸a˜o.
Em vista do exposto, existem muitas vantagens em implementar os princ´ıpios de
scoring a`s pra´ticas de cobranc¸a, tanto em relac¸a˜o ao nego´cio, como ao risco e ao
atendimento a` regulamentac¸a˜o. Alguns benef´ıcios sera˜o descritos a seguir.
Prevenc¸a˜o e controle da inadimpleˆncia, com ofertas para clientes adimplentes,
mas com alta probabilidade de tornar-se inadimplente, aumentando o fluxo de caixa
por meio da identificac¸a˜o pre´via de futuros devedores, minimizando atrasos e subse-
quente perda.
Outro benef´ıcio diz respeito a` gesta˜o de pol´ıticas de cre´dito, autorizac¸o˜es e blo-
queios, ale´m do gerenciamento das estrate´gias de cobranc¸a por meio de diversos
canais como:
• Cobranc¸a Interna: tratamento dos primeiros ciclos de atraso, buscando a re-
cuperac¸a˜o do cliente e sua retenc¸a˜o;
• Cobranc¸a Externa: maximizar a eficieˆncia por meio da especializac¸a˜o da co-
branc¸a nas ageˆncias prestadoras de servic¸os;
• Cessa˜o da carteira: quando todos os esforc¸os foram aplicados e o custo de
continuar mantendo o cre´dito em atraso e´ maior do que a receita e os benef´ıcios
da venda.
Entre as principais utilidades do escore no processo de cobranc¸a esta´ a reduc¸a˜o
de custos, por meio de automac¸a˜o, diminuic¸a˜o dos procedimentos manuais e centra-
lizac¸a˜o do controle, ale´m de reduc¸a˜o de ac¸o˜es desnecessa´rias, uma vez que grupos
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diferentes necessitam de estrate´gias diferentes. As soluc¸o˜es sa˜o personalizadas, de
acordo com tendeˆncias histo´ricas e padro˜es de comportamentos, e na˜o gene´ricas.
Por exemplo, existem clientes conhecidos como self cure, ou seja, sa˜o clientes
inadimplentes que regularizam sua situac¸a˜o de atraso sem a necessidade de lem-
bretes ou ac¸o˜es de cobranc¸a. Para esse perfil na˜o e´ necessa´rio gastar esforc¸os com
cobranc¸a, o pagamento e´ espontaˆneo, o que evita desgastes e constrangimentos com
clientes, aumentando a satisfac¸a˜o do relacionamento com a instituic¸a˜o, indicando
uma estrate´gia de ganha-ganha.
Os Modelos de Collection tambe´m podem ser utilizados para monitorar e ad-
ministrar a carteira porque ale´m de identificar clientes em risco, sa˜o capazes de
reconhecer consumidores curados, gerando aumento de receita e de relacionamento,
reduzindo a rotatividade e o cancelamento. E isso e´ muito importante para as ins-
tituic¸o˜es, uma vez que manter clientes e´ mais barato do que obter novos. Nesse
sentido, o relacionamento de longo prazo ganha dimensa˜o importante devido ao
benef´ıcio mu´tuo.
Segundo Menck e Moriguchi (2009), do lado da empresa, o benef´ıcio do relaci-
onamento esta´ na economia encontrada em na˜o ter que atrair e convencer clientes
para novas transac¸o˜es. Do lado do cliente, o benef´ıcio do relacionamento esta´ em
na˜o ter que pesquisar, conhecer, avaliar e incorrer em riscos a cada transac¸a˜o com
um produto novo para ele.
Desse modo, o fato do cliente tornar-se inadimplente na˜o significa que o ciclo
de cre´dito e a gesta˜o do risco terminaram. Pelo contra´rio, entende-se que a gesta˜o
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da cobranc¸a tornou-se um diferencial competitivo, que proporciona a reabilitac¸a˜o e
consequente reduc¸a˜o de Churn (cancelamento).
Outra grande vantagem dos Modelos de Collection Scoring refere-se a` contribui-
c¸a˜o dada pela probabilidade de recuperar o montante devido para a estruturac¸a˜o de
re´guas de cobranc¸a. Isso proporciona melhor alocac¸a˜o de recursos, aumentando a
taxa de recuperac¸a˜o, com regras eficientes de priorizac¸a˜o e aplicac¸a˜o de ac¸o˜es mais
efetivas.
As re´guas de cobranc¸a sa˜o estruturas fixas de ac¸o˜es a serem aplicadas aos clien-
tes inadimplentes, com o objetivo de definir estrate´gias de cobranc¸a diferenciadas a
partir do perfil dos devedores, como focar em clientes inadimplentes com alta pro-
babilidade de inativac¸a˜o, intensificar a cobranc¸a dos devedores com baixa probabili-
dade de pagamento e definir o momento correto de enviar a cobranc¸a aos escrito´rios
terceirizados.
A Figura 2.2 apresenta um esquema de ciclo de cobranc¸a com exemplos de re´-
gua de cobranc¸a que combinam escore do Modelo de Collection com atraso e saldo
devedor.
Como e´ poss´ıvel perceber, os custos com cobranc¸a aumentam ao caminhar pela
re´gua, podendo chegar a um per´ıodo de cobranc¸a na˜o renta´vel, nesse caso, e´ indi-
cado estabelecer descontos negociais ou venda da carteira, para melhores chances de
sucesso.
Adicionalmente, Modelos de Collection Scoring esta˜o em conformidade com os
princ´ıpios de Basileia, por serem ferramentas de gesta˜o de risco, e atendem a` Re-
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Figura 2.2: Estrate´gias de Cobranc¸a
soluc¸a˜o 2.682/99, uma vez que podem estabelecer crite´rios para classificac¸a˜o das
operac¸o˜es, diminuindo os valores de provisa˜o para cre´ditos de liquidac¸a˜o duvidosa
(PDD). Isso e´ poss´ıvel porque os escores de cobranc¸a colaboram para alcanc¸ar a
receita ma´xima dos bons e reduzir o impacto dos maus nas contas de provisa˜o, di-
minuindo a exposic¸a˜o da instituic¸a˜o aos riscos e contribuindo para as estrate´gias de
priorizac¸a˜o conforme valores esperados de recuperac¸a˜o.
Assim, questo˜es como efetividade da cobranc¸a internamente ou por ageˆncias,
quais as d´ıvidas enviar a` cobranc¸a, quando enviar os inadimplentes a`s ageˆncias de
20
cobranc¸a, priorizac¸a˜o de ac¸o˜es, qual a re´gua de cobranc¸a mais eficiente, para quais
clientes oferecer acordo, quando fazer cessa˜o do empre´stimo inadimplente e como
medir a eficieˆncia dos processos de cobranc¸a sa˜o questo˜es do nego´cio que podem
ser auxiliadas com a implantac¸a˜o de um gerenciamento estrate´gico da carteira de
inadimplentes que oferec¸a ferramentas de negociac¸a˜o que proporcionam o registro de
informac¸o˜es de transac¸o˜es histo´ricas e de relacionamento com o cliente, a efetivac¸a˜o
de acordos com valores o´timos que maximizam os resultados e a melhor compreensa˜o
da dinaˆmica de rentabilidade por grupo de produto/cliente e canal/segmento.
Ale´m disso, Modelos de Collection Scoring sa˜o constitu´ıdos sob a forma de um
sistema cient´ıfico e matema´tico, possibilitando uma avaliac¸a˜o consistente e impes-
soal, de forma que as deciso˜es sejam as mesmas para grupos semelhantes de clientes.
A previsa˜o dos pagamentos e´ baseada em dados histo´ricos, o que fornece mais acu-
ra´cia ao sistema, uma vez que, conforme SERASA, o maior indicador de tendeˆncia
de como um cliente ira´ lidar com suas financ¸as futuras e´ vista pela forma como eles
lidaram em situac¸o˜es financeiras anteriores.
Entretanto, assim como qualquer tipo de modelo de Credit Scoring, os Collecti-
ons apresentam alguns desafios que devem ser tratados com atenc¸a˜o. O principal e´
que eles se baseiam em dados histo´ricos, o que nem sempre esta´ atualizado ou dispo-
n´ıvel, podendo tambe´m apresentar se´ries curtas devido a` recentidade dos contratos.
Outro desafio consiste na degradac¸a˜o ao longo do tempo, em que o escore original ja´
na˜o discrimina com precisa˜o os indiv´ıduos. Isso pode ser provocado por uma se´rie
de fatores, incluindo alterac¸o˜es na populac¸a˜o tomadora de financiamentos, nas con-
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dic¸o˜es econoˆmicas, e no caso de modelos de cobranc¸a, no perfil dos inadimplentes
devido a` pro´pria aplicac¸a˜o do modelo. Os modelos tambe´m sofrem influeˆncias de
choques pol´ıticos, econoˆmicos, fiscais e jur´ıdicos que podem afetar a capacidade de
pagamento dos clientes. Assim, e´ essencial que eles sejam revistos regularmente.
E´ importante destacar que Modelos de Collection Scoring sa˜o ferramentas fun-
damentais para gesta˜o da carteira de inadimplentes. Mas esses modelos na˜o fun-
cionam sozinhos, e´ necessa´ria uma caracterizac¸a˜o estrate´gica de todo o processo
de cobranc¸a, que envolve: segmentac¸o˜es baseadas em va´rias dimenso˜es, como, por
exemplo, escore, dias em atraso e saldo devedor, definic¸a˜o dos segmentos baseados





A Ana´lise de Sobreviveˆncia consiste em uma classe de me´todos estat´ısticos para
ana´lise de dados cujo objeto de interesse e´ o tempo ate´ a ocorreˆncia de determinado
evento de interesse. Originalmente, essa e´ uma te´cnica que surgiu na a´rea me´dica
para estudos sobre morte, mas que ganhou aplicac¸o˜es em diversos setores, como
sociologia (ana´lise histo´rica de eventos), engenharia (ana´lise de confianc¸a, ana´lise de
tempo de falha, tempo de vida de equipamentos) e economia (ana´lise de durac¸a˜o e
transic¸a˜o).
Segundo Allison (1995), um evento e´ uma mudanc¸a qualitativa que pode estar
situada no tempo, ou seja, e´ a transic¸a˜o de um estado para outro. Devido a`s suas
origens no campo da sau´de, o evento de interesse geralmente estava ligado a` morte,
dessa forma, associado tambe´m a` utilizac¸a˜o na engenharia, o evento de interesse e´
denominado falha.
O conjunto de te´cnicas em Ana´lise de Sobreviveˆncia vem ganhando notoriedade
em diversos campos porque ale´m da informac¸a˜o de quem experimenta ou na˜o o
evento de interesse, ela e´ capaz de estimar quando a mudanc¸a ocorre. Ou seja, e´
poss´ıvel situar o evento no tempo.
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Assim, a observac¸a˜o dos indiv´ıduos comec¸a em um ponto bem definido do tempo e
e´ acompanhada por algum per´ıodo, sendo os tempos nos quais os eventos de interesse
ocorrem registrados.
Neste trabalho, a Ana´lise de Sobreviveˆncia sera´ utilizada para estimar um modelo
de Collection Scoring. Desse modo, para aqueles clientes inadimplentes, deseja-se
prever na˜o apenas se eles regularizara˜o suas d´ıvidas em determinado per´ıodo, mas
qual o tempo necessa´rio para que esse evento ocorra.
E´ natural supor que pessoas que pagam o valor em atraso uma semana apo´s o
descumprimento teˆm, em me´dia, uma propensa˜o maior de regularizar a situac¸a˜o de
inadimpleˆncia do que aquelas que na˜o pagam ate´ 60 dias, por exemplo. E ignorar
essa informac¸a˜o pode reduzir a precisa˜o das estimativas.
Ana´lise de Sobreviveˆncia tem duas caracter´ısticas que dificultam a avaliac¸a˜o com
me´todos estat´ısticos convencionais: presenc¸a de censura e de varia´veis explicativas
que podem variar em qualquer ponto durante o per´ıodo de observac¸a˜o.
Segundo Colosimo e Giolo (2006), a principal caracter´ıstica de dados de sobre-
viveˆncia e´ a presenc¸a de censura, que e´ a observac¸a˜o parcial da resposta, ou seja,
existe alguma informac¸a˜o sobre o tempo de sobreviveˆncia, mas na˜o o conhece-se exa-
tamente. Contextualizando, isto diz respeito a ocasio˜es em que o acompanhamento
do inadimplente e´ interrompido, por exemplo porque o tempo de observac¸a˜o termi-
nou para a ana´lise de dados, significando que toda a informac¸a˜o sobre a resposta se
resume ao conhecimento de que o tempo de falha - nesse caso, de recuperac¸a˜o - e´
superior ao per´ıodo observado. Entretanto, essa informac¸a˜o, apesar de incompleta,
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e´ u´til e importante para a modelagem, uma vez que sua omissa˜o pode acarretar em
estimativas viciadas.
Em estudos de Ana´lise de Sobreviveˆncia, podem existir diversas formas de cen-
sura, e isso ocorre devido a va´rios fatores. Os tipos mais comuns sa˜o:
• Censura a` direita: ocorre quando tudo que se sabe sobre o tempo do evento e´
que ele e´ maior que algum valor c, ou seja, a observac¸a˜o termina antes que o
indiv´ıduo experimente o evento de interesse;
1. Censura do tipo I: o tempo do final do estudo e´ fixo e determinado pelo
pesquisador, ale´m do que todas as observac¸o˜es teˆm o mesmo tempo de
censura;
2. Censura do tipo II: ocorre quando a coleta de informac¸o˜es termina depois
que um nu´mero espec´ıfico de eventos ocorre. Esse tipo de estudo na˜o e´
comum em cieˆncias sociais;
3. Censura aleato´ria: nesse caso, o evento de interesse na˜o pode ser ob-
servado por razo˜es fora do controle do pesquisador. Tambe´m pode ser
produzida quando existe um tempo u´nico de te´rmino do estudo, mas os
tempos de entrada variam aleatoriamente entre os participantes.
• Censura a` esquerda: nesse caso, a u´nica informac¸a˜o sobre o tempo e´ que
ele ocorreu antes de determinado valor. E´ comum em estudos nos quais a
observac¸a˜o dos indiv´ıduos comec¸a apo´s uma amostra ja´ ter experimentado o
evento de interesse;
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• Censura intervalar: combina censura a` direita e a` esquerda. Uma observac¸a˜o
de uma varia´vel T apresenta censura intervalar se tudo que se sabe e´ que
a < T < b, para algum valor de a e b.
Nem todos os dados de sobreviveˆncia sa˜o censurados, bem como censuras podem
acontecer em outras aplicac¸o˜es, mas como em Ana´lise de Sobreviveˆncia e´ muito
comum, um tratamento especial e´ necessa´rio.
A primeira particularidade diz respeito a representac¸a˜o dos dados de sobreviveˆn-
cia para um indiv´ıduo i, que, em geral, e´ dada pelo par (ti, δi), sendo
• ti: tempo de observac¸a˜o do indiv´ıduo i
• δi: uma varia´vel indicadora de ocorreˆncia do evento ou censura, isto e´,
δi =
{
1, se ti e´ um tempo de ocorreˆncia do evento de interesse
0, se ti e´ um tempo censurado
Assim, a varia´vel resposta em Ana´lise de Sobreviveˆncia e´ representada por duas
colunas no banco de dados, uma varia´vel que conte´m o tempo no qual o evento
ocorreu ou, em caso de censura, o u´ltimo tempo em que o caso foi observado, ambos
medidos desde o tempo de origem. Uma segunda varia´vel e´ necessa´ria quando ha´
casos censurados ou se voceˆ deseja identificar diferentes tipos de eventos, ou seja,
trata-se de uma varia´vel indicadora. Quando ha´ apenas um tipo de evento, e´ comum
uma varia´vel bina´ria, em que 1 significa casos na˜o censurado e 0 representa censura.
Segundo Diniz e Louzada (2013), na Ana´lise de Sobreviveˆncia, o comportamento
da varia´vel aleato´ria tempo de sobreviveˆncia, T ≥ 0, pode ser expresso por meio de
va´rias func¸o˜es equivalentes, tais que, se uma delas e´ especificada, as outras podem
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ser derivadas. Essas func¸o˜es sa˜o utilizadas para descrever diferentes aspectos do
tempo de sobreviveˆncia, que pode ser discreto ou cont´ınuo. Estudos que tratam a
varia´vel tempo de sobreviveˆncia como uma varia´vel discreta podem ser vistos em
Nakano e Carrasco (2006), Carrasco et al (2012) e Brunello e Nakano (2015).
No caso em que T e´ uma varia´vel aleato´ria cont´ınua, a func¸a˜o densidade de
probabilidade de T pode ser interpretada como o limite da probabilidade de observar
o evento de interesse em um intervalo de tempo [t, t + ∆t] por unidade de tempo e
e´ denotada por f(t) da seguinte maneira:
f(t) = lim
∆t→0
P (t ≤ T ≤ t+ ∆t)
∆t
.
A func¸a˜o de sobreviveˆncia e´ definida como a probabilidade do indiv´ıduo na˜o
falhar (ou na˜o experimentar o evento de interesse) ate´ o tempo t, ou seja, e´ a
probabilidade dele sobreviver ao tempo t. Logo, pode-se descreveˆ-la como
S(t) = P (T > t) = 1− F (t),
em que F (t) =
∫ t
0
(u)du e´ a func¸a˜o de distribuic¸a˜o acumulada, S(t) = 1 quando
t = 0 e S(t) = 0 quando t→∞. Conforme Collet (1994), a func¸a˜o de sobreviveˆncia
e´ mono´tona decrescente, isto e´, S(u) ≥ S(v) para u < v.
A func¸a˜o de risco, ou taxa de falha, ou hazard function no intervalo [t1, t2) e´
definida como a probabilidade de que a falha ocora nesse intervalo, dado que na˜o
ocorreu antes, dividida pelo comprimento do intervalo. Logo, pode-se expressa´-la
como
S(t1)− S(t2)
(t1 − t2)S(t1) .
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Definindo intervalo gene´rico [t , t + ∆t) e assumindo ∆t pequeno, temos a ex-
pressa˜o da taxa de falha instantaˆnea no tempo t condicional a` sobreviveˆncia ate´ o















estabelecendo assim o relacionamento entre a func¸a˜o densidade de probabilidade,
a func¸a˜o de sobreviveˆncia e a func¸a˜o de risco, todas matematicamente equivalentes
para descrever o comportamento da varia´vel aleato´ria tempo de sobreviveˆncia.
Devido a sua interpretac¸a˜o, a func¸a˜o de risco e´ preferida por muitos autores, uma
vez que ela descreve como a probabilidade instantaˆnea de falha se modifica com o
passar do tempo.





Em virtude da equivaleˆncia entre as expresso˜es matema´ticas para as distribuic¸o˜es






























E por fim, para completar a relac¸a˜o entre as treˆs func¸o˜es utilizadas para descrever
os dados em ana´lise de sobreviveˆncia, pode-se expressar








Assim como qualquer te´cnica de regressa˜o, os modelos em Ana´lise de Sobrevi-
veˆncia buscam identificar a relac¸a˜o e a influeˆncia das covaria´veis com os tempos
de sobreviveˆncia. No contexto deste trabalho, para o gerenciamento estrate´gico
da carteira de inadimplentes, o objetivo e´ estimar o efeito das covaria´veis sobre o
tempo de sobreviveˆncia, ou melhor, sobre o tempo de falha - que no caso refere-se a`
regularizac¸a˜o do saldo devedor.
Segundo Colosimo e Giolo (2006), existem duas categorias de modelos de regres-
sa˜o em Ana´lise de Sobreviveˆncia, os parame´tricos e os semiparame´tricos. A primeira
classe tem associada uma distribuic¸a˜o de probabilidade a` varia´vel aleato´ria T , que
geralmente e´ tratada por meio de um elemento determin´ıstico na˜o linear nos pa-
raˆmetros e uma distribuic¸a˜o assime´trica para o comportamento estoca´stico. Ja´ os
semiparame´tricos sa˜o tambe´m conhecidos como Modelo de Cox e caracterizam-se
pela flexibilidade, uma vez que na˜o e´ necessa´rio fazer qualquer suposic¸a˜o sobre a
varia´vel aleato´ria, e a facilidade em incorporar covaria´veis dependentes do tempo.
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Neste caso, o efeito das covaria´veis e´ estimado por meio da proporcionalidade dos
riscos ao longo do tempo de acompanhamento.
Neste trabalho, sera´ desenvolvido um Collection Scoring por meio do modelo de
Riscos Proporcionais de Cox, como um ensaio para a utilizac¸a˜o da Ana´lise de So-
breviveˆncia na construc¸a˜o de modelos de cobranc¸a. O modelo de Cox foi escolhido
devido a sua flexibilidade e simplicidade. Nesta proposta de modelagem na˜o foram
utilizadas covaria´veis dependenes no tempo. As varia´veis explicativas foram obser-
vadas no momento em que o cliente atingiu atraso superior a 90 dias (e em alguns
casos, observou-se os valores defasados, ou seja, um, dois, treˆs ou quatro meses antes
do descumprimento).
3.1 Estimador de Kaplan-Meier
Conforme descrito anteriormente, a presenc¸a de censuras em dados de sobrevi-
veˆncia dificultam ana´lises com me´todos estat´ısticos convencionais. Para o estudo
descritivo, medidas de tendeˆncia central e de variabilidade podem provocar inter-
pretac¸o˜es erradas sobre os dados, invalidando esse tipo de diagno´stico.
Desse modo, a func¸a˜o de sobreviveˆncia e´ o principal instrumento para ana´lise
preliminar dos dados, para estimar quantidades de modelos de regressa˜o (como tem-
pos me´dios ou medianos, percentis ou frac¸o˜es de falhas em tempos fixos) e para
avaliar o ajuste de modelos.
Uma das te´cnicas mais utilizadas para estimar a func¸a˜o de sobreviveˆncia consiste
no estimador de Kaplan-Meier. Tambe´m conhecido como estimador produto-limite,
esse me´todo tem sido utilizado por muitos anos, desde 1958, quando Kaplan e Meier
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mostraram que ele e´ um estimador de ma´xima verossimilhanc¸a na˜o parame´trico de
S(t). Isso deu ao me´todo uma so´lida justificativa teo´rica.
Quando todos os dados sa˜o na˜o censurados, o estimador de Kaplan-Meier e´ de-
finido por meio de um ajuste na func¸a˜o de sobreviveˆncia emp´ırica, sendo calculado
de maneira simples e intuitiva. Na auseˆncia de censuras, a func¸a˜o de sobreviveˆncia
emp´ırica e´ definida como a proporc¸a˜o:
Sˆ(t) =
]de observac¸o˜es que na˜o falharam ate´ o tempo t
]total de observac¸o˜es no estudo
, (3.1)
em que Sˆ(t) e´ uma func¸a˜o escada, e se existirem empates em um certo tempo t,
o tamanho do degrau fica multiplicado pelo nu´mero de empates.
Assim, Kaplan e Meir modificaram a proporc¸a˜o (3.1) na presenc¸a de censuras
para a construc¸a˜o do estimador. Esse estimador considera a quantidade de intervalos
igual ao nu´mero de falhas distintos, e os limites dos intervalos de tempo sa˜o os
instantes de falha da amostra.
A expressa˜o geral do estimador de Kaplan-Meier e´ constru´ıda com base nas
seguintes suposic¸o˜es:
• sejam t1 < t2 < ... < tk os k tempos distintos e ordenados de falha
• defina dj como sendo o nu´mero de falhas em tj e
• nj o nu´mero de clientes sob risco em tj, ou seja, os indiv´ıduos que na˜o falharam
e na˜o foram censurados ate´ o instante imediatamente anterior a tj.

















Em seu artigo original, Kaplan e Meier demonstram que a expressa˜o (3.2) e´ o
estimador de ma´xima verossimilhanc¸a de S(t). Dessa forma, a func¸a˜o de verossimi-











Os passos para a demonstrac¸a˜o dessa fo´rmula sa˜o dados assumindo:
• suponha que dj indiv´ıduos falharam no tempo tj, para j = 1, ..., k;
• seja mj a quantidade de censuras no intervalo [tj, tj+1), nos tempos tj1, ..., tjmj ;




• defina a contribuic¸a˜o para a func¸a˜o de verossimilhanc¸a de um tempo de sobre-
viveˆncia censurado em tjl, para l = 1, ...,mj como P (T > tjl) = S(tjl+).
Apesar de intuitivo, o estimador de Kaplan-Meier e´ robusto, uma vez que e´ na˜o
viciado para grandes amostras, fracamente consistente e converge assintoticamente
para a normal.
As propriedades de consisteˆncia e normalidade assinto´tica foram provadas por
Breslow e Crowley (1974) e Meier (1975). A variaˆncia assinto´tica do estimador de
Kaplan-Meier e´ calculada pela fo´rmula de Greenwood, a partir das propriedades do
estimador de ma´xima verossimilhanc¸a, assim:




nj(nj − dj) .
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Dessa maneira, como para t fixo, Sˆ(t) e´ assintoticamente normal, enta˜o um





em que α/2 representa o percentil da Distribuic¸a˜o Normal Padra˜o.
Para valores extremos de t, pode haver problemas com os intervalos de confianc¸a,
porque eles podem na˜o estar entre 0 e 1. Mas uma soluc¸a˜o usual foi dada por
Collett (1994), em que ele recomenda o ca´lculo do intervalo para a transformac¸a˜o
log(− log Sˆ(t)) e posteriormente a conversa˜o dos limites para a me´trica original.
Uma vez estimada a curva de sobreviveˆncia, sua utilizac¸a˜o e´ direta para o ca´lculo
da probabilidade de sobreviver a um determinado tempo. Tambe´m e´ poss´ıvel obter
percentis, tempo me´dio e mediano de vida, ale´m de comparar grupos.
A estimativa do tempo me´dio, entretanto, deve ser analisada com cuidado,
quando ha´ muitas censuras, porque nesse caso, ele e´ subestimado. Nesses casos,
a mediana e´ preferida.
Dado que a func¸a˜o de sobreviveˆncia fornece um completo conhecimento sobre a
experieˆncia de sobreviveˆncia de cada grupo, uma aproximac¸a˜o natural para comparar
amostras e´ testar H0 : S1(t) = S2(t). Para tal finalidade, poderiam ser utilizados os
testes de Log-rank e Wilcoxon.
3.2 Modelo de Cox
Conforme Colosimo e Giolo (2006), o modelo de regressa˜o de Cox permite a
ana´lise de dados provenientes de estudos de tempo de vida em que a resposta e´ o
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tempo ate´ a ocorreˆncia de um evento de interesse, ajustado por covaria´veis.
Esse modelo e´ utilizado com frequeˆncia em estudos de sobreviveˆncia devido a sua
versatilidade. Fundamentado na suposic¸a˜o de que os riscos sejam proporcionais, a
regressa˜o de Cox na˜o requer a escolha de uma distribuic¸a˜o de probabilidade para os
tempos de sobreviveˆncia, por isso e´ considerado um modelo robusto.
Outras razo˜es tornam a regressa˜o de Cox atrativa, como a possibilidade de traba-
lhar com covaria´veis dependentes no tempo, ana´lises estratificadas para controle de
varia´veis com ru´ıdos, ale´m de funcionar para medidas de tempo discreta e cont´ınua.
Em seu artigo original, Cox (1972) propoˆs dois conceitos inovadores, o primeiro
referente a um modelo de riscos proporcionais (o que depois foi generalizado para
riscos na˜o proporcionais), e o novo me´todo de estimac¸a˜o, denominado de ma´xima
verossimilhanc¸a parcial.
Considerando x um vetor de covaria´veis com p componentes, o modelo de re-
gressa˜o de Cox e´ dado por
h(t) = h0(t)g(x
′β), (3.3)
onde g e´ uma func¸a˜o na˜o negativa, em que g(0) e´ igual a 1.
Dessa maneira, o Modelo de Cox e´ definido como o produto entre dois fatores, um
parame´trico e outro na˜o parame´trico, por isso ele tambe´m e´ denominado de Modelo
Semiparame´trico.
O componente na˜o parame´trico e´ usualmente chamado de func¸a˜o de risco base
ou basal, pois h(t) = h0(t), quando x = 0, ou seja, h0(t) pode ser considerada como
a taxa de falha de um indiv´ıduo para o qual todas as covaria´veis teˆm valor zero. A
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func¸a˜o base e´ na˜o especificada, mas com a exigeˆncia de ser uma func¸a˜o na˜o negativa
no tempo.
Por outro lado, a parte parame´trica e´ uma func¸a˜o positiva e cont´ınua das co-
varia´veis. Apesar de existirem outras formas na literatura para essa componente,
ela e´ comumente escrita na forma exponencial, pelo fato de ser sempre positiva, da
seguinte maneira:
g(x′β) = exp(x′β) = exp(β1x1 + ...+ βpxp),
em que β e´ o vetor de paraˆmetros desconhecidos.
Por ser um componente linear do modelo, convencionou-se escrever o somato´rio
β1x1 + ...+ βpxp como preditor linear ou escore, que na forma matricial, e´ dado por
η = x′β.
E´ importante notar que a constante β0, presente nos modelos parame´tricos, na˜o
aparece na func¸a˜o g(x
′
β). Isso ocorre devido a` presenc¸a do componente na˜o para-
me´trico no modelo que absorve esse termo constante.
A expressa˜o do modelo em (3.3) implica que a raza˜o das taxas de falha ou de
risco entre dois indiv´ıduos e´ constante ao longo do tempo, sendo uma func¸a˜o apenas















Devido a essa raza˜o, o Modelo de Cox tambe´m e´ conhecido como Modelo de
Riscos Proporcionais.
Apesar de bastante flex´ıvel, devido ao componente parame´trico, a suposic¸a˜o ba´-
sica de taxas de falha proporcionais na˜o pode ser violada para a correta utilizac¸a˜o
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do Modelo de Cox.
Para a avaliac¸a˜o da proporcionalidade dos riscos, podem ser empregadas te´cnicas
gra´ficas e testes estat´ısticos.
3.3 Ajuste do Modelo de Cox
Dado um conjunto de observac¸o˜es de sobreviveˆncia, o objetivo comum e´ estimar
modelos preditivos nos quais o risco do evento depende de covaria´veis. Uma maneira
para determinar tal modelo e´ estimando os coeficientes β′s que mensuram os efeitos
dos atributos sobre a func¸a˜o taxa de falha no Modelo de Cox.
Desse modo, e´ necessa´rio um me´todo de estimac¸a˜o que permita a construc¸a˜o de
infereˆncias sobre os paraˆmetros do modelo. O me´todo da ma´xima verossimilhanc¸a
frequentemente utilizado na˜o pode ser empregado, uma vez que se torna inapropriado
devido a` presenc¸a do componente na˜o parame´trico. Assim, Cox propoˆs um novo
me´todo de estimac¸a˜o: a ma´xima verossimilhanc¸a parcial, a partir do qual e´ poss´ıvel
estimar os coeficientes das covaria´veis sem ter que especificar a func¸a˜o base h0(t).
Uma forma simples de entender esse me´todo, segundo Colosimo e Giolo (2006),
considera o seguinte argumento condicional: a probabilidade condicional da i-e´sima
observac¸a˜o vir a falhar no tempo ti, conhecendo quais indiv´ıduos esta˜o sob o risco
em ti e´:
P (indiv´ıduo falhar em ti|uma falha em ti e histo´ria ate´ ti) =
P (indiv´ıduo falhar em ti|sobreviveu a ti e histo´ria ate´ ti)























Em que R(ti) representa o conjunto dos ı´ndices das observac¸o˜es sob risco em ti.
Ou seja, Cox propoˆs a utilizac¸a˜o do registro histo´rico passado de falhas e censuras
em forma de probabilidade condicional para eliminar o termo na˜o parame´trico da
func¸a˜o de verossimilhanc¸a.
























em que δi e´ o indicador de falha, n e´ o tamanho da amostra, k < n o nu´mero de
falhas distintas nos tempos t1 < t2 < ... < tk.
Essa func¸a˜o obtida para o modelo de riscos proporcionais na˜o e´ uma verossimi-
lhanc¸a verdadeira, porque na˜o utiliza os verdadeiros tempos de sobreviveˆncia dos
clientes censurados e na˜o censurados. Por isso, ela e´ chamada de verossimilhanc¸a
parcial.
O logaritmo dessa func¸a˜o de verossimilhanc¸a e´ dado por:










As estimativas de verossimilhanc¸a dos paraˆmetros β′s sa˜o obtidos maximizando-
se (3.5), ou seja, resolvendo o sistema de equac¸o˜es definido U(β) = 0, em que U e´ o















Assim, o termo regressa˜o de Cox refere-se a combinac¸a˜o do modelo e do me´todo
de estimac¸a˜o.
Esse me´todo de estimac¸a˜o possui duas das treˆs propriedades padro˜es das estima-
tivas de ma´xima verossimilhanc¸a, as quais pode-se citar: resultados consistentes e
assintoticamente normais, ou seja, em grandes amostras, as estimativas sa˜o aproxi-
madamente na˜o viesadas e sua distribuic¸a˜o amostral e´ aproximadamente normal.
Tanto o modelo de riscos proporcionais, como a func¸a˜o de verossimilhanc¸a parcial
assumem que os tempos de sobreviveˆncia sa˜o cont´ınuos. Nesse contexto, empates nos
valores observados na˜o seriam poss´ıveis. Pore´m, dados empatados podem acontecer
na pra´tica devido a escalas de medidas, ao processo de coleta dos dados, arredonda-
mentos e aproximac¸o˜es e a ocorreˆncia de mais de um evento em um mesmo instante
de tempo. Tambe´m e´ poss´ıvel haver empates entre observac¸o˜es censuradas, e entre
falhas e censuras. Isto posto, sa˜o necessa´rias adequac¸o˜es a` func¸a˜o de verossimilhanc¸a.
A func¸a˜o de verossimilhanc¸a exata, quando ha´ empates, foi proposta por Kalb-
fleisch e Prentice (1980), mas isso exige um esforc¸o computacional grandioso. Dessa
forma, foram apresentadas diversas modificac¸o˜es para o tratamento apropriado dos
dados empatados, entre elas, as propostas por: Breslow (1972) e Peto (1972), Efron
(1977), Farewell e Prentice (1980).
Com as estimativas dos β′s e os erros-padra˜o, e´ poss´ıvel estimar um intervalo de
100(1− α)% de confianc¸a para determinado βi a partir do percentil da distribuic¸a˜o
Normal Padra˜o. Caso o intervalo calculado na˜o inclua o valor zero, enta˜o pode-se
dizer que ha´ evideˆncias para afirmar que o coeficiente βi e´ diferente de zero.
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3.4 Interpretac¸a˜o dos Coeficientes
O coeficiente de uma covaria´vel no modelo semiparame´trico de Cox pode ser
interpretado como o logaritmo da raza˜o de risco do evento de dois indiv´ıduos com
atributos diferentes para uma varia´vel espec´ıfica.
Para exemplificar, considere um modelo com apenas uma varia´vel cont´ınua a.
As func¸o˜es de risco para dois indiv´ıduos i e j, respectivamente sa˜o:
hi(t) = exp(βˆai)h0(t) e hj(t) = exp(βˆaj)h0(t).
Considere ai = x + 1 e aj = x. Enta˜o, a raza˜o das taxas de falha para os







Dessa forma, podemos assumir que o risco de se observar o evento de interesse
para o indiv´ıduo que assume o valor da varia´vel a = x + 1 e´ exp(βˆ) vezes o risco
para aqueles com a = x.
Essa e´ a demonstrac¸a˜o quando a varia´vel explicativa e´ acrescida de uma unidade.
Generalizando para quando x e´ acrescido de y unidades, tem-se que a taxa de falha
e´ exp(yβˆ) vezes maior.
Para varia´veis catego´ricas classificadas em m n´ıveis, assume-se que determinado
grupo e´ refereˆncia e compara-se os demais com aquele.
3.5 Estimac¸a˜o da Func¸a˜o de Risco e Sobreviveˆn-
cia
Dado um Modelo de Cox com o vetor x de covaria´veis de dimensa˜o p e as res-
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pectivas estimativas dos coeficientes, enta˜o a func¸a˜o taxa de falha para o i-e´simo
indiv´ıduo e´ dada por:
hˆi(t) = hˆ0(t) exp(x
′
iβˆ),
em que hˆ0(t) e´ a estimativa da func¸a˜o base.
Outras func¸o˜es relacionadas a h0(t) sa˜o importantes, principalmente em ana´li-
ses gra´ficas para avaliar a adequac¸a˜o do modelo ajustado. Mas como h0(t) na˜o e´
especificado parametricamente, outras te´cnicas sa˜o utilizadas para estimac¸a˜o.
A func¸a˜o de risco acumulada base pode ser estimada de forma simples, conforme
proposta de Breslow (1972), em que uma func¸a˜o escada com saltos nos tempos







em que dj e´ o nu´mero de falhas em tj.
Consequentemente, e´ poss´ıvel estimar as func¸o˜es de sobreviveˆncia S0(t) e S(t)
da seguinte forma:
Sˆ0(t) = exp{−Hˆ0(t)} e Sˆ(t|x) = [Sˆ0(t)](exp(x
′βˆ))
3.6 Avaliac¸a˜o do Modelo de Cox
Apesar do Modelo de Cox ser flex´ıvel, e´ necessa´rio avaliar a adequabilidade dos
dados a` aplicac¸a˜o da metodologia. Uma maneira para examinar se o modelo es-
colhido e´ o mais apropriado consiste em verificar o comportamento dos res´ıduos
entre os valores preditos e observados. Isso permite analisar a suposic¸a˜o de riscos
proporcionais e de dados discrepantes na amostra.
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Existem diversas te´cnicas gra´ficas e testes estat´ısticos dispon´ıveis na literatura,
neste trabalho sera´ considerada a ana´lise descritiva a partir dos Res´ıduos Padroni-
zados de Schoenfeld. Os testes estat´ısticos na˜o sera˜o aplicados devido ao tamanho
da amostra, que por ser grande, leva a` rejeic¸a˜o da hipo´tese nula em qualquer caso.
Considere que o indiv´ıduo i experimentou o evento de interesse, sendo observado
o tempo de falha e o vetor de covaria´veis xi = (xi1, xi2, ..., xip)
′. Enta˜o, o res´ıduo
de Schoenfeld e´ definido como ri = (ri1, ri2, ..., rip), onde cada componente riq, para
q = 1, 2, , p e´ dado por:





Esse res´ıduo na˜o e´ definido para censuras, apenas para tempos de falha. Entre-
tanto, essa medida definida dessa forma e´ pouco utilizada, uma vez que na˜o considera
a estrutura de correlac¸a˜o entre os res´ıduos.
Assim, foi desenvolvido um ajuste frequentemente utilizado denominado Res´ı-
duos Padronizados de Schoenfeld. Nesse caso e´ necessa´rio utilizar a matriz de infor-
mac¸a˜o observada como efeito multiplicativo ao res´ıduo simples, da seguinte maneira:
s∗i = [I(βˆ)]
−1ri.
Consequentemente, se a suposic¸a˜o de riscos proporcionais e´ va´lida, o gra´fico de





A Regressa˜o Log´ıstica e´ um caso particular de Modelo Linear Generalizado
(MLG) desenvolvido por volta de 1960 com o objetivo de realizar predic¸o˜es e es-
tudar a relac¸a˜o entre uma varia´vel aleato´ria bina´ria (varia´vel dependente) e um
conjunto de varia´veis independentes.
Apesar da Regressa˜o Log´ıstica ter surgido e se desenvolvido na a´rea me´dica,
a sua aplicac¸a˜o se expandiu rapidamente por muitos campos, devido a` facilidade e
capacidade em explicar a ocorreˆncia de determinados eventos. Ale´m disso, o nu´mero
de suposic¸o˜es necessa´rias para a aplicac¸a˜o da te´cnica e´ pequeno.
Sob esse aspecto, as restric¸o˜es necessa´rias para aplicabilidade da Regressa˜o Lo-
g´ıstica sa˜o:
• valor esperado igual a zero para os res´ıduos;
• erros na˜o correlacionados;
• varia´veis independentes e erros na˜o correlacionados;
• auseˆncia de multicolinearidade perfeita entre as varia´veis explicativas.
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O objetivo da Regressa˜o Log´ıstica e´ gerar uma func¸a˜o matema´tica cuja resposta
permita estabelecer a probabilidade de uma observac¸a˜o pertencer a um grupo previ-
amente determinado, em raza˜o do comportamento de um conjunto das varia´veis in-
dependentes. Em modelos de Credit Scoring, essa probabilidade representa a chance
do tomador de cre´dito se tornar adimplente ou inadimplente, a depender daquilo
que e´ definido como evento de interesse. Ja´ em modelos de Collection Scoring, essa
probabilidade representa a chance do cliente regularizar os valores de d´ıvidas em
atraso.
Agresti (1990) define MLG como um modelo linear para transformac¸a˜o da espe-
ranc¸a de uma varia´vel aleato´ria cuja distribuic¸a˜o pertence a` famı´lia exponencial.
Segundo McCullagh e Nelder (1989), um MLG e´ composto por treˆs elementos
fundamentais: um componente aleato´rio, um componente determin´ıstico ou siste-
ma´tico e uma func¸a˜o de ligac¸a˜o.
O componente aleato´rio consiste na varia´vel dependente Y que se deseja modelar,
da qual se coletam n observac¸o˜es independentes e cuja distribuic¸a˜o de probabilidades
deve pertencer a` famı´lia exponencial. Mais detalhes sobre a famı´lia exponencial
podem ser encontrados em Casella e Berguer (2010).
O componente determin´ıstico e´ definido por um vetor η = (η1, ..., ηn) que consiste
em uma combinac¸a˜o linear da forma η = Xβ, onde X e´ uma matriz de ordem nxp
de varia´veis independentes (preditoras) e β e´ o vetor p-dimensional de paraˆmetros
desconhecidos do modelo.
A func¸a˜o de ligac¸a˜o g(.) e´ uma func¸a˜o diferencia´vel e mono´tona que associa os
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valores esperados das observac¸o˜es (componente aleato´rio) com as varia´veis indepen-
dentes (componente sistema´tico). Suponha que uma varia´vel aleato´ria bina´ria Yi
segue uma distribuic¸a˜o de Bernoulli e assume os seguintes valores:
Yi =
{
1, se o cliente regulariza os cre´ditos em atraso
0, se o cliente na˜o regulariza os cre´ditos em atraso
Seja xi = (1, x1, x2, ..., xp)
′
o vetor de caracter´ısticas do cliente i e pi(xi) a pro-
porc¸a˜o de clientes que se recuperam em func¸a˜o do perfil dos clientes, a esperanc¸a e
variaˆncia de Yi sa˜o dadas por:
E(Yi) = pii e V ar(Yi) = pii(1− pii).
Dado que a distribuic¸a˜o Bernoulli pertence a` famı´lia exponencial, aplicando MLG
utilizando a func¸a˜o logit como func¸a˜o de ligac¸a˜o temos:
g(E(Yi)) = g(pi(xi)) = ln(
pii
1− pii ) = β0 + β0X1,i + . . .+ βp−1Xp−1,i = x
′
iβ.
Podendo tambe´m ser escrito da forma:
E(Yi) = pii(X) =
exp(β0 + β1X1,i + . . .+ βp−1Xp−1,i)
1 + exp(β0 + β1X1,i + . . .+ βp−1Xp−1,i)
onde 0 ≤ pii(X) ≤ 1.









em que pi(xi) pode ser interpretado como a probabilidade do i-e´simo cliente
voltar a` condic¸a˜o de adimplente.
4.1 Estimac¸a˜o dos Coeficientes
Os valores de X sa˜o conhecidos e os paraˆmetros sa˜o as u´nicas quantias desco-
nhecidas que necessitam ser estimadas.
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Em modelos de Regressa˜o Log´ıstica, a estimativa dos paraˆmetros e´ realizada
atrave´s do me´todo da ma´xima verossimilhanc¸a (Hosmer Lemeshow, 2000).
Sabendo que os dados sa˜o oriundos de uma distribuic¸a˜o Bernoulli e uma vez que







Pelo princ´ıpio do me´todo da ma´xima verossimilhanc¸a, os valores estimados de
β sa˜o aqueles que maximizam L(β). Para obtenc¸a˜o desses valores, calcula-se a
derivada dessa func¸a˜o em relac¸a˜o a cada um dos paraˆmetros e procura-se pelo ponto
cr´ıtico onde a derivada e´ igual a zero.
Aplicando a transformac¸a˜o monotoˆnica logaritmo natural (ln) a` func¸a˜o de veros-
similhanc¸a, em virtude da propriedade de que o logaritmo de um produto e´ igual a`




yi ln[pi(xi)] + (1− yi) ln[1− pi(xi)].
Essa transformac¸a˜o e´ realizada para simplificar matematicamente o ca´lculo das
derivadas, tendo em vista que os resultados da maximizac¸a˜o das func¸o˜es L(β) e
ln[L(β)] sa˜o exatamente os mesmos (Casella e Berger, 2010).
Dessa forma, diferenciando ln[L(β)] e igualando a zero obte´m-se as equac¸o˜es de
verossimilhanc¸a, que sa˜o expresso˜es na˜o lineares nos paraˆmetros e portanto, podem
ser solucionadas via me´todos nume´ricos iterativos, como por exemplo o me´todo
Newton-Raphson.
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Os valores encontrados para β sa˜o chamados Estimadores de Ma´xima Veros-
similhanc¸a (EMV) e indicam a importaˆncia de cada varia´vel independente para a
ocorreˆncia do evento de interesse. (Sicsu´, 2010).
Os estimadores possuem diversas caracter´ısticas, dentre elas esta´ o conceito de
eficieˆncia, que e´ relacionado com a variaˆncia do mesmo, onde infere-se como estima-
dor mais eficiente o de menor variaˆncia. Um estimador e´ dito consistente quando o
mesmo converge, em probabilidade, para o seu valor populacional quando o tamanho
da amostra n tende para infinito, e na˜o viesado quando a esperanc¸a do estimador e´
o seu valor populacional, ou seja, E(βˆ) = β.
Quando n tende a infinito (comportamento assinto´tico), visto na pra´tica como
n suficientemente grande, o estimador de ma´xima verossimilhanc¸a βˆ possui dis-
tribuic¸a˜o aproximadamente Normal com me´dia β e variaˆncia tendendo para o li-
mite inferior da desigualdade de Cramer-Rao. Ale´m disso, ele e´ consistente ja´ que
V ar(βˆ)→ 0 quando n→∞ (Ehlers, 2009).
A significaˆncia dos estimadores pode ser testada atrave´s do Teste da Raza˜o de
Verossimilhanc¸a, que tem o intuito de comparar os valores observados da varia´vel
resposta com os valores preditos obtidos dos modelos com e sem a varia´vel que se
deseja testar. Outro teste que pode ser realizado e´ o Teste de Wald.
4.2 Interpretac¸a˜o dos Coeficientes
Na Regressa˜o Log´ıstica, os coeficientes das varia´veis independentes podem ter
diversas interpretac¸o˜es, uma vez que eles influenciam o logit (logaritmo natural da
raza˜o de chance), a raza˜o de chance e as probabilidades.
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No logit, a estimativa do paraˆmetro indica a alterac¸a˜o na varia´vel dependente
por unidade de variac¸a˜o da varia´vel independente. Ou seja, caso uma varia´vel x1
tenha coeficiente 10 e todas as outras permanec¸am constante, enta˜o o acre´scimo de
uma unidade em x1 implica no acre´scimo de 10 no logit. Apesar de simples, em
temos pra´ticos, essa interpretac¸a˜o na˜o apresenta nenhum significado intuitivo e nem
melhora a qualidade da informac¸a˜o dispon´ıvel.
Para a interpretac¸a˜o do coeficiente sob a raza˜o de chance, basta fazer eβi para
identificar o impacto dessa varia´vel. Assim, o efeito dos coeficientes sobre a raza˜o de
chance e´ de natureza multiplicativa. Desse modo, um coeficiente igual a 0 significa
que o efeito da varia´vel na resposta e´ nulo, uma vez que a raza˜o de chance fica
multiplicada por 1. Isso posto, conclui-se que, coeficientes positivos contribuem
para elevar a raza˜o de chance e a probabilidade, e coeficientes negativos reduzem
esses valores.
E´ importante destacar que a relac¸a˜o estabelecida entre as varia´veis explicativas
e a varia´vel dependente no modelo log´ıstico na˜o e´ linear.
4.3 Avaliac¸a˜o do Modelo Log´ıstico
Um dos principais mecanismos para avaliar um modelo de Regressa˜o Log´ıstica
e´ o Log Likelihood Value. Esse indicador tem o objetivo de verificar a capacidade
de estimac¸a˜o geral do modelo. Quanto mais pro´ximo de zero, melhor o grau de
adequac¸a˜o do modelo.
Mas o Log Likelihood Value sozinho oferece pouca informac¸a˜o sobre a qualidade
do modelo. Assim, outras medidas sa˜o importantes.
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O teste de Hosmer e Lemeshow e´ outra estrate´gia que pode contribuir para a
avaliac¸a˜o do modelo Log´ıstico. Nesse caso, busca-se comparar os valores preditos com
os observados. Dessa forma, caso haja diferenc¸as significativas entre eles, conclui-se
que o modelo na˜o e´ capaz de produzir estimativas confia´veis.
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Cap´ıtulo 5
Ajuste dos Modelos de Collection
Scoring
5.1 Pu´blico Alvo
Modelos de cobranc¸a teˆm por objetivo identificar a propensa˜o a pagamento de
clientes que ja´ se tornaram inadimplentes, enta˜o o pu´blico alvo de um modelo de
Collection Scoring e´ aquele composto por tomadores de cre´dito que na˜o cumpriram
com suas obrigac¸o˜es de pagamentos com as instituic¸o˜es credoras.
Uma base de dados reais sera´ utilizada para ilustrac¸a˜o e comparac¸a˜o de meto-
dologias para desenvolvimento de um modelo de Collection Scoring. O conjunto de
dados considerados para este estudo pertence a uma grande instituic¸a˜o financeira
brasileira que atua em diversos segmentos do mercado de cre´dito. Por questo˜es de
sigilo da informac¸a˜o, na˜o sera˜o descritas caracter´ısticas das operac¸o˜es envolvidas,
tampouco as varia´veis analisadas.
Foram observadas varia´veis relacionadas ao perfil sociodemogra´fico do cliente,
bem como aquelas de comportamento. Modelos de cobranc¸a sa˜o constru´ıdos com
a inclusa˜o de varia´veis que descrevem o relacionamento entre cliente e instituic¸a˜o,
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adicionando poder de previsa˜o ao modelo. Foi criada a varia´vel status para indicar
se o indiv´ıduo experimentou o evento de interesse ou e´ censura.
Conforme exposto anteriormente, na˜o e´ indicado desenvolver um modelo de Col-
lection Scoring com toda a base de inadimplentes. A orientac¸a˜o e´ empregar a seg-
mentac¸a˜o para criar modelos distintos para cada fase da inadimpleˆncia. A te´cnica
de segregar a priori os clientes inadimplentes em faixas de atraso e´ um procedimento
que melhora a eficieˆncia dos modelos de cobranc¸a, uma vez que as razo˜es que provo-
cam a chegada dos clientes em etapas crescentes de atraso e a regularizac¸a˜o da d´ıvida
em cada uma delas e´ diferente. Ou seja, a utilizac¸a˜o da segmentac¸a˜o permite que o
modelo seja constru´ıdo com base em populac¸o˜es que tenham relac¸o˜es homogeˆneas de
previsa˜o, ja´ que apresentam comportamento semelhante. Assim, va´rios modelos de
Collection Scoring podem ser constru´ıdos isoladamente e posteriormente os escores
sa˜o alinhados e transpostos para uma mesma escala.
Dessa forma, os clientes inadimplentes foram segmentados conforme o esta´gio
do atraso. Para este trabalho, sera´ considerada a inadimpleˆncia tardia, definida em
atrasos superiores a 90 dias.
Uma vez identificada a populac¸a˜o de interesse, e´ necessa´rio determinar as safras
para a construc¸a˜o do modelo. A quantidade de meses escolhida deve ser suficiente
para assegurar que o modelo tenha estabilidade temporal, na˜o descalibrando facil-
mente, mas tambe´m na˜o pode ser excessivamente longa, para que na˜o interfira na
acura´cia do modelo em per´ıodos mais atuais.
Portanto, para a construc¸a˜o do modelo de Collection Scoring a ser proposto neste
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trabalho, foram considerados os clientes que descumpriram entre as safras de julho
de 2010 a junho de 2011, considerando um ano de estudo, para evitar problemas
com sazonalidade.
5.2 Varia´vel Resposta
Independentemente do tipo de modelo de Credit Scoring a ser desenvolvido, o
objetivo principal e´ distinguir entre bons e maus clientes, seja do ponto de vista de
contratar ou na˜o apo´s uma campanha publicita´ria, ou apresentar determinado n´ıvel
de atraso durante um per´ıodo previamente fixado, ou ate´ mesmo em regularizar
cre´ditos vencidos.
Entretanto, a regra utilizada para definic¸a˜o de bons e maus clientes na˜o e´ r´ıgida,
mas depende da visa˜o da empresa em cada tipo de modelo e do propo´sito que
se pretende alcanc¸ar com a construc¸a˜o do mesmo. No caso de Collections, por
exemplo, a performance de cada inadimplente depende daquilo que o departamento
de cobranc¸a da instituic¸a˜o entende como bom ou ruim em cada faixa de atraso.
Para o desenvolvimento do modelo de Collection Scoring que sera´ apresentado
neste trabalho considerou-se bom o cliente que recuperou no mı´nimo 80% do valor
devido no momento do descumprimento.
Com a finalidade de verificar o percentual de recuperac¸a˜o de cada cliente, as
quantias recebidas foram ajustadas ao valor no momento do descumprimento pela
taxa de juros do contrato.
Inicialmente pensou-se em utilizar 24 meses para verificac¸a˜o da recuperac¸a˜o,
entretanto na˜o existiria informac¸a˜o de todas as operac¸o˜es para esse per´ıodo completo.
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Dessa forma, na˜o haveria igualdade de condic¸o˜es na ana´lise de todos os contratos.
Outro problema e´ que na˜o teria dispon´ıvel safras para validac¸a˜o out of time.
Isto posto, cogitou-se considerar 12 meses para apurac¸a˜o dos valores pagos. Con-
tudo, por se tratar de operac¸o˜es comerciais, avaliar um ano apo´s o cliente atingir
90 dias de atraso seria muito tempo. Com as regras estabelecidas pela Resoluc¸a˜o
2.682/1999, caso na˜o houvesse pagamentos nesse per´ıodo, o contrato do cliente seria
lanc¸ado em preju´ızo antes mesmo dos 12 meses.
Diante do exposto, estabeleceu-se observar o comportamento referente a paga-
mentos dos contratos inadimplentes por 9 meses. Desse modo, todos os contratos
estariam em igualdade de condic¸o˜es e o per´ıodo de ana´lise de performance seria o
limite para lanc¸amento em preju´ızo.
A Figura 5.1 ilustra os conceitos apresentados.
Figura 5.1: Per´ıodo de Observac¸a˜o do Comportamento de pagamento para o Desen-
volvimento do Estudo
Como este trabalho propo˜e o ajuste de um modelo Log´ıstico e outro de Cox, a
varia´vel resposta em cada caso e´ definida como:
• Regressa˜o Log´ıstica: classificac¸a˜o do cliente;
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1. Bom: o cliente inadimplente recuperou pelo menos 80% do valor da d´ıvida
total no momento do descumprimento durante 9 meses de observac¸a˜o;
2. Mau: o cliente na˜o recuperou;
• Modelo de Riscos Proporcionais de Cox: tempo para recuperac¸a˜o;
1. Tempo, em dias, necessa´rio para a recuperac¸a˜o de pelo menos 80% do
valor da d´ıvida total no momento do descumprimento durante 9 meses de
observac¸a˜o.
As Figuras 5.2 e 5.3 ilustram a varia´vel resposta em cada caso. Para exemplificar,
foram considerados treˆs cena´rios: o primeiro considera va´rios pagamentos durante o
per´ıodo de observac¸a˜o, os demais, apenas um pagamento.
Figura 5.2: Varia´vel Resposta - Regressa˜o Log´ıstica
Para a Regressa˜o Log´ıstica, na˜o ha´ distinc¸a˜o entre os cena´rios. Supondo que nos
treˆs casos os pagamentos foram suficientes para a recuperac¸a˜o de no mı´nimo 80%
do valor devido, enta˜o a varia´vel resposta e´ a mesma. Ja´ para o Modelo de Cox, a
varia´vel resposta e´ distinta para os treˆs cena´rios. Em temos de risco e de estrate´gias
53
Figura 5.3: Varia´vel Resposta - Modelo de Cox
de cobranc¸a, o cena´rio 2 e´ bem diferente dos demais, e a Ana´lise de Sobreviveˆncia e´
capaz de captar essa diferenc¸a na medida em que considera o tempo necessa´rio para
a recuperac¸a˜o.
5.3 Ana´lise Explorato´ria dos Dados
A ana´lise explorato´ria dos dados consiste no diagno´stico univariado de cada va-
ria´vel explicativa e da varia´vel resposta, com a finalidade de verificar as distribuic¸o˜es,
detectar inconsisteˆncias, outliers e erros de preenchimento.
Outro objetivo dessa ana´lise fundamenta-se na criac¸a˜o de novas varia´veis. Sabe-
se que a combinac¸a˜o de atributos, transformac¸a˜o de escala e relativizac¸a˜o de varia´veis
absolutas sa˜o te´cnicas que produzem maior robustez aos dados.
Uma varia´vel de valor remanescente, por exemplo, pode explicar bem o desem-
penho do cliente, mas a inflac¸a˜o, diferenc¸as de classes sociais, condic¸o˜es macroe-
conoˆmicas e termos do contrato tornam essa caracter´ıstica vulnera´vel. E´ diferente
comparar dois clientes que devem R$500,00, se um deles tem sala´rio de R$1.000,00
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e o outro de R$10.000,00. Dessa forma, a importaˆncia de criar varia´veis que sejam
mais robustas, esta´veis ao longo do tempo e com melhor poder explicativo.
Nesta etapa, foram analisadas mais de 100 varia´veis, a fim de filtrar aquelas
candidatas a serem utilizadas no modelo. A regra inicial utilizada para descartar
aquelas na˜o significativas foi baseada no preenchimento. Varia´veis com 97% de
missing foram eliminadas da ana´lise.
O mais indicado para o desenvolvimento de Collections Scoring e´ que a base de
clientes utilizada para a regressa˜o na˜o contenha indiv´ıduos que sofreram alguma ac¸a˜o
de cobranc¸a, mas nem sempre isso e´ poss´ıvel, ainda mais com relac¸a˜o a inadimpleˆncia
tardia. Uma a´rea de modelagem na˜o consegue sustentar frente a alta administrac¸a˜o
das instituic¸o˜es que parte dos clientes devedores na˜o devem ser cobrados, para que
se observe um comportamento de pagamento espontaˆneo e assim, seja desenvolvido
um modelo com melhor performance.
Portanto, como e´ dif´ıcil observar clientes que atingem 90 dias de atraso e perma-
necem por mais aproximadamente 9 meses sem nenhuma ac¸a˜o de cobranc¸a, destaca-
se a importaˆncia de desprezar varia´veis correlacionadas com a utilizac¸a˜o de outros
modelos dentro da estrate´gia de cobranc¸a, para que isso na˜o influencie o seu es-
core, provocando alterac¸o˜es de ac¸o˜es dentro da re´gua de cobranc¸a, tampouco atritos
desnecessa´rios com o cliente.
5.4 Ana´lise Bivariada e Categorizac¸a˜o das Varia´-
veis
A etapa da ana´lise bivariada e´ utilizada para verificar a relac¸a˜o entre as varia´-
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veis independentes e a varia´vel resposta, com o objetivo de identificar associac¸o˜es
que possam discriminar e influenciar a varia´vel dependente, bem como comporta-
mentos imprevis´ıveis e incomuns. Ale´m disso, e´ nessa etapa que as varia´veis sa˜o
categorizadas de acordo com a entropia das classes em relac¸a˜o a` varia´vel resposta.
Assim, categorias com caracter´ısticas semelhantes sa˜o agrupadas no mesmo inter-
valo, mantendo uma tendeˆncia mono´tona crescente ou decrescente com a varia´vel
dependente
Nesta fase, tambe´m ocorre o tratamento dos valores missings e outliers, dado que
sa˜o vinculados a alguma classe, uma vez que na˜o e´ indicada a criac¸a˜o de categorias
com baixo preenchimento.
Segundo Anderson (2007), a arte dos Modelos de Credit Scoring esta´ na escolha
sensata das categorias. Dessa forma, e´ importante utilizar te´cnicas robustas que
dividam a varia´vel de forma que o risco seja homogeˆneo dentro de cada categoria e
heterogeˆneo entre elas. Assim, utilizou-se a medida de risco relativo para categorizar
as varia´veis.
As varia´veis quantitativas foram ordenadas e divididas em decis. Em cada decil,
verifica-se a frequeˆncia de bons e maus e o poder de discriminac¸a˜o por meio do risco
relativo. Assim, as varia´veis sa˜o analisadas com relac¸a˜o a` varia´vel resposta, sendo
reagrupadas quando necessa´rio (classes adjacentes com risco semelhante ou inversa˜o
do risco relativo).
Para as varia´veis qualitativas, a metodologia para categorizac¸a˜o consiste em ana-
lisar as frequeˆncias dos atributos e calcular o risco relativo de cada caracter´ıstica.
56
Categorias com risco semelhantes sa˜o agrupadas. Caso os atributos na˜o possu´ıssem o
mı´nimo de 5% de representatividade, qualidades conceitualmente semelhantes eram
agrupadas e o risco relativo recalculado.
Nesta etapa procura-se criar varia´veis categorizadas que sejam plaus´ıveis, ou seja,
devem fazer sentido para o nego´cio, considerando a caracter´ıstica da informac¸a˜o, e
possuir um nu´mero significativo de registros nesse caso estabelecido em representa-
tividade de 5%.
Os dados missings foram avaliados separadamente, uma vez que a interpretac¸a˜o
do dado faltante pode ser diferente para cada varia´vel, dessa forma o tratamento foi
manual e individual a depender do aspecto de cada varia´vel.
A Figura 5.4 exemplifica o processo de categorizac¸a˜o das varia´veis.
Figura 5.4: Categorizac¸a˜o da Var031
No anexo I sa˜o apresentas as curvas estimadas por Kaplan-Meier. Os gra´ficos
demonstram que as categorias apresentam curvas diferentes, indicando que o tempo
de sobreviveˆncia e´ distinto entre as classes criadas para cada varia´vel.
5.5 Amostragem
Os dados utilizados no desenvolvimento das fo´rmulas foram selecionados de modo
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que representem o universo de clientes a serem avaliados pelo respectivo modelo.
Como o mesmo cliente pode possuir mais de um contrato inadimplente no per´ıodo,
para a modelagem retirou-se a duplicidade de CPF, adotando as seguintes regras
como crite´rio de desempate:
1. regra 1: deixar o contrato com data de descumprimento mais antiga;
2. regra 2: em caso do cliente ter mais de um contrato descumprido na mesma
data, considerar aquele na˜o recuperado;
3. regra 3: persistindo o empate, ou seja, mais de um contrato na˜o recuperado
com mesma data de descumprimento, considerar aquele com maior exposic¸a˜o
no momento de inadimpleˆncia.
A base de clientes descumpridos nas safras de desenvolvimento foi segregada em
amostra de desenvolvimento (70%) e amostra de validac¸a˜o (30%). A divisa˜o do
banco de dados foi realizado por meio do processo de amostragem aleato´ria simples
sem reposic¸a˜o.
Tambe´m foi considerada para avaliac¸a˜o do modelo final a amostra out of time.
Uma amostra out of time significa um banco de dados com per´ıodo diferente daquele
utilizado para a estimac¸a˜o dos paraˆmetros do modelo.
A quantidade de clientes observados esta´ descrito na Tabela 5.1.
5.6 Modelagem
Para a modelagem, foram criadas varia´veis dummies para representar as catego-
rias das varia´veis. O modelo de Regressa˜o Log´ıstica e o Modelo de Riscos Propor-
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Tabela 5.1: Quantidade de clientes observados nas bases de dados
Amostra Recup Na˜o Recup Total % de Recup
Desenvolvimento 216940 40468 257408 15,72%
Modelagem (70%) 151809 28377 180186 15,75%
Validac¸a˜o (30%) 65131 12091 77222 15,66%
Out of Time 156724 25343 182067 13,92%
cionais de Cox foram ajustados considerando todas as varia´veis dummies me´todo
utilizado para a escolha das significativas foi o Stepwise, com n´ıvel de significaˆncia
0,05 de entrar e 0,15 de permanecer no modelo.
Apo´s a estimac¸a˜o de cada um dos modelos, foi verificada presenc¸a de correlac¸a˜o
entre as varia´veis finais. A presenc¸a de correlac¸a˜o foi avalida pelo VIF (Variance
Inflation Factor). Valores de VIF superiores a 10 indicam presenc¸a de associac¸a˜o.
Desse modo, apo´s a primeira regressa˜o, verificou-se o VIF de cada dummy e
aquela com maior valor, dentre as que apresentaram VIF superiores a 10, foi retirada.
Assim, outra vez o modelo foi estimado, utilizando-se o Stepwise. Novamente
o VIF foi verificado, e aquela dummy com maior VIF (desde que superior a 10)
foi retirada. Esse procedimento foi realizado ate´ que na˜o houvesse mais nenhuma
dummy correlacionada em cada um dos modelos - Log´ıstico e de Cox.
As estimativas dos paraˆmetros para o modelo de Cox e de Regressa˜o Log´ıstica
sa˜o apresentados na Tabela 5.2.
Os modelos iniciais contaram com 70 varia´veis totalizando 216 dummies. A
quantidade de dummies para cada varia´vel corresponde ao nu´mero de categorias
criadas. A categoria de refereˆncia foi escolhida de modo automa´tico pelo stepwise.
A quantidade de categorias para cada varia´vel pode ser vista no Anexo I.
Como e´ poss´ıvel notar, os dois modelos apontam resultados coerentes, na˜o sendo
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Tabela 5.2: Estimativas dos Paraˆmetros dos Modelos de Regressa˜o de Cox e Log´ıstico
Dummy Cox Log´ıstica Dummy Cox Log´ıstica
VAR01 d1 -0,093 VAR33 d6 0,182
VAR01 d3 -0,050 -0,073 VAR37 d2 -0,188
VAR02 d2 -0,078 VAR37 d5 0,334
VAR02 d7 0,202 0,247 VAR38 d4 0,166
VAR07 d3 -0,068 VAR38 d5 -0,214
VAR07 d6 0,090 VAR39 d3 -0,158 -0,328
VAR08 d5 0,402 VAR39 d5 -0,153
VAR10 d1 -0,136 -0,124 VAR39 d7 0,107
VAR11 d1 -0,137 VAR40 d3 -0,150
VAR12 d1 -0,317 -0,419 VAR40 d5 -0,123
VAR12 d2 -0,144 -0,164 VAR40 d6 0,124
VAR12 d4 0,138 0,167 VAR40 d7 0,214 0,126
VAR12 d5 0,292 0,368 VAR41 d6 0,132 0,145
VAR12 d6 0,524 0,658 VAR41 d7 0,177 0,236
VAR12 d7 0,794 1,033 VAR42 d4 -0,097
VAR13 d2 -0,061 -0,072 VAR42 d7 0,149
VAR13 d4 -0,073 VAR43 d2 -0,456 -0,323
VAR13 d6 -0,128 VAR43 d3 -0,161
VAR15 d4 0,049 VAR43 d5 0,202
VAR15 d6 0,178 VAR43 d7 0,235 0,527
VAR18 d4 -0,069 -0,091 VAR44 d5 -0,082 -0,089
VAR21 d2 0,228 VAR45 d6 0,037
VAR22 d1 -0,621 -0,719 VAR47 d5 -0,053 -0,059
VAR22 d3 -0,413 -0,484 VAR48 d2 -0,274
VAR22 d4 -0,215 -0,239 VAR48 d5 -0,124
VAR22 d7 0,142 0,225 VAR48 d7 0,230 0,211
VAR22 d8 0,321 0,499 VAR49 d4 0,325
VAR25 d5 -0,089 VAR49 d5 -0,328
VAR26 d4 -0,086 VAR50 d4 0,097 0,113
VAR27 d3 -0,312 VAR51 d6 0,231 0,269
VAR27 d5 0,272 VAR53 d3 -0,178 -0,115
VAR27 d7 0,392 0,166 VAR54 d4 -0,106 -0,128
VAR28 d7 0,217 0,256 VAR56 d4 0,108 0,141
VAR29 d1 -0,232 -0,425 VAR58 d3 -0,130 -0,169
VAR29 d4 -0,143 VAR59 d6 0,050 0,071
VAR29 d5 0,086 VAR60 d6 0,056 0,085
VAR30 d1 -0,138 VAR62 d4 -0,068 -0,097
VAR31 d2 0,074 VAR62 d6 0,140 0,129
VAR31 d4 -0,044 VAR65 d5 -0,187 -0,215
VAR31 d7 -0,071 -0,122 VAR70 d2 -0,071
VAR33 d4 -0,144 VAR70 d6 0,110
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observadas inverso˜es de sentido em nenhuma covaria´vel, uma vez que negativos em
Cox tambe´m sa˜o negativos na Log´ıstica e os positivos em um modelo tambe´m sa˜o
positivos em outro. Isso acarreta na semelhanc¸a de interpretac¸a˜o do coeficiente para
os dois modelos.
A dummy 3 para a varia´vel 1, por exemplo, indica que os clientes que possuem
essa caracter´ıstica
• na ana´lise do modelo de riscos proporcionais, tem um risco menor de recupera-
c¸a˜o, logo e´ necessa´rio um tempo maior para se recuperar do que um indiv´ıduo
que na˜o tem essa covaria´vel
• para a Regressa˜o Log´ıstica, o coeficiente negativo indica que a probabilidade
de recuperac¸a˜o e´ menor.
5.7 Validac¸a˜o do Modelo de Cox
Conforme mencionado, para grandes amostras, na˜o e´ conveniente utilizar testes
estat´ısticos para validar a adequabilidade do modelo. Sobre esse prisma, foram
constru´ıdos gra´ficos que indicam se certa varia´vel pode ser inserida no modelo.
A primeira ana´lise sobre o modelo de Cox consiste nos gra´ficos com as curvas de
sobreviveˆncia estimadas por Kaplan-Meier e pelo modelo de Riscos Proporcionais.
Como pode ser visto no Anexo I a aproximac¸a˜o entre as curvas e´ grande nas
varia´veis finais do modelo de Cox, o que indica na˜o haver violac¸a˜o da suposic¸a˜o de
proporcionalidade dos riscos.
Os res´ıduos padronizados de Schoenfeld, apresentados no Anexo II, tambe´m in-
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dicam na˜o haver grandes violac¸o˜es da suposic¸a˜o de riscos constantes.
5.8 Avaliac¸a˜o
Os modelos de Collection Scoring teˆm como finalidade discriminar os devedores
entre aqueles que conseguem recuperar os valores em atraso e aqueles que continuam
na situac¸a˜o de inadimpleˆncia. Dessa forma, como qualquer modelo de Credit Scoring
as questo˜es envolvidas sa˜o:
• qual a qualidade de discriminac¸a˜o do modelo;
• qual modelo e´ melhor.
A resposta a esses questionamentos esta´ relacionada com a capacidade do escore
em identificar os clientes bons e maus.
Existem va´rias medidas que permitem mensurar e comparar o desempenho dos
modelos, entre elas a estat´ıstica de Kolmogorov-Smirnov (KS), o indicador AUROC
e a taxa geral de acerto.
Sob esse prisma, para avaliar a qualidade dos modelos ajustados, foi calculado o
escore a partir das estimativas dos paraˆmetros em cada um dos modelos.
O escore para o Modelo Log´ıstico e´ dado pelo preditor linear, uma vez que esta´
intimamente ligado a` probabilidade, ja´ que quanto maior, maior e´ a probabilidade
do cliente recuperar a d´ıvida em atraso. Enta˜o x′β pode ser visto como o escore de
bom pagador.
Na Regressa˜o de Cox, quanto maior o valor de x′β, maior o risco de recuperac¸a˜o,
da mesma forma x′β pode ser visto como um escore de bom pagador.
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5.8.1 Estat´ıstica de Kolmogorov-Smirnov
O teste de Kolmogorov-Smirnov e´ utilizado em Estat´ıstica Na˜o Parame´trica para
testar igualdade entre func¸o˜es de distribuic¸a˜o. Em Credit Scoring, ele e´ utilizado para
comparar a distribuic¸a˜o do escore entre os clientes bons e maus.
Em modelos com boa capacidade de discriminac¸a˜o, espera-se que os clientes bons
estejam concentrados nos escores mais altos e os clientes maus nos escores baixos.
Assim, calculando a frequeˆncia acumulada de bons e maus por classes de escore,
define-se a estat´ıstica de KS como:
KS = max|Fm(e)− Fb(e)|,
dessa forma, percebe-se que quanto maior o valor de KS, melhor performance
tem o modelo.
A Figura 5.5 apresenta um exemplo teo´rico da estat´ıstica KS:
Figura 5.5: Func¸o˜es de distribuic¸o˜es emp´ıricas para ca´lculo da estat´ıstica KS
5.8.2 AUROC
Para construir a curva ROC (Receiver Operating Characteristic) e´ necessa´rio o
entendimento sobre dois conceitos:
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• sensibilidade: probabilidade de um indiv´ıduo ser classificado como mau, dado
que realmente e´ mau;
• especificidade: probabilidade de um indiv´ıduo ser classificado com bom, dado
que realmente e´ bom.
Enta˜o, variando os pontos de corte ao longo dos escores, calcula-se os valores de
sensibilidade e especificidade e dessa forma a curva ROC e´ constru´ıda. O indicador
AUROC representa a a´rea sob a curva ROC, conforme Figura 5.6.
Figura 5.6: Exemplo de curva ROC e indicador AUROC
A Tabela 5.3 apresenta os valores de KS e AUROC para ambos os modelos e nas
diversas amostras estudadas.
Tabela 5.3: Nı´vel de Discriminac¸a˜o dos Modelos
Amostra
Log´ıstico Cox
AUROC KS AUROC KS
Validac¸a˜o (30%) 0,7812 41,91 0,7803 41,46
Modelagem (70%) 0,7808 41,59 0,7804 41,61
Out of Time 0,7452 35,84 0,7456 36,07
Os gra´ficos observados para os valores de KS e a Curva ROC para cada amostra
e tipo de modelo podem ser vistos nas Figuras 5.7 e 5.8.
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5.8.3 Taxa de Acerto dos Modelos
Conforme discutido, o interesse principal de qualquer modelo de Credit Scoring
e´ a classificac¸a˜o dos indiv´ıduos. Nos Collections, o objetivo e´ prever bom e mau
segundo o pagamento dos cre´ditos em atraso.
Uma maneira de analisar a capacidade de acertos de classificac¸a˜o de modelos
desse tipo e´ comparar a classificac¸a˜o obtida pelo modelo com a verdadeira condic¸a˜o
dos clientes. Para tal, utiliza-se uma matriz de confusa˜o, que corresponde a uma
tabela cruzada entre o resultado previsto por meio do modelo e a suposic¸a˜o de um
ponto de corte para a classificac¸a˜o e a condic¸a˜o real observada de cada indiv´ıduo.
Nesse caso, a diagonal principal corresponde aos clientes que foram classificados
corretamente e os valores fora da diagonal representam os erros de classificac¸a˜o.
A ana´lise da matriz de confusa˜o permite a observac¸a˜o de va´rias medidas que
indicam a capacidade de acerto dos modelos, as quais pode-se citar:
1. capacidade de acerto dos maus: tambe´m conhecida como especificidade. Re-
presenta a proporc¸a˜o de maus preditos em relac¸a˜o aos maus observados;
2. capacidade de acerto dos bons: tambe´m conhecida como sensibilidade. Repre-
senta a proporc¸a˜o de bons preditos em relac¸a˜o ao bons observados;
3. capacidade de acerto total: proporc¸a˜o de acertos em relac¸a˜o ao total de clientes.
Tambe´m conhecida como Acura´cia de um modelo. Pode ser interpretada como
uma me´dia ponderada da sensibilidade e da especificidade em relac¸a˜o ao total
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de observac¸o˜es que apresentam ou na˜o a caracter´ıstica de interesse;
4. valor predidivo positivo: proporc¸a˜o dos bons preditos classificados correta-
mente em relac¸a˜o ao total previsto de bom;
5. valor preditivo negativo: proporc¸a˜o de maus preditos classificados correta-
mente em relac¸a˜o ao total previsto de mau;
As Tabelas 5.4 a 5.9 mostram as matrizes de confusa˜o para os modelos. Vale
ressaltar que o ponto de corte para os modelos log´ısticos e de Cox foram escolhidos
conforme a especificidade e sensibilidade. O ponto em que esses valores sa˜o iguais
foi definido como ponto de corte para a classificac¸a˜o dos clientes.
Valores abaixo do ponto de corte classificam o cliente como mau, ou seja, na˜o
recuperam a d´ıvida. Por outro lado, clientes com escore acima do ponto de corte
indicam que o cliente recuperou os valores devidos e portanto e´ tido como bom.
E´ importante ressaltar que nenhuma medida deve ser analisada isoladamente para
a avaliac¸a˜o e decisa˜o sobre um modelo, pois todas sofrem influeˆncias de caracter´ısti-
cas da populac¸a˜o. Dessa forma, analisando os indicadores de n´ıvel de discriminac¸a˜o
entre os dois modelos ajustados, observa-se que o desempenho foi muito semelhante
para todas as amostras.
Assim, fatores relacionados ao nego´cio e´ que sera˜o fundamentais para a escolha
da melhor metodologia. A Regressa˜o Log´ıstica e´ mais difundida, mais aceita, mais
utilizada, permite implantac¸a˜o com menor dificuldade. Entretanto, a Ana´lise de So-
breviveˆncia, por estimar o tempo em que a recuperac¸a˜o ocorre, permite a construc¸a˜o
de estrate´gias de cobranc¸a mais espec´ıficas, adequadas e efetivas.
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Tabela 5.4: Matriz de confusa˜o - Log´ıstico (70%)






Mau Bom Mau Bom
Mau 106711 8144 114855 Mau 59% 5% 64%
Bom 45098 20233 65331 Bom 25% 11% 36%
Total 151809 28377 180186 Total 84% 16% 100%






Mau Bom Mau Bom
Mau 93% 7% 100% Mau 70% 29% 64%
Bom 69% 31% 100% Bom 30% 71% 36%
Total 84% 16% 100% Total 100% 100% 100%
Tabela 5.5: Matriz de confusa˜o - Cox (70%)






Mau Bom Mau Bom
Mau 107133 8252 115385 Mau 59% 5% 64%
Bom 44676 20125 64801 Bom 25% 11% 36%
Total 151809 28377 180186 Total 84% 16% 100%






Mau Bom Mau Bom
Mau 93% 7% 100% Mau 71% 29% 64%
Bom 69% 31% 100% Bom 29% 71% 36%
Total 84% 16% 100% Total 100% 100% 100%
Uma sugesta˜o para novos trabalhos considerando o desenvolvimento de Mode-
los de Collection Scoring consiste na utilizac¸a˜o de te´cnicas relacionadas a Modelos
de Sistemas Repara´veis, uma vez que cada intervenc¸a˜o de cobranc¸a pode alterar
(aumentar) o risco de recuperac¸a˜o.
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Tabela 5.6: Matriz de confusa˜o - Log´ıstico (30%)






Mau Bom Mau Bom
Mau 45841 3467 49308 Mau 59% 4% 64%
Bom 19290 8624 27914 Bom 25% 11% 36%
Total 65131 12091 77222 Total 84% 16% 100%






Mau Bom Mau Bom
Mau 93% 7% 100% Mau 70% 29% 64%
Bom 69% 31% 100% Bom 30% 71% 36%
Total 84% 16% 100% Total 100% 100% 100%
Tabela 5.7: Matriz de confusa˜o - Cox (30%)






Mau Bom Mau Bom
Mau 45995 3531 49526 Mau 60% 5% 64%
Bom 19136 8560 27696 Bom 25% 11% 36%
Total 65131 12091 77222 Total 84% 16% 100%






Mau Bom Mau Bom
Mau 93% 7% 100% Mau 71% 29% 64%
Bom 69% 31% 100% Bom 29% 71% 36%
Total 84% 16% 100% Total 100% 100% 100%
Tabela 5.8: Matriz de confusa˜o - Log´ıstico (Out of time)






Mau Bom Mau Bom
Mau 108784 8549 117333 Mau 60% 5% 64%
Bom 47940 16794 64734 Bom 26% 9% 36%
Total 156724 25343 182067 Total 86% 14% 100%






Mau Bom Mau Bom
Mau 93% 7% 100% Mau 69% 34% 64%
Bom 74% 26% 100% Bom 31% 66% 36%
Total 86% 14% 100% Total 100% 100% 100%
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Tabela 5.9: Matriz de confusa˜o - Cox (Out of time)






Mau Bom Mau Bom
Mau 107877 8429 116306 Mau 59% 5% 64%
Bom 48847 16914 65761 Bom 27% 9% 36%
Total 156724 25343 182067 Total 86% 14% 100%






Mau Bom Mau Bom
Mau 93% 7% 100% Mau 69% 33% 64%
Bom 74% 26% 100% Bom 31% 67% 36%
Total 86% 14% 100% Total 100% 100% 100%
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(a) Log´ıstica (70) (b) Cox (70)
(c) Log´ıstica (30) (d) Cox (30)
(e) Log´ıstica (Out of time) (f) Cox (Out of time)
Figura 5.7: Gra´ficos de KS para as amostras em estudo
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(a) Log´ıstica (70) (b) Cox (70)
(c) Log´ıstica (30) (d) Cox (30)
(e) Log´ıstica (Out of time) (f) Cox (Out of time)




Com o aquecimento da economia e a oferta de cre´dito, as instituic¸o˜es financeiras
viram a necessidade de estruturar processos objetivos e eficientes para a gesta˜o do
risco em todas as etapas do ciclo de cre´dito, desde a concessa˜o ate´ a cobranc¸a e
retenc¸a˜o do cliente. No Brasil, a popularizac¸a˜o do cre´dito se iniciou principalmente
com o Plano Real e o controle da inflac¸a˜o e se extente atualmente pelos diversos pro-
gramas financeiros lanc¸ados pelas Instituic¸o˜es. Em 2013, foi lanc¸ado por dois dos
maiores bancos nacionais programas de incentivo ao fornecimento de capital - Pro-
grama Bom Pra Todos (Banco do Brasil) e Caixa Melhor Cre´dito (Caixa Econoˆmica
Federal) - tornando a administrac¸a˜o e mitigac¸a˜o do risco important´ıssimas para a
rentabilidade do nego´cio e a sustentac¸a˜o da economia. Entretanto, com a expansa˜o
do cre´dito, vem tambe´m o aumento da inadimpleˆncia, objeto de preocupac¸a˜o deste
trabalho.
Nesse sentido, devido a necessidade de formulac¸a˜o de instrumentos eficientes
para a mensurac¸a˜o dos riscos envolvidos no processo, os modelos estat´ısticos pas-
saram a ser ferramentas importantes para auxiliar os gestores a tomarem deciso˜es
mais acertadas. Assim, buscar aprimoramento desses modelos tornou-se diferencial
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competitivo das instituic¸o˜es financeiras.
Existem diversos trabalhos e estudos sobre modelagem para concessa˜o e gesta˜o
do risco de cre´dito. Entretanto, ha´ pouca literatura dispon´ıvel referente a modelos
de cobranc¸a, e na economia desafiante de hoje, as empresas devem se preocupar na˜o
somente com a avaliac¸a˜o do risco na aquisisa˜o do capital, mas tambe´m com a co-
branc¸a das receitas de clientes. Desse modo, buscou-se com este trabalho contribuir
para os conhecimentos relativos aos modelos de Collection Scoring.
Para as instituic¸o˜es financieras, o desenvolvimento de um modelo de Collection
Scoring proporciona melhor gerenciamento do nego´cio - uma vez que produz melho-
ria na gesta˜o de cobranc¸a, aumento da efetividade e retorno financeiro, reduc¸a˜o dos
custos com cobranc¸as e ac¸o˜es impro´prias, gesta˜o de campanhas, ofertas, descontos,
parcelamentos e acordos mais eficientes - do risco, com ac¸o˜es preventivas, gesta˜o de
pol´ıticas de cre´dito e mensurac¸a˜o do risco - e de atendimento a` regulamentac¸a˜o, ja´
que atende ao estabelecido pela Resoluc¸a˜o CMN 2.682/1999 no sentido de que cria
crite´rios de classificac¸a˜o e regras de gesta˜o para as operac¸o˜es de cre´dito, ale´m de
auxiliar na constituic¸a˜o da provisa˜o para cre´ditos de devedores duvidosos.
Este trabalho apresentou os conceitos que sustentam o desenvolvimento de um
modelo de Collection Scoring com os dados de clientes inadimplentes de uma institui-
c¸a˜o financeira de grande porte com atuac¸a˜o nacional por meio da te´cnica estat´ıstica
de Ana´lise de Sobreviveˆncia.
As principais caracter´ısticas da Ana´lise de Sobreviveˆncia correspondem a sua
capacidade de extrair informac¸o˜es de dados censurados, isto e´, daqueles clientes
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que ao final do estudo na˜o experimentaram o evento de interesse, ale´m de levar em
considerac¸a˜o os tempos para a ocorreˆncia da “falha”. Foi tambe´m desenvolvido um
modelo com Regressa˜o Log´ıstica para efeitos de comparac¸a˜o.
O que percebemos e´ que uma te´cnica na˜o se destaca muito sobre a outra em
termos de indicadores de discriminac¸a˜o, mas o ganho que se tem na construc¸a˜o de
estrate´gias de cobranc¸a dadas pela Ana´lise de Sobreviveˆncia sa˜o maiores, uma vez
que tem-se a estimativa do tempo em que a regularizac¸a˜o da d´ıvida pode ocorrer.
Vale ressaltar que modelos de Collection Scoring possuem algumas limitac¸o˜es,
como alterac¸a˜o de perfil do pu´blico alvo, sa˜o influenciados por ac¸o˜es de cobranc¸a,
na economia e por fatores operacionais. Dessa forma, um desafio e´ construir um
modelo robusto o suficiente para que na˜o descalibre logo que a pol´ıtica de cobranc¸a
gerada pelo seu pro´prio escore comece a ser utilizada. Assim modelos de scoring
necessitam ser recalibrados regularmente.
Apesar da bibliografia especializada apresentar a elaborac¸a˜o de Modelos de Col-
lection Scoring com visa˜o de produto, e´ sabido que o pagamento de d´ıvidas em atraso
depende de todos os compromissos assumidos pelo cliente. Dessa forma, conclui-se
que o desenvolvimento desse tipo de modelo observando o cliente sem segrega´-lo
por suas operac¸o˜es e´ mais adequado, por considerar a visa˜o do endividamento do
cliente. Entretanto, como neste trabalho o objetivo principal foi verificar a apli-
cac¸a˜o das te´cnicas estat´ısticas ao problema e divulgar o mı´nimo necessa´rio sobre
a realidade da Instituic¸a˜o que cedeu os dados, o cliente na˜o foi avaliado de forma
completa, no sentido de considerar toda a sua d´ıvida com a instituic¸a˜o, mas apenas
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o comprometimento em atraso.
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Apeˆndice A










Figura A.1: Curvas de sobreviveˆncia para as covaria´veis que entraram nos modelos
de Cox e Log´ıstico estimadas por Kaplan-Meier e Cox
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Apeˆndice B









Figura B.1: Res´ıduos Padronizados de Schoenfeld das covaria´veis que entraram no
modelo de Riscos Proporcionais
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