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Abstract 
Dynamic facial expressions of emotions constitute natural and powerful means of social 
communication in daily life. A number of previous neuroimaging studies have explored the 
neural mechanisms underlying the processing of dynamic facial expressions, and indicated the 
activation of certain social brain regions (e.g., the amygdala) during such tasks. However, the 
activated brain regions were inconsistent across studies, and their laterality was rarely 
evaluated. To investigate these issues, we measured brain activity using functional magnetic 
resonance imaging in a relatively large sample (n = 51) during the observation of dynamic 
facial expressions of anger and happiness and their corresponding dynamic mosaic images. 
The observation of dynamic facial expressions, compared with dynamic mosaics, elicited 
stronger activity in the bilateral posterior cortices, including the inferior occipital gyri, 
fusiform gyri, and superior temporal sulci. The dynamic facial expressions also activated 
bilateral limbic regions, including the amygdalae and ventromedial prefrontal cortices, more 
strongly versus mosaics. In the same manner, activation was found in the right inferior frontal 
gyrus and left cerebellum. Laterality analyses comparing original and flipped images revealed 
right hemispheric dominance in the superior temporal sulcus and inferior frontal gyrus and 
left hemispheric dominance in the cerebellum. These results indicated that the neural 
mechanisms underlying processing of dynamic facial expressions include widespread social 
brain regions associated with perceptual, emotional, and motor functions, and include a 
clearly lateralized (right cortical and left cerebellar) network like that involved in language 
processing. 
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1. Introduction 
Dynamic facial expressions of emotions constitute natural and powerful means of social 
communication in daily life, because emotional facial expressions represent a primary source 
of information (Mehrabian, 1971) and normal facial expressions are dynamic (Darwin, 1872). 
Psychological studies have revealed that dynamic facial expressions trigger multiple strong 
psychological responses compared with dynamic control stimuli, such as mosaics, or static 
facial expressions. For example, previous studies showed that dynamic facial expressions 
boost perceptual awareness of the expression (Ceccarini and Caudeka, 2013; Yoshikawa and 
Sato, 2008), subjective emotional responses (Sato and Yoshikawa, 2007a), and spontaneous 
facial mimicry (i.e., facial muscular responses interpretable as mimicking behaviors) 
(Rymarczyk et al., 2011, 2016a–b; Sato and Yoshikawa, 2007b; Sato et al., 2008; Weyers et al., 
2006). The emotional effects of dynamic facial expressions are processed rapidly, even before 
conscious awareness of the face (Sato et al., 2014). 
A number of neuroimaging studies using functional magnetic resonance imaging 
(fMRI) and positron emission tomography have been performed to gain insight into the neural 
mechanisms underlying the processing of dynamic facial expressions (Arnold et al., 2016; 
Arsalidou et al., 2011; Badzakova-Trajkov et al., 2010; De Winter et al., 2015; Faivre et al., 
2012; Foley et al., 2012; Fox et al., 2009; Furl et al., 2013; Grosbras and Paus, 2006; Johnston 
et al., 2013; Kessler et al., 2011; Kilts et al., 2003; Kret et al., 2011a; LaBar et al., 2003; 
Pelphrey et al., 2007; Pentón et al., 2010; Polosecki et al., 2013; Rahko et al., 2010; Reinl and 
Bartles, 2014; Rymarczyk et al., 2018; Sato et al., 2004, 2010, 2012; Schobert et al., 2018; 
Schultz et al., 2013; Schultz and Pilz, 2009; Trautmann et al., 2009; van der Gaag et al., 2007; 
for reviews, see Arsalidou et al., 2011; Zinchenko et al., 2018). These studies contrasted brain 
activation during observation of dynamic emotional facial expressions with that during 
observation of control stimuli matched for visual motion or form with the dynamic 
expressions, such as dynamic mosaics, dynamic objects, non-emotional facial movements, 
and static emotional facial expressions. Of these 28 studies, 23 indicated that dynamic facial 
expressions activated the superior temporal sulcus (STS) region, which consists of the STS 
and its adjacent middle and superior temporal gyri (Allison et al., 2000) (e.g., Kilts et al., 
2003; LaBar et al., 2003; Sato et al., 2004), and 17 studies found that dynamic facial 
expressions activated the fusiform gyrus (FG) (e.g.,Kilts et al., 2003; LaBar et al., 2003; Sato 
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et al., 2004). In addition to these posterior cortical regions, 11 studies reported activation in 
limbic system regions, such as the amygdala (e.g., LaBar et al., 2003; Pelphrey et al., 2007; 
Sato et al., 2004), and 11 reported activation in the inferior frontal gyrus (IFG) (e.g., LaBar et 
al., 2003; Sato et al., 2004; van der Gaag et al., 2007), which contains motor-related parts 
(Binkofski and Buccino, 2006). The activation of these regions in response to dynamic facial 
expressions was also demonstrated in a recent meta-analysis that analyzed the coordinates 
reported by 14 articles (Zinchenko et al., 2018). Substantial neuroimaging and 
neuropsychological evidence suggested that activation of these brain regions was consistent 
with their information-processing functions, such as visual analysis of the dynamic aspects of 
faces involving the STS region (Allison et al., 2000), emotional processing involving the 
amygdala (Calder et al., 2001), and motor mimicry as a form of social interaction involving 
the IFG (Iacoboni, 2005). Based on such evidence, these regions have been called “social 
brain regions” (Adolphs, 2003; Brothers, 1990; Emery and Perrett, 2000). Taken together, 
these neuroscientific data provide valuable information regarding the manner in which human 
brains process dynamic facial expressions associated with emotion to engage in social 
cognition. 
However, some issues remain unsettled. First, the results of previous studies have been 
inconsistent regarding the activated brain regions. For example, although 11 studies reported 
amygdala activity in response to dynamic facial expressions (e.g., LaBar et al. 2003), studies 
that failed to find such activity outnumbered those that found it (i.e., 17 studies; e.g., Grosbras 
and Paus, 2006; Kilts et al., 2003; Pentón et al., 2010). One study suggested that increased 
activity in the amygdala is more likely to be found in studies using dynamic facial expressions 
generated with computer morphing techniques, compared to those using stimuli with natural 
dynamic facial expressions (Reinl and Bartles, 2014; however, see Badzakova-Trajkov et al., 
2010; Foley et al., 2012; Fox et al., 2009; Rahko et al., 2010; Trautmann et al., 2009; van der 
Gaag et al., 2007). Additionally, it should be noted that numerous other regions were 
reportedly activated in a small number of studies. For example, three previous studies 
(Badzakova-Trajkov et al., 2010; Fox et al., 2009; Sato et al., 2012) indicated that observation 
of dynamic facial expressions activated the dorsomedial prefrontal cortex (dmPFC), which 
could be involved in attributing the intentions and other mental states from the faces of others 
(Frith and Frith, 2003). One possible reason for these inconsistent findings is sample size, 
which was less than 30 in all previous individual experiments with only a few exceptions 
(Badzakova-Trajkov et al., 2010; Kessler et al., 2011; Rymarczyk et al., 2018), because 
studies involving small sample sizes may have low statistical power and a reduced chance of 
detecting effects (Button et al., 2013). This issue could be relevant even to meta-analyses 
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(Arsalidou et al., 2011; Zinchenko et al., 2018) because these studies employed 
coordinate-based meta-analytical methods, which assess the convergence of the locations of 
activation foci reported in individual studies and have difficulty detecting small effects with 
underpowered individual studies (Acar et al., 2018). Another possible reason for these 
inconsistencies is that a majority of previous studies have compared dynamic with static facial 
expressions. Due to the contrasts of strong versus weak social stimuli, some social brain 
regions might have been activated under both conditions. Based on these data, we 
hypothesized that the activity of social brain regions during the observation of dynamic facial 
expressions would be robustly elicited by testing a relatively large sample size and comparing 
dynamic facial expressions with non-social dynamic control stimuli. 
Second, few studies performed statistical analyses of lateralized brain activation during 
the processing of dynamic facial expressions. Laterality has been proposed to be a key feature 
of the human brain, and some psychological functions, such as language, have clearly 
lateralized neural substrates (Hopkins et al., 2015). Some previous studies reported that the 
observation of dynamic facial expressions induced more widespread activation in the 
posterior cortices of the right hemisphere than the left hemisphere (e.g., Pentón et al., 2010; 
Rahko et al., 2010; Sato et al., 2004). However, to our knowledge, only one study performed 
statistical comparison of regional brain activities in the left versus right hemisphere during the 
processing of dynamic facial expressions (De Winter et al., 2015). In this study, the 
researchers conducted analyses for some regions of interest and found that observation of 
dynamic faces versus dynamic scrambled images yielded right-dominant activation in the 
STS region. However, other studies reported lateralized activity in some other regions. 
Specifically, some studies reported IFG activity in response to dynamic facial expressions 
only in the right hemisphere (Fox et al., 2009; Sato et al., 2004, 2010). Based on these 
observations, we hypothesized that the use of a larger sample would more clearly reveal 
lateralized social brain region activity during the processing of dynamic facial expressions. 
Third, the modulatory effects of stimulus emotion and participant sex on activity in 
social brain regions during processing of dynamic facial expressions remain unclear. Although 
numerous studies have investigated the effects of emotion (Arsalidou et al., 2011; Faivre et al., 
2012; Foley et al., 2012; Furl et al., 2013; Kessler et al., 2011; Kilts et al., 2003; LaBar et al., 
2003; Rahko et al., 2010; Sato et al., 2004, 2010, 2012; Trautmann et al., 2009; van der Gaag 
et al., 2007), the results were largely inconsistent. For example, some studies statistically or 
descriptively identified more evident amygdala activity in response to facial expressions 
associated with negative emotions compared with those associated with positive emotions 
(Arsalidou et al., 2011; Sato et al., 2004; Trautmann et al., 2009), whereas the majority of the 
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studies did not find such differences. Similarly, although some studies analyzed effects of sex 
(Kret et al., 2011b; Rahko et al., 2010; Sato et al., 2012), none reported sex differences in 
activity in abovementioned social brain regions in response to dynamic facial expressions 
compared with control stimuli. Based on these data and the ongoing debate regarding the 
evaluation of these effects using different stimuli (cf. Filkowski et al., 2017; Fusar-Poli et al., 
2009; García-García et al., 2016; Lindquist et al., 2012; Sergerie et al., 2008), we made no 
predictions pertaining to the effects of emotion and sex during the processing of dynamic 
facial expressions. 
To investigate these issues, we measured brain activity using fMRI in a relatively large 
sample of healthy individuals (n = 51) while viewing dynamic natural facial expressions. We 
presented facial expressions depicting anger and happiness because (1) these emotions 
represent negative and positive emotional valences, respectively; (2) these emotions were 
frequently assessed in previous neuroimaging studies evaluating dynamic facial expression 
processing (e.g., LaBar et al., 2003); and (3) behavioral studies provided ample evidence of 
facial mimicry of the facial expressions associated with these emotions but not other emotions 
(Hess and Fischer, 2014; Rymarczyk et al., 2016a). For comparison with dynamic facial 
expressions, we presented dynamic mosaic images created using the frames of dynamic facial 
expressions, because (1) they provide no social information and allow for the performance of 
a social versus non-social contrast; (2) it is possible to control for low-level visual properties, 
such as luminance and motion; and (3) dynamic mosaic images or similar non-social dynamic 
images (e.g., abstract pattern motions, noise patterns, and phase-scrambled images) have been 
used in multiple studies (e.g., Sato et al., 2004). The participants passively viewed the stimuli 
with dummy target detection so that the automatic processing of facial expressions could be 
evaluated. To acquire robust findings, we conducted conservative statistical analyses using 
whole brain, family-wise error rate corrected height thresholds. By comparing brain activity 
between dynamic facial expression and dynamic mosaic image conditions, we identified the 
regions involved in the processing of dynamic facial expressions. Furthermore, to statistically 
test the laterality of brain activity, we generated flipped images of brain activity that were then 
contrasted with the original images (Baciu et al., 2005). We also explored the effects of 




The study population consisted of 51 volunteers (26 females and 25 males; mean ± SD overall 
age: 22.5 ± 4.5 years; age of the females: 22.4 ± 5.6 years; age of the males: 22.6 ± 3.3 years). 
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A previous methodological study indicated that a total of 45 participants is recommended to 
achieve a statistical power of 80% with a standard effect size (Cohen’s d = 1) using a 
voxel-wise whole-brain correction (Wager et al., 2009). The participants were administered 
the Mini-International Neuropsychiatric Interview (Sheehan et al. 1998), a short structured 
diagnostic interview, by a psychiatrist or psychologist. The interview revealed no 
neuropsychiatric conditions in any participant. All participants were right-handed as assessed 
by the Edinburgh Handedness Inventory (Oldfield, 1971) (the left–right laterality quotients, 
scored from -100 to 100, were > 0; mean ± SD: 81.1 ± 23.3). All provided informed consent 
after receiving a detailed explanation of the experimental procedure. Our study was approved 
by the Ethics Committee of the Primate Research Institute, Kyoto University. The study was 
conducted in accordance with the Declaration of Helsinki. 
 
2.2. Experimental design 
The experiment had a within-subject two-factor design, with factors of stimulus type 
(dynamic expression, dynamic mosaic) and emotion (angry, happy). For further analyses, we 
added the between-subject factor of participant sex (male, female). 
 
2.3. Stimuli 
Angry and happy facial expressions of four women and four men were presented as video 
clips (Fig. 1). These stimuli were selected from our video database of facial expressions of 
emotion that includes 65 Japanese models. The stimulus model looked straight ahead. All of 
the faces were unfamiliar to the participants. These specific stimulus expressions were 
selected because they were considered to represent theoretically appropriate facial expressions, 
which was confirmed by coding analyses performed by a trained coder using the Facial 
Action Coding System (Ekman and Friesen, 1978) and the Facial Action Coding System 
Affect Interpretation Dictionary (Ekman et al., 1998). Additionally, the speeds of dynamic 
changes in these expressions were within a natural range for the observers (Sato and 
Yoshikawa, 2004), and the stimuli have been validated in a number of previous behavioral 
studies. Specifically, the stimuli were appropriately recognized as angry or happy expressions 
(Sato et al., 2010), and they elicited appropriate subjective emotional responses (Sato and 
Yoshikawa, 2007a) and spontaneous facial mimicry (Sato et al., 2008; Sato and Yoshikawa, 
2007b; Yoshimura et al., 2015). 
The dynamic expression stimuli were composed of 38 frames ranging from neutral to 
emotional expressions. Each frame was presented for 40 ms and each clip for 1,520 ms. The 
stimuli subtended a visual angle of approximately 15° vertical × 12° horizontal. An example 
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of the stimulus sequence is shown in Fig. 1, which includes data from a model who provided 
consent to the use of her image in scientific publications. 
For the dynamic mosaic image stimuli, all of the dynamic facial expression frames were 
divided into 50 vertical × 40 horizontal squares and reordered using a fixed randomization 
algorithm (Fig. 1). This rearrangement rendered each image unrecognizable as a face. A set of 
these 38 frames corresponding to the original dynamic face images (without changing frame 
orders) was serially presented as a moving clip at the same speed as that for the dynamic 
expression stimuli. The resultant dynamic mosaic stimuli were presented in unrecognizable 
but smooth motion that was comparable with that of the natural dynamic facial expressions. 
 
2.4. Presentation apparatus 
The experiments were controlled using Presentation 16.0 software (Neurobehavioral Systems, 
Albany, CA, USA). The stimuli were projected from a liquid crystal projector (DLA-HD10K; 
Japan Victor Company, Yokohama, Japan) at a refresh rate of 60 Hz to a mirror positioned in 
front of the participants. Responses were obtained using a response box (Response Pad; 
Current Designs, Philadelphia, PA, USA). 
 
2.5. Procedure 
Each participant completed a single fMRI scan, which consisted of 20 epochs of 20 s each 
separated with 20 rest periods (a blank screen) of 10 s each. A block design was employed in 
the present study because ample evidence indicates that, relative to an event-related design, 
this design has the advantage of high statistical power (Bennett and Miller, 2013; Friston et al., 
1999). Although the block design has inherent disadvantages, such as anticipatory or 
preparatory processes (D’Esposito et al., 1999; Friston et al., 1999) and task-related motion 
(Birn et al., 1999; Johnstone et al., 2006), these factors were considered to have less of an 
impact on the present dummy-target detection task (see below). Each of the four stimulus 
conditions was presented in different epochs within each run, and the order of epochs was 
pseudorandomized. The order of stimuli within each epoch was randomized. Each epoch 
consisted of eight trials, and a total of 160 trials were completed by each participant. Stimulus 
trials were replaced by target trials in eight trials (two each of the angry dynamic facial 
expression, happy dynamic facial expression, angry dynamic mosaic, and happy dynamic 
mosaic conditions). 
During each stimulus trial, a fixation point (a small gray “+”on a white background the 
same size as the stimulus) was presented in the center of the screen for 980 ms. The stimulus 
was then presented for 1,520 ms. During each target trial, a large red cross (1.2° × 1.2°) was 
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presented instead of the stimulus. Participants were instructed to press a button using their 
right forefinger as quickly as possible when a red cross appeared and to fixate on the fixation 
point in each trial; they did not receive any other information (e.g., stimulus type). These 
dummy tasks confirmed that the participants attended to the stimuli but did not implement 
either the controlled processing of the stimuli or stimulus-related motor responses. 
Performance on the dummy target-detection task was perfect (correct identification rate = 
100.0%). 
To confirm that the brain activation in response to dynamic facial expressions versus 
dynamic mosaic images was not accounted for by eye-movement artifacts when viewing 
versus not viewing the stimuli, a preliminary assessment of the eye movements of 12 
participants who did not take part in the imaging study was performed outside of the scanner. 
The same stimuli were presented at the same visual angle on a 19-inch CRT monitor 
(HM903D-A, Iiyama; Tokyo, Japan), and eye movements were tracked using the Tobii X2-60 
system (Tobii Tech; Stockholm, Sweden). The results revealed few horizontal eye movements 
exceeding 6˚ (i.e., outside of the stimuli) under both stimulus type conditions (mean ± SD 
number of eye movements: 1.2 ± 1.5 and 1.5 ± 1.6 during each epoch of the dynamic 
expression and dynamic mosaic conditions, respectively) and showed no significant 
differences between the conditions (p > 0.1, t-test). 
 
2.6. MRI acquisition 
Image scanning was performed on a 3-T scanning system (MAGNETOM Trio, A Tim 
System; Siemens, Malvern, PA, USA) at the ATR Brain Activity Imaging Center using a 
12-channel head coil. The head position was fixed using lateral foam pads. The functional 
images consisted of 40 consecutive slices parallel to the anterior–posterior commissure plane, 
and covered the whole brain. A T2*-weighted gradient-echo echo-planar imaging sequence 
was used with the following parameters: repetition time (TR) = 2,500 ms; echo time (TE) = 
30 ms; flip angle = 90°; matrix size = 64 × 64; and voxel size = 3 × 3 × 4 mm. The order of 
slices was ascending. After acquisition of functional images, a T1-weighted high-resolution 
anatomical image was obtained using a magnetization-prepared rapid-acquisition 
gradient-echo sequence (TR = 2,250 ms; TE = 3.06 ms; inversion time = 1,000 ms; flip angle 
= 9°; field of view = 256 × 256 mm; and voxel size = 1 × 1 × 1 mm). 
 
2.7. Image analysis 
Image analyses were performed using the statistical parametric mapping package SPM12 
(http://www.fil.ion.ucl.ac.uk/spm), implemented in MATLAB R2018 (MathWorks, Natick, 
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MA, USA). 
For preprocessing, first, functional images of each run were realigned using the first 
scan as a reference to correct for head motion. The realignment parameters revealed only a 
small (<2 mm) motion correction. Next, all functional images were corrected for slice timing. 
Then, the functional images were coregistered to the anatomical image. Subsequently, all 
anatomical and functional images were normalized to Montreal Neurological Institute space 
using the anatomical image-based unified segmentation-spatial normalization approach 
(Ashburner and Friston, 2005). Finally, the spatially normalized functional images were 
resampled to a voxel size of 2 × 2 × 2 mm and smoothed with an isotropic Gaussian kernel of 
8-mm full-width at half-maximum to compensate for anatomical variability among 
participants. 
We used random-effects analyses to identify significantly activated voxels at the 
population level (Holmes and Friston, 1998). First, a single-subject analysis was performed 
(Friston et al., 1995). The task-related regressor for each stimulus condition and target 
condition was modeled by boxcar and delta functions, respectively, convolving it with a 
canonical hemodynamic response function for each presentation condition in each participant. 
The realignment parameters were used as covariates to account for motion-related noise 
signals. We used a high-pass filter with a cutoff period of 128 s to eliminate the artifactual 
low-frequency trend. Serial autocorrelation was accounted for using a first-order 
autoregressive model. For the second-level random-effects analysis, contrast images of the 
main effect of stimulus type (dynamic expression versus dynamic mosaic) were first entered 
into a one-sample t test. Next, contrast images of the simple main effect of stimulus type 
(dynamic expression versus dynamic mosaic under each of emotion condition) were subjected 
to a two-way analysis of variance (ANOVA) model with emotion (anger, happiness) as a 
within-subject factor and participant sex (male, female) as a between-subject factor. Voxels 
were deemed to be significant if they reached a height threshold of p < 0.05 with family-wise 
error correction for the whole brain, which is recommended as an appropriate inference 
method (Woo et al., 2014). Additionally, activations were reported with a minimum cluster 
size of 9 voxels (i.e., 72 mm3) because biologically plausible hemodynamic responses tend to 
be expressed on a spatial scale of 5–8 mm (i.e., spherical approximation, 65–268 mm3) (cf. 
Friston et al., 1996). 
For laterality analysis, we conducted a comparison between the original and flipped 
images (Baciu et al., 2005), as described in several previous studies investigating language 
processing (e.g., Hernandez et al., 2013). The analysis was modified to incorporate the recent 
methodological developments (Kurth et al., 2015). For this analysis, preprocessing was 
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repeated after slice timing correction in the same way as described above, except for the use 
of a symmetrical template provided by VBM8 software (http://dbm.neuro.uni-jena.de/vbm8/ 
TPM_symmetric.nii). Single-subject analysis was performed similarly except that the analysis 
was applied both to the original and flipped images. Finally, the second-level random-effects 
analysis was conducted with an inclusive mask of the right (unilateral) hemisphere. For this 
analysis, contrast images of the main effect of stimulus type were first subjected to a paired t 
test comparing the hemispheres. Next, contrast images of the simple main effect of stimulus 
type were analyzed using a three-way ANOVA model with hemisphere, emotion, and 
participant sex as factors. Thresholds were identical to those used in the analysis outlined 
above. 
Brain structures were labeled anatomically and identified according to Brodmann’s 
areas using the Automated Anatomical Labeling atlas (Tzourio-Mazoyer et al., 2002) and 




3.1. Regional brain activity 
The contrast of dynamic facial expressions versus dynamic mosaic images was analyzed 
using one-sample t tests. As reported in numerous studies, the results revealed significant 
activation in bilateral posterior regions, including the STS regions and FG (Table 1; Fig. 2). 
The cluster covered the inferior occipital gyrus (IOG) as well as the ascending limb of the 
inferior temporal sulcus corresponding to the V5/MT area (Tootell et al., 1997). Also similar 
to numerous previous studies, the contrast revealed significant activity in the bilateral 
amygdalae and the right IFG. Additionally, significant activation to dynamic expressions was 
observed in the bilateral ventromedial prefrontal cortices (vmPFC), dmPFC, precunei, and 
temporal poles in the neocortices. In subcortical regions, significant activation was elicited in 
the bilateral thalamus and brainstem, which covered the pulvinar (x = 16, y = -33, z = 3; cf. 
Fischer and Whitney, 2009) and superior colliculus (x = 6, y = -33, z = 0; cf. Limbrick- 
Oldfield et al., 2012), and the left cerebellum. 
When the effects of emotion and participant sex were analyzed by an ANOVA model, 
no significant main effects or interactions were observed (Supplementary Fig. 1). 
 
3.2. Laterality 
Contrast images of dynamic expressions versus dynamic mosaics were compared between the 
original and flipped image conditions using paired t tests. The results revealed a significant 
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right-hemispheric dominance in activity in the STS region (two clusters), IFG, and superior 
occipital gyrus (Table 2; Fig. 3). Significant left-hemispheric dominance was shown in 
cerebellum activity. 
When the effects of emotion and participant sex were analyzed by ANOVA using the 
factors of hemisphere, emotion, and sex for the contrast images of dynamic expressions 
versus dynamic mosaics, there was no significant activation in terms of main effects or 
interactions related to the factors of emotion or sex (Supplementary Fig. 2).  
 
4. Discussion 
4.1. Regional brain activity 
The results of the regional brain activity analyses performed herein showed that dynamic 
facial expressions were associated with greater activation in distributed brain regions such as 
the posterior cortices, including the bilateral FG and STS regions, limbic regions, including 
the bilateral amygdalae, and motor regions, including the right IFG, compared with dynamic 
mosaic images. The present findings of activation in these regions are consistent with those of 
at least 11 previous studies (e.g., LaBar et al. 2003; for a review, see Zinchenko et al., 2018). 
However, a similar number of previous studies have also reported null findings regarding 
activities in these brain regions, probably due to a lack of statistical power and/or a relatively 
less clear-cut contrast (e.g., the contrast between dynamic and static facial expressions). 
Additionally, the present results demonstrated that dynamic facial expressions, compared with 
dynamic mosaic images, activated a number of other regions that were reported in fewer than 
10 previous studies, including the IOG (Badzakova-Trajkov et al., 2010; De Winter et al., 
2015; Fox et al., 2009; Reinl and Bartles, 2014; Sato et al., 2004, 2010; Schultz et al., 2013; 
Schultz and Pilz, 2009), V5/MT area (Furl et al., 2013; Kessler et al., 2011; Kilts et al., 2003; 
Pentón et al., 2010; Schobert et al., 2018; Schultz et al., 2013; Schultz and Pilz, 2009; 
Trautmann et al., 2009), vmPFC/orbitofrontal cortex (Faivre et al., 2012; Pentón et al., 2010; 
Trautmann et al., 2009), cerebellum (Kilts et al., 2003; van der Gaag et al., 2007), dmPFC 
(Badzakova-Trajkov et al., 2010; Fox et al., 2009; Sato et al., 2012), precuneus 
(Badzakova-Trajkov et al., 2010; Fox et al., 2009; Trautmann et al., 2009), and temporal pole 
(LaBar et al., 2003; Pentón et al., 2010). Thus, the present results obtained using a relatively 
large sample provide the first evidence that these widely distributed social brain regions are 
jointly involved in the processing of dynamic facial expressions. 
Activation of these regions would provide a mechanistic explanation for psychological 
processing of dynamic facial expressions. With regard to the psychological correlates of 
posterior cortices, previous neuroimaging studies have shown that the STS region is involved 
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in visual analysis of the dynamic or changeable aspects of faces (e.g., Hoffman and Haxby, 
2000; Puce et al., 1998; Wheaton et al., 2004). The V5/MT area is also known to be involved 
in visual processing of dynamic facial signals (Puce et al., 1998; Schobert et al., 2018; 
Wheaton et al., 2004), which could result in the feed-forward of facial motion information to 
the STS regions in the dorsal visual stream (Puce et al., 1998). In contrast, the FG has been 
shown to be related to the visual analysis of invariant aspects of faces (i.e., features and 
spaces among the features specifying identity) (e.g., Guntupalli et al., 2017; Hoffman and 
Haxby, 2000; Visconti di Oleggio Castello et al., 2017) and/or subjective perceptions of faces 
(e.g., Madipakkam et al., 2015; Tong et al., 1998). The IOG is similarly involved in the visual 
processing of the invariant aspects of faces (e.g., Liu et al., 2010; Sergent et al., 1992; Strother 
et al., 2011) and may send information on facial form to the FG in the ventral visual stream 
(Gschwind et al., 2012). Together with these data, our results suggest that the dynamic 
presentation of facial expressions strongly activates visual processing of the motion and form 
of faces. Therefore, activation of these visual cortices could explain why humans can 
efficiently detect (Ceccarini and Caudeka, 2013; Yoshikawa and Sato, 2008) and recognize 
(Bould et al., 2008) dynamic facial expressions associated with emotion. 
Limbic regions, including the amygdala and vmPFC, have been shown to be involved in 
emotional processing (e.g., Breiter et al., 1996; Winston et al., 2003). The activity of these 
regions can therefore account for the elicitation of subjective and physiological emotional 
responses to dynamic facial expressions (Anttonen et al., 2009; Sato and Yoshikawa, 2007a). 
At the same time, as these regions are known to be involved in several other social functions, 
such as the evaluation of trustworthiness (Winston et al., 2002) and perception of social 
support (Sato et al., 2016), it is possible that the observation of dynamic facial expressions 
elicits other, currently untested, psychological processes through activity in the amygdala and 
vmPFC. 
Previous neuroimaging studies have reported greater IFG activation not only when 
participants passively observed dynamic facial actions (Buccino et al., 2001, 2004), but also 
when they imitated such expressions (Lee et al., 2006; Leslie et al., 2004). These findings are 
consistent with theories suggesting that the IFG contains mirror neurons (Gallese et al., 2004; 
Rizzolatti et al., 2001), which are activated in response to both the observation and the 
execution of facial expressions. This is particularly true for the pars opercularis of the IFG 
(Brodmann area 44), which has been proposed as the human homologue of the monkey 
ventral premotor area F5 (Petrides, 2005; Petrides and Pandya, 1984). We found activation in 
response to dynamic facial expressions in this region, which did not overlap with the more 
anteroventral part of the IFG that is typically activated in emotional expression labeling (e.g., 
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Hariri et al., 2000) or person identification (e.g., Visconti di Oleggio Castello et al., 2017). 
There is a great deal of evidence that the cerebellum is also involved in motor processing 
(Manto et al., 2012) and some studies suggested its involvement in mirror neuron functioning 
(e.g., Leslie et al., 2004; for a review, see Van Overwalle et al., 2014). Specifically, we found 
activation in response to dynamic facial expressions versus dynamic mosaic images in the 
crus I and II, which were reportedly activated during motor mirror tasks (for a review, see Van 
Overwalle et al., 2014) and social and emotional processing tasks (Guell et al., 2018). 
Anatomical studies showed that the cerebellum forms networks with the contralateral frontal 
cortex (Palesi et al., 2015). These data suggest that the right IFG and left cerebellum activity 
seen in response to dynamic facial expressions in the present study may also be involved in 
the observation–execution matching of facial expressions. Therefore, these regions may be the 
neural substrates for strong facial mimicry in response to dynamic facial expressions (e.g., 
Weyers et al., 2006). 
The dmPFC, precuneus, and temporal pole, as well as the STS region, have been shown 
to be activated when participants attributed mental states to others (i.e., mentalizing or theory 
of mind (e.g., Gallagher et al., 2000; for a review, see Frith and Frith 2003). Interestingly, a 
previous psychological study indicated that the attribution of mental states was facilitated by 
dynamic facial stimuli compared with static stimuli (Back et al., 2009). Together, the 
activation of these brain regions may underlie mentalizing triggered by observation of 
dynamic facial expressions. 
Some studies have shown that emotional facial expressions were unconsciously 
processed through the subcortical visual pathway to the amygdala, which includes the 
superior colliculus and pulvinar (Morris et al., 1999; Pasley et al., 2004). These data may shed 
light on the neural pathway for unconscious processing of dynamic facial expressions (Sato et 
al., 2014; Kaiser et al., 2016). 
 
4.2. Laterality 
The results of the present laterality analyses revealed that activity in the STS region, IFG, and 
superior occipital gyrus was right-hemispheric dominant, whereas that in the cerebellum was 
left-hemispheric dominant during the observation of dynamic facial expressions. The 
right-hemispheric dominance in the STS region during processing of dynamic facial 
expressions is consistent with the results of a previous investigation (De Winter et al., 2015). 
Among the STS regions showing widespread activation in response to dynamic facial 
expressions versus dynamic mosaic images, the laterality analyses showed two clusters 
separated by a non-significant region. This result suggests the presence of functionally 
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lateralized and non-lateralized sub-regions in the STS region. This idea is consistent with data 
showing functionally segregated STS sub-regions that process social signals (Engell and 
Haxby, 2007; Pelphrey et al., 2005; Redcay et al., 2016; Schobert et al., 2018; Wheaton et al., 
2004). The right-dominant activity in the IFG and occipital region corroborates the findings of 
some previous studies although they did not statistically test for lateralized activity (e.g., Sato 
et al., 2004). Although left-dominant activity in the cerebellum during the processing of 
dynamic facial expressions has yet to be reported, it is consistent with anatomical and 
functional evidence showing that the connections between the neocortex and cerebellum are 
contralateral, and that functional asymmetries of the cortex are often reflected in cerebellar 
function (Häberling and Corballis, 2016). The findings related to these multiple lateralized 
regions are consistent with the theoretical proposal that it is the distributed and interactive 
regional network, rather than a single region, that is lateralized for processing facial 
information (Behrmann and Plaut, 2013). 
Cortical right hemispheric dominance in the processing of dynamic facial expressions is 
consistent with the findings of lesion studies indicating that patients with right hemisphere 
damage are less emotionally reactive during face-to-face communication than those with left 
hemisphere damage (Blonder et al., 1993; Borod et al., 1985; Langer et al., 1998; Ross and 
Mesulam, 1979). The results were also consistent with several findings indicating that patients 
with right, compared with left, hemisphere damage are more severely impaired in the 
recognition of emotions in dynamic facial expressions (Benowitz et al., 1983; Karow et al., 
2011; Schmitt et al., 1997). Although many studies also reported that patients with damage to 
the right hemisphere were impaired in the recognition of static facial expressions compared 
with those with left hemisphere damage (e.g., Cicone et al., 1980; DeKosky et al., 1980), 
some studies did not show clear results (e.g., Cancelliere and Kertesz, 1990; Prigatano and 
Pribram, 1982; Young et al., 1993; for a review, see Yuvaraj et al., 2013). We speculate that 
dynamic presentation of facial expressions could more clearly reveal the hemispheric 
functional asymmetry of facial expression processing. 
Interestingly, the right cortical (specifically, the STS region and IFG) and left cerebellar 
dominance in dynamic expression processing found in the present study mirrored the neural 
network for language processing. Numerous functional neuroimaging studies have reported 
activation of the left STS region, left IFG, and right cerebellum during language or speech 
tasks (e.g., Häberling and Corballis, 2016; Hubrich-Ungureanu, et al. 2002; Jansen et al., 
2005; Seghier et al., 2011;). Based on anatomical evidence (Palesi et al., 2015), it is highly 
plausible that these regions constitute a functional network. Although other ventral 
occipitotemporal regions are also involved in language processing, such as visual word-form 
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recognition (for a review, see Price et al., 2012), these regions do not appear to be universally 
lateralized (e.g., Bolger et al., 2005; Liu et al., 2007; Nelson et al., 2009). Neuroscientific 
findings showing commonalities between the processing of dynamic facial expressions and 
that of language may corroborate the findings of empirical and theoretical studies indicating 
that common pathways exist between these two types of processing. For example, it has been 
noted that, as in the case of emotional facial expressions, vocalizations produce concomitant 
facial movements around the mouth and other features, which could be processed 
simultaneously with auditory components (Ghazanfar and Takahashi, 2014). Psychological 
studies revealed that facial expressions are used as grammatical markers in face-to-face 
communication (Benitez-Quiroz et al., 2016; Pfau and Quer, 2010). Language studies also 
indicated that both mouth movements and the acoustic envelope of speech mainly exhibit a 
theta rhythm (2–7 Hz), which corresponds to the typical rhythm of dynamic facial expressions 
(Chandrasekaran et al., 2009). Taken together, these observations suggest similarity in the 
psychological and neural computations involved in the processing of dynamic facial 
expressions and language. Based on such data, one evolutionary theory suggested that the 
speech rhythm may have evolved through modification of rhythmic facial movements, such 
as lip smacks, in ancestral primates (MacNeilage, 1998). As facial expressions may have 
appeared earlier than language in our evolutionary history (Darwin, 1872), and where 
right-hemispheric dominance in the processing of emotional facial expressions is found even 
in non-human primates (Vermeire and Hamilton, 1998), it is possible that our ancestors 
adapted these computations for non-verbal, emotional facial expressions in right-cortical and 
left-cerebellum circuits to the processing of verbal facial movements and speech in the 
mirrored left-cortical and right-cerebellar circuits. 
 
4.3. Emotional and sex effects 
The present data did not reveal clear effects or hemispheric differences in terms of emotion or 
participant sex on the processing of dynamic facial expressions. These results are consistent 
with some previous studies in which these factors exerted no significant effect on such 
processing (e.g., van der Gaag et al., 2007), whereas other studies reported effects of emotion 
on the activity of certain brain regions (e.g., Kilts et al., 2003); however, these results were 
inconsistent. A meta-analysis of studies investigating factors other than dynamic facial 
expression processing also did not identify different brain activation patterns across emotions 
(Lindquist et al., 2012). Although some meta-analyses reported sex effects on emotional brain 
activity, these results were inconsistent across studies (Filkowski et al., 2017; Fusar-Poli et al., 
2009; García-García et al., 2016; Sergerie et al., 2008). 
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Regardless, it should be noted that the present results are not necessarily indicative of 
the absence of emotion and sex effects related to dynamic facial expression processing. It is 
possible that there were null findings because emotion and sex effects were small and might 
have required a sample larger than the one used in this study. The present results only suggest 
that the differences in neural activity associated with emotion and sex are relatively weak 
compared with the activity in response to dynamic facial expressions versus dynamic mosaic 
images. 
 
4.4. Implications and limitations 
In addition to the theoretical implications discussed above, the present results have practical 
implications. First, these results indicate that the observation of dynamic facial expressions 
automatically activates almost all of the proposed social brain regions, including the 
amygdala and vmPFC (e.g., Brothers, 1990). Also, as some previous studies suggested (e.g., 
Fox et al., 2009), our results demonstrate that the presenting of dynamic facial expressions is 
useful for activating the distributed neural system for face perception, which includes the core 
(e.g., the STS region) and extended (e.g., the amygdala) system regions (Haxby et al., 2000). 
Although tasks employing images of static faces are widely used, several studies have 
reported that these tasks sometimes do not sufficiently activate important regions, such as the 
STS region (e.g., Kanwisher et al., 1997), in clear contrast to our results. Thus, the task used 
in the present study may be useful for testing clinical populations with deficits in social 
functioning or facial information processing, such as those with autism spectrum disorder or 
schizophrenia. 
Second, our results point to a clearly lateralized neural network for processing dynamic 
facial expressions, which suggests the necessity for pre-surgical assessment of such 
non-verbal laterality. Surgical operations could be applied for pharmacologically intractable 
focal epilepsy. Although the regions associated with language have been carefully assessed 
(Bookheimer, 2007; Loring and Meador, 2000), the brain regions associated with facial 
expression processing are not routinely assessed before such surgery because of the paucity of 
empirical data regarding lateralized neural networks, and the lack of appropriate assessment 
tools. Our data suggest that this type of assessment may be needed for evaluation of 
lateralized brain networks associated with the processing of dynamic facial expressions.  
The present study has several limitations that should be considered. First, dynamic 
mosaic images were employed as control stimuli to clearly detect the social brain regions 
associated with dynamic facial expression processing. Due to the use of these stimuli as 
controls, the types of social processing that activate these brain regions remains unclear. To 
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specify the psychological functions of these particular brain regions, the use of other control 
stimuli will be necessary. One possible candidate for these types of control stimuli include 
static facial expressions to investigate motion-related visual processing and enhanced 
emotional and motor processing (e.g., Sato and Yoshikawa, 2007a, 2007b) of dynamic facial 
expressions. Because numerous neuroimaging studies have reported that static facial 
expressions also activate widespread social brain regions (e.g., Kesler-West et al., 2001; for a 
review, see Fusar-Poli et al., 2009), it would be interesting to investigate qualitative and 
quantitative differences in social brain activity during the processing of dynamic versus static 
facial expressions in samples with high statistical power. Another possible candidate for 
control stimuli might be non-emotional dynamic facial expressions to investigate the effects 
of the emotional meaning of expressions while controlling for visual properties. Among such 
expressions, language-related facial expressions may be particularly interesting because 
several previous neuroimaging studies have reported that the observation of dynamic 
speaking faces elicits left-lateralized IFG activity (e.g., Buccino et al., 2004; Campbell et al., 
2001; Paulesu et al., 2003), which is in contrast to the right-lateralized IFG activity observed 
in the present study. Thus, investigations of commonalities and differences during the 
processing of language-related and emotional facial movements may deepen our 
understanding of the neural processing of dynamic facial expressions. 
Second, participants were asked to passively observe the stimuli (with a dummy task) to 
investigate the automatic processing of dynamic facial expressions. Thus, it remains unclear 
whether controlled psychological processing would enhance or inhibit activity in social brain 
regions during observation of dynamic facial expressions. A number of studies investigating 
the processing of static facial expressions based on the effects of explicit (e.g., emotion 
recognition) versus implicit (e.g., sex identification) emotional tasks have reported increased 
activation in some social brain regions, including the amygdala (e.g., Habel et al., 2007; for a 
review, see Fusar-Poli et al., 2009). In contrast, only one previous study tested this issue with 
regard to the processing of dynamic facial expressions; this study reported increased activity 
in social brain regions, such as the STS region, during the explicit compared with the implicit 
emotional task (Johnston et al., 2013). Further studies assessing effect of the controlled 
processing of dynamic facial expressions would be valuable; studies with increased statistical 
power and/or different types of tasks would be particularly useful. 
 
5. Conclusion 
In conclusion, regional brain activity analysis showed that the observation of dynamic 
facial expressions, compared with dynamic mosaics, elicited stronger activity in the bilateral 
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posterior cortices, including the IOG, FG, and STS. The dynamic facial expressions also 
activated bilateral limbic regions more strongly, including the amygdalae and vmPFC. In the 
same manner, activation was noted in the right IFG and left cerebellum. Laterality analyses 
contrasting original and flipped images revealed right-hemispheric dominance in the STS and 
IFG and left-hemispheric dominance in the cerebellum. These results indicate that the neural 
mechanisms underlying the processing of dynamic facial expressions include widespread 
social brain regions associated with perceptual, emotional, and motor functions, including a 
clearly lateralized cortico-cerebellum network like that involved in language processing. 
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Table 1. Brain regions that exhibited significant activation for original image analyses. 
Side Region BA   Coordinates T-value P-value 
Cluster 
size 
        x y z (df = 50) (FWE) (voxel) 
Stimulus type (Expression > Mosaic) 
R Inferior occipital gyrus 19 
 
42 -76 -10 14.39  .000 3136 
R Fusiform gyrus 37 
 
38 -46 -20 12.20  .000 
 R Middle temporal gyrus 37 
 
46 -56 0 12.11  .000 
 R Inferior temporal gyrus 37 
 
50 -66 -10 10.18  .000 
 R Inferior temporal gyrus 21 
 
46 -32 4 9.54  .000 
 R Middle temporal gyrus 21 
 
50 -48 14 8.88  .000 
 R Superior temporal gyrus 42 
 
50 -38 14 8.81  .000 
 L Inferior occipital gyrus 19 
 
-44 -82 -4 12.72  .000 1687 
L Fusiform gyrus 37 
 
-42 -54 -20 10.30  .000 
 L Middle temporal gyrus 37 
 
-44 -68 2 9.38  .000 
 L Middle temporal gyrus 22 
 
-56 -44 10 7.59  .000 
 L Middle temporal gyrus 51 
 
-48 -52 8 7.56  .000 
 L Inferior temporal gyrus 20 
 
-44 -30 -20 6.76  .002 
 L Fusiform gyrus 20 
 
-38 -22 -26 6.60  .003 
 R Hippocampus - 
 
20 -6 -14 11.70  .000 507 
R Amygdala - 
 
28 0 -20 11.23  .000 
 R Temporal pole 38 
 
32 8 -24 6.39  .006 
 R Thalamus - 
 
16 -30 0 11.26  .000 102 
R Brainstem - 
 
12 -26 -6 6.77  .002 
 L Hippocampus - 
 
-20 -8 -14 10.82  .000 390 
L Amygdala - 
 
-30 0 -20 8.68  .000 
 L Temporal pole 34 
 
-28 -6 -20 6.15  .015 
 L Thalamus - 
 
-16 -32 0 9.46  .000 36 
R Precentral gyrus 6 
 
46 4 52 8.57  .000 67 
R Inferior frontal gyrus 48 
 
44 20 24 8.56  .000 317 
R Inferior frontal gyrus 44 
 
36 10 30 7.90  .000 
 L Cerebellum crus I - 
 
-12 -70 -26 8.50  .000 68 
R Middle temporal gyrus 21 
 
54 4 -18 8.44  .000 122 
R Middle temporal gyrus 22 
 
50 -12 -12 6.83  .001 
 R Superior temporal gyrus 48 
 
50 -14 -6 6.68  .002 
 L Cerebellum crus II - 
 
-10 -78 -38 8.24  .000 118 
R Thalamus - 
 
10 -14 10 7.86  .000 73 
R Precuneus 23 
 
4 -54 20 7.76  .000 64 
R Inferior temporal gyrus 20 
 
38 -2 -44 7.69  .000 59 
R Fusiform gyrus 38 
 
30 2 -38 6.68  .002 
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R Rectus gyrus 11 
 
6 40 -18 7.53  .000 95 
L Rectus gyrus 11 
 
-6 -46 -16 7.47  .000 
 R Inferior frontal gyrus 45 
 
52 32 8 7.48  .000 47 
L Inferior temporal gyrus 36 
 
-34 -2 -36 7.47  .000 21 
L Cerebellum lobule VIII - 
 
-32 -58 -50 7.36  .000 59 
R 
Superior frontal gyrus 
(medial) 10 
 
4 56 22 6.41  .006 15 
Stimulus type (Expression > Mosaic) × Emotion 
none 
         Stimulus type (Expression > Mosaic) ×  Gender 
none 
         Stimulus type (Expression > Mosaic) × Emotion × Gender 
none                   
 BA = Brodmann’s area; FWE = family-wise error-corrected; L = left; R = right. 
Human Brain Mapping 32 
Table 2. Brain regions that exhibited significant activation for original and flipped image 
analyses. 
Dominance Region BA   Coordinates T-value P-value Cluster size 
        x y z (df = 50) (FWE) (voxel) 
Stimulus type (Expression > Mosaic) × Laterality 
R Middle temporal gyrus 37 
 
46 -56 4 8.96  .000 467 
 
Middle temporal gyrus 21 
 
58 -50 0 5.56  .029 
 
 
Superior temporal gyrus 21 
 
46 -32 4 8.41  .000 392 
 
Inferior frontal gyrus 44 
 
50 10 26 5.90  .011 10 
 
Superior occipital gyrus 19 
 
26 -68 34 5.77  .016 17 
L Cerebellum lobule VIII - 
 
-24 -64 -56 6.59  .001 146 
Stimulus type (Expression > Mosaic) × Emotion × Laterality 
none 
         Stimulus type (Expression > Mosaic) × Sex × Laterality 
none 
         Stimulus type (Expression > Mosaic) × Emotion × Sex × Laterality 
none                   
 BA = Brodmann's area; FWE = family-wise error-corrected; L = left; R = right. 
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Figure 1. Illustrations of dynamic facial expression and dynamic mosaic stimuli. Under the 
dynamic condition, clips consisting of 38 frames ranging from neutral to emotional (angry or 
happy) expressions were shown. Each frame was shown for 40 ms, and each clip was 
presented for 1,520 ms. 
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Figure 2. Statistical parametric maps indicating regions that were significantly more activated 
in response to dynamic expressions versus dynamic mosaics. Areas of activation are rendered 
on the spatially normalized brain (upper) and the spatially normalized magnetic resonance 
images of a representative participant (lower). The blue crosses indicate the activation foci in 
the comparison of dynamic expressions with dynamic mosaics. Effect sizes are indicated by 
the mean (± SE) beta values of these regions at the sites of activation foci. R = right; IOG = 
inferior occipital gyrus; FG = fusiform gyrus; STS = superior temporal sulcus; IFG = inferior 
frontal gyrus; vmPFC = ventromedial prefrontal cortex; dmPFC = dorsomedial prefrontal 
cortex. 
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Figure 3. Statistical parametric maps indicating regions with significantly more left-dominant 
(left) and right-dominant (right) activation in response to dynamic expressions versus 
dynamic mosaics. Areas of activation are rendered on the glass brain (top) and the brain of a 
representative participant (bottom). The blue crosses indicate the activation foci in the 
comparison between original and flipped images of dynamic expressions versus dynamic 
mosaics. ΔEffect size indicates mean (± SE) beta value differences between dynamic 
expressions and dynamic mosaics of these regions at the sites of activation foci. L = left; R = 
right; STS = superior temporal sulcus; IFG = inferior frontal gyrus. 
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