We propose a Phase I/II trial design in which subjects with dose-limiting toxicity are not followed for response, leading to three possible outcomes for each subject: dose-limiting toxicity, absence of therapeutic response without dose-limiting toxicity, and presence of therapeutic response without dose-limiting toxicity. We define the latter outcome as a 'success,' and the goal of the trial is to identify the dose with the largest probability of success. This dose is commonly referred to as the most successful dose. We propose a design that accumulates information on subjects with regard to both dose-limiting toxicity and response conditional on no dose-limiting toxicity. Bayesian methods are used to update the estimates of dose-limiting toxicity and response probabilities when each subject is enrolled, and we use these methods to determine the dose level assigned to each subject. Due to the need to explore doses more fully, each subject is not necessarily assigned the current estimate of the most successful dose; our algorithm may instead assign a dose that is in a neighborhood of the current most successful dose. We examine the ability of our design to correctly identify the most successful dose in a variety of settings via simulation and compare the performance of our design to that of competing approaches.
clinical response, of the MTD is then typically examined in a separate Phase II trial. Due to statistical and resource insufficiency of this two-phase approach, several designs have been proposed for studies that examine toxicity and efficacy simultaneously in the same group of subjects. [1] [2] [3] [4] [5] We categorize these previous methods into two design types, Type A and Type B. Type A designs, like that of Braun 2 and Yin et al., 5 assume that toxicity and response are each binary outcomes whose marginal probability of occurring is a parametric function of dose. A joint distribution is then developed to incorporate any possible correlation between the two outcomes, most often through the conditional distribution of one outcome given the other occurs or through a copula. Type B designs, like that of Thall and Russell, 1 create an ordinal variable whose possible values are based upon the possible combinations of toxicity and response outcomes that will be observed. It is then the marginal distribution of this ordinal variable that is modeled as a function of dose. Implicit in these designs is modeling the probability of success, defined as joint probability of response and no DLT. The dose with the largest value of this probability has been termed the most successful dose (MSD). We note that although the the Type A and Type B designs differ in their modeling approach, one can envision specific parameterizations of each model that would lead to the same probability of success.
The concept of an MSD was first proposed by O'Quigley et al. 6 in the design of trials examining the safety and efficacy of anti-retroviral agents in children with HIV. In their proposed design, any dose d is associated with a probability of DLT, P(d, g), and a probability of response given no DLT, Q(d, ), in which both P(Á) and Q(Á) are monotonic in dose, and g and are unknown parameters that are estimated using methods adopted directly from the continual reassessment method (CRM). 7 Most notably, the likelihood used for the estimation of g and assumes that all four combinations of DLT (yes/no) and response (yes/no) will be observed in the study. The product R(d, g, ) ¼ Q(d, )[1 À P(d, g)] leads to the probability of success for any dose, and each subject is assigned to a dose with the dose with the largest value of R(Á) based upon the outcomes of previously enrolled subjects. The application of these concepts to oncology were presented by Zohar and O'Quigley, 8 and discussion of optimal designs for finding the MSD were presented in Zohar and O'Quigley. 9 Earlier theoretic work related to these concepts was presented by Li et al. 10 Ivanova 3 presented a design in which dose assignments were based on an up-and-down algorithm rather than a parametric model. Specifically, let D (i) denote the dose assigned to subject i. The dose assigned to subject (i þ 1) will be dose D (i) À 1 if subject i had a DLT (regardless of response), dose D (i) þ 1 if subject i had no DLT and no response, and dose D (i) if subject i had no DLT and response. The marginal probability of DLT was also modeled as a monotonic one-parameter function of dose as a way to monitor the toxicity of each dose. If the algorithm would assign to subject i a dose with an estimated DLT rate above the desired threshold, then the dose assigned to subject (i þ 1) would instead be largest dose that had an estimated DLT rate below the threshold. One unique feature of this design is that it does not require that response be measured on subjects who experience DLT. Specifically, in most Phase I/II studies, investigators follow subjects for DLT for a shorter period of time, usually a few weeks, than they follow subjects for response, which can take months to occur. As a result, if a subject experiences a DLT, their follow-up may end and they cannot be observed for response; see Lissitchkov et al. 11 for an example of a trial in which this was the case. It is this setting that motivates our methods.
Given that response is not measured on subjects who experience a DLT, Type A Phase I/II designs are not suitable in our setting, as the marginal distribution for response cannot be determined. One might consider using a Type B Phase I/II design in which the ordinal variable could take the value 0, 1, or 2 depending on whether the subject experienced DLT, experienced no response without DLT, or experienced response without DLT, respectively. However, given that response data is naturally collected conditional upon no DLT, we have instead chosen to model the marginal probability of DLT and the conditional probability of response given no DLT. Like O'Quigley et al., 6 we assume that the probability of DLT is monotonic in dose. However, given that it is questionable that the probability of response is also monotonic in dose for subjects not experiencing DLT, we make no such assumption in our methods. Furthermore, given the relatively small amount of response data that will be observed, we allow for some correlation among the probabilities of response for adjacent doses so that we can 'smooth' the data in order to estimate the conditional response probabilities for each dose. Our methods are described in Section 2 and the performance of our design is compared to the design of Ivanova via simulation in Section 3. Concluding remarks are in Section 4.
Proposed methods 2.1 Models and prior distributions
Consider a study that is designed to examine K dose levels in a sample of n subjects, with each subject i ¼ 1, 2, . . . , n receiving one of the K doses. Subject i will be observed for two outcomes: Y i , which is a binary indicator of DLT, and Z i , which is a binary indicator of therapeutic response. It is assumed that each subject will be followed for time units after starting treatment and DLT can occur any time during that period. In contrast, each subject will be assessed for response only after being observed for time units. Moreover, response can only be observed in subjects that did not experience DLT by time , so that the bivariate combination of DLT and response (Y i ¼ 1 and
For dose k ¼ 1, 2, . . . , K, we let p k be the probability of DLT and q k be the conditional probability of response given no DLT; we assume that p k is monotonically increasing in dose, although no such assumption is made for q k . We let r k ¼ (1 À p k )q k be the probability of success, defined as the probability of response and no DLT. Our goal is to find the dose with the largest value of r k at the end of the study among all doses in which p k p max , with the value p max denoting a unacceptably high probability of DLT. Before the study begins, the investigator supplies two values for each dose k: (1), p Ã k , the a priori probability of DLT, and (2) q Ã k , the a priori probability of response in subjects without DLT. In traditional Phase I trial designs, these values are known as the 'skeleton.' The skeleton also leads to values r Ã 1 , r Ã 2 , . . . , r Ã K for the probability of success for each dose, in which
We follow the convention of the CRM and model the probability of DLT as logit(p k ) ¼ 3 þ D k , where logit(x) ¼ log(x) À log(1 À x) and is an unknown parameter assumed to have a prior N (1, 2 ) distribution. We note that although our regression model allows to be negative and does not strictly enforce increasing monotonicity among our estimates of p k , the prior mean of 1.0 for does encourage monotonicity as a majority of the mass of the prior distribution will lie above zero. Each dose value D k is not an actual clinical dose, but is a value assigned to dose k that promotes the fit of our model. Following the convention of the authors of the CRM, we take our model for the probability of DLT and substitute p k by its corresponding skeleton value p Ã k and by its prior mean of 1 and then solve for D k , resulting in D k ¼ logitð p Ã k Þ À 3. We choose to use a value of 2 ¼ 0.5 for the prior variance of , which we determined through simulations over a range of possible values of 2 . Specifically, we simulated hypothetical trials in a variety of settings (Table 1 ) using values for 2 in the set {0.25, 0.50, 1.00, 1.50, 2.00}. We found that 2 ¼ 0.50 led to the best operating characteristics, i.e. correctly identified the MSD and assigned many subjects to the MSD, on average among all the settings. Like any application of the CRM, a suitable value for 2 will vary in practice from study to study and needs to be determined heuristically, although a more systematic approach to determining a value for 2 was proposed by Lee and Cheung. 12 However, the logistic model adopted for modeling the association of dose with probability of DLT is too restrictive for estimating q k , as it is unclear that the probability of response, conditional on no DLT, must necessarily increase with dose. Instead, we assume each q k has a marginal prior Beta distribution with fixed parameters a k and A À a k , where A is a value that represents the 'prior effective sample size' on which each of the prior distributions is based. An appropriate value for A reflects how informative the prior marginal Beta distributions should be relative to the data collected in the study, with larger values of A leading to a smaller prior variance. Via simulation, we have found that value of A in the interval [1, 5] is sufficient in terms of correctly identifying the MSD. Once a value for A is determined, the value for a k results by setting a k /A, the prior mean of q k , to its corresponding skeleton value q Ã k , so that a k ¼ Aq Ã k . The joint prior distribution for q 1 , q 2 , . . . , q K is then fully specified with one additional parameter 2 [0, 1] by defining Corr(q k , q ' ) ¼ W kÀ'W , better known as an autoregressive correlation structure, as we expect adjacent doses to provide some information regarding each of their probabilities of response. Although this correlation structure may not completely reflect the underlying correlation of the conditional response rates, we selected this correlation structure because of its simple parametric structure and its having more biologic plausibility than other parametric correlation structures like an exchangeable correlation matrix. The parameter is fixed during the trial because there will be insufficient data collected during the trial that would allow for estimation of . However, the actual value of used appears to be relatively irrelevant to the performance of our design, and this fact will be discussed further in Section 3. For the sake of clarity, we re-iterate that we collect data to estimate the parameters and q ¼ {q 1 , q 2 , . . . , q k } using Bayesian methods. The means of the prior distributions for and q are chosen to match the values of the skeleton values for the DLT and conditional response rates. The prior distribution of contains one parameter 2 that needs a value assigned to it, and the prior distribution of q contains two parameters, A and , that need values assigned to them. In general application, appropriate values for these three parameters could be determined by selecting values for each and then applying our design to trials simulated from a specific setting to see how often the MSD is correctly determined and how many subjects are assigned to the MSD. New values would be assigned to one or all of 2 , A, and and the simulations repeated until a specific combination of the three parameters produces desirable operating characteristics. This process would be repeated over several different settings (like those in Table 1 ) until a combination of parameter values is found that works well in all settings. Given that this simulation process is quite time-consuming, we have stated earlier a range of values for each parameter that we feel should work well in practice for most trials.
Dose assignments

Posterior computations
Like most Phase I designs, we assign the first subject to the lowest dose to reduce the probability of DLTs occurring early in the trial. We further make the restriction that future subjects cannot be assigned to a dose until all lower doses have been assigned to at least one previous subject. Subject to this one constraint, the dose assignment for every future subject j ¼ 2, 3, . . . , n, will be based upon the dose assignments and outcomes of subjects 1, 2, . . . , (j À 1). For dose k, we let W 1k denote the number of subjects with DLT, W 2k denote the number of subjects without DLT who respond, and W 3k denote the number of subjects without DLT who fail to respond. This data from the first (j À 1) subjects leads to the likelihood
The posterior distribution for and q is equal to Lð, qÞ f ðÞ gðqÞ
in which f() and g(q) are the respective prior distributions for and q described earlier. We then compute the posterior mean of and plug this value into our model for probability of DLT, leading to posterior estimates e p 1 , e p 2 , . . . , e p K . Combining these values with the posterior means e q 1 , e q 2 , . . . , e q K , we compute e r 1 ,e r 2 , . . . , and e r K , where e r k ¼ e q k ð1 À e p k Þ. We could draw samples from the posterior distribution of and q using Markov Chain Monte Carlo (MCMC) methods. Specifically, although a closed-form expression for the joint prior distribution of q is not available, the assumed autoregressive correlation structure allows us to express each q k , k ! 2, as a linear function of q kÀ1 . As a result, we could first sample q 1 and then sample each remaining q k conditional upon the value of q kÀ1 sampled. Nonetheless, this process has a large computational burden (that increases with k), which is trivial in a single application but increases dramatically for a simulation study. Therefore, we use the following approach, which although statistically less efficient than MCMC, is computationally faster than MCMC and produces valid posterior estimates.
For the DLT rates, we directly draw 100,000 samples from the prior distribution of the model parameter , which in turn, provides 100,000 prior samples for each of p 1 , p 2 , . . . , p K . We then sample the quantiles Q 1 , Q 2 , . . . , Q K from a multivariate normal distribution in which each Q k had mean zero and variance 1 and Q 1 , Q 2 , . . . , Q K have an autoregressive correlation structure with
is the inverse CDF of a Beta distribution with parameters a k and A À a k .
This leads to a vector of correlated Beta random variables, although their correlation is not equal to . In fact, the magnitude of the correlation is restricted by the values of the parameters in the marginal Beta distributions. Our approach is in the spirit of a copula, where the marginal distributions of each variate are known, but no form exists for their joint distribution. We repeated this process 100,000 times to produce a representative sample from the prior joint distribution of q 1 , q 2 , . . . , q K . After data from each subject is collected, we then take the resulting likelihood and average it over the 100,000 draws to produce posterior means for p 1 , p 2 , . . . , p K and q 1 , q 2 , . . . , q K .
Greedy dose assignment algorithm
If we were to adopt a 'greedy' dose-assignment approach, then we would assign the next subject to the dose with the largest value of e r k among doses with e p k max . However, any adaptive design for early-phase clinical trials has two competing goals. The first goal is local and is focused on assigning each subject to the dose that is deemed the MSD at the time the subject is enrolled. This goal is addressed through the 'greedy' approach just described. The second goal is global and is focused on finding the correct MSD at the end of the study. The dose assignment for each subject is then based on reaching this goal, which requires more exploration of all dose levels and may not coincide with the 'greedy' dose assignment. As we will show in Section 3, a 'greedy' approach leads to a poor ability of finding the MSD at the end of the study.
For example, suppose we have four dose levels and, for lack of prior information on the pattern of response with dose in subjects without DLT, an investigator gives us a 'flat' skeleton
, 0:2, 0:2, 0:2Þ that are constant among the doses. Suppose we set A ¼ 1 and ¼ 0 so that all q k , k ¼ 1, 2, 3, 4 are mutually independent with the same Beta(0.2, 0.8) prior distribution. If the first subject (who is assigned to the lowest dose) does not have a DLT and also has a response, the posterior distribution for q 1 will be Beta(1.2, 0.8), while the posterior distribution for each of q 2 , q 3 , and q 4 will be Beta(0.2, 0.8) because ¼ 0 so that the first subject supplies no information for other than the lowest dose. This leads to a posterior value e q 1 ¼ 0:6 that is larger than e q 2 ¼ e q 3 ¼ e q 4 ¼ 0:20. Because of our assumption that the probability of DLT tends to increase with dose, we have ð1 À e p 1 Þ 4 ð1 À e p 2 Þ 4 ð1 À e p 3 Þ 4 ð1 À e p 4 Þ, and we naturally have the lowest dose with the largest value of e r k , which is then deemed the MSD and assigned to the next subject.
If that second subject also had no DLT, but failed to respond, q 1 would have a posterior Beta(1.2, 1.8) distribution with mean e q 1 ¼ 0:4, which is still larger than the posterior means of the other doses and the third subject would also be assigned to the lowest dose. In fact, all future dose assignments would remain at the lowest dose until e q 1 is sufficiently smaller than e q 2 to make e r 1 5e r 2 . Although values of > 0 would allow for e q 2 , e q 3 , and e q 4 to change from their prior means, the amount of change would not be drastic and lead to the same pattern of dose assignments just presented. As a result, we need to assign doses in a way that allows for greater exploration among the possible doses and increases the accuracy of the MSD determined at the end of the study.
Alternate dose assignment methods
The most common alternative to a 'greedy' dose assignment is to fully randomize the assignment of each subject to all doses based upon their estimated proximities to the true MSD; see Thall et al. 13 for an example of this approach. As applied to our setting, ifr k is the current estimate of success for dose k, that dose would be assigned to the next subject with probabilityr k = P K k¼1r k , where > 0 is a fixed value. Values of 2 {1, 1.5, 2} are commonly used values with adaptive randomization, although there is no methodology for selecting a 'best' value to use for a specific application. This dose assignment approach will be examined in the simulations presented in Section 3. As a compromise between the 'greedy' approach, which can be viewed as randomization with probability equal to one for the current MSD and equal to zero for all other doses, and randomization among all doses, we consider an approach in which each subject's dose assignment is either the current MSD or one of the other doses, which is determined as follows.
At any point in the study, we define the standardized distance between two doses d k 1 and d k 2 as
where r k 1 and r k 2 are the respective current estimated success rates of d k 1 and d k 2 and n k 1 and n k 2 are the respective number of patients that have been assigned to d k 1 and d k 2 . Thus, any dose that has not yet been assigned to any subjects will have a distance of zero from every other dose. Because this distance function will be used twice to determine which dose to assign to each subject, we refer to our method as a 'two-stage' dose-assignment approach. Suppose we have collected the DLT and conditional response outcomes for the first (j À 1) subjects and have computed the posterior means e p k , e q k , and e r k for each dose. Let À 0 ¼ fd k : e p k max g be the set of doses with acceptable posterior DLT estimates,r Ã be the largest value of e r k among the doses in À 0 , and d* be the dose with the posterior probability of success equal tor Ã , e.g. the current estimate of the MSD, which has been assigned to n* patients. We next define À 1 ¼ {d k : d k 2 À 0 & d k 6 ¼ d*}, which is the subset of doses in À 0 other than d*. For all doses d k 2 À 1 , we compute D(d*, d k ) and let d** denote the dose in À 1 with the smallest value of D(d*, d k ), which has been assigned to n** subjects and whose estimated probability of success is denotedr ÃÃ . We see that a dose will be selected as d** if the posterior distribution for its probability of success is either (a) close to the current MSD on average, or (b) has a relatively large variance, which is approximated by a standard binomial variance equation and would occur by its having been assigned to fewer subjects than the other members of À 1 . Note that this interpretation implicitly assumes that r* is independent of every other element of e r k , so that the denominator of equation (2) is the standard deviation of the numerator. We also remind readers that our restriction on dose escalation limits d** to be no more than one dose larger than the largest dose assigned to subjects 1, 2, . . . , (j À 1).
We now need to decide if subject j (the next subject) should be assigned to dose d*, which would be the same as the 'greedy' dose assignment, or to dose d**, which would increase the exploration of doses around the current MSD. Our metric for this decision is the value of D(d*, d**) that would result after subject j has been assigned and followed for DLT and response. Specifically, when a dose assignment is later needed for subject (j þ 1), we should have assigned subject j to the dose that increased our confidence that doses d* and d** truly are different from each other, i.e. the dose that led to a larger value of D(d*, d**). If we assume that the values of r* and r** do not change with the addition of data from subject j, then we can focus on the denominator of equation (2), which is equal tor
if subject j is assigned to dose d*, andr
if subject j is assigned to dose d**. The actual assignment for the next subject would be the dose (d* or d**) that leads to the smaller of equations (3) and (4). Put another way, the denominator of equation (2) is an approximation to the variance of (r k 1 À r k 2 ) and making the variance of this difference small would provide more confidence that we can correctly identify which success rate is larger.
Recall that because we limit each the dose assignment of each subject to be no more than one dose above those already assigned, it is not possible for both n* and n** be equal to zero. However, it is possible for n* ¼ 0, in which case d* would be assigned to patient j because instead assigning d** would result in an infinite value for equation (4) . Similar reasoning results in d** being assigned when n** ¼ 0. Thus, our approach will always choose a dose that has not yet been assigned to any subjects.
After the last subject has been followed for DLT and response, all of the data is used to compute the values e r 1 ,e r 2 , . . . ,e r K , in which e r k is the product of the posterior means of (1 À p k ) and q k . The dose corresponding to the largest of e r 1 ,e r 2 , . . . ,e r K and accompanied by e p max is chosen as the MSD. We also could include a stopping rule if the data indicate that all doses have unacceptable DLT rates; see either Thall and Russell 1 or O'Quigley and Reiner 14 for common choices of stopping rules. We also note that Rosenberger et al. 15 presents alternate distance measures to equation (2) that might prove useful with our design.
Numerical studies 3.1 Simulation settings
We have a study designed to determine which of five candidate doses is the MSD in a sample of 35 subjects. We note that we also performed our simulations with a larger sample size of 50 subjects (results not shown) and found no significant change to our results. We did not study smaller sample sizes, but we find a good rule of thumb is six subjects per dose, which is the maximum sample size of the 3þ3 method for designing a traditional Phase I trial, so our sample size of 35 seemed reasonable. Nonetheless, an appropriate sample size should be selected after simulations are done with varying sample sizes to select one that has good operating characteristics. Table 1 contains the skeleton values of the probability of DLT and conditional probability of response. Based on these values, we believe a priori that the lowest dose is the MSD, but also believe that all five doses have very similar success rates, with only a four point difference in the success rates among the five doses. From the skeleton of DLT rates, we are able to compute the dose values D 1 ¼ 1.60, D 2 ¼ 0.48, D 3 ¼ À0.06, D 4 ¼ À0.80, D 5 ¼ À1.61. We have set a value p max ¼ 0.50 for the maximum acceptable DLT rate, which may seem unusually high to those used to traditional Phase I trial designs. However, we found in simulations that if we used a value of p max ¼ 0.30, the MSD tended to be identified at doses with DLT rates far below 0.30 and led to sub-optimal performance of the algorithms. In other words, whatever the desired DLT rate is for the MSD, the upper bound p max should be set higher than that value to compensate for the inherent variability that would occur in a sample of 35 subjects. With regard to the prior distribution for the conditional response rates, we set A ¼ 1, which combined with the skeleton values given in Table 1 , leads to a Beta distribution with parameters 0.2 and 0.8 for each q k . We also set ¼ 0 so that all the q k are independent. Once we present the results of the simulations using these parameter values, we will present results for simulations using different values of the skeletons as well as different values of A and . Table 1 also contains the true rates of DLT, conditional response, and success for each of six settings examined. Each setting has success rates that were selected so as to have the true MSD occur at differing doses among the five settings. Settings 1 and 2 have probabilities of conditional response that are non-monotonic with dose. However, setting 1 has DLT rates that are equal to the skeleton, while setting 2 has DLT rates higher than the skeleton. Setting 3 has DLT rates also equal to the skeleton, but the conditional response rates are actually monotonic in dose. Setting 4 has monotonic DLT and conditional response rates that are generally higher than the skeleton, which are even higher in setting 5. Setting 6 is similar to setting 3 except that in setting 6 the conditional response rates are now higher than those in setting 3, so that responses will be observed more often in setting 6 than in setting 3. Setting 6 is also quite different from the skeleton and allows us to compare the robustness of the different design approaches to a highly misspecified skeleton.
Via simulation over the settings defined in Table 1 , we examine our design's operating characteristics, which are the percentage of simulations in which each dose is selected as the MSD and the percentage of subjects assigned to each dose. Within our design, we examine 'greedy' dose assignments, fully randomizing among all doses relative to their estimated success rates with ¼ 2, and our new two-stage dose assignment algorithm described earlier. We also examined full randomization with ¼ 1 and ¼ 1.5 (results not shown), but found that the operating characteristics were not materially different than those when using ¼ 2. We also applied the method of Ivanova described in the introduction to each setting, as well as a so-called optimal result formulated by Zohar and O'Quigley. 9 The optimal result is calculated from a virtual design that would not occur in practice but could be used as one uses the Cramer-Rao bound for unbiased estimators. The virtual design supposes that we have the outcomes for each subject if they were to receive every one of the doses. For each dose k, the observed proportion of subjects with DLT is used to estimate p k and the proportion of responses in subjects with no DLT is used to estimate q k , which then lead to an estimate of r k . The dose level with the largest estimate of r k and estimate of p k no larger than p max is selected as the MSD. Since the optimal result is based upon all possible information, it can be used as a benchmark for the performance of all of the designs.
At the end of the study, our method selects the MSD as the dose with the largest probability of success among all doses with a probability of DLT no larger than p. Ivanova suggests the following approach for her method for selecting the MSD at the end of the study. We let R denote the ratio of the maximum sample size to the number of doses. Among the doses assigned to at least R subjects, the MSD is chosen as the dose with the highest observed proportion of successes among all doses with a probability of DLT no larger than p. All of our simulations were done in the statistical software package R and code is available from the first author upon request. Table 2 presents the operating characteristics of the methods averaged over 1000 simulations in each setting. In Settings 1 and 2, where the MSD is located at the third and second dose, respectively, we see that our proposed method with two-stage dose assignments identifies the MSD slightly better than either using randomization of all doses or greedy dose assignments, although the differences rather quite small. The two-stage approach tends to assign slightly fewer subjects to the MSD than either randomization or a greedy approach, although again the differences are slight. What is most striking is that in both settings, our design identifies the MSD and assigns far more subjects to the MSD much more often than Ivanova's method. In settings like Settings 1 and 2, where the probabilities of DLT and response tend to be low, most subjects will be observed without DLT and without response, which in Ivanova's algorithm, encourages escalation to higher and higher doses. As a result, as seen in Table 2 , Ivanova's method tends to identify the MSD at doses above the true MSD and assigns a majority of subjects to those doses. Because of this property, we see in Setting 3 that Ivanova's method performs better than the other designs, both in terms of identifying the MSD and assigning subjects to the MSD. And because the other designs escalate doses much slower than Ivanova's method, they all assign far more subjects to doses below the MSD than Ivanova's method.
Simulation results
In Setting 4, we see that use of greedy dose assignments leads to poorer identification of and assignment to the MSD than the other designs, which all tend to have similar operating characteristics. However, we note that due to the propensity of Ivanova's design toward higher doses, that design assigns far more subjects to the last dose, which is more toxic and less effective than the MSD, than our design with two-stage or randomized dose assignments. In Setting 5, once again use of greedy dose assignments performs poorer than the other methods, which all have similar abilities of identifying the MSD and assigning patients to the MSD.
Up to this point, our simulation results showed little difference between the performance of our two-stage approach and randomization. It is Setting 6 in which a difference between these two approaches is seen. Because the gradient of success rates changes less steeply with dose in Setting 6 than in Setting 3, the probabilities used with randomization all tend to be quite similar, leading to slowed dose escalation and more subjects being assigned to doses other than the MSD. Because our two-stage approach limits the assignment of each subject to two possible doses, instead of all doses, it promotes faster dose escalation and thereby identifies the MSD more often and assigns more subjects to the MSD than when randomizing among all doses. Because the MSD is the last dose, the method of Ivanova performs as well as our two-stage approach.
Relative to the optimal design, we see that all methods tend to perform less well, as expected, although the performance of our design is quite close to the optimal design in Settings 5 and 6, and Ivanova's method actually identifies the MSD more often than the optimal design in Setting 3. However, this result is partially due to the propensity of Ivanova's method for higher doses. Most notably, we see much less variability in the ability of our method to identify the MSD, which ranges from 35% to 54% of simulations, than Ivanova's method, which ranges from 3% to 75% of simulations.
As a first attempt at a sensitivity analysis of our proposed two-stage dose assignment approach, Table 3 contains simulation results for Settings 4 and 5 when three different values for A and three different values of are used. We also performed this sensitivity analysis for the other settings, but do not present those results as they were similar to those presented in Table 3 . Surprisingly, the performance of our design appears to be rather insensitive to values of either parameter. Since A measures the prior effective sample size, larger values of A would indicate smaller prior variance, and suggest a more informative prior distribution for q 1 , q 2 , . . . , q K . Since the skeleton assumed a flat pattern of response rates with dose, we had expected that larger values of A would degrade the performance of our design and lead to selection of lower doses more often than with smaller values of A. The values in Table 3 make only a very modest support of this belief. The value of would indicate how similar the response rates are of adjacent doses and the amount of 'smoothing' that can be done with the data. The results in Table 3 give no indication of any added benefit from smoothing the data and suggest that assumption of independence of q 1 , q 2 , . . . , q K is sufficient. We also examine the sensitivity of our design to the choice of the skeleton for q 1 , q 2 , . . . , q K . Table 4 contains the operating characteristics for four different skeletons: q Ã 1 , the skeleton shown in Table 1 , q Ã 2 , the true values for Setting 4, q Ã 3 , the true values for Setting 5, and q Ã 4 , the true values for Setting 2. Not surprisingly, we see that our method performs best in both Settings 4 and 5 when the skeleton matches the true response rates. However, the gain in performance is quite small and overall, our method appears to have little sensitivity to the chosen skeleton of response rates.
Discussion
We first emphasize that ours is the only method besides that proposed by Ivanova for dose-finding based on DLT rates and response rates when response is only observed in subjects who do not experience DLT. The novelty of our design is not in the modeling of the DLT rates, which uses a model-based approach that Ivanova also uses implicitly to determine which doses are overly toxic. Rather, the novelty lies in the model used with the response rates, in which no parametric model is assumed for the association of dose with the probability of conditional response. We only assume each conditional response rate is a Beta random variable and smooth the observed response rates from neighboring doses with an auto-regressive covariance matrix. Implicit in our design is the assumption that subjects who experience DLT cannot receive further treatment at lower doses in hopes of eliciting a clinical response. Thus, our design is not appropriate for protocols that allow for intra-patient dose reductions after DLT, as response could now be observed in patients with DLT. Furthermore, the model for response for this situation would be more complex as patients may receive more than one dose, and the times of administration of later doses are conditional upon the time to DLT after the first dose. One could envision using extensions of the methods of Braun et al. 16 and Liu and Braun 17 which directly model multiple administrations into the time to DLT.
We also propose a dose-assignment algorithm that has not been proposed in other designs. Our approach is a compromise between a greedy dose-assignment approach, in which a single dose assignment is possible for each subject, and randomization, in which each subject can be assigned to any of the doses. Our two-stage approach combines the greedy dose assignment with one other dose deemed close to the MSD in order to further explore the doses and gain more confidence that we truly are in a neighborhood of the true MSD. Our method can be viewed as using accumulated information, i.e. variability, to determine dose assignments, which is in the spirit of existing work in optimal design for traditional Phase I designs that are based on maximizing the determinant of the information matrix for the model parameters. 18 Via simulation, we have demonstrated that our proposed two-stage approach to dose assignments performs uniformly better than a traditional greedy approach, performs better than randomization among all doses when success rates are similar among all doses, and performs better than the design of Ivanova when response rates are low and non-monotonic with dose.
Our design is especially timely given the current emphasis on translational outcomes in Phase I designs. Specifically, the response measured in subjects without DLT is no longer the traditional measure of clinical response, e.g. shrinkage of a solid tumor, but is instead the change in a specific biomarker, as described in Le Tourneau et al. 19 Such an outcome is common when studying a therapy or agent that is designed to target a specific biomarker known to be in the pathway in the development or termination of the disease. This change in biomarker would be measured after the period of observation for DLT as evidence for the activity of the agent. Although our methods would require the biomarker change to be dichotomized, i.e. an indicator that the change is greater than some desired or clinically meaningful change, one interesting avenue of research would be the extension of our methods to use a continuous measure of response.
One issue of randomization and our two-stage approach is that subjects will always have positive probability of being assigned to doses other than the MSD, even near the end of the study, while traditional Phase I designs have focused on assigning patients to the same dose, i.e. the MSD, near the end of the study. However, recent work Azriel et al. 20 shows for the traditional setting of dosefinding based solely on toxicity, any design that eventually focuses upon one dose being assigned to subjects cannot asymptotically find the correct MTD with probability 1.0. We would expect these results would hold true for our setting as well.
Our approach to generating correlated random variables that have Beta marginal distributions, although easy to implement, had the drawback that the resulting correlation of the random variables did not equal the value of the parameter used to induce the correlation. An alternate approach is that proposed by Magnussen, 21 in which correlation of the sample generated is quite close to that desired when the correlation is small. However, one would suspect little improvement to the performance of our method, especially given our finding that non-zero values of tended to lead to operating characteristics similar to those when ¼ 0.
Our design requires that each subject without DLT must be fully followed for response before the next subject can be enrolled, which could lead to delayed or forgone enrollment of patients if the patient inter-arrival times are short with respect to the length of follow-up for response. However, the likelihood computations in our design could be easily modified to incorporate the data of subjects without DLT who were still being followed for response using the methods proposed in the TITE-CRM 22 or the EM-CRM 23 for dose-finding studies based solely on DLT.
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