The theory of econometric model selection by Sawyer, Kim Russell
T H E  T H E O R Y  O F  E C O N O M E T R I C  
MODE L  S E L E C T I O N
Kim Sawyer
A thesis submitted to the 
Australian National University 
for the degree of 
Doctor of Philosophy, 
November, 1980
(ü)
Declaration
The contents of this thesis are my own 
work, except where otherwise indicated.
K.R. SAWYER
(iü)
Acknowledgement
I wish to thank my supervisor, Dr A.R. Pagan, for his continuing 
assistance and encouragement during the course of my thesis, 
particularly in reviewing its final compilation. Thanks are also 
extended to Professor R.D. Terrell for his strong support throughout. 
A particular acknowledgement is due to Ray Trewin who gave encourage­
ment to many of the ideas contained herein.
The superb typing of Ms H. Patrikka contributed greatly to this 
document and is very much appreciated. Finally, my greatest debt is 
to my parents and Kessada. This thesis is dedicated to them.
(iv)
Abstract
This thesis is concerned with the theory of econometric model 
selection, an area of fundamental importance in econometrics. The 
two themes of the document are the approach to developing model 
selection criteria and the processes for criteria evaluation. Each 
chapter contains elements of them both.
In Chapter 1, principles of model selection are established and 
the role of inductive inference in model selection is examined.
Chapter 2 is an overview of existing criteria, whereby the criteria 
are classified into three groups according to their application.
Chapters 3, 4 and 6 are devoted to aspects of criteria evaluation, 
namely the conflicts between criteria, the adjustments for dimensionality 
and various statistical and interpretative properties. In Chapters 3,
5 and 7, new criteria are proposed. These criteria represent extensions 
and generalisations of existing procedures.
The motivation throughout the thesis is for generality, though 
necessarily, specific illustrations must be made. The objective is to 
produce a unified structure for model selection which will infer new 
directions in model selection. This point is pursued in Chapter 8.
Errata
Page 3 line 11
H2: f(y) = g(X2,ß2) + u2
should read
H2: f(y) = g(Xifß2) + u2
Page 7 line 17
Aitchison and Silvey (1959) 
should read
Aitchison and Silvey (1958)
Page 18 line 21
Aitchison and Silvey (1959) 
should read
Aitchison and Silvey (1958)
Page 27 line 23
hotably 
should read 
notably
Page 45 line 15
should read
(52,...,Cp)
Page 63 line 13
Hanna
should read
Hannan
Page 65 line 9
F < F 1 2
should read
F < F 
2 1
Page 72 line 23
X 3
should read 
X2
Page 76 line 21
Geweke (1979) 
should read
Geweke and Meese (1979)
Page 85 line 15
Geweke (1979) 
should read
Geweke and Meese (1979)
Page 202 line 23
The virtual equivalence means that up to a monotonic 
transformation, the statistics will induce equivalent 
results.
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C h a p t e r  1
Econometric Models and Model Selection
"But you see3 I can believe a thing without under­
standing it. It's all a matter of training"
Dorothy L. Sayers,
Have His Carcase
1.1 Introduction
The analytical representation of an economic relationship when 
subjected to the processes of statistical inference forms an econometric 
model. Econometric models are characterised by their structure (single 
equation or a system of equations), variables (endogenous and pre­
determined), functional form (linear or non-linear in parameters, 
variables), error mechanism (Gaussian or some other distribution) and 
the prior information pertaining to the model.
An econometric model H can be represented by F(y|x,3) where y 
is a matrix of endogenous variables, X is a matrix of pre-determined 
variables, 3 is a matrix of parameters and F is a function whose 
specification includes the structure of the relationship of y condi­
tional on X and 3. In particular, two representations of an econo­
metric model are its likelihood £(y|x,3) and its loglikelihood 
L(y|x,3), in which prior information is assumed to enter through 
restrictions on the parameters.
Two models fL with likelihood (y | X^, 3^ ) and IL with likeli­
hood ^j(y|X-j»3j) which compete to represent a statement of economic 
behaviour are of five types:-
2 .
1. Isomorphic if there exists a one-to-one function <j> such that
<(,(£. (y|x.,ß.)) =  ^j (y IX j > ß j ) • (1.1)
For example, the models
»1Hr y = V  ui •
H„: £n y = £n 3 + 3n £n x + u02 J o 1 2
where u^ is lognormally distributed and u^ is normally distributed, 
are isomorphic.
2. Nested if there exists a non-isomorphic function <j> such that
<(,(£i (y|x.,g.)) = (y |Xj , ß ) 
or 4>(lj (y I Xj , ßj ) ) = H1 (y|x1,ß1) .
The models
(1. 2)
Hi: y xißn  + x2ßi2 + ui
H„ : y = X, ß1 21 + u.
where u^ and u2 are normally distributed, are nested.
3. Partially Nested if there exist non-isomorphic functions and
4>j such that
M M d W )  “ «fj«ij(ylxj.ßj)) • (i.3)
The models
Hr y = wßn + Xxß12 + u
H2:y = wß21 + X2ß22 + u
where u^ and U2 are normally distributed, are partially nested.
4. Separate if there exist no non-null functions <Jk , (Jk  such that
4>ia i(y|xi,ei)) = f. (i (y|x.,6J) (1.4)
3.
For example, the models
Hi y = x ^ + ui
H2 : y = x 2g2 + U2
where and X 2 have no common elements and u^ and U2  are
normally distributed, are separate.
5 . Transformed if
yy'VV (4>i (y) 1«^ (x i ,3i ))
for some functions <p. , <p.
11 * 12
The models
Hi: y= Vi + ui
H2: f(y) = g(X2,ß2) + u 2
(1.5)
where u^ and U2  are normally distributed and f, g are two 
functions, are transformed.
1.2 Evaluation of Econometric Models
In the evaluation of a set of competing models, the ultimate aim 
is to determine a true model - that is, a model which gives an exact 
representation of the data. Unfortunately, it is difficult to envisage 
that there can be a true model for an economic relationship. Sawa 
(1978,p•1276) introduced the concept of a pseudo-true model as a substitute 
for the true model. For our purposes, the pseudo-true model is regarded 
as that model which is preferred to every other admissible model, 
regardless of the evaluation process used.
The objectives of model evaluation can then be summarised as:
1. The establishment of a preference ordering among the models so 
that for two models H. and H., either1 J
4.
(a) H.l is preferred to H ., written H. P J i
(b) H.l is indifferent to H ., written H. J * i I H
(c) H.J is preferred to H. written H. P i 3 Hi'
2. The determination of the pseudo-true model, if one exists.
3. The complete discrimination between the competing models, where 
discrimination refers to the determination of a measurable difference 
between the models, whether in terms of statistical viability or some 
other characteristic.
4. The elicitation of as much information as possible about the 
pseudo-true model.
While the evaluation process is somewhat esoteric, it usually 
comprises the following steps:
1. Specification
An integral part of evaluation is the exact specification of each 
of the competing models. The specification encapsulates the prior 
beliefs established from economic theory. These beliefs suggest a 
range of explanatory variables, functional forms and error structures, 
as well as notions of the sign and magnitude of the parameters or 
functions of the parameters. Of some importance also is the design of 
the experiment. While most econometricians use a fixed sample period, 
there are a range of options for designing the experiment which can be 
used to effect the evaluation of the models.
2. Estimation
The method of estimation employed influences the evaluation of the 
competing models.
3. Diagnostic Checking
Each model must be checked for misspecification of various kinds, 
usually related to the error structure.
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4. Model Selection
Model selection refers to the specific problem of choosing between 
well-defined alternative functional representations of an economic 
relation. This is usually achieved by the use of one or more model 
selection criteria and may entail testing hypotheses relating to the 
prior beliefs established.
5. Model Use
Models are assessed for their predictive capabilities, stability 
and general dependability outside the sample period.
The ordering of the evaluation process is important. In particular, 
diagnostic checking should precede the use of model selection criteria, 
since the criteria require each model to be well specified. While 
model selection is specifically defined in (4), it should be regarded 
as being influenced by all the steps in the framework above. Thus, 
although the following chapters focus on model selection criteria, it is 
important to remember their embodiment in the above process.
In the preceding analysis, readers have been introduced to the 
concept of an econometric model and the aims and processes of model 
evaluation. The discussion now centres on the principal component of 
model evaluation, model selection, which is the theme of this thesis.
It should be recognised that the aims of model selection are consistent 
with the aims of model evaluation, namely
1. The formation of a preference ordering and determination 
of a pseudo-true model.
2. The discrimination between competing models.
3. The elicitation of a maximum amount of information.
Of some interest is whether these objectives are achieved and sections 
of the remaining chapters will be oriented to this question.
6.
There is a strong motivation throughout to present a uniform 
approach to model selection rather than the amorphous appearance it 
typically assumes. A uniform approach permits a clear appreciation of 
the existing techniques and insight into the development of new 
techniques. Necessarily, the generality of approach implies the cursory 
treatment of some issues. Particular emphasis is given to two aspects:
1. The approach to developing model selection criteria.
2. The evaluation of criteria according to certain principles. 
These concepts which are elaborated below, are the two main elements 
of the thesis. They illustrate ways of developing new criteria and, 
possibly more importantly, the applicability of the existing criteria.
1.3 T he Development of Model Selection Criteria
Model selection criteria are the key elements in the evaluation of 
econometric models. Though Learner (1979b, p.2) has identified some 
selection procedures as arising from the judgement of the investigator 
and not from a formal loss function, the criteria considered in this 
thesis will be seen to be directly or indirectly related to particular 
loss functions. These loss functions have their foundations in at least 
one of four methods of inductive inference - likelihood, entropy,
Bayes and prediction. These are considered briefly.
1. Likelihood
Fisher (1935) established the method of maximum likelihood as a 
measure of rational belief when reasoning from the sample to the 
population. He defended the method in two assertions.
"First, that the particular method of estimation, arrived at by 
choosing those values of the parameters the likelihood of which 
is greatest, is found to elicit not less information than any 
other method which can be adopted.
7 .
Secondly, the residual information supplied by the sample, which 
is not included in a mere statement of the parametric values 
which maximise the likelihood, can be obtained from other 
characteristics of the likelihood function; such as, if it is 
differentiable, its second and higher derivatives"
- Fisher (1935, p.53)
f9L.) [Vl . j
3ßi 8ßi
Fisher's concept of information, defined by the expectation of
where L_^(y|x^,$^) is the likelihood of the model H_^ ,
is a measure of the intrinsic accuracy of H^. It was found that 
maximising the likelihood yielded a limiting sample variance equal to 
the reciprocal of the information. The classical maximum likelihood 
principle was thus crystallised and model comparisons were to be made 
on the basis of the maximised likelihood of models, either directly or 
in ratio form (likelihood ratio). This principle has endured.
Ancillary statistics based on the likelihood have emerged, as 
foreshadowed by Fisher. One of these, the Lagrange multiplier principle 
established by Aitchison and Silvey (1959), uses the first order con­
ditions of maximum likelihood to establish tests about the validity 
of a model. The Lagrange Multiplier statistic is readily interpreted 
as an approximation to the likelihood ratio using a Taylor series 
truncated to the second order. However, the two procedures normally 
generate distinct criteria which can be compared in various ways.
While a useful review of the Lagrange Multiplier principle in econo­
metrics is given in Breusch (1978), the likelihood ratio principle has 
not received similar documentation.
2. Entropy
Fisher's concept of information has been challenged, perhaps 
superseded, by one which bears a strong correspondence to thermodynamic
8 .
entropy, and is often so termed. Entropy was introduced initially 
from statistical mechanics as a measure of the amount of uncertainty 
associated with a system. Logically, the information conveyed by 
estimating a model consists of removing the uncertainty which existed 
prior to estimation.
This interpretation of information has a probabilistic definition 
best represented by the expectation of L^(y|x^,ß^), the expected log- 
likelihood of a model. Two principles evolve:
1. the entropy maximisation principle which maximises the 
information or expected information of a given model
2. the entropy difference principle whereby the amount of 
information conveyed by one model about another is maximised.
Akaike (1977) contended that Fisherian information and entropy are 
reconcilable in that the maximum likelihood principle is a realisation 
of the entropy maximisation principle. Certainly both concepts are 
measures of the intrinsic accuracy of a model - Fisherian information 
as a reciprocal of the limiting sample variance and entropy as a measure 
of the uncertainty removed from the model by estimation. Additionally, 
each definition of information satisfies axioms necessary for them to 
be such measures as demonstrated by Fisher (1935, p.47) and Khinchin 
(1957, p.5). The connection between Fisherian information and entropy 
is formalised by considering the second order Taylor expansion of the 
loglikelihood around the maximum likelihood estimate, and then taking 
expectations. For a model iL with loglikelihood L^(y|x^,(L) and 
maximum likelihood estimate of ß^ as fL, Fisherian information is 
estimated by
f 92L
- E 9ßi3ß^
ßi=ß±
(1.6)
and entropy can be represented as
The two concepts of information are then remarkably similar. Their 
difference ensures the divergence of the likelihood and entropy 
principles, since both principles are equivalent to maximising the 
information of the model, whether it be defined for likelihood by (1.6) 
or for entropy by (1.7).
3. Bayes
Under the Bayesian principle, prior information is used in the 
formation of selection criteria. This information can take the form of
(a) assertions of the prior probabilities of each model which 
are subsequently sharpened by the estimation process.
(b) assertions pertaining to the specification of each model.
Walker (1969) shows that under suitable regularity conditions, the 
Bayes and likelihood procedures are asymptotically equivalent.
4. Prediction
Many criteria have been proposed to assess models on the basis of 
their predictive power, both within and outside the sample. Predictive 
approaches are of two types:
1. cross-validatory, as termed by Learner (1979b), in which 
part of the data is saved to check the adequacy of a model
2. post-sample, in which assumptions are made relating the 
behaviour of post-sample and sample data.
Predictive approaches to model selection are less inferential and 
somewhat more arbitrary than those based on likelihood, entropy and 
Bayesian principles.
Model selection criteria will be seen to have been developed by 
applying at least one of the above methods of inductive inference and
10.
a number of mechanical procedures. The most significant of these 
procedures are two embedding techniques.
1. Dimensional Embedding
The dimension of an econometric model is defined to be its number 
of free parameters. When discriminating between a number of competing 
models whose probability distributions are of the same form but whose 
dimensions may be different, a common approach has been to embed the 
models in some more complex model and then to project back onto each 
of the competing models. The criteria emerge as the loss incurred by 
projection, whether this loss be defined from likelihood, entropy,
Bayes or prediction methods. Implicit in the approach is the assumption 
that projection from a complex space onto a subspace and estimation 
within a subspace are orthogonal in the following sense. That estimating 
in the complex space and then projecting onto a subspace is equivalent 
to projecting from the complex space and then estimating within the 
subspace.
The prime motivation for dimensional embeddings is to provide a 
formal adjustment for the dimension of a model. There is a consider­
able body of opinion which sees benefit in using smaller models, a 
preference hereafter referred to as parsimony. That dimensional 
embeddings introduce parsimony results from assumptions made in pro­
jecting from the complex space onto a subspace of given dimension. In 
this sense, the adjustment for dimension is artificially induced.
2. Distributional Embedding
For distinguishing two econometric models whose probability 
distributions are distinct and whose dimensions may also differ, one 
method proposed has been to embed the likelihoods of the models into a 
joint likelihood and then to project the embedded model so determined 
onto each of the competing models. The embedding is achieved through
11.
the use of an introduced parameter or vector of parameters. This 
approach is mainly used to give specific discrimination between two 
separate models.
It is conceivable that distributional embeddings can be extended 
to the embeddings of entropies as well as likelihoods. Of more imme­
diate interest is whether it is feasible to combine models of different 
dimensions and different distributions. This last issue will be 
canvassed in the final chapter.
The implication of the comments above is that there is a uniform 
approach to developing model selection criteria which relies on four 
methods of inductive inference and two embedding techniques. In view 
of this uniformity of approach, it is not surprising that many of the 
criteria are distinguished simply in terms of the assumptions made in 
their derivation, a point taken up in Chapter 2.
1.4 Evaluation of Model Selection Criteria
To assess the effectiveness of model selection criteria, it is 
necessary to establish a set of principles or guidelines. These 
principles are designed as a basis for achieving the objectives of model 
selection presented in section 1.2, namely
(a) the determination of a preference ordering
(b) adequate discrimination between the models
(c) elicitation of as much information as possible pertaining 
to the pseudo-true model.
The principles are of course partly philosophical, but essentially 
are reflections of criteria assessments in the literature. For 
selecting between a set of competing models using a number of criteria, 
the guidelines are summarised as:
12.
1. Non-Conflict
The criteria used should be non-conflicting. Two criteria are 
said to be in conflict if they induce a different preference ordering 
in a set of competing models which cannot be uniformly corrected by a 
simple adjustment to the significance levels of one of the criteria. 
Requiring the criteria to be non-conflicting ensures that the preference 
ordering established is unique so that for two models and H.,
only one of P IP, J 1L , H P IP holds for all criteria.
2. Transitivity
The criteria should induce a transitive ordering. For three
models H., H.i j * \
(a) If H. P H. i J and P H^, then Hi p V
(b) If H. P H. 1 J and Hj I H^, then Hi p V
Uniqueness and transitivity of the ordering will imply the determination 
of a pseudo-true model.
3. Interactions
Adjustments for the interactions of all the hypotheses should be 
made at each stage of the selection process, so that comparisons between 
only two models are modified by the presence of the other models. No 
uncertainty in the selection procedure is then generated from hypotheses 
within the set of competing models.
4. Power and Consistency
The power of a criterion or procedure is defined to be the
probability of selecting the true model, when it exists, from the set
of competing models. A criterion is consistent if its power tends to 
one in large samples. High power and consistency are desirable.
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5. Distribution Parity
Where the observed value of a criterion is tested against some 
nominal distribution, it is important that the criterion achieves a 
parity with the distribution under the maintained hypothesis. This 
parity may take the form of adherence to the nominal significance 
levels, regularity of moments or more generally a certain goodness of 
fit to the prescribed distribution.
6. Interpretation
It is necessary that outcomes of a criterion or group of criteria 
be fully and unambiguously comprehended.
7. Computational Simplicity
8. Parsimony
Criteria should satisfy specific principles of parsimony which 
will be given in Chapter 4. These relate to the augmentation and 
deletion of variables from a model, and to the determination of the 
optimal order in an infinite sequence of nested models.
Criteria can be assessed individually and jointly for their 
adherence to the above guidelines. These assessments are used to give 
an indication of the types of problem for which the criteria are 
appropriate.
1.5 Overview
The foundations of the theory of econometric model selection were 
laid in this chapter. Model selection was introduced as a component of 
the overall process of model evaluation. In developing a general 
framework for model selection, two aspects were emphasised.
1. The development of model selection criteria. This was seen 
to embrace a number of methods of inductive inference and
a number of mechanical procedures.
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2. The evaluation of criteria using principles of model 
selection.
These aspects of model selection become the central themes of the 
thesis, and every chapter contains elements of them both. Chapters 2,
5 and 7 are predominantly devoted to the development of criteria. 
Chapter 2 reviews the existing criteria and categorises them, while 
Chapters 5 and 7 initiate new criteria using some of the ideas con­
tained in 1.3. Chapters 3, 4 and 6 concentrate mainly on criteria 
evaluation. For Chapter 3, this evaluation is in terms of criteria 
conflict, for Chapter 4 in terms of parsimony while Chapter 6 focusses 
on statistical concepts such as power and also on interpretative 
ability.
While the chapters which follow do not purport to give a universal 
coverage of model selection, they do achieve through illustration a 
sufficiently wide spectrum as to suggest future directions in model 
selection. This is reviewed in the concluding chapter.
15.
C h a p t e r  2
Model Selection Criteria
"Having thus exposed the far-seeing Mandarin 's inner thoughts3 
would it he too excessive a labour to penetrate a little deeper 
into the rich mine of strategy and disclose a specific detail?"
Ernest Bramah,
Kai Lung unrolls his mat.
2 .1 Introduction
A large number of criteria have been proposed to select between 
econometric models. While attempts have been made to link certain 
criteria, there has been no systematic attempt to order the criteria 
into a complete framework. The absence of such a framework is 
inhibitive to model selection in three respects:
1. It will not always be clear when to use a particular 
criterion.
2. The model builder may not be cognisant with the alternative 
criteria available and their possible advantages.
3. In the case of the joint application of the criteria, we 
cannot be certain what types of conflict may arise.
It was noted in Chapter 1 that there appears to be a uniform 
approach to model selection which has its foundations in four methods 
of inductive inference (likelihood, entropy, Bayes, prediction) and two 
embedding procedures (dimensional, distributional). One is tempted to 
use this as a basis of classification, for example to group all likeli­
hood criteria together, all entropy criteria together and so forth. 
However, on examination it is found that the likelihood criteria
developed to discriminate between separate models are very disparate in
16.
form from those designed to select between general models. It seems 
more appropriate to group criteria developed to select between the same 
types of models, for these bear the closest resemblance in form and 
statistical properties. A natural arrangement of model selection 
criteria is then:
1. Nested Criteria
These criteria have been developed to discriminate between nested 
models. They tend to be a benchmark for the other criteria.
2. Absolute Criteria
The criteria in this group were designed to discriminate between 
models whose error distributions are the same. These criteria divide 
further into
(a) dimensional criteria; so termed because they are 
distinguished by their adjustment for model dimensionality.
(b) cross-validatory; formed by deleting observations from the 
sample so that some of the data is saved for evaluation-
(c) experimental design criteria; in which the sample is 
designed to produce more effective discrimination.
3. Separate Criteria
Separate criteria are used to select between models whose 
structures are separate in the sense of (1.4). This separation may 
result from distinct error distributions or functional forms. Separate 
criteria are either:
(a) Distributional; derived by considering functions of the 
maximum likelihood estimates of the competing models.
(b) Artificially-nested; designed by embedding the distributions 
of the competing models in some combined distribution.
(c) Transformational; which are used to discriminate between
models whose functional forms differ.
This classification is summarised in tabular form
TABLE 2.1.
CLASSIFICATION OF CRITERIA
GROUP DERIVATION APPLICATION
1. NESTED Likelihood, Bayes; 
Tests of Restrictions
Nested Models
2. ABSOLUTE
(a) Dimensional Likelihood, Entropy, General Models whose
Bayes, Prediction; Error Distribution is
Dimensional Embedding the same
(b) Cross-Validatory Prediction; Deleted 
Observations
(c) Experimental Likelihood, Entropy,
Design Bayes, Prediction; 
Sample Design
3. SEPARATE
(a) Distributional Likelihood, Prediction Separate and
(b) A-Nested Likelihood;
Distributional
Embedding
Transformation Models 
(i.e. models whose 
error distributions 
or functional forms
(c) Transformational Likelihood; Series 
Expansions
differ)
The criteria are seen to be derived by the methods of inductive inference 
and mechanical procedures outlined in 1.3. This is clarified during the 
course of the chapter. Using this classification, a compendium of the 
existing criteria is presented. Particular emphasis will be placed on 
the assumptions made in the derivation and the linkages between the 
criteria. For ease of exposition, the criteria are illustrated in their 
application to single equation models over a fixed sample of size T.
18.
2.2 Nested Criteria
Consider the two nested models
V yt = f (Xlt’ßl) + Ult t=l,...,T
H2* yt = f (xit’x2t’ßl’ß2^ + u2t t =
(2.1)
where f is a scalar function of its arguments and u. , u^ have the 
same type of distribution. is nested in 1^ by the restriction
It is assumed that the information matrix 
r ,2,
Kß)
-3 L2(y|X1,X2,e)'
9686’ is positive definite, where 6’ = (6^,6^)>
L9 ( y I ,6) is the loglikelihood of H0 and EH is the expectation
written
H r Furthermore, i
I )
1 ( 6 ) = 11 12
t I21 2 2  J
(2.2)
where 1^  is that submatrix corresponding to the parameters;
and conformably its inverse is written
i hß) (2.3)
Five criteria have evolved for discriminating between and
H^. Four of these, the Wald test (1943), the Likelihood Ratio test, 
the Lagrange Multiplier test (Aitchison and Silvey (1959)) and the 
Neyman (1959) statistic, are established from likelihood. The remaining 
test formulated by Dickey (1975) is Bayesian.
19.
1. The Wald test considers whether the unrestricted estimates from 
satisfy the restrictions. The test statistic is defined by
W = ^ ( i 22)_1B2 (2.4)
where 32 is the maximum likelihood estimate of under and
"22 22 I is the estimate of I under H^.
2. The Likelihood Ratio test compares the values of the maximised
likelihoods under and The test statistic is defined by
LR = 2L2 (y|X1 ,X2 ,3) - 21^ (y | Xx , ) (2.5)
where 3 is the maximum likelihood estimate of 3 under H and 3j_ 
is the maximum likelihood estimate of 3^ under H^.
3. The Lagrange Multiplier test examines the effect of imposing the 
restrictions upon the first order conditions for the unrestricted 
maximum likelihood. The test statistic is defined by
LM
f 8L_1 ' ^ 2 r8L 1n: 2
832 8 32 (2.6)
L^>2 9L2 2^2
where • ■ is the estimate of - ■ under H, and I is the 
83 2 832 1
22estimate of I under H .
4. The Reyman statistic is a modification of the Lagrange Multiplier 
test which uses root-T consistent estimates of the nuisance parameters 3- 
The test statistic is defined by
C(a) =
.22
8L,
83.
- 1 I  ^21 11
f---\ » rr \
3L7 t22 dL?
83-,
I \
8 3 ?
V  ) v y
- I  I 1 21 'll V (2.7)
where I , I ^ ,  ^ll’
r
8L
r
2Kj9 V
8L,
83- are the estimates of I , I ^ ,  ^n>
8L 8L2
--- , — — - when 30 is set to zero and 3-, is estimated by 3-, , a830 8 3-t 2 i t
20.
"locally root-T consistent" estimate, that is /r(ß^-ß^) = 0^(1).
Under , each of the statistics W, LR, LM and C(a) is
2asymptotically distributed as a x random variable with degrees
of freedom, where is the dimension of $2‘ ^ comprehensive
analysis of the Wald, Likelihood Ratio and Lagrange Multiplier 
statistics is given in Breusch (1978) where it is concluded that
(a) none of the tests is generally more powerful
(b) the Wald and Lagrange Multiplier procedures are generally 
preferred to the Likelihood Ratio in terms of ease of 
application.
(c) In linear models, the following relationship holds between 
the criteria
w  1  L R  L  L M  •
The differences between the criteria can be corrected by adjusting the 
significance levels of the criteria. In non-linear models, however, 
the inequality is not uniform and the criteria conflict.
5. Dickey has proposed a Bayesian test for discriminating between
and H2 when u^ and u^ are normally distributed. For illustrative
2 2purposes, it is assumed that u^ ^ N(0,o I) where o is known.
2 -1A priori ß ^ N(ß ,0 (X'X ) ) where ß' = (ß',ß’ ) is a vector ofr o’ .00 o or o2
known parameters conforming to ß and X^ is a known matrix 
partitioning in accordance with ß.
For the posterior estimate of ß, ß^  = (ßp^ß^) given by
ß = (X'X +X'X)_1(X'X ß +X'Xß) p 0 0  0 0 0
A' = (8' ,ß' (I- (X'X ) 2[(X'X )22] L)o ol’ ol o o 12 o o
and for
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Dickey advocates a weighted likelihood ratio criterion
I ( X ' X  ) 1 o o
22
I (X 'X + x ' x )1 o o
22 exp S - 2g
-  ( A ' X ' X  A - A ' ( X ' X  + X ' X)A ) 2 o o o o  p o o  p7 (2.8)
Under equal prior odds, a value of greater than or equal to one
leads to acceptance of over H^.
No attempt has been made to discriminate between general nested
2
models using entropy. This is probably due to the fact that most 
econometricians regard the nested model problem as having been solved. 
While this is true for linear models, it is not so definitive in non­
linear models.
2.3 Absolute Criteria
Absolute criteria are so termed because they give an absolute 
ranking to a model. They consequently produce a unique and transitive 
preference ordering among a set of competing models. The criteria are 
illustrated in their application to a set of linear Gaussian models
V y = X1 6, + U1
(Txl) (TxKjpO^xl) (Txl)
H : i y = x i (q + u .l
(Txl) (TxK.)(K xl) (Txl)
y ~ XM + UM
(Txl) ( T x K ^ O ^ x l ) (Txl)
where E(u_^) = 0, E(u.jup = c k It and K. is the dimension ofl
The three types of absolute criteria, dimensional, cross-validatory 
and experimental design, are discussed in turn.
22 .
2.3.1 Dimensional
Dimensional absolute criteria are composed of a goodness of fit 
component and an adjustment for dimensionality, the prime objective being 
to penalise excessive complexity. Most dimensional criteria reduce to 
minimising an expression of the form y'M^y f (L ,T) where
(a) y'M^y is the residual sum of squares of H and
M. = I-X. (X'.X.) 1X| its associated matrix, l l i i i
(b) f(K.^ ,T) is a positive function, monotonically increasing 
in K. .l
Some criteria have additional terms in
-2 21. g ., the maximum likelihood estimate of o.l * l
= y'M.y/T
~2 22. a^, the unbiased estimate of
= y'M^/d-K.)
-2  ~  23. o . , o„A „ and K. A . the estimates of the variance andMAX MAX MAX
the dimension for the largest model.
The criteria are grouped according to the methods of inductive inference 
given in 1.3, and are tabulated below. Parzen's CAT, though derived 
from a time-series approach unrelated to entropy, was included with 
the information criteria because of its strong connection with Akaike 
AIC. Most of the criteria have been developed by using the dimensional 
embedding method and a plethora of assumptions which will be emphasised.
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TABLE 2.2.
DIMENSIONAL ABSOLUTE CRITERIA
CRITERION MINIMISE
Likelihood
1. R 2 y'Mjy
2. Theil R 2 (Theil (1961)) y'M.y/CT-K.)
3. Deaton (1972) y'M.y/Or-K.)3 ; a > 0
Entropy
1. Akaike AIC (1973,1977) y'M.y/T exp { 2 ( K + 1 ) / T }
2. Chow-Sawa BIC 
(Sawa (1978), Chow (1979))
, | 2(Ki+2)/T(0M A X /° i )}y M  y/T exp / 0 0 9  11- 2 / 1 ( 4 ^ )  2 }
3. Parzen CAT (1974) + K1/T
Bayes
1. Sawa (1978) y ' M . y d + K . ) /  (T-K.-2)
2. Schwarz (1978) y'M^y/T e x p { K _ £ n T / T }
3. Geweke BEC (1979) y'M.y/T + K.S 2^  *n T/ ( T - K ^ )
4. Hannan and Quinn (1979) y ’M^y/T exp {2c £n£n T / T}; c > 1
Prediction
1. Mallows C (1973 ) P
~2y 1M  v + 2 K oy u ±y z k i u m a x
2. Amemiya PC (1980 ) y'M.y (T+K.)/(T-K.)
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1. Likelihood
2The coefficient of determination, R , was developed implicitly as
a criterion by Lagrange and Legendre in the eighteenth century and is
the building block for all the criteria. It is the criterion which
emerges from invoking the maximum likelihood principle in Gaussian
models. However, it incurs no penalty for complexity and this motivates
the use of penalty functions f(K^,T) in the other criteria.
2The first alternative to R was proposed by Theil (1961) who
suggested the unbiased estimate of the variance as a criterion. Theil
~2shows that this criterion, Theil's R , leads to the choice of a true 
model on average at least as often as any other model. Specifically, 
if IL is true, and u^  and are independent, then
EH (y'M.y/(T-K.)) < Eh (y'M.y/CI-K.)) (2.10)
for some specific alternative H ; is the expectation operator
under . Pesaran (1974, p.154) demonstrates that a large number of
criteria can fulfill this requirement, in particular one of the cross-
validatory criteria of section 2.3.2 as demonstrated by Learner (1979b)
-2p.59). Schmidt (1971) proves that the R criterion is consistent with 
respect to a specific alternative. That is, for T sufficiently large 
and arbitrary e > 0,
Pr{y,Mjy/(T-K ) £ y'M.y/(T-K.)} > 1-e (2.11)
-2where H. is the true model and IL a specific alternative. R is 
not consistent however when applied to an infinite sequence of nested 
models.
A criterion related directly to R was constructed by Deaton 
(1972). This criterion was developed analytically so that in its 
application to nested models, inclusion of variables is equivalent to
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their collective F ratio exceeding a given constant a. Due to the 
assumptions made in its derivation, Deaton’s criterion should only be 
applied among competing models with
(a) dimensions of a similar order of magnitude 
or (b) dimensions small relative to the sample size.
2 -2Deaton's criterion was designed to be equivalent to the R and R 
criteria when a equals 0 and 1 respectively, and thus subsumes 
them both.
2. Entropy
A group of information-theoretic criteria was stimulated by the 
original work of Akaike (1973). Akaike's approach was generalised by 
Chow (1979) who establishes a suitable framework for analysing all the 
entropy criteria.
The basis of the criteria is the information lost by estimating a 
true model under the assumption that the parameters satisfy certain 
restrictions. The loss in information is measured in terms of the 
Kullback-Leibler function, the difference between the expected log- 
likelihoods of the true and estimated models. In Akaike's formulation, 
the restrictions consist entirely of zero restrictions on a subset of 
parameters, so that a complex true model is estimated by sub-models of 
given dimensionality.
The crux of the information-theoretic approach is to establish a 
pseudo-true model or best model which satisfies the restrictions (for 
Akaike, the best model of given dimensionality). This model is derived 
by minimising the information lost in estimating subject to the restric­
tions. For any other model satisfying the restrictions (lying in the 
subspace), the total information lost can be expressed as the sum of
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(a) the information difference between the true and pseudo-true 
models which is the information lost in the projection of 
the complex true model onto a subspace.
(b) the information difference between the pseudo-true and 
estimated models, the information lost by estimating within 
the subspace.
The two processes of projection and estimation are orthogonal.
For, if an inner product were constructed whose norm corresponds to the 
information difference between two models, the vector between the 
pseudo-true and estimated models is orthogonal to the vector between 
the pseudo-true and true models. Indeed, this is the approach of Akaike 
who introduces an inner product defined in terms of the elements of the 
Fisher information matrix. Akaike perceives the processes of estimation 
within a subspace and projection onto a subspace as reversible.
For a true model H with loglikelihood L(y|x,3) and some 
approximating model H with loglikelihood L^(y|x^,3^) where the 
form of L. is the same as L but 3. satisfies certain restrictions,l l *
the general information criterion is given by
L.(y|x.,ß.) - tr{IE(Bi-B*)(li-ß*)'} (2.12)
where 3^ is the maximum likelihood estimate of 3^ > 3^  is the 
pseudo-true estimate of 3^ and I is the information matrix.
The general criterion subsumes Akaike*s AIC and Chow-Sawa*s BIC 
as special cases.
1. If the restrictions consist of zero restrictions on the parameters 
and if 3? = 3 + Op(T ^), the criterion in (2.12) reduces to
L.(y|x.,ß.) + K. (2.13)
where K. is the dimension of 3..l l
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This is of course Akaike's AIC. The condition on 8^  is satisfiedl
for the most complex model under consideration, but not necessarily for 
the others in an optimal subset problem. As a result, the general 
criterion imposes a more severe penalty on dimension than Akaike’s AIC.
2. When the underlying probability distribution is normal, the general 
criterion reduces to the expression for Chow-Sawa B1C given in Table 2.2.
Parzen (1974) developed a criterion closely associated with Akaike’s 
AIC by using a spectral theory approach. By comparing the error 
variances of a true model of infinite order and an approximating model 
of finite order, the resulting criterion gives a precise sense in which 
the spectral densities of the two models are close. Akaike AIC and 
Parzen’s Criterion Autoregressive Transfer Function (CAT) exhibit 
similar behaviour in practice. They are directly related by
log CAT (i) = log AIC (i) - log o^. + 0p (T~2) (2.14)
where CAT(i) and AIC(i) are the values of the criteria for H given
~2 ,-2 -1in Table 2.2, and it is assumed that aw*v/a. = 1 + 0 (T ).’ MAX i p
Thus, while the entropy criteria apparently form a closed subgroup of 
dimensional criteria, they are closely related to a criterion which 
emanates from spectral theory.
3. Bayes
Most dimensional criteria incorporate some prior information in 
their derivation, usually in the form of assumptions. However some 
criteria are more hotably Bayesian.
Sawa (1978) used an information loss function like the entropy 
criteria to generate a criterion in normal models. By imposing diffuse 
priors on the parameters and invoking some established results from 
Bayesian inference, a minimum value for the expected loss is determined 
and this becomes the minimum attainable Bayes risk criterion.
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Schwarz (1978) produced a formal Bayesian criterion which has been 
generalised by Chow (1979). If IL is a K^-dimensional model with 
loglikelihood (y | X_^ , ß^), Chow shows that the log of the posterior 
probability of evaluated at ß_^ is given by
K. K.
Li(y|xi,3i) - y  log T + - log I R± [ + ~  log 2tt
+ log Pr(ß.|H.) + 0 (T h ) (2.15)
where ß^  is the maximum likelihood estimate of ß^ ,
^1
T
32L
36.36.'1 1
and Pr(ßyH^) is the prior density of ß^
ßrßi
given FL evaluated at ß_^.
The first two terms of (2.15) are Schwarz's criterion which was
derived for densities in the Koopman-Darmois family. Chow (1979, p.13)
rightly asserts that Schwarz's criterion will not necessarily be a good
approximation to the log of the posterior probability.
Two time series criteria, Geweke's Bayesian Estimation Criterion
(BEC) and Hannan and Quinn's criterion, have emerged from similar
derivations which are Bayesian in inclination. The motivation for both
criteria is consistency in the determination of the order of a model.
Geweke BEC is constructed so that in its application to an infinite
sequence of nested Gaussian models, the true model is selected with an
asymptotic probability of one. The criterion evolves by considering
-2criteria of the form <y + K_y(T) in the notation of (2.9). Subjective 
assessments by Geweke produce the choice of g(T) given in Table 2.2. 
Similarly, Hannan and Quinn examined criteria of the form
~2In + K_g(T) for determining the order of an autoregression, the aim 
being to generate a strongly consistent criterion. The loglog formul­
ation in Table 2.2 was the realisation of an analytical approach designed
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to find a.function g(T) which decreases as fast as possible with the 
sample size.
Schwarz, Geweke BEC and Hannan and Quinn are all consistent in 
determining the true order of an infinite sequence of nested Gaussian 
models. They are the only dimensional criteria to have this property.
4. Prediction
Mallows Cp was initially described in 1964 and later developed 
as a criterion in Mallows (1973). It has been alternatively interpreted 
as an estimate of
(a) the standardised mean squared error of estimation 
(Mallows (1973)).
(b) The total mean squared error of prediction (Hocking (1976)).
(c) The mean squared error of prediction for a single 
observation (Amemiya (1980)).
(d) The total mean squared error of prediction for a vector 
distributed identically to but independently of the 
dependent variable (Sawa and Takeuchi (1977)).
0^ is derived similarly to the entropy criteria as a projection from 
a complex true model onto a subspace. The norm used is Euclidean rather 
than an information measure.
Amemiya's PC was proposed in 1972 but reformulated as a criterion 
by Amemiya (1980). Like C , PC can be regarded as an estimate of the 
mean squared error of prediction for a single observation, where this 
observation is determined by equating the moments of its regressor set 
to the average of the sample moments of the regressor matrix. Unlike 
0^, PC assumes the information lost in projecting the complex true model 
onto a subspace is zero.
In reviewing the dimensional criteria, it has become clear that a
number of key criteria have emerged which subsume the other criteria:
3 0 .
2 -21. Deaton’s criterion, which includes R and Theil R 
as special cases.
2. Chow’s general information criterion (2.12) which reduces 
to Akaike AIC and Sawa BIC under certain conditions.
3. Chow's general Bayesian approach (2.15) incorporating 
Schwarz's criterion.
4. The general Bayesian - time-series approach of Geweke BEC 
and Hannan and Quinn.
5. The mean squared error of prediction for a single
observation which elicits Mallows C and Amemiya PC asP
criteria.
The dimension penalty functions which result determine the power and 
parsimony of the criteria.
2.3.2 Cross-Validatory
Cross-validation refers to that procedure whereby part of the 
sample is saved to check the model adequacy. This is seen as a sensible 
compromise between model discrimination and estimation, in that least 
squares methods are modified without losing their simplicity and without 
imposing any assumptions.
For (2.9), the cross-validatory criteria are constructed by deleting
one observation at a time from the sample and predicting onto that
observation. The criteria are based on the sum of the weighted squared
T 2errors of prediction, E w^te  ^((-)» where
(a) w_£ is some prescribed weighting function
(b) ei(t) is t i^e Prediction error under for the t-th
observation when it is removed from the sample and estimation 
performed over the remaining T-l observations.
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It can be shown that
i (t) (yt-xicSi)/(1-xit(xiXi)"lxlt) (2.16)
where 3. is the maximum likelihood estimate ofl
general form of the cross-validatory criteria is
3. so that thel
T
£ w 
t=l it y^t xltBi')  ^^  xit(XiXi') xitl
(2.17)
Minimising (2.17) induces an inherent penalty for model dimensionality.
For, if X. is a subset of X., then i J
(l-xit(X'X.r1x^t;) > (1-x (X,jX )-1x' ) (2.18)
in which case the cross-validatory criteria, like the absolute criteria, 
penalise complexity.
Different weighting functions w^t produce distinct criteria.
Three criteria in particular have emerged
(a) Allen (1974) developed the PRESS criterion by giving an 
equal weighting to each deleted observation.
(b) Schmidt (1971) advocated the weighting function
w = (1-x (X’X ) 1x ’ ) .it it l l it
(c) Stone (1978) proposed a criterion using the weights
it U-Xit(xixi)~lxit) (1-Xit(xixi>'lxit)2
Cross-validatory criteria are similar in concept to the prediction 
criteria of Mallows and Amemiya. While and PC choose a specific 
prediction point which is related to the sample through various assump­
tions, the cross-validatory criteria use all the points in the sample
for prediction and weight the prediction errors. The cross-validatory
-2criteria also bear strong resemblance to Theil R . Learner (1979b)
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showed that each cross-validatory criterion can be expressed as
where e^ is the ordinary least squares residual vector and W_^ is
-2some diagonal matrix. In similar notation, Theil R is found to be 
equivalent to for some diagonal matrix ih . It is noted
that while PRESS and Stone’s criterion do not satisfy Theil’s property 
(2.10), Schmidt’s criterion does and this is advanced by Schmidt as a 
reason for its use.
2.3.3 Experimental Design
The basis of experimental design has been in disciplines unrelated 
to econometrics, particularly in experiments where the levels of the 
independent variables can be readily controlled. The principle involved 
is to determine conditions which emphasise the differences among com­
peting models, and in this respect experimental design criteria are no 
different from other model selection criteria. While econometricians 
usually estimate and select models over a fixed sample period, weighting 
all observations equally, implicit in most of the selection criteria is 
a realisation that some observations are more important for discrimina­
tion than others. Like the cross-validatory criteria, experimental 
design criteria formalise this realisation.
Design of an econometric problem is achieved by initially estimating 
only a subset of the sample. From the remaining observations, the one 
yielding maximum discrimination of the models is chosen and included in 
the estimation set. The augmentation process continues until a suitable 
stopping rule related to the discrimination criterion is satisfied and 
a model or models chosen. Various discrimination criteria have been 
proposed:
1. Roth (1965) and Hsiang-Reilly (1971) used Bayesian methods 
to formulate a measure of the posterior separation between 
a set of competing models.
3 3 .
2. Box-Hill (1967) and Reilly (1970) determined an expression 
for the expected increase in entropy (decrease in uncertainty) 
induced by an additional observation.
3. Atkinson and Cox (1974) formed a likelihood criterion which 
is equivalent to the maximisation of the product of the 
efficiencies of the competing models.
4. Andrews (1971b) developed a criterion which is a function of 
the implied significance levels of the models, the objective 
being to screen out invalid models at an early stage.
In the sense that part of the sample is saved for discrimination, 
experimental design procedures are cross-validatory. However, they are 
distinct from the cross-validatory criteria in that no explicit weighting 
is given to the points saved for discrimination. The experimental design 
criteria discussed represent only a small selection of the existing pro­
cedures. A general survey of experimental design criteria is given in 
Hill (1978) and a wide range of optimal design criteria are examined in 
Aigner (1979).
2.3.4 Review of Absolute Criteria
All three types of absolute criteria have been developed to dis­
criminate between models with the same error distributions and dependent 
variables, but whose dimensions may differ. The criteria adjust for 
dimensionality in various ways. While for dimensional criteria this 
is explicit in their derivation, the cross-validatory criteria implicitly 
penalise complexity through their weighting factors. It is not obvious, 
however, how and to what extent the experimental design criteria adjust 
for dimensionality.
The cross-validatory and experimental design approaches are closely 
related in that there is some compromise between discrimination and 
estimation. There are also parallels between the cross-validatory
3 4 .
criteria and the predictive criteria of Mallows and Amemiya, as drawn 
above. For ease of implementation,the dimensional and cross-validatory 
approaches are preferred to the experimental design technique. 
Statistically, however, little has been done to evaluate the criteria.
2.4 Separate Cr i ter ia
Separate criteria have been designed to discriminate between two 
separate models with possibly different error distributions and dimen­
sionality and possibly transformed dependent variables. While the 
criteria do not give an absolute ranking to a model and often fail to 
establish a unique hierarchy among a set of competing models, it can be 
contended that they elicit more information about the differences 
between the competing models and about the pseudo-true model than the 
absolute criteria.
The three types of separate criteria, distributional, artificially- 
nested and transformational, have different applicabilities. In 
particular, distributional criteria may apply to certain transformed 
models including isomorphic models, artificially-nested criteria can be 
applied to partially nested and nested models but transformation 
criteria can only be used to discriminate between transformed models.
For this reason, the criteria are illustrated separately.
2.4.1 Distributional
Distributional criteria are of three types.
1. There are criteria which use functions of the maximum likelihood 
estimates and compare these to their theoretical values under the 
competing models; for example, the statistics of Cox (1961), Ramsey 
and Chesher (1976).
2. Another group of criteria are based on the likelihood ratio of 
the competing models; Cox (1961,1962), Atkinson (1970).
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These two types of criteria are asymmetric in that to discriminate 
between two models, they must be tested against the theoretical value 
under each hypothesis.
3. Finally, White and Olson (1977) proposed a discriminant function which 
is tested against its theoretical value under the hypothesis of indiffer­
ence between the competing models. This criterion is termed symmetric.
The distributional criteria are illustrated for two competing 
hypotheses with general specifications
H : likelihood £^(a) and loglikelihood (a)
H2 *• likelihood &2(3) and loglikelihood (3) (2.19)
where a,3 are vectors of parameters. 
The following notation is used.
(I) a, 3 are the maximum likelihood estimates of a and 3*
(II) Ba is the probability limit of 3 under and
ßs ;= ((V  .; “g and
a-a
a *
3
are defined analogously.
(III) L12 (a,3) = L1(a) - L2 (3) is the log of the likelihood ratio
(IV) E , a * C and V are thea a expectation vector, covariance and
variance matrices under Hi and analogously for H2.
(V) da
9L (a) 9^L
_ a ü — ..2_ («)
9a * iVa 9a9a'
9L2(3)
93
9 L2(3)
"3 ~ 9393'
Cox (1961) proposed an asymptotic criterion Lo discriminate 
between the models in (2.19)
Uj_ (ä) = (6-B-)/Vy (2.20)
V - UEa(R6)]-1Ea(dg d )[Ea(R )]-!) _
1 a = a
3=3
where
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is used to detect departures from , with high power desired 
under the direct alternative . Under H , U-^ is asymptotically 
N(0,1). There is no meaning to the sign of U^.
Analogously
U2 (ß) = (ä-og)/V^ (2.21)
is used to detect departures from where
V  " <tVRa)rlV da da')[Eß(V rl> - •2 a=a
3 = 6
The joint application of and has four possible outcomes -
double rejection of the models, double acceptance of the models or 
acceptance of only one of the models. The statistics have not 
received much attention, partly because their limiting distributions 
are not normal in the discrimination between two Gaussian models.
Ramsey and Chesher (1976) proposed difference measures for separate 
models when the independent variables are the same. Consider
Hi: yt = f(xt,°0 + vlt , t = 1,...,T
H2: yt = S(xt*3) + v2t , t = 1,...,T (2.22)
where f and g are scalar functions, separate for any choice of X 
and v^, v^ have the same type of distribution. Let
9f (xt,a) Dg (xt, 3)'
Da » > Gßt ' D3 j (2.23)
Two of Ramsey and Chesher's measures are defined below.
1.  D ^ X p )  = tgCXp ,B) -  g f f p.,Ba )} /V ] fp (2 -24)
VIp {G^ V V ] E  W o  d oa 3 3 )[Ea(V ] }a=a
3=3
where
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discrimination being at the p-th observation, chosen by some prescribed 
method.
Under is asymptotically N(0,1), and again there is no meaning
to its sign.
Analogously,
vy - {f<v5) ■ f(vaß))/v2p (2.25)
where
V, = {F- '[E (R )] 1E„(d d i ) [E (R )] 1F- } 2 p ap 3 a 3 a a ß a ap a=a
3=3
is defined to detect departures from H
The joint application of and D2 yields four possible outcomes
as before.
2 .
where
and
(2.26)
a=a
3=3
Gg =  ^ {f(Xt,a) - g(Xt,ß)}Ggt .
t—1
Asymptotically under is N(0,1). An analogous statistic is
defined under , and as before both statistics should be applied to 
discriminate between and
Cox (1961,1962) developed another asymmetric test which has become 
far better known. The Cox test is defined as
Tx (a) = {L12(a,(5) - plim (a, 8) }/V^
a 1
(2.27)
where plim indicates the probability limit under H-^  evaluated at
a
a = a and
3 8 .
\  “ {V„ ( L1 2 ( a ’ ß ) ) - Ca (L1 2 ( a ’ ß ) ’da ) [Va (da ) r l c a (L1 2 ( a ’ ß ) ’ da ) , }
a=ct
8=8
T^ (a )  i s  u sed  to  d e t e c t  d e p a r t u r e s  f rom w i t h  h i g h  power r e q u i r e d
u n d e r  • Under H^, T-^(a) i s  a s y m p t o t i c a l l y  N ( 0 , 1 ) .  Cox (1962,  
p .4 0 7 )  a d v o c a t e d  a s i g n  c o n v e n t i o n  f o r  t h e  t e s t ,  whereby a n e g a t i v e  s i g n  
f o r  Tj i n d i c a t e s  d e p a r t u r e s  away from 11^  i n  t h e  d i r e c t i o n  o f  1^» 
a p o s i t i v e  s i g n  i n d i c a t i n g  d e p a r t u r e s  away from b u t  away from H^.
S i m i l a r l y ,
T9 (8)  = {L2 1 ( 8 , a )  -  p l im  L0 1 ( 8 , a )  }/Vh21 ( 2 .2 8 )8 “  2
i s  used  to  d e t e c t  d e p a r t u r e s  away from where
,-1.
VT = {Vß (L21 ( 8 ’a ) ) ” C3 (L2 1 ( 8 , a ) , d 3) [ V 3 ( d 3) ]  c ß (L2 1 ( 8 , a ) , d ß) '}
a=a
8=8
Because  o f  t h e  s i g n  c o n v e n t i o n ,  Cox (1962,  p .407 )  a s s e r t s  t h a t  t h e
j o i n t  a p p l i c a t i o n  of  T-^  and T2 has  n i n e  p o s s i b l e  ou tcom es .  T h i s
i s  d i s c u s s e d  i n  C ha p te r  6.
A t k i n s o n  h a s  m o d i f i e d  t h e  Cox t e s t  to  t h e  s t a t i s t i c
W1 ( i )  = {L12( i ,B j )  -  p l im  L12(i,f5)}/vjj ( 2 .2 9 )
a 1
where  as  d e f i n e d  above .
W^(a) i s  used  to  d e t e c t  d e p a r t u r e s  f rom H^. The nu m era to r  o f  W-^(a) 
i s  a s y m p t o t i c a l l y  e q u i v a l e n t  to  t h e  n u m e r a to r  o f  T^(a)  unde r  H^, 
e x p l a i n i n g  t h e  e q u a l i t y  Vw = VT . Under H^, W ^ a )  i s  of  c o u r s e
a s y m p t o t i c a l l y  N ( 0 , 1 ) .  S i m i l a r l y ,
W2 (3) = (L2i ( 3»8- )  “ Pl im  L2 1 ( 8 , a ) } / V ^  ( 2 .3 0 )
3 2
i s  u sed  to  d e t e c t  d e p a r t u r e s  f rom H2 . The j o i n t  a p p l i c a t i o n  of  
and W2 i n d u c e s  s i m i l a r  outcome p o s s i b i l i t i e s  to  t h e  Cox t e s t .  The 
m o t i v a t i o n  f o r  A t k i n s o n ’ s s t a t i s t i c  i s  to  r e d u c e  t h e  s m a l l - s a m p l e  b i a s
3 9 .
of the Cox test, and this is confirmed in simulation studies. However, 
to balance this, Pereira (1977) shows that while the Cox test is con­
sistent with respect to a specific alternative, Atkinson's statistic 
is not.
White and Olson (1977) suggest another solution to the problem con­
sidered by Ramsey and Chesher. However White and Olson's approach can be 
extended to situations where the regressor set is different.
For
T
S? = i £ (y - f (X ,ä))2 
t=l
Ts ! 4  £ (y.-gCx^ ß))
t=l
White and Olson propose the statistic
D = (S2 - S2)/VD (2.31)
where
T
VD = I  i {(yt-f( x t ,S)2 - (yt- g ( x t ,ß))2}2 - (s2-s 2 ) .
t = l
Under the hypothesis of indifference between the models and making 
certain regularity assumptions, White and Olson show that asymptotically 
D ^ N(0,1). D is a symmetric measure of the difference between the 
models.
Although distributional criteria elicit more information about 
model differences than absolute criteria, their outcomes are often 
difficult to interpret. It is also difficult to extend their application 
to more than two models. These problems will be challenged in later 
chapters.
2.4.2 Artificially-Nested Criteria
Artificial-nesting procedures embed the competing models in an 
artifact from which inference about the validity of the competing models
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can be drawn. Consider the discrimination between
Hr yt ■ £«lt’a) + vlt rt II M 'S 'S H
t = S(x2t’ß) + V2t t = 1,...,T (2.32)
where f and g are scalar functions and v^, have possibly
different distributions. Suppose the likelihoods of H and are
£-^ (a) and &2(ß) respectively. Then artificial nesting proceeds by 
establishing an embedded model
I3: yt = G(f(Xlt,a), g (X2t,6),A,vfc) t = 1,...,T (2.33)
where G is a scalar function, v is a disturbance term and A is an
introduced vector of parameters such that
G(f,g,A,v) corresponds to H for some A
A=A1 1 i
G(f,g,A,v) corresponds to H for some A .
a=a2
Testing the validity of and H2 reduces to tests on A in (2.33).
The embedding approach is in two stages:
1. Determine appropriate embeddings which allow for simple
tests of and H2.
2. Establish appropriate tests..
The simplest and most common approach is to use a linear embedding and 
scalar A so that the embedded model becomes
H3: yt = (l-A)f(Xlt,a) + Ag(X2t>3) + vfc; (2.34)
This is considered below with the additional assumption that v is 
Gaussian. The problem remains to establish suitable tests for and
H2> Five tests have emerged.
1. H3 is underidentified so that no tests can be undertaken on A. 
However, Davidson and Mackinnon (1979a) have suggested using estimates
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of a and ß to identify and thus perform the required tests.
In particular, if a least squares estimate 3 is obtained from 
estimating and substituted into the artifact becomes
H3: yt = (l-A)f (Xlt,a) + Ag(X2t,3) + ut . (2.35)
By testing A = 0, we test for the validity of . Similarly, by 
substituting the least squares estimate a into (2.34) and testing 
A = 1, a test for II2 is established. The application of both tests 
yields four possible outcomes - both models accepted, both rejected or 
only one accepted. This test is called the J-test.
A A2. When both estimates a and ß are substituted into H^, the 
resulting model can be estimated as
H3: elt = A[g(X2t,ß) - f(Xu ,S)] + ut (2.36)
where e^t are the least squares residuals of the first model. The 
validity of is established by testing A = 0, the validity of H2
by testing A = 1. As for the J-test, the application of both t-tests 
yields four possible outcomes. This test was called the C-test by 
Davidson and Mackinnon (1979a), though it was developed by Atkinson 
(1969) as the likelihood ratio test between and H3. It can be
viewed as an extension of the method advocated by Hoel (1947).
3. If and H2 are linear, the embedded model becomes
H3: yt = X ^ a  + X2t_ß + ut (2.37)
where a = (l-A)a and ß = Aß.
Rather than identify this equation, Pesaran (1974, p.155) suggested 
establishing the validity of by testing ß = 0 using an F-test,
and similarly for H2 by testing a = 0. The test for is
equivalent to the J-test when ß is a scalar. The Pesaran test is a
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test on the products Aß and (l-A)a rather than on the individual 
parameters, which suggests some problems for inferential deductions 
about A, a or ß.
4. For linear Gaussian models, an exponential embedding of the likeli-
2 2hoods will result in a linear artifact. If u ^  'v N(0,o^), U2 t ^ N(0,g 2 ),
then the joint model corresponding to the normalised likelihood
i^ ^2°^ siven by
H3 :
y o , (l-y)a!
t 2a/1 , 2  “Itya2+(l-y)o1
X, a +
ya2+(l-y)a12 X2tP + ut
(2.38)
where
ufc ^ N 0,
2 2 
ala2
Ya2+(l-y)a3
The test for the adequacy of reduces to a test for y = 0. As in
the general linear embedding, there is an identification problem which 
is circumvented by
2 2(a) Equating to , and using the J-test, C-test or
Pesaran test.
2 2(b) Estimating o^ and a2 and using a modified J-test,
C-test or Pesaran test.
5. Finally, an indirect nesting procedure was suggested by Davidson 
and Mackinnon (1979b). A test for the adequacy of is given by
testing A = 0 in
H3: elt = XM1(g(X2t,i) - f(Xlt>cO) + ut (2.39)
where e3(_ is the least squares residual from H. and 
Mx = I - F (a)[F (a)'F (a)]_1F ’ (a)
A3.
for F (a)
3f (Xu ,a) 
da
a=a, t=l , T .
Analogously, the adequacy of is examined by testing A = 0 in
H3: e2t = xm2 (f - g(X2t,3)) + vt . (2.40)
This test is called the P-test by Davidson and Mackinnon in (1979b).
Like the J-test, it can be extended to the comparison of more than two 
models.
The five embedding procedures, the J-test, C-test, Pesaran’s test, 
modified likelihood test and P-test, are somewhat arbitrary. In 
particular, the interpretation of the embedding parameter A presents 
difficulties. What needs to be assessed is the efficiency of these 
parameters as model discriminators.
2.4.3 Transformational
Transformational criteria have been developed to discriminate 
between transformed models. The criteria are of two types:
1. Those which discriminate between competing functional forms 
of the independent variables. This group includes the 
approaches of Box and Tidwell (1962) and Ramsey (1969).
2. Those which discriminate between competing functional forms 
of the dependent variable. Two such procedures are the Box 
and Cox transformation (1964) and Andrews (1971a).
In each case, the aim is to determine the optimal functional form over 
a family of transformations. This distinguishes the criteria from the 
distributional and artificial-nesting procedures which use a specific 
alternative rather than a class of alternatives. For each procedure, 
the general functional form is expanded in a Taylor series to simplify 
the analysis.
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Box and Tidwell (1962) developed an iterative procedure in order 
to determine the optimal functional form of the independent variables. 
Consider the Gaussian model
H :  Yt = f (Xt,a)3 + ut t = l,...,T (2.41)
where f(X^,a) is the general functional form of a family of trans­
formations applied to the non-stochastic variables X^. Typically, 
this family is assumed to be the power family
f (X ,a.)ti* l
( a .
* * ti
£n Xti ’
+ 0
=  0
(2.42)
for i = 1,...,K where K is the number of regressors in X^. 
Expanding f(X ^,ou) -*-n a ^ay^ -or series about a_^  = 1, the linear
transformation, implies that the model can be rewritten
K
H : yt = Xt3 + 3 E (a.-l)X £n Xfci . (2.43)
i=l
This equation is fitted by least squares, and the estimates are
used to test the proposition that a_^  is equal to 1 for all i. If
not, the iterative procedure continues with the transformed variables
a .vV iXj_^  = X replacing X ^  at the next iteration. The procedure
terminates when the proposition a. = 1 for all i is accepted, and
1  ~
cu
the appropriate transformation is given by X^ ,  ou being determined 
from the penultimate iteration.
Ramsey (1969) developed a regression specification error test 
(RESET) which, as Dhrymes et al (1972) showed, can be used to determine 
whether the functional form of the independent variables is well 
specified. For the two hypotheses
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Hr yt “ V i  + uit t = 1,.. • »T
H2 * yt = f(Xt,a)ß2 + u2t t = 1,..• • »T (2.44)
where u^ is normally distributed and f is a transformation of the 
non-stochastic variables Xt, then, if e^ is the least squares 
residual vector from H^,
and
\ < * i >
V 1'
0
(I-XtX’x r ^ 1 )f (X,a)ß2 = h(X,a)ß2 . (2.45)
Assuming that h(X,a) can be expanded in a multivariate power series in 
X of order p, that the predicted value of y under is a linear
function of X and noting that e^ is uncorrelated with y, it is 
seen that
= K v2 J=2 (2.46)
where yJ is the j-th power of y, element by element. Under , all
the 6 should be zero. RESET becomes the F-test for the significance 
J
of V  = (£^,...,£ ) in the regression
It ^2yt + + F yF + uV t  t (2.47)
where for e^t, Theil’s Best Linear Unbiased Scalar Covariance (BLUS) 
residuals, are used rather than least squares residuals, since these 
convey the appropriate statistical properties to allow the F-test to be 
used. Ramsey’s procedure can be regarded as a model selection criterion, 
for, if the hypothesis £ = 0 is rejected, the independent variables 
X can be replaced by Xfc = f(Xt,a), an arbitrary transformation.
Both the Box-Tidwell and Ramsey approaches start with the linear 
form and test this against some non-linear transformation expanded in 
a Taylor series. However, since Box and Tidwell do confine themselves
to a family of transformations, it would seem that their approach
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should be more powerful than Ramsey’s which is non-specific about 
alternatives.
Box and Cox (1964) suggested a procedure which embeds a number of 
alternative functional forms of the dependent variable into a family.
The aim is to find the optimal parameter of transformation for the 
normal model
yt(A) = Xtß + ut t = 1,. .. ,T (2.48)
where
y (A) _ I (V1)/X ; A + 0
t [ to yt ; A = 0
and X is constant across all observations.
The optimal X is found either by:-
(a) maximising the likelihood of the original (untransformed) 
model on the assumption that the transformation imparts 
normality
(b) minimising the contribution to the likelihood by the 
transformation on the assumption of a prior distribution 
for X.
The two approaches are found to be equivalent.
Andrews (1971a) developed a similar procedure to Box and Tidwell, 
applied in this case to the dependent variable. The Andrews approach 
combines the techniques of Box and Tidwell and Box and Cox by using 
Taylor series expansions and by assuming, in the notation above, that 
y^^ imparts normality to the data. At the first stage, the validity 
of the linear hypothesis is examined by testing X = 1 in the 
regression
H : e^ = Mxv1 (l-X) + u (2.49)
where e-^ is the least squares residual vector from the linear model,
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its associated matrix and = (X^ß ^  ^ £n(Xtß q  ^ )-Xtß ^ + 1 )  for
ß^^ the estimate of ß from the linear hypothesis. If the linear
hypothesis is rejected, then the hypothesis X = A is tested in the 
regression
continues until a value of X is accepted. As shown by Breusch (1978), 
Andrews criterion is a Lagrange multiplier statistic applied to the 
problem.
Each of the transformational criteria is designed for models when 
either the independent or dependent variables, but not both, are subject 
to transformation. In the situation where the functional form of both 
types of variable needs to be determined, a combination of the criteria 
is advocated. In particular, Box and Cox (1964, p.242) suggest the 
joint application of Box and Tidwell's approach and the Box-Cox trans­
formation. Probably, a more feasible combination would be the Box- 
Tidwell and Andrews approaches, since these have closer associations 
in derivation.
2.4.4 Review of Separate Criteria
The three types of separate criteria have different theoretical 
underpinnings. Distributional criteria use a function of the maximum 
likelihood estimates to emphasise differences between two competing 
models, artificial nesting criteria introduce a parameter which serves 
as a discriminator between the two models, and transformation criteria 
establish an iterative procedure which determines the optimal trans­
formation of either the independent or dependent variables. While these 
approaches are distinct, they elicit similar criteria with strong
M v- (X-A) + uX X (2.50)
where e
linkages.
48.
Atkinson (1970) first related the artificial nesting approach and 
distributional criteria. He showed that in the discrimination between 
the two models
Hr likelihood (a)
H2: likelihood £2 (ß)
the Cox text under H1 defined by (2.27) is equivalent to the Lagrange
Multiplier test for y = 0 in the normalised model
H^: likelihood ^(a)1 ^^(ß) / | £^(a)^ ^£2 (ß)Ydy .
This suggests a more general connection between the Cox test and 
artificial nesting, and recently Davidson and Mackinnon (1979a,pp.19-26) 
have formalised this connection. For discriminating between the two 
separate Gaussian models
V  yt = f(xit’a) + Uu
V  yt " S<x2t.ß> + u2t (2.51)
Davidson and Mackinnon show that under H the J-test and C-test are 
asymptotically equivalent to the Cox test, due to a perfectly negative 
correlation.
There is also an association between artificial-nesting and 
transformational criteria. Specifically, the C-test and RESET are 
equivalent under certain conditions. This is illustrated in the 
discrimination between
V yt ■ V i  + uit
V yt = f (Xt,a)ß2 + u2t .
The C-test for testing H1 against H2, that is a test for non
linearity, reduces to a test for A = 0 in the regression
= A{f(X^,a)ß2 - Xf^} +
(2.52)
(2.53)
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where e^ is the least squares residual vector from and a, 3^ , §2
are the maximum likelihood estimates of the parameters.
Assuming the non-stochastic terms in this equation can be expanded 
by a multivariate power series in X of order m, and invoking similar 
techniques to Ramsey, the equation can be re-expressed as
m
e-, = A 1 y.yJ + v (2.54)
3= 2J 1
where y_. are known parameters derived from the power series. To 
ensure appropriate statistical properties for tests on A, the least 
squares residuals are replaced by the BLUS residuals.
Ramsey's RESET regresses
P Mex = E £.yJ + v2 (2.55)
j=2 J
and performs the joint test of £ ' = ( £ . . , £ ) =  0. When the series2 P
expansions are of second order, then RESET and the C-test are equivalent, 
indicating that artificial nesting procedures and misspecification tests 
can be associated. Further, asymptotically under the linear hypothesis 
(no misspecification of the functional form), the C-test, J-test, Cox 
test and RESET can be regarded as equivalent when second order expansions 
are used .
It is easy to see that this connection extends to the other trans­
formational criteria. In particular, Andrews criterion,which has already 
been associated with the Lagrange multiplier principle, is an artificially- 
nested procedure, namely the P-test applied to models whose independent 
variables are from the power family.
5 0 .
2.5 Overview
In this chapter, forty model selection criteria were considered.
The criteria have been classified, according to their applications, into 
three main groups and the linkages within these groups investigated.
It is useful to summarise the general forms of the criteria, and this 
is given in Table 2.3.
One may reasonably question whether the proliferation of selection 
criteria has been entirely justified. Many of the criteria are 
specialised extensions of other criteria. Of particular interest 
therefore, is whether a unified approach to model selection can be 
established. The purposes of the three groups of criteria have been 
seen to be:
1. AJested: as a benchmark for all model selection criteria.
2. Absolute: developing explicit or implicit adjustments for
model dimensionality.
3. Separate: emphasising differences between distributional
and functional forms.
The major implication of Chapter 2 is the possible unification of 
absolute and separate criteria, leading to criteria which adjust for 
dimensionality and emphasise functional and distributional disparities. 
This is pursued in the concluding chapter.
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TABLE 2.3.
GENERAL FORMS OF MODEL SELECTION CRITERIA
G r o u p G e n e r a l  f o r m
1. Nested 1 . Like l i h o o d  - WALD, LR, LM, NEYMAN
2. Bayes - D i c k e y
2. Absolute
(a) Dim e n s i o n a l 1. D e a t o n  y ’M y / ( T - K ^ ) a subsu m e s  R 2 (a=0), R 2 (a=l)
2. C h o w  Information (2.12); special cases
A k a i k e  AIC, Sawa BIC
3. C h o w  Bayesian (2.15) includes Schwarz
4. Geweke BEC and Hannan and Quinn
5. P r e d i c t i o n  (Mallows C and A m e m i y a  PC)
(b) C r o s s - V a l i d a t o r y
T
Gen e r a l  fo r m  £ w  (y -x 3.)2 / ( 1 - x . (XIX.) 1 x!' )2 ^ it t it l it l i it
w h e r e  w  is a wei g h t  on the deleted o b s ervations
(c) E x p erimental Choose o b s e r v a t i o n  t to a u gment the p r e l i m i n a r y
Desi g n e s t i m a t i o n  set S.
Linkages Cross-Validatory, Experimental Design & Prediction
3. Separate
(a) D i s t r i b u t i o n a l 1. F u n c t i o n s  of the m a x i m u m  likelihood e s timates
Co x  (1961), Ramsey and Chesher (1976)
2. Based on likelihood ratio Cox (1962),
A t k i n s o n  (1970)
3. Symmetric distance m e a s u r e s  White and Olson
(1977)
(b) A r t i f i c i a l l y - G(f,g,A,u) tests on A
Nested 1. J-test
2. C-test
3. P esaran's test
4. M o d i f i e d  L i k e l i h o o d
5. P-test
(c) T r a n s f o r m a t i o n a l 1. T r a n s f o r m a t i o n s  on the i n dependent variable;
Box-Tidwell, Ramsey's RESET
2. T r a n s f o r m a t i o n s  on the depe n d e n t  variable;
Box-Cox, A n drews
Linkages C-test, J-test to Co x  test 
C-test to R E SET
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C h a p t e r  3
Conflicts  Among Model Selection Cr i t e r ia
"It is easier to fight one 's principles 
than to live up to them"
Alfred Adler
3.1 I n t r o d u c t i o n
Two criteria are in conflict if they induce a different preference 
ordering in a set of competing models which cannot be uniformly 
corrected by a simple adjustment to the significance levels of one of 
the criteria. That criteria should conflict is an expectation if not 
a desire of model selection. Each criterion has been developed for 
specific problems, high power being expected in certain types of 
competing models.
Criteria conflicts dichotomise into those within and those between 
the three types of criteria, nested, absolute and separate. Some of the 
conflicts within each group of criteria were discussed in Chapter 2, in 
particular the small sample conflict between the Wald, Likelihood Ratio 
and Lagrange Multiplier procedures in non-linear single equation nested 
models. Conflicts within the same group of criteria imply that a 
choice has to be made as to which criterion will be used. This choice 
may be made on the basis of power, parsimony or some other characteristic. 
Of more concern is the conflict between criteria from different groups, 
since it is common in model selection problems for criteria from 
different groups to be used concomitantly. Consider for example the 
selection between M competing models {H^,...,H^} which have been
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partitioned into L sets of nested models and a set of R separate 
models. Having so partitioned the models, there are a number of pro­
cedures for discriminating between them in terms of the three types of 
criteria, nested, absolute and separate. These procedures include:
1. Within each set of nested models, use a nested criterion so as to 
determine L preferred models over the sets of nested models. 
Discrimination between the resulting L + R models is achieved either 
by
(a) the application of an absolute criterion or
(b) applying a separate criterion or
(c) screening out the bad models using an absolute criterion 
and then selecting from the remaining models by a separate 
criterion.
2. Use an absolute criterion to select a preferred model from each 
set of nested models. Discriminate between the resulting L + R 
models using
(a) a separate criterion or
(b) the absolute criterion, equivalent to using it throughout.
3. Screen out the bad models initially using an absolute criterion. 
Form nests of the resulting models and repeat the above procedures.
4. Form an artificial nesting of all the models and test the accept­
ability of each model.
This synopsis of model selection illustrates the importance of the 
interactions of
1. nested and absolute criteria.
2. absolute and separate criteria.
If the possibility exists that these criteria are in conflict, it may 
affect the viability of the model selection process, inducing violations
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in transitivity and the determination of a non-unique model hierarchy, 
a possible diminution in power and an increase in the significance level 
of the overall procedure.
The nature and extent of conflicts between criteria from different 
groups is explored in this chapter. Initially, the relationship between 
absolute criteria and the classical F criterion in single equation 
linear models is examined, indicating
1. Incompatibility of the nested criteria of Wald, Likelihood 
Ratio and Lagrange Multiplier with all the absolute criteria.
2. Incompatibility of the absolute criteria and the artificial 
nesting criterion of Pesaran.
The implications of these incompatibilities are detailed. However, the 
primary feature of the chapter is a response to the conflict between 
absolute criteria and the classical F criterion. This response 
includes the proposal of two absolute criteria which are designed to 
achieve greater rapport with nested criteria. While no discussion of 
the conflict between absolute and separate criteria is presented in 
this chapter, some insight into their interactions is gained in 
Chapter 6.
3.2 A b s o l u t e  C r i t e r i a  and the C l a s s i c a l  F C r i t e r i o n
The conflict between absolute criteria and the classical F 
criterion is best demonstrated in the discrimination between two 
partially nested linear Gaussian models. This is a useful framework 
since it subsumes nested and separate models as special cases and thus 
will give an indication of the incompatibilites in selection problems 
involving both types of model.
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Consider two partially nested Gaussian models over T observations
(3.1)
V y = wY;l + xißi + U1
H2: y = Wy2 +  x 2 ß2 + u2
W is a set o£ Kw non
to both models
(b) and X2 are sets of and non-stochastic
variables which have no variables in common.
(c) E ^ )  = E(u2) = 0; E (u^u^) = o^IT> E ^ u ^ )  =
1^  and II2 can be embedded in the joint model
V  y " %  + X1C1 + X2?2 + u3 (3-2)
where E(u3) = 0, E(u3u^) = a3IT.
For W = (W,X1), = {W,X2>, W^2 = (W,X X2) denote by
1.
that
2 .
M. the residual sum of squares matrix associated with H. so l l
Mf = 1 - W1 (W’W1) XW|
M2 = I - W2(W’W2)_1W’
M = I - W (W' W 3 12^ 12 12; 12 •
-2a. the maximum likelihood estimate of the variance for H. so l l
that a = y*M y/T.
3. ~  2 the unbiased estimate of the variance for IF so that
„2 y'^ y y'M2y y'M3y
4 .
1 (T_V Ki) ’ 2 (T' W  ’ 3 (T" V Kr K2)
the classical F statistic on X^ in the joint model so that 
(y'M2y - y’M3y)/K1
Fi = n  ‘
°3
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(y'Mjy - y'M3y)/K2 
—
°3
(3.3)
Consider the discrimination of and using the absolute
criteria in Table 2.2. For Chow-Sawa BIC, Parzen CAT, Mallows C andP
-2 ~2Geweke BEC, it is assumed that the quantities a^^X» GMAX anc* SlAX 
are estimated from H^, the artifact which contains and l^. This
is reasonable since in effect is the largest competing model.
For a criterion of the form y*M^y f(K^+K^,T) as discussed in 2.3, 
is preferred to written P iff
y 'Mly £(KW+K1 ’T) < y 'M2y f(KW+K2>T)
iff (y'M1y-y'M3y)f (Ky+^.T) < (y'M2y-y'M3y)f (Kw+K2 ,T)
+ y'M3y[f ( K ^ . T )  - fO^+K^T)]
(y'M.y-y'M.y)
lff pM^y f(KW+Kl’T) < y'M y f(Kw+K2’T)
(y'M2y-y'M y)
f (K^+K2,T)
iff K2F2 < f (K^+Ki>T) + (I-Kw -Ki-K2^
+ [ f ( y K 2 ,D - fd^+^.T)]
f( V K2’T)
f( W T) - 1 (3.4)
For criteria not of the form y 'M^y f (K^+K^ ,T) , similar techniques can 
be applied so that preferences for over H2 in terms of F^ and
F2 can be established. These small sample preferences are shown in 
Table 3.1. It demonstrates the relationship between absolute criteria 
and the classical F criterion. The discrimination of two partially 
nested models using absolute criteria has been expressed in each case 
in terms of the F statistics of the artificial model which contains 
both. These relationships will be used to illustrate conflicts between
1. absolute and nested criteria
2. absolute criteria and the artificial nesting technique of 
Pesaran (2.37).
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TABLE 3.1.
SMALL SAMPLE PREFERENCE FOR 1^  OVER H2
Criterion
1. R
2. Theil R2
3. Deaton
4. Geweke BEC
5. Hannan and 
Quinn
6. Akaike AIC
7. Chow-Sawa
8. Parzen CAT
9. Sawa
10. Schwarz
11. Mallows C
12. Amemiya PC
H P H2 iff
K2F2 < K1F1
(T-K-K ) (T-K -K -K )
K2i2 < V l  "(t_kw-K2) + (K2"K1} ^
K2F2 < K1F1
(T- W ;
(T-Kw-K2)i +  (t - V K1 - K2>
(T- W - 1
(T-Kw-K2)‘
K2F2 < K1F1 + (K2_Ki)iln T
K2f2 < exp
2c(K2-K1 )ln£n T
2 (K2~K1)
+ (T-V V K2)
exp 2c(K2~K^)!n£n T
- 1
C2F2 < K1F1 6XP --- T---- + (T" V Kr K2) exp
2(K2-K1)
- 1
-T taV][ + 2 (Kw+K1+2 )vx ~ 2Vi < -T Zn V2 + 2 ( ^ + ^ + 2  )V - 2V^
where V = [1 + / (T-Ky-^-^) ]
V2 ~ [1 + k2f 2/(t-kw -k1-k 2)1
-1
-1
(t -
V1 < V2
V K1
T - V K2
K^2-Kl}
(T-VK2)
(T-Ky-Kj-2) (T+Kw+K2 ) 2 (K2-Kx ) (T-K^-K^ ) (T-l )
K2F2 < K1F1 (T-Kw-K2-2)(T+Kw+K1) + (T-Kw-K2-2)(T+Kw+K1)
(K2-Ki)£n T
K2F2 < K1F1 6XP ---- X-----+ (T" V K1“K2)
(K2-K1)in T 
exp ----- ™------- 1
K2F2 < K1F1 + 2(K2_K1)
(T-Ky-Kj^ ) (T+Ky+K2) 2(K2-Kx) (T-Ky-^-^ )T
K2F2 < K1F1 (T-Kw-K2 ) (T+Ky+^J + (T-Ky-K2)(T+Ky+K1)
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Before proceeding further, it is useful to consider the discrimina­
tion of the models in (3.1) as the sample size increases without bound. 
Specifically, let
F-. = lim F 
T-x» 1
and
* lim F
T-x»
(3.5)
Then if is true, F^/F^ is infinite and each criterion, including
the F criterion, accepts H^.
Analogously, if is true F^/F^ is inü nite and aach absolute
criterion as well as the F criterion accepts H2. If neither nor
is true, for finite asymptotic variances a sufficient condition for
k kF^ and F^ to be finite is that
y’M y 
y'M3y ci + Op a - 1)
y'M2y
y'M3y C2 + °p a'1) (3.6)
where and are constants greater than or equal to 1. In
references to the asymptotic discrimination below, it will be assumed
k kthat F^ and F2 are indeed finite.
3 . 3 R e l a t i o n s h i p  B e t w e e n  A b s o l u t e  and N e s t e d  C r i t e r i a
The inequalities of Table 3.1 can be used to analyse the application 
of absolute criteria to nested models. Suppose that in (3.1),
Kt . = K, K, =
(3.7)
and K2 = 0.. Then Hi
Hi y = wy1 + V i + ui
V y = wy2 + u 2
so that H2 is nested in by the j nesting variables X^. F^
is the F statistic on X-^  in H^. Thus, can be thought of as
the augmentation of H2 by j variables and F^ the significance of
those variables.
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From Table 3.1, we can transcribe the small sample and asymptotic 
preferences for over .
TABLE 3.2.
NESTED MODELS
H P H if J
Criterion 1 2
Small Samples Asymptotic
1. R2 always
2. Theil R2
3. Deaton
Fi > 1
„ . ((T-K)a - (T-K-i)a)
F ^ > !  
F* > aX " a _ 1  j(T-K-j)a
4. Geweke BEC F1 > £n T never
5. Hannan and 
Quinn
F . (T-K-.1)
F1
2ci £n £n T exp — ^------ 1 never
6. Akaike AIC _(T_-K-1) 
1 3
2 j "exP ~ 1 F* > 2
7. Chow-Sawa F > c(T,K,j) where c(T,K,j) ls the F* > 2
BIC _Lsolution of
1
T in V - 2 (K+j+2)V + 2V2 +2 (K+l) = 0
where V = [F + ^ q y c ( i . K >j)]
8. Parzen CAT Fx > c(T,K,j) where c(T,K,j) Ls the F* > 2
solution of (T-K)(V-l) + 2j = 0
9. Sawa . 2 (T-K- j ) (T-l )1 (T+K)(T-K-j-2)
_Vc
F1 > 2
10. Schwarz j £n Texp - 1 never
11. Mallows CP F1 > 2 F* > 2
12. Amemiya PC 2TF, > —1 (T+K) F* > 2
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The discrimination of two nested models using absolute criteria has been 
expressed in terms of the F statistic on the "nesting" variables. In 
small samples, the preference for over can be represented as
Fx > c(T,K,j) (3.8)
where c(T,K,j) is a function of the sample size and dimension sizes 
of the models. There will be a discussion of the general relevance and 
behaviour of c(T,K,j) in Chapter 4.
Schwarz, Geweke BEC and Hannan and Quinn aside, the asymptotic 
preference for H^ is given by
F* > r (3.9)
where r is a constant.
It is noted immediately that Deaton (a=2), Akaike AIC, Chow-Sawa BIC,
Parzen CAT, Sawa, Mallows C^ and Amemiya PC are asymptotically
equivalent. With a little manipulation it can also be seen that
Geweke BEC and Schwarz are asymptotically equivalent. In Chapter 2 it
was observed that Akaike AIC and Parzen CAT exhibit similar asymptotic
behaviour. Again, the equivalence of Akaike AIC and Chow-Sawa BIC
and of Mallows C and Amemiya PC follows from their derivations.P
However, the connection between the information criteria of Akaike and
Chow and the prediction criteria of Mallows and Amemiya is a strong 
1result. It seems to suggest a "natural" asymptotic critical value 
of 2 when testing between nested hypotheses.
The inequalities in Table 3.2 provide the formal connection between 
absolute criteria and pre-test estimation. This was discussed by 
Amemiya (1980, pp.345-348). In selecting between the models of (3.7), 
the principle of pre-test estimation is to define the estimator 8’
' = (y|,3|) byof 6
61.
3 = (3.10)
3 if F1 > r
where 3 is the maximum likelihood estimator of ß under H, . ß is1* R
the maximum likelihood estimator of 3 under and r is some
Distinct values of r produce different model selection procedures 
and the problem becomes one of determining an optimal value of r.
Sawa and Hiromatsu (1973) suggested the use of risk functions based on 
the mean squared error matrix of ß to generate values of r. Due to 
the asymptotic inequalities in Table 3.2, the development of absolute 
criteria can be interpreted as another approach for generating r.
For the purposes of this chapter, the optimality of an absolute 
criterion and its implied asymptotic critical value r is defined by 
its compatibility with the classical F criterion. That none of the 
absolute criteria are completely compatible is obvious. Any criterion 
whose asymptotic preference for is given by (3.9) necessarily
conflicts with the classical F criterion, since the critical values 
of the F distribution change with the size of the models. To achieve 
perfect compatibility, an absolute criterion would have to be derived 
which produces an asymptotic preference for if
where r (j) is the critical value of an F distribution with i and 
00 degrees of freedom and nominal level of significance a. In 
Appendix A it is established that all criteria of the form y'lhy f(K.,T), 
where f satisfies certain reasonable assumptions, will produce 
constant asymptotic critical values, thereby conflicting with the 
preference ordering of (3.11).
prescribed critical value so that H^, defined by ß, is chosen if
(3.11)
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Asymptotically then, most absolute criteria will have a pre-test 
interpretation. Additionally, all the absolute criteria introduced so 
far will conflict asymptotically with the nested criteria of Wald, 
Likelihood Ratio and Lagrange Multiplier. The conflict of course extends 
to small samples, where none of the implied critical values c(T,K,j) 
of (3.8) corresponds exactly to the critical values of an F distribu­
tion with j and T-K-j degrees of freedom. This incompatibility is 
sufficient for some difference in the preference orderings of absolute 
and nested criteria.
Since is derived by adding j variables to , the pref­
erence inequalities of Table 3.2 can be used to calculate the probability 
of augmenting for a given absolute criterion. Each criterion has
an associated coefficient of determination which is an adjustment of 
the standard coefficient of determination. For example, the adjusted 
coefficient of determination for the criterion y'M^y f(K.,T) is
RK (f) = (RK ■ O f ^ . T )  (3.12)
i i
2where R is the coefficient of determination of H.. The minimisa- K . l
1 2 tion of y'M^y f (K^T) is equivalent to the maximisation of R^ (f).
2 iIt is well known that the coefficient of determination R of aR .l
model increases as variables are added to the regressor set, regardless
of their significance. For a criterion whose asymptotic preference
for is given by (3.9), adding variables whose joint significance
is greater than r increases the adjusted coefficient of determination.
The smaller is r, the more likely that insignificant variables may be
used to increase the adjusted coefficient of determination. In large
samples, the propensity for the adjusted coefficient of determination
to increase upon the addition of insignificant variables varies with
the criterion. This can be ascertained by comparing the critical values
2in Table 3.2 with those of the classical F criterion. For R and
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Theil R , the adjusted coefficient of determination always increases 
as variables are added to a model. Only when the number of variables 
being added is small will the adjusted coefficient of determination 
for Akaike and its asymptotic equivalents increase as variables are 
added. Finally, under Geweke BEC, Hannan and Quinn and Schwarz the 
adjusted coefficient of determination never increases as variables are 
added to a model.
The tendency for the adjusted coefficient of determination to 
increase as insignificant variables are added is more pronounced in 
small samples, particularly when the initial model size is large but 
the number of variables being added is small. In fact, the adjusted 
coefficients of determination corresponding to the more parsimonious 
criteria of Schwarz, Geweke BEC and Hanna and Quinn may increase as 
insignificant variables are added. These results are again gleaned 
from a comparison of the critical values in Table 3.2 with those of the 
classical F criterion.
Obviously for a prescribed significance level, the addition of 
significant variables to a model does not necessarily increase the 
adjusted coefficient of determination of a given criterion. This 
occurs more frequently in large samples and among the more parsimonious 
criteria (Schwarz et al), although to a lesser extent in large models for 
Akaike AIC and its asymptotic equivalents.
Thus, if the inclusion of insignificant variables is considered 
more serious than the exclusion of significant variables, the more 
parsimonious criteria of Geweke BEC, Hannan and Quinn and Schwarz may 
be preferred to the other criteria and vice-versa. The use of absolute 
criteria, particularly in juxtaposition with nested criteria is then 
necessarily predilective as will be emphasised in Chapter 4.
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The results of this section were encapsulated in Table 3.2. In 
that table, it was observed that, asymptotically, absolute criteria have 
a well-defined pre-test interpretation in that their implied critical 
values are constant. In Appendix A, this is shown to extend to a wide 
class of absolute criteria. This implies that absolute and nested 
criteria must conflict in certain model selection problems, a conflict 
which extends to small samples. The ramification of this conflict is 
that the absolute status of a model may be raised by adding insignificant 
variables and obversely that the status does not necessarily increase 
with the addition of significant variables.
3.4 Absolute and Art i f ic ia l  Nesting Criteria
The discrimination of two separate models is considered in this 
section. Suppose that = 0 in (3.1). Then and H as
defined in section 3.2 become
V y “ V i + U1
Hr y ■ X2ß2 + u2
H3: y = V i + x2?2 + u3 (3.13)
with similar assumptions prevailing as for (3.1). and are
separate models and is the artifact which contains both models.
F^ and , the classical F statistics on and in H^,
are the statistics Pesaran (1974, p.155) uses to discriminate between 
and . For example, if F^ were significant and F£ insignifi­
cant, would be preferred to . This approach, an artificial
nesting approach, allows for the possibility that both models can be 
accepted or both rejected. The Pesaran procedure is seriously deficient 
however if X-^  and X^ are highly correlated, in which case estimation
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of and inference about H3 is difficult. In the discussion which
follows, H-^  is termed significant if F-^  is significant and 
analogously for
For the small sample analysis of H-^  and using absolute
criteria, we refer to Table 3.1 with = 0. This provides the basis 
for comparing absolute and artificial nesting criteria. It is observed 
that when = K^, that is the models are of equal size, the preference 
for over can be written as
in which case all the criteria effect the same discrimination as the 
classical F criterion. This suggests that if any incompatibility 
exists between absolute and artificial nesting criteria, it is due 
principally to differences in the dimensions of the competing models.
The asymptotic discrimination of H^ and shows this to be
the case. Using Table 3.1, and for = 0 and T increasing without
bound, the preference tabulation is given in Table 3.3. While the 
small sample representation is more complex (Table 3.1, = 0), the
asymptotic preference for over for all the criteria except
Schwarz, Geweke BEC and Hannan and Quinn can be represented as
where r is constant.
Schwarz, Geweke BEC and Hannan and Quinn give asymptotic preference to
the smaller model. As in the case of nested models, the asymptotic
equivalence of Deaton (a=2), Akaike AIC, Chow-Sawa BIC, Parzen CAT,
Sawa, Mallows C and Amemiya PC is noted. Some additional calculations P
from Table 3.1 are needed to demonstrate the asymptotic equivalence of
(3.14)
K2(F2"r) < Ki(Fr r) (3.15)
Schwarz and Geweke BEC.
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TABLE 3.3.
SEPARATE MODELS
ASYMPTOTIC PREFERENCE FOR ^  OVER H2
Criterion H1 P H2 iff
1. R2 K F* < K, F*2 2 1 1
2. Theil R2 K2(F*-1)< (F*-l)
3. Deaton K2 (F*-a) < K^FJ-a)
4. Geweke BEC K <1 2
5. Hannan and Quinn Kl < K2
6. Akaike AIC K2(F*-2) < ^(F*-2)
7. Chow-Sawa BIC K2(F*-2) < (F*-2)
8. Parzen CAT K2(F*-2-) < Kx (F*-2)
9. Sawa K2 (F*-2) < (F*-2)
10. Schwarz K1 < K2
11. Mallows CP K2(F*-2) < K1 (F*-2)
12. Amemiya PC K2 (F*-2) < Kx (F*-2)
The importance of (3.15) is exemplified when the asymptotic
significance of the models is assumed to be the same, that is
F* = F* = Fx. In this case, if F'c > r, the larger model will be
preferred whereas if F < r, the smaller model is preferred. r defines
a threshold at which the preference for the smaller model changes to a
preference for the larger model. It can then be regarded as a measure
of parsimony implying that asymptotically Schwarz is more parsimonious
than Akaike AIC and its equivalents, which in turn is more parsimonious 
-2than Theil R .
The constancy of the asymptotic critical values in (3.15) also 
ensures that the absolute criteria and the classical F procedure
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(Pesaran) must conflict asymptotically. Complete compatibility can 
only be achieved if an absolute criterion is derived to generate an 
asymptotic preference for of the form
K,(F*-r (K,)) < K (F*-r (K )) (3.16)2 2 a 2 1 1 a 1
where r (K) is the critical value of an F distribution with K anda
00 degrees of freedom and level of significance a.
As for nested models, the implication of Appendix A is that no 
criterion of the form y'M^y f(L,T), f satisfying certain reasonable 
assumptions, induces the preference ordering (3.16). Consequently, 
all absolute criteria will be incompatible to some degree with the 
artificial nesting technique. This conflict, which has been shown for 
ease of exposition in large samples, also prevails in small samples.
The ramifications of this conflict are summarised below, and then con­
sidered in turn.
1. No uniformly most powerful criterion of the form y'M^yf(K.,T) 
exists for selecting between separate models.
2. All absolute criteria have a propensity to reject significant 
models in favour of insignificant alternatives.
3. The relative rankings of two competing models may be changed 
by the addition of the same variables to the models.
4. Violations in transitivity and lack of uniqueness in the 
model hierarchy may result from the use of absolute criteria 
in conjunction with artificial nesting or nested criteria.
These assertions are considered successively.
The artificial nesting technique of Pesaran is uniformly most 
powerful for discriminating between the models in (3.13) when and
X^ are orthogonal (X|X^ = 0). Since the result in Appendix A is 
invariant to the orthogonality of X-^ and X^, the inference of this
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result is that a uniformly most powerful test of the form y'M_.y f (K^,T) 
does not exist for discriminating between and . This is not a
surprising revelation given that absolute criteria have been developed 
for specific model selection problems. The result will be substantiated 
by small sample power comparisons in Chapter 6.
The rejection of significant models in favour of insignificant 
alternatives is a reflection of the conflict between absolute and 
artificial nesting criteria. A simple model selection problem is 
illustrative. Consider the asymptotic comparison of
V  y = xi h  + ui
H2* y = x21®21 + ••• + x27B27 + U2 (3.17)
where each of the parameters ß , • • • »^27 are sca -^ars*
The two models can be embedded in the joint model
H3: y = xl h  + X21521 + -" + x 27527 + u3 • (3’18)
Suppose that F* = 4, and F* = 1.5, where F* is the F statistic
on Xj, in and F^ the F statistic on (x2^,. . . ,x^y) in •
At the 5% level, the hypothesis that = 0 is rejected and the
hypothesis that 6^ = > • • • » ^ 27 ^ = 0 is accepted.
In the terminology introduced above, is regarded as significant
and ^  insignificant. The artificial nesting technique would give
preference to over l^- However, applying the results of Table 3.3
2 , -2it is noted that R and Theil R give preference to These
criteria prefer the insignificant larger model ^  to the significant 
smaller model . The other absolute criteria give preference to .
For all the absolute criteria, we can construct asymptotic model 
selection problems for which insignificant models are preferred by the 
criteria to significant alternatives. This is summarised in the
following table.
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TABLE 3.4.
THE ASYMPTOTIC PREFERENCE FOR INSIGNIFICANT MODELS 
OVER SIGNIFICANT ALTERNATIVES
Criterion
Larger Insignificant
Models Preferred to
Smaller Significant
Alternatives
Smaller Insignificant
Models Preferred to 
Larger Significant 
Alternatives
1. R2, Theil R2 Possible for all 
Values of
Never
2. Akaike AIC (and 
Equivalents)
Only for K^ = l, = 2 Possible for all 
Values of K^,
Except = 1,
V 2
3. Geweke BEC,
Hannan & Quinn, 
Schwarz
Never Possible for all 
Values of K^,
The rejection of significant models in favour of insignificant 
alternatives extends to small samples where
1. There is a somewhat reduced tendency, compared to large 
samples, to reject significant larger models in favour of 
insignificant smaller models.
2. All criteria have an ability to reject significant smaller
models in favour of insignificant larger alternatives, the
2tendency being strongest for criteria such as R and 
-2Theil R and weakest for Geweke BEC, Hannan and Quinn and 
Schwarz which require the models to be large relative to the 
sample size.
Since there is a considerable resolve among model builders that 
small models are desirable, the rejection of significant smaller models 
in favour of insignificant larger models may be viewed as more aberra­
tional than the rejection of significant larger models for insignificant
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smaller alternatives. In view of this,the use of the more parsimonious 
criteria (Schwarz et al) is recommended but, as for all the criteria, 
this use should be more careful in small samples, particularly when 
the model size is large.
It was shown above that the adjusted coefficient of determination 
associated with each absolute criterion may increase as insignificant 
variables are added to a model. Thus the absolute status of a model may 
be improved by the addition of insignificant variables. Due to the 
transitivity of absolute criteria, this implies that the status of one 
model relative to another may be raised by the addition of insignificant 
variables. More generally, the relative rankings of competing models in 
small samples can change when the same variables are added to the models. 
For simplicity, this is demonstrated for Mallows with the further 
assumption that all variables are orthogonal.
Consider again the models of (3.13)
Hl; y = Xl^l + U1
V  y = x2ß2 + u2
which are embedded in the joint model
H3: y = xi h + X2C2 + u3
F^ and F 2 are the F statistics on and X2 in H^.
Suppose a set of variables, X^, orthogonal to both X^ and X2> is
added to Hi and H2. The competing models become
" i : y = x 3Yl + X ^ ’ + u*
H': y = X3y2 + X 2 $2 + u 2 (3.19)
and the new composite model
(3.20)
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Let F^, and F^ be the F statistics on X^, and X^ in H^.
Then, the orthogonality of the variables ensures that
where
and
c 1 +
f K
(f 3-d  . (3.21)
Under Mallows C , is preferred to H2 iff
K2(F2-2) < K1(F1-2) (3.22)
and the augmented model is preferred to the augmented model H2
iff
K2 (F’-2) < (F|-2 )
which, using (3.21) can be written
k2(f2 - b < Ki(Fi ‘ b ■ (3-23)
Depending on the value of c, the addition of X^ may change the
preference ordering between the models. For example if c = 2,
T-K -K
requiring F = 1 -t--------  , and if K2 = 3K^, F^ = 6, F2 = 3, then
J K3
using the absolute criterion Mallows C
is preferred to H2 but 
H2 is preferred to .
The addition of the variables X^, not necessarily significant, has
induced a change in the preference ordering between and H2. This
small sample phenomenon is characteristic of all the absolute criteria 
2except R . It is a reflection of the fact that the small sample 
discrimination of partially nested models by absolute criteria is not
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invariant to the presence of common variables.
The implication of the conflict between absolute criteria and 
artificial nesting or nested criteria is the possible determination of 
a non-transitive and non-unique model hierarchy. This is illustrated 
in the selection between the four Gaussian models
V y = x1e1 + u1
H0: y = X, ß__ + X^ß_ „ + u„2 7 lp21 2P22 2
H„: y = X, ß_, + X + u ^3 7 1 31 3 33 3
V y “ V U  + X2ß42 + X3ß43
where
E(u^) = 0 and E(u^u^) = for all i. (3.24)
Following the procedure advocated in section 3.1 and recommended
by Mizon (1977), the nests H H„, H. and Hn H~, H, are formed.1 2  4 1 * 3 4
Suppose a nested criterion is used to discriminate between the nested 
models and an absolute criterion the resulting models. Mizon 
demonstrates that the use of nested criteria is not necessarily 
transitive in the sense defined in 1.3. It is now shown that the con­
flict between absolute and nested criteria and that between absolute 
and artificial nesting criteria compounds these transitivity problems.
In the first nesting, ^ , H2, , if all variables are significant
at each stage, then P H2 P (in the notation of 1.3). For the
second nesting , H^, , suppose all variables are significant at
each stage except that is insignificant in . Then I P H^.
would be chosen as the overall preferred model. However, as an 
integral part of the procedure, and should be compared using
an absolute criterion since if these models were preferred from the 
nestings, this comparison would have to be made. The ability of 
absolute criteria to prefer insignificant models to significant
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alternatives allows for the possibility that P and a resultant 
ordering J P P , a contradiction. Therefore, a unique
model hierarchy is not necessarily produced when absolute and nested 
criteria are jointly applied.
In sections 3.3 and 3.4, it has been shown that the incompatibility 
of absolute criteria and the classical F criterion induces certain 
distortions in the general model selection process, culminating in 
violations to the principles of transitivity and uniqueness of the 
model ordering. The remainder of this chapter is devoted to responses 
to these inconsistencies.
3.5 The Resolution of Conflict
The response to the conflict between absolute criteria and the 
classical F criterion can take several forms.
1. When absolute and nested/artificially nested criteria are jointly 
applied, the model selection procedure should be adjusted for incom­
patibilities between the criteria. In particular, the possibility of 
a non-unique model hierarchy should be incorporated into the significance 
level of the overall procedure, which in practice is tantamount to 
increasing the significance level at each stage. The significance level 
should be
(a) greater in small samples, particularly when the size of 
the competing models is large
2(b) greater when the less parsimonious criteria of R and
_2Theil R are used, since these criteria have a stronger 
propensity to conflict with the classical F criterion.
This approach is somewhat arbitrary and is deficient in not redressing 
the possibility of low power, a consequence of criteria conflict.
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2. Another response to the conflict of absolute criteria and the 
classical F criterion is to use criteria which are more compatible 
in specific situations. This should lead to an improvement in the 
power of the selection procedure, though this is difficult to quantify. 
Familiarity with the incompatibilities of all the criteria is impossible. 
Hence it is necessary to invoke some of the general maxims of 3.2 through 
3.4. For example, since the tendency to reject significant smaller 
models in favour of insignificant larger models is considered partic­
ularly anomalous, the use of the criteria of Schwarz, Geweke BEC and 
Hannan and Quinn is advocated in small samples. For similar reasons, 
Akaike AIC should not be used jointly with the F criterion when the 
dimensions of the competing models are large relative to the sample 
size. It is also noted that, in general, greater compatibility will 
be achieved if the competing models are of similar dimension, as 
demonstrated by (3.14).
The solutions presented above are perfunctory. A formal solution 
is now given. It entails the development of absolute criteria designed 
to achieve rapport with the classical F criterion. The criteria are 
formulated analogously to Akaike AIC, Mallows and Amemiya PC as 
solutions of the best subset problem. However, as distinct from these 
criteria, the competing models are first embedded into a composite 
model.
Consider the discrimination between M linear Gaussian models
V y = Xi3i + Ui i = 1,...,M (3.25)
2where E(u^) = 0, E(u_^ u^ ) = o_^ I for all i and (L is of dimension K_. 
Suppose that the M competing models are combined into the joint model
H : y = Xß + u (3.26)
2where E(u) = 0, E(uu') = ö I and K is the dimension of ß.
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For each H., H can be redefined asl
H : y = X.ß. + X*ß* + u (3.27)
where X. are those variables of X not in X., so that the dimension 
l l*
of ß* is K - K..l i
It is proposed to develop a criterion based on the loss incurred 
through estimating rather than the augmented model H. This is
closely related to the artificial nesting procedures in that the loss 
is defined in terms of the classical F statistic on the variables X.l
in (3.27). The implicit assumption of this approach is that the model 
H incorporates all the available information contained in the competing 
models. In a sense, H is a pseudo-true model as defined in Chapter 1.
The F statistic on X^ in (3.27) is given by 
(y ’ M . y-y' My ) / (K-K.)
y'My/(T-K) (3.28)
where y’My is the residual sum of squares associated with H and 
y’M^y is the residual sum of squares associated with Ih.
The rationale for using F^ as the basis of a criterion is that an 
insignificant value for F^ means that insignificant variables are 
excluded from Fh. Of course the degrees of freedom of the nominal 
distribution of F^ change as the dimension of X^ changes. However, 
in general small values of F^ will infer that the contribution of the 
omitted variables xt is small.l
-2 2 -2 If o^ is the maximum likelihood estimate of o^, and a is
2the maximum likelihood estimate of a , it is simple to show that 
minimising F' is equivalent to minimising over H^,
li (K-K.) i
r 2 * 2 v(a. - a ) (3.29)
This is because (T-K) and o are constant across the competing
76.
models BL . The criterion is a best subset criterion defined by
the classical F statistic. In practical model selection problems, K
- 2is the total number of variables under consideration and a is 
estimated from the joint model (3.27). The criterion may be regarded 
as an absolute version of the artificial nesting procedure, and as such 
suffers in derivation from the same deficiencies, particularly 
collinearity between the variables. It is recognised also that 
is a formalisation of the method of many applied econometricians, namely 
choosing those variables whose significance is greatest.
For the criterion C ^ ,  the composite model H can no longer be 
regarded as a competing model and indeed the criterion will be non- 
operational in nested models. To make the criterion more amenable for 
general use, two assumptions are introduced:
1.
2.
-2a is small compared to a2a .
K = h (T) .
(3.30)
(3.31)
-2The first assumption means that a can be ignored in (3.29). It is 
a reasonable assumption if the embedded model H is pseudo-true for 
then
-2 2 -1 a = a + 0 (T L)o p
2where a is the true error variance.
(3.32)
The second assumption is implicit in the work of Geweke (1979) , 
although Geweke proposes his criterion BEC without relating K to the 
sample size. In every model building exercise, the investigator has 
at least some notion as to the number of variables under consideration. 
For small samples, this notion is strongly conditioned by the degrees 
of freedom deficit elaborated in Learner (1979b), while in large samples 
it is determined from other considerations such as theoretical limita­
tions on the number of feasible explanatory variables. Thus h(T) is 
more likely to be a bounded continuous function rather than the
7 7 .
unbounded function suggested by Geweke (1979, p.20).
With the assumptions (3.30) and (3.31), the best subset criterion 
can be reformulated as
minimise over H., C
y'Miy
i* 2i T-g (T)K, (3.33)
where g(T) h (T) is such that 1 < g(T) < T. The lower bound,
g(T) = 1, corresponds to Theil's criterion. g(T) has a precise inter­
pretation as the ratio of the sample size to the maximum number of 
variables under consideration. Since the motivation for this criterion 
was to achieve greater compatibility with the classical F criterion, 
a similar analysis is conducted as in the previous sections.
As indicated above, the criterion C-^  is not defined for nested 
models, a characteristic which reduces its general viability. In 
separate models such as (3.13), the criterion achieves the expected 
perfect compatibility with the classical F statistic. That is, the 
small sample preference for over is given by
F2 < (3.34)
where the notation is that used in Table 3.1. A similar result holds 
asymptotically.
The criterion C^, which is of primary interest, does apply to 
nested models. For the models of (3.7), the preference of over
H2 is tabulated below.
TABLE 3.5.
NESTED MODELS
Criterion
H-l P H2 iff
Small Samples Asymptotic
C2 F > 1 +1 T-g(T)(K+j) F* > lim g(T) T
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The notation is the same as in Table 3.2. It is seen that
lim g (T) represents the asymptotic critical value of C^. Then the 
T
determination of an optimal r in the pre-testing framework (3.10) is
equivalent to the a priori determination of the optimal ratio of the
sample size to the total number of variables. C2 is asymptotically
equivalent to Deaton’s criterion for lim g(T) = a, to Akaike AIC and
T
its asymptotic equivalents for lim g(T) = 2 and, like Schwarz, Geweke
T
BEC and Hannan and Quinn, always prefers the smaller model when lim g(T)
T
is not finite. More general equivalences become apparent when separate 
models are considered.
For the separate models (3.13), the preference of over is
tabulated below.
TABLE 3.6.
SEPARATE MODELS
Criterion
Hx P H2 iff
Small Samples Asymptotic
C2
(T-g (T)KX)
K2F2 < K1F1 (T-g(T)K2)
(T-K -K?)(K -K. )
+  o - ( ' T ' >  1  L  - -
If M = lim g(T) finite, 
T
K2 (F*-M) < K ^ - M )  
Otherwise < K2
(T-g(T)K2)
The criterion connotes an interesting interpretation when Table 3.6
is analysed. By examining the behaviour of the small sample preference 
of over H^, namely
(T-g(T)KX)
K F < K FV2 Vl (T-g(T)K2)
(t-k 1-k2)(k2-k1)
+ g(T) (T-g(T)K2) (3.35)
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as T increases without bound, the following asymptotic equivalences 
are perceived.
TABLE 3.7.
ASYMPTOTIC EQUIVALENCES OF C2
C2 C r i t e r i a
g(T) = 2 Deaton (a=2), Akaike AIC, Chow-Sawa BIC,
Parzen CAT, Sawa, Mallows C^, Amemiya PC
g(T) = £n T Schwarz, Geweke BEC
g (T) = 2c £n£n T Hannan and Quinn
Since g(T) is the ratio of the sample size to the total number
of variables considered, with this interpretation of g(T) provides
a formal method for linking the criteria. Thus the boundary point
_2g(T) = 1, which is Theil R , means that the total number of variables 
is limited by the sample size. The value g(T) = 2, which defines an 
asymptotic equivalence to Akaike AIC, infers that the total number of 
variables should be limited to one-half the sample size. This may 
provide the explanation for the anomalous behaviour of Akaike AIC 
observed earlier when the dimensions of the competing models are large 
relative to the sample size.
Thus the criterion has considerable intuitive appeal. In
small samples it is designed to have close compatibility with the 
classical F statistic calculated from the composite of the competing 
models. The criterion C  ^ elicits a useful interpretation of the 
other absolute criteria through the asymptotic equivalences of Table 3.7. 
Finally, provides a formal notion of the optimal pre-test critical
value as the ratio of the sample size to the total number of variables
being considered.
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3.6 Summary
The interaction of model selection criteria, particularly nested 
and absolute criteria, has been investigated and shown to lead to 
certain inconsistencies in the model selection process. These incon­
sistencies may lead to violations in transitivity and result in a lack 
of uniqueness in the model hierarchy. Responding to this problem, 
several palliative measures were suggested
1. The adjustment of significance levels at each stage of 
the selection process.
2. The use of more compatible criteria.
3. The development of criteria designed to achieve rapport 
with the classical F statistic.
This last initiative was the most decisive contribution of the chapter. 
The best subset criterion has been shown to have certain desirable
characteristics and to have an appealing generality.
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C h a p t e r  4
Parsimony in  Model Selection
"Small is Beautiful"
Ernst Friedrich Schumacher
4.1 Introduction
The parsimony of a model selection procedure is defined to be its 
preference for small models. Small models present fewer problems in 
estimation and are probably easier to interpret. For these reasons, 
restricting the size of a model is seen as desirable. In the social 
sciences at least, there is additional motivation for giving priority 
to small models. Usually a true model does not exist, and consequently 
efforts are made to determine those variables of paramount importance. 
These sentiments are reflected in Tinbergen's instrument - target 
approach, which concentrates on determining the optimal policy instrument 
for a particular dependent variable.
By overpenalising the dimension of a model however, variables 
necessary to the structure of the model may be excluded. In particular, 
the adjustment for model dimension should constitute only a secondary 
part of a selection criterion and not be allowed to compensate for models 
of poor fit.
Model selection procedures are developed to balance these two com­
peting considerations. In practice, four approaches have evolved:
1. Investigators often limit the size of a competing model by relating 
it to the sample size. The discussion of the degrees of freedom deficit 
in Learner (1979b) crystallises this argument.
82.
2. Some econometricians recognise parsimony as motivated by problems 
of estimation rather than model selection and hence institute modifica­
tions to estimation to compensate for this (for example, ridge-type 
estimators).
3. Lindley (1968) proposed an explicit adjustment for dimension in 
the form of a cost function added on to the selection criteria.
4. Many absolute criteria, among them Akaike AIC and Amemiya PC, 
incorporate adjustments for dimension which are implicit in their 
derivation (see section 2.3.1).
Learner (1979a) argued that implicit adjustments are invalid in that 
they produce inadmissible risk functions. Specifically, it is shown 
that, for Chow-Sawa BIC, no model yields uniformly smaller risk than any 
other model when the risk is defined in terms of the parameters of the 
unknown true model. If estimates of the unknown parameters are used, 
this elicits an unknown risk function which may or may not be admissible. 
By extending Learner's analysis, it is simple to deduce that most of the 
absolute criteria of section 2.3.1 have implied unknown risk functions 
which are possibly inadmissible.
Learner subscribes to the belief that parsimony is a problem of 
estimation rather than model selection and hence advocates either 
appropriate modifications to estimation or Lindley's ex-post adjustment. 
This solution ignores the strong interaction of estimation and model 
selection as formalised by Borth (1975).
The imposition of dimension adjustments on a model selection 
criterion, whether implicitly or explicitly designed, is artificial.
That such adjustments generate possibly unidentifiable and inadmissible 
risk functions is to be expected. The advantage of the implicit approach 
is that the adjustment is an integral part of the theoretical derivation 
and is consequently less arbitrary than the approach by Lindley (1968) .
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For this reason, much of the discussion which follows focusses on 
dimensional absolute criteria which in their derivation have formulated 
adjustments for dimension without a priori recognition of the degree of 
parsimony desired. This chapter is devoted specifically to:
1. The formalisation of principles of parsimony.
2. An examination of the adherence of absolute criteria to 
these principles.
3. The establishment of a measure of parsimony for dimensional 
absolute criteria.
4. The evaluation of the bias toward smaller models of one 
criterion relative to another.
4.2 Principles of Parsimony
In this section, the heuristic notions of parsimony above are 
translated into formal principles. These principles are regarded as 
requisite for an appropriate dimensionality adjustment in model selection 
criteria. Before outlining the principles, a definition of model size 
is introduced. For two single equation models
H2 : y X2 e2 + U2 
(Txl) (TxK2)(K2xl) (Txl)
(4.1)
where X1 and X2 are exogenous, is regarded as smaller than II2
if
(a) K1 < K2
or (b) = K2 and the L2~norm of is less than that of H2,
that is
ßiXlXl^l < |32X2X2ß2 (4.2)
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The definition (4.2) is thus a Euclidean interpretation of model size.
The following principles of parsimony are axiomatic to the develop­
ment of criteria which appropriately penalise complexity.
4.2.1 Determination of the Optimal Order
In the discrimination of an infinite sequence of nested alternatives, 
one of which is true, the model selection procedure should lead to the 
choice of the true model with unit probability asymptotically. This 
ensures the determination of the optimal order, when it exists, of 
distributed lag models and autoregressive processes, and is the require­
ment Geweke (1979) demands in the formulation of Geweke BEC.
4.2.2 Models of Equal Fit
For two models of equal fit, the smaller model should be preferred, 
equal fit being defined in terms of unrestricted loss.
4.2.3 Principles of Augmentation
When adding j variables to a model of dimension K,
(i) the probability of preferring the augmented model should 
decrease as K increases. Thus it is more difficult to 
augment a larger model than a smaller model.
(ii) the probability of preferring the augmented model should 
decrease as j increases. It is then more difficult to 
augment a fixed model by a larger number of regressors than 
a smaller number.
Since the motivation for parsimony is to restrict unlimited 
expansion of model size, these principles are a reasonable representation 
of parsimonious behaviour which does not overcompensate for complexity. 
Some observers have suggested as an alternative to (i), a requirement 
that for fixed j/K rather than j, the probability of augmentation 
should decrease as K increases. That is, the probability of augmenting
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a model  by a f i x e d  proportion s h o u ld  d e c r e a s e  a s  t h e  s i z e  o f  t h e  model 
i n c r e a s e s .  T h i s  a l t e r n a t i v e ,  which  i s  a l e s s  p a r s i m o n i o u s  r e q u i r e m e n t  
t h a n  ( i ) ,  was r e j e c t e d  s i n c e  model  b u i l d e r s  a lw ays  augment  models  i n  
a b s o l u t e  r a t h e r  t h a n  p r o p o r t i o n a l  t e r m s .
4.3 Compliance with the Principles of Parsimony
The a d h e r e n c e  o f  t h e  a b s o l u t e  c r i t e r i a  to  t h e  p r i n c i p l e s  o f  
pa r s im ony  4 . 2 . 1  t h ro u g h  4 . 2 . 3  i s  examined i n  t h i s  s e c t i o n .  In  a d d i t i o n  
to  t h e  c r i t e r i a  o f  T a b l e  2 . 2 ,  t h e  a b s o l u t e  c r i t e r i o n  p ropose d  in
( 3 .3 3 )  i s  c o n s i d e r e d .
4 . 3 . 1  D e t e r m i n a t i o n  o f  t h e  O p t imal  Order
Under  c e r t a i n  c o n d i t i o n s ,  f o u r  o f  t h e  a b s o l u t e  c r i t e r i a ,  Schwarz,  
Geweke BEC, Hannan and Quinn and w i l l  d e t e r m i n e  t h e  o p t i m a l  o r d e r
in  an i n f i n i t e  s e q u e n c e  o f  n e s t e d  a l t e r n a t i v e s  w i t h  a s y m p t o t i c  
p r o b a b i l i t y  one .  T h i s  p r o p e r t y  does  n o t  ho ld  f o r  t h e  o t h e r  c r i t e r i a .  
Geweke (1979) shows t h a t  g i v e n  s t a t i o n a r i t y  a s s u m p t io n s  a b o u t  t h e  
r e g r e s s o r s  and s p e c i f i c  r e s t r i c t i o n s  on t h e  a s y m p t o t i c  b e h a v i o u r  o f  t h e  
maximum o r d e r  o f  t h e  m o d e l s ,  Geweke BEC and Schwarz w i l l  d e t e r m i n e  t h e  
t r u e  o r d e r  o f  t h e  model  w i t h  a s y m p t o t i c  p r o b a b i l i t y  one .  Hannan and 
Quinn (1979)  show t h i s  to  be  t h e  c a s e  f o r  t h e i r  c r i t e r i o n  in  t h e  
d e t e r m i n a t i o n  o f  t h e  o r d e r  o f  an a u t o r e g r e s s i v e  p r o c e s s .
Because  o f  t h e  a s y m p t o t i c  e q u i v a l e n c e  o f  C  ^ to  Schwarz and 
Geweke BEC when g(T)  = £n T and to  Hannan and Quinn when 
g(T)  = 2c £n £n T, i t  i s  o b s e rv e d  t h a t  C2  has  a t  l e a s t  some p r o p e n s i t y  
t o  d e t e r m i n e  t h e  o p t i m a l  o r d e r  w i t h  a s y m p t o t i c  p r o b a b i l i t y  one .  The 
a n a l y s i s  o f  Hannan and Quinn s u g g e s t s  t h a t  f o r  g(T)  2c £n £n T, c > 1,  
C2  w i l l  a lw ays  s e l e c t  t h e  o p t i m a l  o r d e r  a s y m p t o t i c a l l y .
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4.3.2 Models of Equal Fit
When two models produce the same residual sum of squares, and so
are of equal fit, the smaller model will be preferred for each criterion 
2except R .
4.3.3 Augmentation
The principles of augmentation in 4.2.3 are examined by reference 
to the results of section 3.3. Consider the models
H : y W Y1 + X1 l^ + U1 ’ U1 ^ N(0,o1I)
(Txl) (TxR)(Kxl) (Txj)(jxl) (Txl) 
= W Yh2: y = .2
(Txl) (TxK)(Kxl)
+ u2 ’ u2 %  N(0,o2I) 
(Txl)
(4.3)
As in Chapter 3, let be the F statistic on in and
F, = lim F, be finite.
T-x»
For each of the absolute criteria, including C^ , the Tables 3.2 
and 3.5 show that the small sample preference for over H2 is
given by
¥1 > c (T, K, j ) (4.4)
where c(T,K,j) is a function of the sample size and sizes of the 
models.
Similarly, the asymptotic preference for over H2 (except for
Schwarz, Geweke BEC and Hannan and Quinn) is of the form
r>'<F > r (4.5)
where r is a constant.
c(T,K,j) and r represent the implied small sample and asymptotic 
critical values of each of the absolute criteria.
For a given criterion, let
ct (T, K, j) = Pr{H1 P H2) = Pr{Fx > c(T,K,j)} (4.6)
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a(T,K,j) is the small sample probability of augmenting by j
regressors. Correspondingly, define
a* (j) = Pr{F* > r} (4.7)
as the asymptotic probability of augmenting by j regressors.
Under the principles of parsimony, it is expected that
1. a(T,K,j) is monotonically decreasing in K for given j.
2. a(T,K,j) is monotonically decreasing in j for given K.
3. a (j) is monotonically decreasing in j.
The distributions of F^(F^) which determine a(a ) vary with the
nature of the true model. Three cases can be identified and are
discussed below. In Appendix B, a(30,K,j) is tabulated for each
criterion, each type of true model and for K = 2,4,6; j = 1,6,10.
Additionally, a (j) is tabulated when is true for j = 1,6,10.
1
The function g(T) in C 2 is set equal to 2.
1. True Smaller Model
If H2 is true, F^ is distributed as a central F with j and 
T-K-j degrees of freedom. a(T,K,j) is the implied significance 
level between the null ^  and alternative . It is shown in 
Appendix B, Table 1 that:-
1. For given j, a(30,K,j) increases as K increases for each 
criterion except Chow-Sawa BIC, Parzen CAT and C 2 * It is then easier 
to augment a large model by a fixed number of regressors for most of 
the criteria.
2. For given K, using all the criteria except C2 , a(30,K,j) may 
increase as j increases provided K+j is large relative to the 
sample size. This confirms the notions of Chapter 3, where it was 
contended that most of the absolute criteria are properly defined only
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for models whose dimensions are restricted according to a function of 
the sample size. From those discussions, the interpretation of the 
function g(T) in C2 evolved.
-23. Asymptotically, a,c(j) increases as j increases for Theil R , but 
decreases as j increases for the asymptotic equivalents of Akaike.
Geweke BEC, Schwarz and Hannan and Quinn always prefer the smaller 
model.
These results suggest that most of the absolute criteria do not 
conform to the principles of augmentation (4.2.3), particularly when 
the model size is large relative to the sample size. The criterion C^, 
however, shows a certain adherence to the principles of augmentation 
which gives encouragement to its use.
2. True Larger Model
If is true, is distributed as a singly non-central F
with j and T-K-j degrees of freedom and non-centrality parameter
A = e{x|x131/öj (4.8)
A may be regarded as a measure of the distance between and •
The choice of A is arbitrary and does not bias the results shown.
It has relevance however only in finite samples. Choosing A = j, 
consistent with Sawa and Takeuchi (1977, p.8), was preferred to simulating 
over A. Consulting Appendix B Table 2, it is noted that:-
1. For given j, a(30,K,j) increases as K increases for each 
criterion except Chow-Sawa BIC, Parzen CAT and C„. For Mallows C2 p
the models are equiprobable. Generally it is easier then to augment 
a large model by a fixed number of regressors when the augmented 
model is true.
2. For given K, a(30,K,j) tends to decrease as j increases as 
demanded by the principles of augmentation. The notable exceptions to
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_2this rule are Theil R , Deaton (a=2), Akaike AIC, Chow-Sawa BIC, Sawa 
and Amemiya PC.
3. True Model Unknown
If the true model is
y X 3 + u  ; u ^ N(0,o2I) (4.9)
(Txl) (TXL) (Lxl) (Txl)
where X is a matrix of regressors not equivalent to W or = {W,X^},
then is distributed as a doubly non-central F with degrees of
freedom j and T-K-j and non-centrality parameters A^, A^ where
Ax = ß,X ’X1(X[X1)_1X|X3/ö2
A2 = ß'x’ (I-W1(W;[W1)_1W ’)Xß/o2 (4.10)
A^ is a measure of the distance between and H2* A^  is a measure
of the distance between fL and the true model. As before, rather than 
simulate over A-^ , it is chosen to equal j and the normalised non­
centrality parameter A /(T-K-j) is allowed to take the values 0.5 
and 1.0. The results are shown in Appendix B, Table 3. No asymptotic 
results are presented since the normalised non-centrality format cannot 
be used. It is found that:-
1. For given j and A2, a(30,K,j) increases as K increases
for all the criteria except Chow-Sawa BIC, Parzen CAT and C^.
2. For given K and A2, a(30,K,j) decreases for all the
-2criteria with the exception of Theil R and Akaike AIC.
3. The effect of A2 is interesting. As A2 increases, that
is, as the true and larger models become more disparate, the 
criteria tend to favour the smaller model more. Inadequacy
of the competing models tends to lead to greater parsimony.
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4.3.4 Overview
In the preceding sections, the dimensional absolute criteria were 
subjected to scrutiny in terms of the principles of parsimony enunciated 
in section 4.2. From a consideration of model augmentation there 
emerged several observations. First, it is clear that since a smaller 
value of a(T,K,j) indicates a greater likelihood of accepting the 
smaller model, a(T,K,j) provides for a ranking of the criteria in terms 
of their parsimony. The following ordering of the criteria is derived 
from Appendix B. It should be emphasised that this is not a universal 
ordering and a more precise interpretation of parsimony is given in 
section 4.4. In decreasing preference for smaller models, the criteria
rank on average as:
1 . Hannan and Quinn (c=2); 2. Geweke BEC;
3. Schwarz; 4. C2(g(T) = 2);
5. Parzen CAT 6. Deaton (a=2);
7 . Chow-Sawa BIC; 8. Mallows C ;P
9. Sawa; 10. Amemiya PC; 
-211. Akaike AIC; 
_2
12. Theil R ;
Secondly, the most important ramifications of section 4.3 are the 
violations to the principles of augmentation elaborated in 4.2, namely
(a) In general, it is easier to augment a large model than 
a small one by a fixed number of regressors.
(b) Relative Lo a fixed base model, once an augmented model 
becomes large enough, the further it is augmented the 
greater its likelihood of being preferred to the original 
model.
Three criteria which do accord in general to the principles of augmenta­
tion are Chow-Sawa BIC, Parzen CAT and C2(g(T)=2).
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Thirdly, some evidence has been found for the motivation of the 
criterion C  ^ and its associated function g(T). It was found that 
certain criteria, notably Akaike AIC, perform rather anomalously when 
the model sizes are large relative to the sample size, suggesting the 
implementation of these criteria should be restricted in small samples. 
This confirms the observations of Chapter 3.
Finally, there is some evidence that not only do the criteria 
discriminate between models of equally good fit on the grounds of dimen­
sion, but also when the models are of poor and perhaps vastly unequal 
fit, there is a strong tendency to favour the smaller model.
4.4 A Measure o f Parsimony
4.4.1 Introduction
The motivation for the development of new absolute criteria has 
principally been to form more appropriate adjustments for model dimension. 
This has been particularly true of the time-series criteria of Akaike 
AIC, Parzen CAT, Schwarz, Geweke BEC and Hannan and Quinn, the objective 
being to determine the optimal order of an autoregressive process.
However, in the derivation of the time-series criteria and all the other 
dimensional criteria of section 2.3.1, there was no a priori notion of 
the degree of parsimony required, essentially because no quantitative 
definition of parsimony exists.
For criteria of the form y'M^yf (K. ,T) , the degree of parsimony 
can obviously be determined simply in terms of the adjustment functions 
f(Kj,,T). However’, not all criteria are of this form necessitating a 
more general measure of parsimony. It is important that such a measure 
points to the dimension biases of one criterion relative to another.
The definition of parsimony proposed below has three advantages, namely:
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1. It applies to all dimensional absolute criteria.
2. The preferences for smaller models can be quantified for all 
sample sizes and model dimensions.
3. The dimension biases of one criterion relative to another 
can be calculated.
4. A.2 Dimensional Absolute Criteria and Risk Indifference
As emphasised in earlier sections, most of the dimensional absolute 
criteria are products of the dimension embedding approach whereby a true 
complex model is projected onto a subspace of given dimension, and the 
loss incurred in projection minimised. This determines an absolute 
criterion designed to be suitably parsimonious with respect to the given 
order of sub-model. It seems natural to use this framework to formulate 
a definition of parsimony which will give an explicit measure of a 
criterion's adjustment for dimensionality.
Consider then the two models
Hj_: y = Xx ß11 + X2 ß12 + ux ; ux ^ N (0,o^I)
(Txl) (TxK-j) (K-jxl) (TxjHjxl) (Txl)
H2: y = X L ß2i + u 2 > u 2 ^ N (0, op) (4.11)
(Txl) (TxK-j)(K-jxl) (Txl)
where for ease of exposition all regressors are assumed orthogonal.
is the (K-j)-order sub-model of .
A known true model is assumed
H : y = X (3 + u ; u ^ N(0,o^l) (4.12)
(Txl) (TxL)(Lxl) (Txl)
where X is a set of orthogonal regressors.
The discussion of section 4.1 inferred that the risk functions 
associated with dimensional absolute criteria are admissible if the true 
model is known. These risk functions will be used to formulate a
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measure of parsimony for all the dimensional absolute criteria.
If y'M^y is the residual sum of squares associated with H-^ and 
y ’M2y the residual sum of squares associated with H2, then
Eh y'Mjy = a2(X2 + T-K)
and
EH y'M2y = o2(Ai + x2 + T - K + j) (4.13)
where E„ is the expectation operator under H and 
11
X 1 = 3’X,X2(X^X2)_1X^X3/o2
A2 = 3,X ,(I-X12(X|2X12)"1X^2)X3/o2
for
X12 = {Xl’X2} (4.14)
A^ is a measure of the distance between H-^ and H2. is a
measure of the distance between H-^ and the true model. Both A-^ and 
A2 are non-negative, A2 equalling zero when is the true model.
For an absolute criterion of the form y'M^y f(L,T) as discussed 
in section 2.3.1, the risk or expected loss of H-^ equals the risk of 
H2 iff
iff
iff
Eh y'Miy f(K,T) = EH y'M2y f (K-j,T)
o2(A2+T-K)f(K,T) = a2(A1+A +T-K+j)f(K-j,T)
Aj = (A2+T-K) f(K,T)f(K-j,T) - 1 - 3 (4.15)
Thus, values of A^  and A2 can be determined which will induce a risk 
indifference between and H2. For criteria not of the form
y'M.y f(K.,T), similar techniques can be applied. It is noted however, 
that for Chow-Sawa BIC the log of the criterion is used to generate 
conditions for risk indifference. It was not possible to establish such 
conditions analytically for Parzen CAT, since it entails finding the
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expectation of a ratio of non-independent quadratic forms, and this can 
only be approximated. However the asymptotic result is given, relying 
on the asymptotic equivalence of Parzen CAT and Akaike AIC.
The conditions for risk indifference of and are shown
in Table 4.1. For each criterion, the non-centrality parameters are
defined so that the expected loss of equals the expected loss of
H 2 * Note that A^ is the asymptotic value of A^ which generates risk
2indifference between H^ and II2 • For R , the expecLcd loss of 11^ 
is always less than that of ^ , while under Schwarz, Geweke BEC and 
Hannan and Quinn, the reverse is true asymptotically. The asymptotic 
equivalence of Deaton (a=2), Akaike AIC, Chow-Sawa BIC, Sawa,
Mallows Cp and Amemiya PC is again observed.
Since A-^ and A^ are functions of the true model, the relation­
ships in Table 4.1 generate conditions which the true model must satisfy 
to induce risk indifference between H-^ and H 2 . These conditions are 
used in two ways. When H^ is true, Table 4.1 enables the determination 
of a sub-model of given order which is risk indifferent to H^ for each 
criterion. This motivates the definition of parsimony in 4.4.3.
Secondly, if H^  and H^ are assumed fixed but not necessarily true, 
and the true model is allowed to vary subject to restrictions on A^ , 
the bias of one criterion relative to another can be calculated as in 4.5.
4.4.3 A^ as a Measure of Parsimony
For a given absolute criterion and true complex model, that sub­
model of given dimension which minimises the expected projection loss 
will be termed the optimal sub-model. Since the expected projection 
loss is minimised when the risk of the sub-model equals the risk of the 
complex model, the optimal sub-model can be equivalently regarded as 
that model of given order which is risk indifferent to the true model.
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TABLE 4.1.
CONDITIONS FOR RISK INDIFFERENCE
CRITERION
Risk of Equals Risk of H2 iff
Small Sample Asymptotic
1. R
2. Theil R2
3. Deaton
4. Geweke BEC
5. Hannan and Quinn
6. Akaike AIC
7. Chow-Sawa BIC
8. Parzen CAT
9. Sawa
10. Schwarz
11. Mallows C
12. Amemiya PC
13. C.
1 (T-K) 2
X1 = T t^kT  Ka-D(T-K) + al2]
\  = j AnT - j
X1 = (A2+T-K)
X1 = (X2+T_K)
2ci An An T , exp — J ~-------1 - j
exp li _ - J
in(A1+X2+T-K+j) + (r +V i g T (K-j+2)
(A1+X2+T K+^. (A1+A2+T-K+j)
?n/X +T , K+2 _ T(K+2)
' 2 <X2+T-K) (X_+T-K)2
not possible analytically 
(A2+T-K)2j T
- J1 (T-K-2)(T+K-j+2)
j An TAx = (A2+T-K) exp - 1 - j
(A2+T-K)2j 
A1 = (T-K) j
(A 2+T-K)2j T 
X1 = (T-K)(T+K-j) “ ^
Ai = o ^ ( W [(8(T)-1)T + e(T)A2]
x* = o
A. = (a-l)j
x*i ■ J
XI -  J
x* = j
F, - j
x; ■ j
If lira g(T)
T
infinite; never.
If lim g(T) finite 
T
= m;
A* = (m-l)j
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A more parsimonious criterion should generate a smaller optimal sub­
model measured in Euclidean terms (4.2). Hence a reasonable definition 
of parsimony is the size of the sub-model of given order which is risk 
indifferent to the true model, and this is the definition adopted. The 
results of Table 4.1 translate these heuristic notions into a formal 
definition.
Specifically, consider a true model
H : y =  X ß + u ; u ^ N(0,o^I) (4.16)
(Txl) (TxK)(Kxl) (Txl)
where all regressors are assumed orthogonal. Then for a particular 
criterion A, the objective is to determine a sub-model of H of 
dimension (K-j) which is risk indifferent to H. If this sub-model 
is generated by a set of regressors X^ , the true model can be written
H = y ■ X1A ßlA + X2A ß2A + U 
(Txl) (TxK-j)(K-j xl) (Txj)Cjxl) (Txl)
(4.17)
and the sub-model
lA : y = X1A ßlA + UA
(Txl) (TxK-j)(K-jxl) (Txl)
(4.18)
Since the regressors are orthogonal, the coefficient of is
written the same in H and H., since its estimate will be the same.A’
For this problem, the non-centrality parameters A and 
of (4.14) become
A1A ^2AX2AX2A32A^°
A2A “ 0 (4.19)
A1A an  ^ A2A satisfy t^ie further restrictions of Table 4.1 since H 
and its sub-model are risk indifferent. For example, if criterion
A is of the form y'M^y f^(K^ ,T) , then using (4.15) and (4.19), it is
deduced that
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(T-K)
fA (K,T)
fA(K-j,T) - 1 - j
X2A - 0 (4.20)
X,. is then a measure of the distance between the true model and the 1A
optimal sub-model of order K-j. However, due to the orthogonality of 
the regressors, X1A has an interpretation in terms of the size of 11.. 
In Euclidean terms, the size of the optimal sub-model is given by
ßiAX iAXlAeiA " ß ’X ’Xß - ° \ a  (4-21)
using (4.12) and (4.19).
When comparing two criteria A and B, the size of the optimal
sub-model H. is smaller than that of the optimal sub-model H_. iff A I)
V (X2A “ 0) > W (A2B m 0) • <4'22>
Since the smaller the optimal sub-model, the more parsimonious the 
criterion, A is regarded as more parsimonious than B iff
A1A/(A2A - 0) > A1B/(A2B - 0) (4.23)
where X /(X9A = 0) satisfies the risk equivalence conditions for 
1 A ^ A
criterion A in Table 4.1 with X2A 0. Analogous definitions apply
for A1B/(A2B 0).
The definition of parsimony, X^/(X^ - 0) , fulfills many of the 
requirements of such a measure.
1. It has a strong intuitive basis, in its determination as the size 
of Liu* optImal sub-model of n given model. This is the framework used 
in the derivation of most of the dimensional absolute criteria.
2. The measure can be applied to all sample sizes T and dimension
sizes K and j.
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3. For criteria of the form y'M.y f(K. ,T), the measure gives the 
expected result. Specifically, for two criteria A and B given by 
y ’FLy fA^i»T) and y'M.y fß(K.,T) respectively, A is more parsi­
monious than B iff
fA (K,T) fß(K,T)
fA (K-J,T) > fB('K-j'.T) f°r glVen T’K’j •
The advantage of course of the definition is that it extends to criteria 
not of this form.
4.4.4 Parsimony of the Criteria
Asymptotically, the dimensional absolute criteria can be ranked 
in terms of decreasing preference for smaller models as:-
1. Schwarz, Geweke BEC and Hannan and Quinn which always prefer 
the smaller model, a phenomenon noted in Chapter 3.
2. Deaton (a=2), Akaike AIC, Chow-Sawa BIC, Parzen CAT, Sawa, 
Mallows Cp and Amemiya PC (equal).
3. Theil R2
The C2 criterion becomes more parsimonious asymptotically as
lim g(T) increases. But g(T) is of course related to the maximum 
T
Tnumber of variables under consideration by g(T) = —--  .
FLAX
Hence as lim g(T) increases, the maximum number of variables is 
T
asymptotically smaller and this is reflected in the increased parsimony 
of the criterion. This substantiates the interpretation given to g(T) 
in Chapter 3, and confirms its status as a criterion of considerable 
intuitive appeal and generality.
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Generally, the asymptotic rankings of parsimony maintain in small 
samples, but can be permuted depending on the values of K and j in 
relation to T. Certain relationships hold in small samples, regard­
less of dimension.
1. Mallows Cp is more parsimonious than Amemiya PC.
2. Schwarz is more parsimonious than Hannan and Quinn provided 
in T > 2c £n £n T.
3. Schwarz is more parsimonious than Akaike if £n T > 2.
The other notable feature of small sample results is that the exponential 
criteria of Akaike, Schwarz and Hannan and Quinn become decidedly non- 
parsimonious as K approaches T. In this situation, these criteria 
strongly favour very large models over very small models and also 
readily augment large models.
4.5 Criteria Dimension Bias
4.5.1 Introduction
In section 4.4, a measure of parsimony was derived for determining 
whether one criterion is more parsimonious than another in a discrimina­
tion problem of given sample and dimension size. This section gives 
some insight into the magnitude of the bias towards the smaller model 
of one criterion relative to another.
Just as the non-centrality parameters A-^ and A^ of (4.14) were 
crucial in developing a measure of parsimony, they are equally important 
In determining the dimension bias of one criterion relative to anoLher. 
However, their function is different. In the formulation of a measure 
of parsimony, the non-centrality parameters were used to generate an 
optimal sub-model of a known true model. For the calculation of dimen­
sion bias, the non-centrality parameters are used to generate true
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models for each criterion which impart risk indifference to two fixed 
competing models. This method defines an unbiased decision rule for 
each criterion.
4.5.2 Unbiased Decision Rules 
Consider the two models of (4.11)
Hp y = + X2 ß2 + u1 ; u1 ^ N(0,o^I)
(Txl) (TxK-j) (K-jxl) (TxjMjxl) (Txl)
H2: y = X1 ßt + u2 ; u2 -v N(0,o2I) (4.24)
(Txl) (TxK-j)(K-jxl) (Txl)
where as before all regressors are orthogonal. For a given criterion, 
the results of Table 4.1 suggest that a range of values of the non­
centrality parameters A^ and A^ corresponding to an unknown true 
model
H : y X ß + u (4.25)
(Txl) (TxL)(Lxl) (Txl)
can be used to generate risk indifference between and H2« Such
A^  and A^  can always be constructed since, in a continuous design 
framework, an unknown true model can be found so that
ß , X ' X2(X^X2) ~1X^Xß = A* o2
and
3,X ’(I-X12(Xj2X12)"1X|2)Xß = A*a2 (4.26)
where A“ and A2 are given values of A^ and A .
VcAny choice of Aj and A2 satisfying a particular criterion's 
equation in Table 4.1 induces an expectational indifference between 
and H2 for the criterion. Appendix B shows that these choices of A-^ 
and A2 also induce an indifference in probability for T sufficiently 
large. That is, for the given criterion, the probability of selecting 
either model is arbitrarily close to 0.5 for T sufficiently large
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(T >_ 20 usually suffices). Analogously to Sawa and Takeuchi (1977, p.9) 
for each criterion the generation of a true model according to A* and A* 
satisfying the corresponding equation of Table 4.1 defines an unbiased 
decision rule pertaining to that criterion - unbiased in the sense that 
the probability of selecting either or 1^ is 0.5. Sawa defines
his unbiased decision rule with respect to Mallows . Calculating the 
probability of selecting the larger model for every other criterion 
under this rule establishes an indication of the bias towards the 
larger model for these criteria relative to the one generating the rule.
4.5.3 Bias of the Criteria
To define an unbiased decision rule for a given criterion, the 
relationships in Table 4.1 involving the two non-centrality parameters 
A^ and A^ are used. The choice of one of these parameters is 
essentially arbitrary, except that it must ensure that both are non­
negative. This is necessary because, as illustrated below, the para­
meters A^  and A^ are the non-centrality parameters of the implied 
F distribution used in discriminating between and of (4.24).
A simple solution is to fix a value of A-^ across all criteria, and 
for each criterion calculate that value of which imparts an un­
biased decision rule. To ensure that the values of A  ^ are non­
negative, the value of A^ chosen is
A~ = max A1a/ ^ 2A = (4.27)
A
where A ranges over all criteria and A ( A , ^  ~ 0) satisf ies the
equations in Table 4.1 with A^ = 0. A^  is then chosen to be the
degree of parsimony for the most parsimonious criterion. For each 
>vcriterion A, A^^ is found by solving the corresponding equation in
&  /VTable 4.1 with A^ = A^ . Each A“^  is non-negative and for the most 
parsimonious criterion A = 0. For criterion A, A^ and A ^  generate
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a true model, or a hyperspace of true models, which impart an unbiased 
decision rule, to and U . That is, under A the probability of
selecting H^, the larger model, is 0.5. Using the non-centrality 
parameters X“ and ^ A ’ t*ie Pr°bability of selecting the larger model 
can be calculated for every other criterion giving an indication of the 
dimension bias of these criteria relative to A.
The method is best demonstrated for two criteria of the form 
y ’M^y f^(K^,T) and y 'PLy f ß (K^,T) . For criterion A, the risk indif­
ferent non-centrality parameters X* and X*A are related by
A?+j
f fA (K,T) - (T-K) . (4.28)
fA (K-j,T) - 1
Using the results of 4.3.3, it is known that this choice of X^ and X^ 
generates a true model H such that
PrH ?Mly fA ('K,T') < y ’M 2Y fA (K~j’T)}
Pr •( F > T-Kl J J
fA (K,T)
fA (K-j,T) - 1 0.5 (4.29)
where F is distributed under H as a doubly non-central F with j 
and T-K degrees of freedom and non-centrality parameters X^ and 
Now, is preferred to under B when H is the true model if
PrH ty'M^ fB (K,T) < y'M2y f (K-j,T)}
"{'■It ) fn (K,T)'.C„(K-j,T) jj- l U (4.30)
where F is distributed as before.
Then p - 0 . 5  represents the dimension bias of B relative to A. If 
p-0.5 > 0, this gives the magnitude of the bias to the larger model 
and if p - 0.5 < 0, the magnitude of the bias to the smaller model.
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As an illustration of the approach, the bias of each criterion 
relative to Akaike AIC is calculated for T = 30; K = 2,4,6; j = 1,6,10. 
The value of A* in (4.27) is generated from Hannan and Quinn's 
criterion with c = 2, since this is the most parsimonious criterion 
for these sample and dimension sizes. The results are documented in 
Appendix B, Table 4. For asymptotic calculations of the bias, A^ is 
derived from Schwarz's criterion. An examination of the biases in 
Table 4 and other unreported examples suggests that:-
1. The biases accord with the rankings of parsimony elaborated in 
section 4.4 and behave in the same way as T, K and j vary in 4.4.
2. The biases are not consistent throughout - in otherwords the bias 
can move from negative to positive with variations in T, K or j .
3. The biases are so great in many situations as to have profound 
model selection implications; while under one criterion two models are 
equiprobable, under another there may be less than a 10% chance of 
selecting the smaller model.
When using model selection criteria, these biases should be 
recognised and allowed for. In this sense, model selection is by no 
means an absolute process. This will be illustrated in Chapter 6 where 
the effect of the biases on the power of various absolute criteria is 
considered.
4.6 Conclusions
This chapter has formalised the concept of parsimony often 
referenced in the literature. Through consideration of the augmentation 
of a given model, some notions of the relative parsimony of dimensional 
absolute criteria were established. An explicit definition of parsimony 
based on risk indifference was later introduced and this implied an
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ordering of the dimensional criteria in terms of their parsimony. This 
ordering is not invariant to the sample size.
The absolute criteria were tested for their adherence to various 
normative principles of parsimony, the conclusion being that most 
absolute criteria are decidedly non-parsimonious, more especially in 
small samples and for model sizes which are large relative to the sample 
size. The criterion AIC developed by Akaike is particularly anomalous. 
It was also found that there is a great disparity between the criteria 
in their biases to smaller models. These biases are functions of the 
sample size and model size.
Finally, the criterion developed in Chapter 3 was seen to
exhibit appropriately parsimonious behaviour. It also elicited a 
natural interpretation of parsimony through its associated function 
g(T). The contention that this criterion is a viable general framework 
for absolute criteria is thus given further support.
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C h a p t e r  5
Multiple Model Selection
"Don't make the same mistake twice - keep 
coming up with new ones"
Saunders.
5.1 Introduction
The discrimination of a set of M competing models can take two 
general forms
(a) Binary Comparisons
Most econometric tests have been devised for comparisons of two
Mmodels only. To evaluate M models, (^ ) independent binary comparisons 
need to be made and this may entail the use of more than one criterion.
(b) Multiple Comparisons
Some model selection criteria have been developed to discriminate 
between M models jointly. These criteria have had limited use since 
multiple modelling is very much in its embryonic stages.
The decision to use binary rather than multiple comparisons is a 
reflection of traditional statistical method. It is customary to 
propose a specific alternative to a maintained hypothesis, other 
possible alternatives being subsumed in the uncertainty of the experiment. 
It Ls also true that alternatives tend Lo emerge sequentially rather 
than simultaneously, giving a certain impetus to the use of binary 
comparisons. When regarded as part of an overall procedure however, 
binary comparisons tend to ignore four important factors which are
considered in turn.
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1. Interactions
For model selection procedures which comprise more than one model 
comparison, the assumption that the individual tests are independent 
is usually invalid. This is due to the presence of common models, so 
that the comparisons of and and of 1^ and will usually
be dependent. The principal effect of such Interactions Is on the 
significance level and power of the overall procedure, although of 
some importance also is the impact on the distribution of the procedure. 
Since the test covariances cannot ordinarily be quantified, they must 
at least be recognised in the form of adjustments to the nominal 
significance levels. This discussion will be pursued in Chapter 6 in 
relation to the Cox test.
2. Criteria Conflicts
In Chapter 3, conflicts between absolute and nested/artificially 
nested criteria were revealed. These conflicts can induce aberrations 
in the selection procedure in the form of violations in transitivity, 
resulting in a possibly non-unique model hierarchy. Thus, the joint 
application of nested and absolute criteria or separate and absolute 
criteria will not necessarily be consistent, regardless of ,the inherent 
consistency of each type of criterion.
3. Inconsistencies in Multiple Application
While all absolute criteria are obviously transitive, the same 
cannot be said of nested criteria as contended by Mizon (1977). Nor 
are separate criteria transitive which was clearly demonstrated in 
Pesaran and Deaton (1978, p.692). The use of a series of binary com­
parisons involving the same criterion will then often lead to a non­
unique model ordering.
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4. Interpretative Difficulties 
MFor the ( ) binary comparisons needed to analyse M competing 
models, there are a large number of possible outcomes. Often the out­
comes of the individual tests are obscure and difficult to interpret, 
a point which will be emphasised in Chapter 6. These interpretative 
difficulties are compounded when the tests are combined.
Interactive and interpretative difficulties of binary comparisons 
considerably undermine their viability. A number of solutions to the 
specific problem of criteria conflict were proposed in Chapter 3. A 
more complete solution is to invoke multiple comparisons which have the 
advantage of ease of interpretation, elimination of transitivity problems 
and criteria conflicts and finally a reduction in the uncertainty of 
the experiment.
There are two limitations to the development of multiple comparisons 
however. First, the derivation of criteria which discriminate between 
more than two models is difficult. Secondly, increasing the number of 
alternatives in a model selection problem reduces the power of the 
multiple procedure, thereby restricting the number of models to which 
a multiple comparison can be applied.
Notwithstanding these problems, various methods of multiple com­
parison have been proposed. While absolute criteria are obviously 
amenable to multiple selection problems, the other criteria cannot so 
readily be extended. Two other techniques have emerged however:
1. The transformation criteria of Box-Cox, Box-Tidwcll and Andrews 
embed the range of competing models into a family indexed by a para­
meter. The model selection problem reduces to inference about the 
introduced parameter. This was discussed in section 2.4.3.
2. Two of the artificial nesting procedures can be extended to 
multiple comparisons. Davidson and Mackinnon (1979a, p.5) show that
the J-test (2.35) can be used to test one hypothesis against a range 
of alternatives. For M Gaussian models
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V (5.1)
where u^ ^ N ( 0 , )  and is a possibly non-linear function of its
arguments, the multiple J-test for 11^  against the M-l alternatives 
is computed by estimating
1 -
M
I
k=l
k+i
fi(Xit^i)
M
+ E 
k=l 
k+i
Akfk (Xkt,3k ) + (5.2)
where 3, are the least squares estimates of 3, and u ^ N(0,o ). K. K. Ü
To test for H , the joint test X^ = 0 for all k ^ i is performed 
using a Wald test.
Davidson and Mackinnon (1979b, p.10) also show that the P-test 
(2.39) can be extended to multiple comparisons. The multiple P-test 
for testing Ik against all other models is computed by estimating
it fi (Xit,3i) E Akfk (Xkt’V  + Utk=l
k+i
(5.3)
where e^t is the least squares residual for H^. To test for H , 
the joint test X^ = 0 for all k ^ i is performed using a Wald test.
The multiple J- and P-tests are similar in concept to the Box-Cox 
and Box-Tidwell approaches since each model is weighted according
to the introduced parameter X^. As a general maxim for developing 
multiple comparisons, it appears that the competing models must be 
embedded into a wider framework which permits the testing of the 
individual hypotheses. This technique is used in this chapter to extend 
the binary Cox test, a separate criterion, to multiple comparisons.
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The r e s u l t i n g  m u l t i p l e  Cox t e s t  i s  i l l u s t r a t e d  i n  v a r i o u s  d i s c r i m i n a t i o n  
p r o b l e m s ,  i t s  r e l a t i o n s h i p  to  t h e  b i n a r y  Cox t e s t  and l i n k a g e s  w i t h  t h e  
m u l t i p l e  J - t e s t  b e i n g  e m p h a s i se d .
5.2 The Mul t ip le  Cox Test
5 . 2 . 1  P r e l i m i n a r i e s
A t k i n s o n  (1970) showed t h a t  i n  t h e  d i s c r i m i n a t i o n  be tw een  t h e  two 
s e p a r a t e  models
: l i k e l i h o o d  £ ^ ( y | x ^ , a )  and l o g l i k e l i h o o d  L ^ ( y | x ^ , a )
1^:  l i k e l i h o o d  Cy ] > 3) and l o g l i k e l i h o o d  L,2 (y |X 2 ,B) ( 5 . 4 )
t h e  Cox t e s t  unde r  d e f i n e d  i n  ( 2 .2 7 )  by
T-j_(a) = (L1 2 ( a , $ )  -  p l i m  (a ,  3) ) /V^ (5 .5 )
a 1
i s  e q u i v a l e n t  to  t h e  Lagrange  M u l t i p l i e r  (LM) t e s t  f o r  y = 0 i n  t h e  
n o r m a l i s e d  embedded model
II : l i k e l i h o o d
(y | x1 ,a) 1 - Y fc9 (y | x9 , ß ) ‘ K  (y Ix , a)
1-Y£ (y |X9 ,3 ) ' dy ( 5 .6 )
S i m i l a r l y ,  t h e  Cox t e s t  u n d e r  i s  e q u i v a l e n t  to  t h e  LM t e s t  f o r
Y = 1 i n  H. The e q u i v a l e n c e  o f  t h e  b i n a r y  Cox t e s t  and t h e  LM t e s t  
on t h e  e x p o n e n t i a l  l i k e l i h o o d  m o t i v a t e s  a t e s t  when t h e r e  a r e  more 
t h a n  two compet ing  m ode l s .
C o n s i d e r  M s e p a r a t e  model s
H^: l i k e l i h o o d  £ ^ ( y | x ^ , 3 ^ )  and l o g l i k e l i h o o d  L ^ (y |x^ ,3 -^ )
H^: l i k e l i h o o d  £ ^ ( y | x ^ , ß ^ )  and l o g l i k e l i h o o d  L ^ ( y | x ^ , 3 ^ )
H^: l i k e l i h o o d  ^ ( y l ^ , ^ )  and l o g l i k e l i h o o d  LM( y | xM>$M) ( 5 .7 )
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where 8^ is a K^xl vector of parameters.
The corresponding normalised exponential embedding is defined by
M , \  /  I M , YkH : likelihood n £fc(yK,g ) / H \ C y l \ . \ )  dy (5-8)
k=l / •* k=l
M
where E y = 1 . 
k=l k
The associated loglikelihood of H is defined by
L = A  YkLk(yl\>ek) - log{ I " \(yl\.ßk)Yk dy} <5-9>k=l 1 J k=l ;
yk represents the weight attached to in the embedded model, so
that a test that 1L is true corresponds to a test that y^ = 1, y^ = 0 
for k =}= i. The LM test of y^ = 1, y^ = 0 for k =j= i, is such a test 
and due to its equivalence to the Cox test in binary comparisons, it 
can be properly regarded as a Multiple Cox test, the extension of the 
binary Cox test to multiple comparisons.
5.2.2 Notation
Without loss of generality, 
can be replaced by y
M
1 - E 
k=lk+j
the restriction
y. for some i . k J
M
E y, = 1 in (5.8) 
=1
The choice of j
is irrelevant to the analysis which follows. The loglikelihood of H 
can then be reformulated as
M
E V ■k (y|\,ßu ) +
f M
1 “ E \ L..,(y|x 6 ) -k=l
k+j
L k=l
k+j M )
1 - E yjdy 
L k=l J I
log , f Ykn J.k (y|xk ,6k ) (y|x. ,g . )J k=1 J J J
k+j
kf j
(5.10)
The following notation will be used in the presentation of the
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Multiple Cox statistic
x- Lkj = Lk (y' W  - Lj cylxj^j>
2 . E^, V. and are used to denote the expectation, variance
and covariance operators under tL.
3. Y'
(lxM-1)
(Yx ,••-,Ym ) with Yj deleted.
4. 0' = (yf,3!) where 0 = (3 )
(lxM-l+Ki) £=1,...,K
5. I = E -82Li ( 30 30’
problem.
Then I can be written
, the information matrix for the multiple
I =
T11
(M-lxM-1)
j Ti 2
, ( M - l x ^ )
V
(lxl) (1x M-2)
i
i
i
\
n
lxK.1
n>' D i Z
h i
1 I
i 22
(M-2xl) (M-2xM-2) i (M-2xK. )
i
(K.x M-1) 
. 1
' (K.xK.), 1 1 J n* V 1 $
(K.xl) (K.xM-2) i ( w  J
(5.11)
where
v = E 32L
9y !
-32L
9V\
n = E £ i
( 2-3 L
9V 3i£
Dhk Ei
-32L
9V Yk
^k £ Ei
-32L
9V 3i£
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$ = E.£p i
I has conformable inverse
f 2 -3L
09ß.i£ lpj
-1
11
(M-lxM-1)
i21
(K xM-1)
(M-lxK±)
22I
(K.xK.)
(5.12)
This notation will be used in the derivation of the multiple test 
below.
5.2.3 The Statistic
The following three results are needed to calculate the test 
statistic.
LEMMA 1:
3L
3Yk Hi
ii f <_u
1 E . (L. . ) for i kJ
T ^1 t (_i.
Furthermore, let (Lkj> ■ (Lkj)k+i ‘
LEMMA 2:
i11
A-i ,v-n$ iy ip-n<rV
a result contained in Theil (1971, p.18)
-1
(5.13)
(5.14)
LEMMA 3:
The following results are readily established
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These three 
are used to
V = Vi ^Lij )
\  = Ci (Lij,Lkj)
Dhk Ci <'Lhj,Lkj)
•k 3ß.£ Ei (Lkj)
= E.£p l
r -92L
l36i£3ßip. the standard information matrix
under Ik. (5.15)
results and the framework of Breusch and Pagan (1980, p.248) 
establish the multiple Cox test for the problem defined in
(5.7).
The LM test statistic for the hypothesis H against the alter­
natives H^, k =}= i, which is hereafter referred to as the multiple Cox 
test, is given by
.11
9 y J
9L
9T,
:0, k=|=i Yk::0, k^i
(5.16)
Two important simplifications are made in the estimation of T^. The
maximum likelihood estimates B^, found by solving 3 6, 0, are used
for all k, not just for k = i,j. The statistic is evaluated
Vcasymptotically, so that for the calculation of quantities such as L ., 
the expectation operator is replaced by the probability limit. The 
variance-covariance elements are similarly determined.
Using (5.13) and (5.14), the multiple Cox test for testing H.
against the M-l alternatives reduces to
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v-n$
t . = (l 5:.,l * )’i ij kj
ip ’ f D-£*-15\
)_1 T *t* . . IJ
L*J l_y.J
(5.17)
where
(a) Lkj = Lk (ylxk>ßk )_Lj ( y h r ej )-pii"'(Lk (ylxk .ßk )-Lj C y I ^ ß^
(b) v,i/j,n,D,C and $ are given in (5.15).
Asymptotically, T^ 2is distributed as AM-1 under H. .l
H.J serves as the direct alternative to H..l It is shown below that
T.l is invariant to the choice of H.. For J testing IL against the
alternatives, T is calculated and its observed outcome compared with
2the critical value of a x random variable with M-l degrees of
2freedom. If this outcome is greater than XM_j_(°0 for a prescribed
level of significance a, then H is rejected.
To analyse the system (5.7) completely, 1\ must be calculated for
each hypothesis 1L. When the M statistics so generated are regarded
Mjointly, there are 2 possible outcomes. In each outcome, each model 
is either accepted or rejected so that the number of models accepted 
ranges from none to M. This simple interpretation of the multiple Cox 
test is advantageous.
5.2.4 Invariance with Respect to the Choice of the Direct 
Alternative
The multiple Cox test (5.17) can be written
A  ■ (5.18)
(j ) , o >hk
✓ *  T *  \
ci < W ; + 3where V
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PROPOSITION: For any H distinct from H. and H., T. can alsor l j l
be expressed as
, k k „ t (r)
(L. ,L ) V V 'lr kr
-1
* 'i
Jir
kr
(5.19)
where V (r) ,i;(r), tt (r) ^ „ * T*(VV ), Vhk hk Ci (Lhr>Lkr); h ’k + r ’
PROOF: For the two hypotheses Ik and the following results
are easily demonstrated.
1.
where
2 .
*L k= L - L*kr rj
L.* = L, -  Wkr kr
i * = L, .
-  Wkj kj
L*. = L -  E . ( L r .)rj
JL.
V ' .
rj
T *= - L  .rj jr
v (r) = V (j) - v (j) - v (j) + v (j)hk hk hr rh rr (5.20)
this last result following from expanding
V<5> = C (L* ,L* ) = C.(L*,V.,I*.-L‘.) .hk i hr kr i hj rj kj r j
Without loss of generality, assume r is ordered as the last element
in (L..,L, .) and i as the last element in (L. L. ) • That is i.1 kj J lr kr
abd
■ (Lu .... Lrj>
(L* ,L* )’ = (L* , . . . ,L* ) . ir’ kr ir* jr (5.21)
Then the vectors (L*. L * .) and (L. ,L(C ) are linked byij k.i ir kr
1 0 ___  -l~j L* 1 L* 1
0 1 ___  -1 ij ir
o :
0 ___ 1 - 1 L*. L*
0 0 .. 0 -1 1 JsiJ > kr J
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L*. 1 L* Iir
j* T *
.JÜ.. kr
(5.22)
where
IM-2 ii vM-2
_ vM-2
I
i -1
The multiple Cox test using as direct alternative is given by
T. = (L* ,L* )'v(r) 
1 ir’ kr
-1 r L*  ^ir
_ *
(L* ,L* )’A ’V (rrlA
 ^L* . ij
,L*JuJ
(5.23)
The multiple Cox test using 1L as direct alternative is given by
T - (I* L*h (Lij ’hd v
-1
* >
j
*
Jki
(5.24)
The two expressions (5.23) and (5.24) are equivalent iff
A ’V ^  A =
iff = A V ^ A ’ .
Using (5.20) and (5.22), the result follows. Hence, the multiple Cox 
test as expected is invariant to the choice of direct alternative.
5.2.5 The Multiple Cox Test as a Joint Binary Cox Test
The form of the multiple Cox test given in (5.17) and (5.18) elicits
a concise interpretation. It is noted that 
*
(a) L _  corresponds to the unnormalised Cox test between
and H .J
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>v
Jkj(b) L". corresponds to the unnormalised Cox test between H^.
and H , modified by the assumption that is the
maintained hypothesis. The usual form of the Cox test
L, .-E (L. .) is altered to L .-E. (L .). kj k v kj kj l kj
The multiple Cox test in (5.18)
ij k 1
-1
*
ii
can then be regarded as the joint binary Cox test under of all the
models towards the common alternative H_.. The multiple test adjusts 
for the covariance between the binary tests, unlike successive applica­
tions of the Cox test which assume the tests to be independent.
However, the multiple test can also be interpreted as the joint 
binary Cox test away from H_^  by using the following result.
P R O P O S I T I O N :
expressed as
The multiple Cox test under (5.18) can be re-
where
and
Ti ’ (L>ik) V i )  1(lL>
j'c }'c >'<L.. = (L. ) , L..ik lk ^ i  ik
= (V ^  )
K hk vhk
hk - Ei(Lik>
Ci (Lih,Lik^ ‘
(5.25)
P R O O F The following results are easily demonstrated
1.
2 .
kj
(i)
L - L ij ik for k ^ j
v'-' =hk 11 hi Vlk hk (5.26)
this last result following from
Without loss of generality, assume j is ordered as the first element
in (L5.c ) . Then the vectors (L* Lx .) and (L* ) are linked by ik ij kj lk
f 1 0 . . . . . . . . . o '
c * >1 -1 0 . . . .  0 L. . ij
k 1 0
-1 0
. . .  0 - 1 j
(h ) - lk L*
. h i J
B(LJk)
*L. . IJ
Jsi
(5.27)
where
' i | 2m-2
Im-2
1 
CN1
11 
1
1
Note that B = B
The multiple Cox test (5.18) is given by
& * (-} ) ,L . ) V ;
L* '
’ ki L*kj
),B,V^'> B (L* ) . ik; (5.28)
The expressions (5.25) and (5.28) are equivalent iff
B ’V ^  B = V ^
iff V (i) B Mj ^ (B' ) 1 = BV ^  ^ B' .
Using (5.26) and (5.27), the result follows.
Since L corresponds to the unnormalised Cox test between fL 
and H^, the multiple test in (5.25) can be regarded as the joint binary 
Cox test under fk away from fh towards all the other alternatives.
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Adjustments are made for the covariance between the binary tests. The 
multiple test has two interpretations then:
(a) From (5.17) and (5.18), it can be regarded as the joint 
binary Cox test towards a common but arbitrary alternative 
assuming a given maintained hypothesis.
(b) It can also be regarded as the joint binary Cox test away 
from a given maintained hypothesis (5.25).
While the latter form has considerably more interpretative appeal and 
is particularly useful for making comparisons with the standard binary 
Cox procedure, the original form (5.17) is more easily calculated and 
will be adopted as the practical test statistic.
5.3 A p p l i c a t i o n  to G a u s s i a n  M o d e l s
5.3.1 Preliminaries
The applicability of the multiple Cox test is illustrated in the 
discrimination of M Gaussian models. This is a generalisation of 
the problem examined by Pesaran and Deaton (1978).
Consider M models
V rt I-S I
I
fl r (ßl ’Xl t } + Ultr t = 1,.., .,T; r = 1,. . . ,n
V y tr = fkr ^ k ,Xkt^ + uktr t = 1 , . . .,T; r = 1 , . . . ,n
V y tr = fMr ^ M ,XMt^ + V r t = 1, • •..,T; r = 1 , . . . ,n. (5.29)
In each model, n equations (indexed by r) over T observations 
(indexed by t) are assumed where T _> n. y is the t-th observa­
tion on the r-th dependent variable. The models can be written in 
matrix form as
V  y = fk <ßk’V + uk
(nTxl) (nTxl) (nTxl)
k = 1,...,M (5.30)
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where
1. y is the (nT*l) vector of dependent variables and y 
denotes the T-dimensional vector of the r-th dependent variable.
2. f is a possibly non-linear function of its arguments and 
f^k r (3^» ) denotes the T-dimensional vector of predictions 
for the r-th equation in H, .
3. 3^ is a K^-dimensional vector of parameters.
4. is a matrix of pre-determined variables which is assumed 
non-stochastic or for which f^(X^,B^) and its derivative 
are distributed independently of u^.
5. u^ is normally distributed, independently over time, with
mean zero and covariance matrix = (to. ) acrossk krs r=l,..,n
equations. Hence, u^ ^ N(0,fi^  ® 1^). s=l,..,n
For = (3^. >vec (^) ' ) , the likelihood of H^ is 
Lk<ak) = - lo8 2ir - J log|fik |
- \ {y-fk (fv xk)}' ^  ® IT){y_fk (xk*ek)} (5-31)
5.3.2 Notation and Assumptions
The following notation, analogous to Pesaran and Deaton, is used:
1. ßk- ft, = (ft, ) arek krs the maximum likelihood estimates of 6^ and
ßk;
ii< Ö (ßk ’Vec (\) ' ) • 3, and k ft, are obtained by jointly solving
(a) nfk ^ ’k ’Xk^ ( a 1 «A k i,i.){y-fjc(ßk,x^)} = o (5.32)
and
(b) krs {y - fk.r(ßk’V },{y. fk.s(ßk ,Xk)} (5.33)
1 2 1 .
2.  The p r o b a b i l i t y  l i m i t s  o f  3^ and unde r  fL a r e  g iv e n  by
3 = p l im  3 and = p l i m  ft, .
q  K lie n  ie
p . p .i  i
3 ^  and f t ^  a r e  e s t i m a t e d  by 3 ^  and f t ^  = (oo^^r s ) ,  found by
j o i n t l y  s o l v i n g
U ) 36, (“ i k  ® I TH f i ( S i , X i ) - f k ( 6 i k ,Xk ) }
0 ( 5 .3 4 )
ßk=ßi k
and
(b) OJi k r s  Wi r s  + T *f i . r ^ i ,Xi^ f k . r  (ß i k ,Xk ^  ' { f i . s  ^ i ,Xi^ f k . s ^ ßi k ,Xk ^
( 5 .3 5 )
The e s t i m a t e s  3^,  3.^., and a r e  u s e d i n  t h e  c a l c u l a t i o n  o f
t h e  m u l t i p l e  Cox s t a t i s t i c .
The f o l l o w i n g  a s s u m p t i o n s  a r e  made
1.  p l im  
3,.
9 fk (ßk ’Xk )
3 3,
( f t ^  0 i T )
8f k (ßk ’V
3 3, \ = Z.
(5 .3 6 )
where Z ^  i s  n o n - s i n g u l a r
2. p l im  . (5 .3 7 )
These a s s u m p t i o n s  a r e  i m p o r t a n t  to  t h e  d e r i v a t i o n  o f  t h e  s t a t i s t i c .  
3 . 3 . 3  The S t a t i s t i c
To t e s t  11  ^ a g a i n s t  M-l a l t e r n a t i v e s  i n  ( 5 . 3 0 ) ,  w i t h  IL 
a c t i n g  a s  t h e  d i r e c t  a l t e r n a t i v e ,  t h e  m u l t i p l e  Cox s t a t i s t i c  T^ i s  
c a l c u l a t e d  from (5 .1 7 )  as
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, * * IT. = (L..,L )1 Jy_
f (ft-1 * v-ri$ n 15'
-1
k? . 1 
IJ
n ? .h i .
(5.38)
The terms in this expression are derived below.
= W  - W
so that
and
log k + j (5.39)
1J h  lj
T f i i L l
2 lo8 j (5.40)
• = Li • “ plim L . kJ kj r kj
ßi
T I 1^ 11^ -
— iog
I I | n
» k + i.j
ij
(5.41)
To evaluate the variance-covariance matrix, the following results are 
used
1. L.. H. = L.(a.) - L . (a.) given H. is true i j ' i i v i J J  i
T
2
r
lOg H
+ j (f1 (ßi .xi )-fj (n“ j«IT ){£i (6i ,Xi )-fj (3l j ,xj )}
+ {f . (ß. ,X. )-f (ß , K .)}' (S2^0It )u .
-  4  u!{(fiT1- ^ ? 1 ) 8 I_}u.  .2 i i ij T i (5.42)
1 2 3 .
2 . L I H i  = L ^ ( a ^ )  -  Lj ( a ^ ) g i v e n  tL i s  t r u e
T . f ^ i j  
T  l o §1 -----{ | n i k
+ I  { f . ( 3 i , X . ) - f j  (ß X ) ) ' (ni ^ 0 I T ) { f i (ßi ,Xi ) - f j (ß ,X..)}
-  2 { f i ^ i » Xi ) "f k (fBik»Xk ) } ' ^ i k ÖIT) { f i ( 3i ,Xi ) _ f k (ßi k ,Xk )}
+ { f i ( ß . , x . ) - f j  ( ß ^ . x  ) } '  (n” j ö i T) u i
- 1 ,
^f i (3 i ,Xi ) f k (3 i k ,Xk ) } '  ( n i k ®IT ) u 1
2 u i ^ ß i k  f i i j ^  9 I T ^ u i  * ( 5 . 43 )
The e l e m e n t s  o f  t h e  v a r i a n c e - c o v a r i a n c e  m a t r i x  can t he n  be e s t a b l i s h e d .
v  =  v i ( L i j )
{ f 1 (ß.  , x .  ) - f j  (g ,x ) } ' { ß l ß j ß i  » i T ) { f i (g.  , x . ) - f j  (g , x  )}
+ I  t r { ( ( n . 1 - ß . h ß . ) 2 } ( 5 . 44 )
W V ’ k + i ’ j
“ I .  . " I{ f . ( ß i , x . ) - f j (ßi . , X . ) } ' { n ± .tt±tt± . 0 i T} { f i (ßi , x i ) - f j ( ß _ , x . ) }
-  { f 1 ( ß . , X i ) - f j ( ß 1 . >X . ) ) M ß - J1ß i ß - 2 8 I T } { £ i ( ß i > X . ) - £ k ( ß i k > X k ) }  
+  I  t r {  (n“ k -  ) n± ( ß" 1 -  ß~;J) « 1 ) ( 5 . 45 )
3f 1 (ß1 ,Xi ) ( ß 2 8 I T ) { f . ( ß . , X . ) - f j  ( ß ^ . X j ) }
T / - 1  -1
2 vec )
( 5 . 46 )
Dhk Ci (Lh j ’Lk j ) ’ h ’k +
-1{ f . ( ß i , X . ) - f j  (ß 0 I T H f i ( ß . , X i ) - f j  ( ß . ^ X j ) }
-  { f i (ßi ,Xi ) - £ j  ( ß . j ,Xj ) } ’ { ß T k i ß” k 8 I T } { f i (ßi ,X1 ) - f h ( g . h>Xh )}
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- {fi(3i,x.)-f. (3..,x IT}{fi(ßi’xi)_fk (ßik,xk)}
+ {£i (ei ,Xi)-fh (eih’Xh ) 5' {S2i h fi A k  8 IT H f  i (ßi ’xi)_fk(pik’xk )}
(5.47)+ i tr (ft.J-ft.1)«^!. (ft.,1 - ß.'bft. } 2 ih n  l lk ii l
9fi(ßi > V -l[(^QIT){f.(ßi,Xi)-fj(ßij,Xj)}
-1
-(fiik0I){fi(ßi ,xi)-fk(3ik,xk )>3
T ,-1 - L  
2 vec(fl - n ±k)
k + i,j (5.48)
plim T
'ii
~  (fi.1 Q fi.1 )2 l i
(5.49)
The expressions (5.44) through (5.49) form the basis of the covariance 
matrix in (5.38). However, certain notation is introduced, analogous 
to Pesaran and Deaton (1978), which simplifies the presentation.
Specifically,
h ik ^ A k ®  A A A ’A  fk A k ,XA  ’
• (ß. ,X )'
P = --±--±--±_i 93.l
A. = (fiT1 0 iT){i ^  ~  f .zTJf : (sa1 0 it)}i i T nT T i ii i i I
c1i<= Aihik •
Then,
v-n$> 1n’ = d’.(fi^ 1 0IT)dj
Oli-nAs' )k = d^(n‘18iT)dj - d^(a:1 aiI)dk
(d- A V  ) hk = d! (n” 1 ® i T ) d ,  -  dj  (nT1 e i T )dh
-  d j  (nT1 e i T )dk + dj jfoT1 a i T )dk
(5.50)
(5.51)
(5.52)
(5.53)
(5.54)
(5.55)
(5.56)
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These quantities are estimated by using the maximum likelihood estimates 
obtained from equations (5.32) to (5.35), so that
-1
hik ^ i nik8 IT ^ fi^ßi'Xi) fk^ßik,Xk ^ (5.57)
and
r3fi (Bi>xi)
3ß
ßi=ßi
> /'A  l -1- -_i
'k " {InI " Fi (FI fei 0 W  Fh V 8 I T)}hik
(5.58)
(5.59)
h^k is then the residual vector of the regression of the predictors
-1of H on H. transformed by the pre-multiplication by (ft ft 0 L ) .  x K i ik 1
d^ is the residual vector from the generalised least squares 
regression of h ^  on F_^ .
Collating the results above, in particular (5.40), (5.41) and 
(5.54)-(5.59), and substituting into (5.38), the multiple Cox test for 
£h against the M-l alternatives, with H as the direct alternative, 
becomes
(L* L*.)'v(j)XJ kj
11
ViJ
where
1.
2 .
3.
T * T 1
Lij = 2 108
|n
ij
Vj
(j)
(Lki}k+i kj
T i2 loS f _ 1 1  fiikftk  11
(V ^  ) k hk ;h=l,..,M-1 
k=l,..,M-1
and
(i) = d'fä.hijjd.
(ii) V ^  = V (j) k ; lk kl
:-id _! (ft±x 0 IT)d - d^ (fti1 Q IT)dk; k =f 1
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(ili) vhk} ■ ^  = dj ("I10 - di »I18 Vdh
- dj Q IT )dk + d^(fh1 0 IT^dk * h,k t 1 (5.60)
T\ is calculated for each hypothesis 1L, i = 1,...,M. A value of 1\
2 2 greater than the critical value of a x distribution with
M-l degrees of freedom and nominal significance level a, indicates
that should be rejected.
5.3.4 Practical Calculation of the Statistic
While the multiple Cox statistic for general Gaussian models is 
defined in (5.60), the practical procedure for calculating T. is a 
series of regressions documented below. The following method is 
advocated:
1. Choose a model iL which serves as a direct alternative. As
shown above, the statistic is invariant to the choice of H .1
2. Run the generalised least squares regressions of y on for
all k and extract:
(i) the predictors of tL, f^(ß_^,X^)
(ii) F,
f9f.(3i,X.)]
93
3f=3i
(iii) the residuals from for all k.
If y r - f^ ^(3j^,X^) is the residual for the r-th equation in Ii^ , 
form the covariance matrix = (w^rs)
r=l,..,n 
s=l, ..,n
where
“krs = Y {y.r'fk.r(ek ’Xk )}'{y.s"fk.s(ßk>Xk )} for a11 k '
3. Run the generalised least squares regressions of the predictors 
of 1R, f_^(3^,X^), on for k ={= i. Extract the residuals from
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these regressions. If ~ r (B^^,X^) is the residual
for the r-th equation in H^, form the covariance matrix = 0*Kk )
defined by
Wikrs “ wirs + T ^fi.r ^ i ,2V “fk.r (3ik’Xk ^ '{fi.s (3i,Xi)_fk.s(3ik,Xk)}
k + i
where w . is the r-s-th element of Q . .irs l
As a consequence form
ij
T i
2 108
and
kj 2 l o 8
rjüil'
l°u
ß . ^ .,
.1 i kI I I Qij
; k + i,j
The residuals are also used to form the vectors h^k given by 
hik = ( ^ A k ®  IT){fi(3i,Xi) - fk ^ i k ’Xk ^  ’ k + 1 •
4. Finally perform the generalised least squares regressions of hik
on F. for k i. Extract from these regressions the residual
k, and so form
v<J> = ii d j C ^ 1 0 IT )dj
vü> =lk v^) = kl d!J toT1 a 1 IT)dj - d' (fl.1 ® IT')dk ’
VÜ) = hk v (j) =kh d i (sh1 0 IT)dj - d'(«71 s iT)dh
- d' (n”10 xT)dk + d'(u-10 IT)dk
and the test statistic
T. = (L*.,L* ) ' v ^1 Jy.
- 1 f L>i j  '
L*
k]
as defined in (5.60).
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T. is tested against a yw random variable. To analyse the system l M-l
(5.30) completely, the procedure above must be repeated when each model
2is the maintained hypothesis. In total, 2M -M regressions need to be 
run to calculate the M multiple Cox statistics. This is the same 
number of regressions as needed to generate the M(M-l) binary Cox 
tests of the system.
The method is illustrated by reference to the example of Pesaran 
and Deaton (1978, pp.688-692). Five alternative forms of the consumption 
function are considered.
Hl : o rt
II
h i + ß12y t + ß13Wt  + Ul t ; t  = i , . • • »T
V C =t h i + ß22y t + P23Ct - l  + u2 t ; t  = i , . • • »T
H3 : c = t
13 31
e y c
ß32
Ct-
ß33
-1 + U3t ; t  = i , . • • »T
V c = t h i  + ß42y c + h 3 y t - i (1“ h 4 L)_1 + V ; t  = l , . • • ,T
H5 * °t ß51 + ß52yt + 1  (ß53+ß541+ß551 )yt-i-l+u5t’ ß 1,," ’T 1 =  1
(5.61)
where
(i) c is real consumption expenditure on non-durables
(1958 prices), y is real personal disposable income and 
wfc real wealth at observation t.
(ii) L is the lag operator
(iii) ukt -v N(0,ok); k = .
The results of Pesaran and Deaton were rather difficult to 
1reproduce. All the models suffer from severe autocorrelation. Since 
both the binary and multiple tests require properly specified models, 
it is invalid to proceed with the tests until they have been adjusted 
for autocorrelation. However, to provide a meaningful comparison with
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the analysis of Pesaran and Deaton who do not correct for autocorrelation,
and to illustrate the effect of not modifying the tests, results were
presented with and without autocorrelation adjustments.
The model was found to be unstable for the available data in
that no reliable estimates of 3,, less than one could be obtained. As44
a consequence, the set of competing models was reduced to the analysis 
of the models and . For each maintained hypothesis,
the binary Cox tests and multiple test were calculated without auto­
correlation adjustment. The results are shown in Table 5.1.
TABLE 5.1.
THE CONSUMPTION FUNCTION
BINARY AND MULTIPLE TESTS - NO AUTOCORRELATION ADJUSTMENT
^"\A1 ter native 
Maintained H1 H2 H3 S Multiple
Hi 17.18 -44.89 -28.51 0.73 2076
H2 0.36 10.85 - 3.37 0.98 12.29
H3 1.08 2.66 10.56 1.57 7.96
H5 -6.03 -80.45 -39.74 17.41 6278
In each test of a maintained hypothesis against a specific alternative, 
the value given is the observed outcome of the binary Cox test. The 
multiple Cox tests under each maintained hypothesis are given in the 
last column. The diagonal elements are the estimates of the residual 
variance for each model. The critical values used for the binary tests 
are ±1.96, corresponding to a two-sided critical region with signifi­
cance level 5%. In Chapter 6, it will be shown that the critical region 
of the binary Cox test is skewed so that it can be regarded as more 
strongly one-sided. Some allowance is made for this skewness, although
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it is necessarily arbitrary. For the multiple test, the chosen critical
2value of 7.81 corresponds to the 5% critical point of a random
variable.
For the binary tests, the values shown agree quite closely with 
those given by Pesaran and Deaton except for those tests involving . 
Any minor discrepancies are due to the use of one more significant digit 
by Pesaran and Deaton. Values for the tests involving are in
agreement with those presented by Davidson and Mackinnon (1979a, p.33) 
suggesting that the results in Table 5.1 are accurate. An analysis of 
the outcomes illustrates the interpretative simplicity of the multiple 
test as compared to the binary tests. For the binary tests,
1. Hi is rej ected by H2 and H3 but not by V
2. H2 is rej ected by H3 but not by or V
3. H3 is rej ected by H2 but not by or V
4. H5 is rej ected by V H2 and V
Tentatively, it is concluded that H5 is the weakest model
and the stronger models. However, it is clear that no unique
transitive preference ordering emerges since each of ^  and have
the power to reject the other. The results of the binary procedure are 
then quite indecisive and difficult to interpret. Such problems in 
interpretation will be discussed in detail in Chapter 6. It suffices 
to recognise them as serious weaknesses of the binary test, not 
advantages as some observers have remarked.
For the multiple test, each model is rejected at the 5% level 
though and are clearly weaker than 11^ and 11^ . This agrees
with Davidson and Mackinnon*s assessment (1979a, p.34), the multiple 
J- and C-tests rejecting each of the maintained models. It should be 
noted however that Davidson and Mackinnon apply their multiple tests 
to all five models and use significance levels of 0.1% and 0.5%. For
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the results in Table 5.1, if the significance level were reduced to 
2.5%, would be accepted and the other models rejected. This conflicts
with Davidson and Mackinnon’s assessment.
The fact that is accepted at the 2.5% level is evidence that
it is the strongest model. A preference ordering for all the models can
be established by appropriately reducing the significance levels until
each model is accepted. That is, each value of the multiple Cox
statistic implies a significance level which can be used to justify a
preference ordering for the models. In Table 5.1, this ordering is H^,
^2 , and H and corresponds to that obtained under the residual
_2variance criterion (Theil R ).
As noted above, the results in Table 5.1 are invalid since each 
model suffers from autocorrelation and the binary and multiple tests 
require well-specified models for their application. In the following 
section, appropriate adjustments are made to the binary and multiple 
tests so that the models in (5.61) can be properly analysed.
5.3.5 Multiple Cox Test in the Presence of Autocorrelation 
Consider M single equation models as in (5.30)
V  yt = fk (ßk ’Xkt) + ukt t = k =
where the assumptions are as for (5.30) except
u. = 6 u + v,kt k kt-1 kt v ^ N(0,o ) kt k (5.62)
The disturbance vector for thereby follows a lst-order auto­
regressive process. 11^ can then be transformed to
V yt - V t - i + fk(sk>\t) - W V W  + \ t (5-63)
equivalently
8k(\ - zkt) + vkt"k: yt (5.64)
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where
(i) is some possibly non-linear function of its arguments
(Ü) Yj. =
(iii) = (yt_i »^k.t-1) are t*ie Pre-determi-ried variables.
The procedure expounded in sections 5.3.3 and 5.3.4 can then be 
followed, the lagged endogenous variables being regarded analogously 
to the other pre-determined variables. This approach, using the 
transformed models of (5.64), can also be employed for the binary tests. 
The method has the advantage of applicability to any order of auto­
regression, as distinct from the exact procedure of Pesaran (1974,
pp.164-171) which applies only to first order processes and is quite
2complex in its derivation.
The above approach is applied to the consumption function example
of Pesaran and Deaton. Analysis of the correlograms of these models
suggests that the models H2 , H3 and each suffer from first
order autocorrelation. The results of are again regarded as
unreliable. The disturbance vectors u. of H are then assumed tok k
follow
■kt= V k t - i  + \ t  ’ \ t ' v N ( 0 >ok )
and using the transformation approach, the models of (5.61) can be 
written
1
H2:
H3 *
V
ct = Bll (1-6l )+ölct-l+ß12yt-812Älyt-l+813w t-ß136lW t-l+vlt 
ct = ß21 (1- 62)+(52+ß23)ct - r 82362Ct-2+ß22yt-p2262yt-l+v2t
, 831 ß32 ß33 , 831 ß32 ß33,
ct ” 63ct-l+e yt ct-l " V  yt-l ct-2 ^
ct = ß51 <'1-65-)+'S5ct-l+ß52yt_852'S5y t-l+
20 2
+ £  ) (yt-l-i-55yt-2-i)^ 5 t
3t
(5.65)
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For each maintained hypothesis, the binary Cox tests and multiple 
tests were calculated and tabulated in Table 5.2.
TABLE 5.2.
THE CONSUMPTION FUNCTION
BINARY AND MULTIPLE TESTS -  AUTOCORRELATION ADJUSTED
'^'\A1 ter native 
Maintained
H1 H2 H3 H5 Multiple
Hi 7.78 -3.57 -3.81 -5.44 63.06
H2 -7.32 8.14 -3.56 -7.44 2145
H3 -6.93 -2.90 7.99 -7.33 5824
H5 -4.72 -2.99 -3.20 7.66 62.64
The format and critical values for this table are the same as for 
Table 5.1. For the binary tests,
1. Hi is rej ected by V H3 and »5
2. H2 is rejected by Hl> H3 and H5
3. H3 is rej ected by V H2 and «5
4. H5 is rej ected by Hl> H2 and K3
Each maintained hypothesis is then rejected by every alternative 
hypothesis.
Under the multiple test, each model is rejected even for very 
small levels of significance (.0001%). However on the basis of the 
size of the multiple Cox statistic, the preference ordering of the 
models is 1I<-, and which nearly corresponds to the
ordering under the residual variance criterion. Comparing the results 
of Tables 5.1 and 5.2 illustrates that the failure to adjust for auto­
correlation can seriously distort the preference ordering in a set of 
competing models. The ordering in this example was permuted from
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, H^, to H^, , H,. . This highlights the need to have
properly specified competing hypotheses when using the binary and 
multiple Cox tests.
5.3.6 Linear Gaussian Models - A Special Case
For the discrimination of M single equation linear models
V  y = Xk ßk + uk k=l,...,M (5.66)
(Tx l)  ( T x K j p O ^ x l )  (Txl)
where
(i) X^_ is non-stochastic or distributed independently of
u^ and plim X^X^ = £ which is non-singular •
(ii) 3k is a K^-dimensional vector of parameters and
uk ~ N(0,o^IT).
we can use the results of sections 5.3.3 and 5.3.4 to formulate a 
multiple Cox test for testing the maintained H. against M-l 
alternatives. Analogously to (5.32)-(5.35), denote by
a2 2!• 3k, o^, the maximum likelihood estimates of 3^ and o^ .
2. M^, the residual sum of squares matrix associated with
so that Mk = I - V W k -
2 -23. t L^e Probability limit of o^ under H , estimated by
ik + ~T ßi W i ßi
Then the multiple Cox statistic T_^ regarding as a direct
alternative is given by
(L* L* ) ' v ( j )  1(Lij’Lkr v
L*. 1J
L*J u J
where
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1. Lij
3. V
and
T ,
2 l o g  ’
Gj
ö21 + i  ßlXlM.X.ß
(l * )  ; L* - f l o g .
kJ k+ i  kj  2
)
o2( ^ + |  ßlXJMjX.ß.) 
o? ( 52 + 1  ß!X' .M.X.$. )
k = l , . . ,M-1
11
‘ 2
-4 b> : m .
"2
M i M . X . ß .
-2
V( J ) .  v (j> G i— ---• ß ’.X'.M.M.M.X. ß. -
0 . 1
l k k l "4
"2
i i j 1 j i 1 -2 -2
0  . . 0 . ,ij lk 
"2
<
 > Ü. =  v (j } ■ ß'X'.M.M.M.X.ß. -
0 .1
h k k h -4
k j
"2 a2 a a 
ij ih
k + 1
ßlXlM.M M X . 3 . 1 1 3  1 h 1 1
~ ~ ~-i"Ivl w  w  ,/ V  /-> i 1
0 ., o. 1in lk
2--2 eiXiMjMi \ Xißi + ~2 -2 V i ^ V V V V i
h , k  =)= 1
a. .0..i j  l k
(5.67)
T\ is calculated for each maintained hypothesis H^. In practice, the 
statistic is calculated by the methods outlined in 5.3.4, with ordinary 
least squares regressions sufficing.
5.4 The Multiple Cox Test Compared to Binary Tests
In this section a comparison is made of the multiple procedure 
defined above and the successive application of binary Cox tests. For 
M competing hypotheses as in (5.7), the multiple Cox statistic for 
testing lk against M-l alternatives was shown in section 5.2.5 to
be equivalent to
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Ti <L* )’V (1) ik
-1
. 5'C(L., )ik (5.25)
where
(a) Lik Lik Ei (Lik)
(b) Vhk = Ci (Lih’Lik)
The multiple procedure involves calculating the M statistics T , 
i = 1, . . . , M .
The binary Cox statistic for testing the maintained H. against
the specific alternative Ik is given by
ij L* / V ^  ij j j
%
i + j (5.68)
For the binary procedure, the M(M-l) statistics T^ _. must be 
calculated.
The comparison of the two procedures will be in terms of interpretative 
and computational simplicity, allowance for hypothesis interaction, 
power and significance levels.
5.4.1 Interpretative and Computational Aspects
While the multiple procedure has no decided computational advan­
tages over the binary approach, it does have however two important 
advantages in interpretation. First, the number of possible outcomes 
of the multiple procedure is significantly smaller than for the 
binary method. Since each multiple statistic T_^  has two possible
outcomes, the maintained hypothesis being either accepted or rejected, the
Mmultiple approach determines 2 admissible outcomes. Wien the binary
tests 'l\ . and T  ^ arc regarded jointly, there are usually six types
of outcome as will be discussed in Chapter 6. Hence, the total number
M(M-l)/2of outcomes that can be induced by the binary procedure is 6 .
The complexity of the binary procedure, evidenced by the large number
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of admissible outcomes, makes interpretation difficult.
Secondly, each outcome of the multiple procedure is considerably 
easier to interpret than the outcomes of the binary approach. Under 
the multiple scheme, a certain number of hypotheses are accepted, the 
remainder rejected. In contrast, the outcomes of the binary test are 
difficult to interpret as will be demonstrated in Chapter 6, and this 
is compounded over M(M-l) tests.
5.4.2 Interactions
The form of the multiple test in (5.25) shows that in the multiple 
method, adjustment is made for the covariance between the binary Cox 
tests under a common maintained hypothesis. No adjustment is made, 
however, for covariance between the tests when the maintained hypotheses 
are distinct, so that the M statistics of the multiple procedure are 
combined as if they are independent.
Under the binary scheme, all M(M-l) binary tests are assumed 
independent and combined accordingly. Unlike the multiple method, no 
allowance is made for the dependence of the tests under a common 
maintained hypothesis. If the dependence of the binary tests is 
regarded as an indication of hypothesis interaction, it can then be 
asserted that the multiple procedure makes some concessions to hypothesis 
interaction, while the binary method makes none. It is not surprising 
therefore that the multiple and binary procedures are in some sense 
incompatible, and that this incompatibility is partially due to 
emphasis placed on hypothesis interaction. This incompatibility is 
demonstrated by expanding the multiple Lest as a linear combination 
of binary tests.
ur1 = v(i)hkIn (5.25), if V , T^ can be expanded as
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E V (1)hh L*2 + 2 E V (i)hk L* L* 
h+i lh k>h lh lk
h,k+i
(5.69)
Since L = L - E .(L ), then hk hk l hk
Ltt = L*l +  h ■ 2 L * h L *khk lh lk lh ik (3.70)
and so (5.69) can be rewritten
E V (i)hh L*? + E V (i)hk(LÄ 2 + L *2
h+i ih k>h ih ik h* 1
E {V(1)hh + 2 E V (i)hk}L*2 - E V (i)hk L*~ •
h+i k>h lh k>h hk
(5.71)
This form is re-expressible in terms of binary Cox statistics when the 
following relationships are noted
1. T2 = where T is the standard normalised Cox testik ik kk ik
between H.l and for maintained H. .l
22. Thki l *2/(v (i)hk hh - 2 V (J} + V (*}) hk kk where 'hki is the normalised
Cox test between and under the assumption that 1L is true.
Hence, (5.71) becomes
T. = E auT2. + E Ea, . T2 .
1 h+i h lh h,k+i hk hkl
k>h
where
V,(f) {V (i^hh + 2 E V (i)hk-
k>h
ahk ■ -V (i)hk(V^> - 2V,£> + » ^ )  - (5.72)
The multiple Cox statistic T has been expressed as a linear combina­
tion of the squares of the binary Cox statistics between IL and every 
other model under H^, and the squares of the binary Cox statistics 
between all models except lh, modified by the assumption that Ik is
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true. The weights used in the linear combination are functions of the 
components of the covariance matrix and represent the interactions of 
the competing hypotheses. It is interesting to note that
E
h+i
+ E 
k>h 
h,k=j=i
ahk
= Z V,(i){ V (l)hh + 2 Z V (l)hk} - Z Z V (l)hk{V(^ -  2V(l)+ V (^ }  
h+i hh k>h k>h hh hk kk
= E 
h^i
(i) (i)hh 
hh + 2 E E V k>h
(i)hk (i) 
hh
= M - 1 (5.73)
so that when the multiple test is expressed as a linear combination 
of binary Cox tests, the sum of the coefficients is just the number 
of models less one.
The hypotheses are defined to be non-interactive with respect to 
Ik if the binary Cox tests under the maintained H. are all 
independent. Since L is asymptotically normal, independence of
1 K.
the binary tests is equivalent to C^ (L^ ,L^) = 0 for all h j k.
When the hypotheses are non-interactive with respect to Ik
T. = E T2, . (5.74)
1 k+i lk
That is, the multiple statistic is the sum of the squares of the 
binary Cox tests from Ik to every other alternative.
If the same significance level is used for the binary and 
multiple tests, then a certain incompatibility emerges:-
1. A significant value of T for a specific alternative Ik docs 
not imply a significant value of T^. Hence Ik may be rejected by 
Ik but not in a multiple comparison which includes Ik. However it 
should be noted that, for non-interactive hypotheses, if H^ is 
rejected by each alternative in binary comparisons, it will be rejected
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in a multiple comparison.
2. Obversely, 1L may be accepted in each binary comparison but 
rejected in the multiple comparison.
One solution to this conflict is to adjust the significance levels 
of the binary tests so that the overall significance level for a given 
maintained hypothesis has a prescribed value. In the case of non­
interacting hypotheses, the significance level of each binary test a* 
is found as the solution of (l~ax)^   ^= (1-a) where a is the 
prescribed significance level of the multiple test.
In the general case however, adjusting the significance level of the 
binary tests will not remove the incompatibility of the binary and 
multiple procedures. This incompatibility is more pronounced due to 
the interaction of the hypotheses which is ignored by the binary 
procedure. It is, for example, possible that
(a) fh is rejected separately against every other hypothesis, 
but accepted in the multiple comparison against these 
hypotheses.
(b) PL is accepted in binary comparisons against every other 
hypothesis, but rejected in the multiple comparison against 
these hypotheses.
Incompatibility of the multiple Cox test and the binary procedure ensures 
a divergence in the power of the two procedures, as illustrated below.
5.4.3 Power and Significance Levels
The power of each procedure is defined as Lhe probability of 
accepting the true model from M competing models and rejecting all 
M-l alternatives. On the other hand, the significance level is defined 
as the probability of rejecting the true model from the M competing 
models. Powers and significance levels of the procedures will be
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illustrated in the discrimination of linear Gaussian models. While a 
theoretical expression for the power of the Cox test between two linear 
Gaussian models is derived in Chapter 6, it is not possible to extend 
this to the case of more than two models. That is, a theoretical 
expression for the powers of the binary and multiple procedures cannot 
be obtained in the general case of discriminating M linear Gaussian 
models. To calculate such powers, the covariance between T and 
T s the Cox tests between and 11^  under 1L^  and between
and H under H needs to be determined. No analytical expressionP A/
for this covariance is feasible. As a consequence, an empirical com­
parison of the binary and multiple procedures is undertaken for Gaussian 
models.
The experiment of Pesaran (1974, p.160) which discriminated between 
two linear Gaussian models was extended. For a true model
H : y = 100 + 2X + u t = 1,...,Tt t t
where
X ^  N(0,1) and u t  'v, N (0,4 (1-R2 )/R2 )
consider the competing models
where
and
V yt = H i + g12Xt + Ult
H2 : yt = ß2i+ ß22Zt + U2t
H3: yt = 331 + 332Wt + U3t
(r, -//l-r2 )X. + v'XZ'“t
(rzw ZW t
It 
21
V l t ’V 2t ^ N 0^ »1 ) * (5.75)
rX Z ’ rzw represent the correlation coefficients between X and Z,
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Z and W respectively and are simulated. R is the coefficient of 
determination of the true model. The nominal significance level used 
is 5% (5% for each joint binary Cox test T _  and T.. and 5% for the 
multiple test), and 500 replications were performed. The results are 
reported in Table 5.3 for T = 20, 100, R2 = 0.8, r^„ = 0.95.ÄZ«
TABLE 5.3.
COMPARISON OF THE BINARY AND MULTIPLE PROCEDURES
R2 2 ■ °-8 ’ rxz = 0.95, T = 20,100
T r2ZW
Power Significance Level (%)
Multiple Binary Multiple Binary
20 0.7 0.34 0.134 3.6 10.4
0.99 0.26 0.002 3.4 10.4
100 0.7 0.964 0.700 1.4 9.8
0.99 0.954 0.024 1.0 8.9
When the power is low for the multiple test, it is due to the fact that 
more than one model is accepted. As expected, the power increases as 
the sample size increases for both tests. The level of significance 
always understates the nominal level for the multiple test, though most 
severely in large samples, while the binary test overstates the nominal 
level. This overstatement may be due to improper adjustment for the 
number of competing hypotheses. No attempt has been made to equate 
the significance levels of the tests, though this should improve the 
relative performance of the multiple test.
It would be wrong to conclude from this small and rather selective 
example that the multiple Cox test is more powerful than the binary 
procedure. However, these and many other results are encouraging.
The multiple Cox test does not seem to perform well though when the
143.
alternative hypotheses are less disparate. As an illustration, suppose 
that the formulation of (5.75) is changed to
Wt (rXW + v2t (5.76)
and r is simulated. The results are reported in Table 5.4. x w
TABLE 5.4.
COMPARISON OF TEE BINARY AND MULTIPLE PROCEDURES
R2 2 - °-8 > 4 = 0.95, T = 20,100
T 2
T r xw
Power Significance Level (%)
Multiple Binary Multiple Binary
20 0.7 0.104 0.458 5.4 9.0
0.99 0 0 3.6 10.0
100 0.7 0.286 0.708 2.4 7.8
0.99 0 0 2.0 8.7
The poor performance of the multiple test in this situation, admittedly 
with significance levels unadjusted, is probably due to the closeness 
of H2 and H^. It seems a reasonable maxim that as the alternatives 
become more disparate, the multiple test performs relatively better.
5.5 The Mult ip le  Test and A r t i f i c i a l  Nesting
Davidson and Mackinnon (1979a) demonstrate the asymptotic 
equivalence under the maintained hypothesis of the binary Cox test and 
the Davidson and Mackinnon J-test in Gaussian models. In the dis­
crimination of two linear Gaussian models
y - + u x u^ v N (0,o^I)
y = x 2 ß2 +  u 2 u 2 ^ N (0,o^I) (5.77)
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Davidson and Mackinnon (1979a, p.20) show that the Cox test under H^, 
denoted (T^(a) in (5.5)), is asymptotically equivalent to minus 
the t-statistic for A in the regression
The result was extended in the same paper to non-linear Gaussian models.
This equivalence suggests a similar equivalence between the multiple 
Cox statistic and the multiple J-test in Gaussian models and indeed, in 
linear Gaussian models, it is simple to show that under the maintained 
hypothesis the multiple Cox statistic is asymptotically equivalent to 
the multiple J-test. Consider the linear Gaussian models of (5.66)
The multiple test T^ for testing the maintained 1L against M-l 
alternatives is defined from (5.18) as
H y  y = X 3 + + U (5.78)
(5.66)
(Txl) (TxKk)(lGxl) (Txl)
(5.67)
where
Since is 0(T), it is reasonable to write T. in the formhk
Ti (5.79)
Using the notation and results of (5.67), it is noted that
/r
= T  log r (5.80)
Analogously to Davidson and Mackinnon (1979a, p.19), this can be
expressed as
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Lik _ /r 
/r ~ 2
log 1 - ik
/F
Sik + /f
+ . . .
where
Sik ■ - f  (5J “ 5k + T ßi W i ßi>/Sk (5.81)
is 0(1).
Asymptotically,
in distribution to
ik
Jf
converges to Under Ik, S converges
(° i 4  ^
ßjxpyku (5.82)
Defining S = (S., ) , under H. S.t converges in distributionik ik 1 ik
y  where
(M-lxM-1)(M-lxl)
A = diag .
1 ' /  I 1  n l v l
°i + T ßi W i ßJ k+i
and
—  BlX’.M, M.u.
/I 1 1 k 1 1 k+i
(5.83)
Asymptotically under Ik then, T from (5.67) converges to
f'A’V ^  A f Ji i i^i (5.84)
It will be shown that the statistic defined under the multiple J-test 
converges asymptotically under IK to (5.84).
The multiple J-test for the problem of linear Gaussian models is 
defined by forming the composite model
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11: y ■ (1 - k|. W i  + kj. W k  + u
xißi + k|. Ak(I~ V y + u (5.85)
The multiple J-test is the joint test of the restriction that all the
A. ’s are zero. This test, a Wald test, reduces to k
W± = A' (VA) X (5.86)
where A = (A ) , A, being the ordinary least squares estimate of A
K. . I . K. K.
Aand V the asymptotic variance-covariance matrix of A.
2Asymptotically under H,, W, % v The estimates of 8. andl l AM-1 l
A = (A, ) are given by
k+i
f X!X.l l X!(I-Mk )y
-1 x!y
(K.xK.) (K xM-1) k+i (K.xl)
y' (I-Mk)X. y'(I-Mh )(I-Mk )y /^N1Mv»/
. (M-lxKp (M-lxM-1) h.kfi_ v (M-lxl) k+i,
(5.87)
so that
,-1 . t v 'v  ^v I I(-D V  (I-Mk)X.(X’X.) X^y + D V  (I-M^y)
where
(M-lxl)
= (d' V  (I-M^M.y)
k^i
D = {y* (I-Mh)Mi (I-Mk)y}
h , k^ i
Under Hi’
A ■ Di] {- 7= ■• W h k+i
where
k+i
(M-lxM-1)
i^hk-* ’ Dihk ßiXiHhMiVi°i
(5.88)
(5.89)
(5.90)
It is also easily shown that under H V converges to
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D.1A.1V (i)A.1 (D!) 1 . (5.91)i i  i i
Combining (5.86), (5.90) and (5.91), it is clear that under H , VL 
converges asymptotically to
(i)-1A. 6.i i
which, from (5.84), demonstrates its equivalence to Th.
It has then been shown that under the maintained hypothesis, the 
multiple Cox statistic and multiple J-test are asymptotically equivalent.
5.6 Summary
This chapter has promoted the concept of multiple comparisons 
between a set of competing models. The existing multiple criteria, 
mainly artificial-nesting and transformational criteria, have been 
supplemented by a multiple Cox statistic for testing a maintained 
hypothesis against a series of separate alternatives. In interpretative 
simplicity and in the adjustment for hypothesis interaction, the 
multiple procedure is deemed superior to the traditional approach of 
using binary Cox tests independently and successively applied. Its 
performance in terms of power and significance levels is a little less 
convincing, though generally superior to the binary procedure.
Finally, under the maintained hypothesis the asymptotic equivalence 
of the multiple J-test and multiple Cox test was demonstrated, 
mirroring Davidson and Mackinnon’s result for two competing models.
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C h a p t e r  6 
Criteria  Evaluation
"There is no difficulty in deciding a case - only hear 
both sides patiently 3 then consider what you think 
justice requires3 and decide accordingly; but never give 
reasons3 for your judgement will probably be right3 but 
your reasons will certainly be wrong. "
Lord Mansfield’s advice to the Governor of a West India 
Island, A.H. Engelbach, More Anecdotes of Bench and Bar.
6.1 Introduction
The evaluation of model selection criteria was seen in Chapter 1 to 
embrace many aspects. Some of these have been discussed in earlier 
chapters, notably the parsimony of absolute criteria and the relative 
compatibilities of absolute criteria and the classical F criterion.
While criteria evaluation is necessarily specific to the given model 
selection problem and type of criterion, certain generalisations can be 
made particularly in regard to the statistical properties of the criteria. 
In this chapter, further evaluations of the criteria are pursued with 
emphasis on
1. Statistical properties such as power and adherence to the 
nominal distribution.
2. Whether outcomes of a criterion contain information about 
the nature of the true model.
The discussion of these types of evaluation uses specific criteria, 
usually the Cox test, to illustrate the arguments.
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6.2 Power
Apart from Monte Carlo studies, there are two analytical methods 
for determining the power of model selection criteria. These are 
discussed below.
6.2.1 Theoretical Approach of Schmidt and Ebbeler
Schmidt (1973) and Ebbeler (1975) advocated a procedure which 
allows for the calculation of the powers for most of the absolute 
criteria. Consider two competing models
H1 : y = X 1 3 1 + u1 ; ^ N(0,Z1)
H2 : y = ^2^2 + u2 ’ u^ ^ N ( 0 , E 2 ) (6.1)
and suppose that is true. For a dimensional criterion of the form
y’M^y f(K^,T) where M^ is the residual sum of squares matrix associated 
with 1L and K_ is the dimension of , the power of this criterion
is given by
PrR (y'J^y f(Kr T) < y'M^ f(K2,T)}
= Pr {y'Ay < 0}
Hi
where
A = M1f(K1,T) - M2f(K2,T) . (6.2)
The Schmidt approach emanates from the work of Scheffe (1959, p.418) 
and Imhof (1961). Since A is symmetric, there exist non-singular P 
and orthogonal Q such that
P Z] P( = I ’ (6.3)
and
Q(P’_1 AP_1)Q' = diag(A ) (6.4)
t=l,...,T
where A are the eigenvalues of P' ^AP \
Defining Z = Qy,
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Pr (y'Ay < 0} = Pr { E A Z < 0} 
H1 H1 t=l Ü Ü
(6.5)
where Z are independent non-central chi-squared random variables 
with one degree of freedom and non-centrality parameters
Ät = (Q p x ißi)2t • (6.6)
Using a result due to Imhof (1961, p.422), it is known that 
T
Pr„ { E i z j  < 0} = y  - - H, , t t 2 it1 t=l
sin Q(u) 
u p(u) du
where
and
0 (u) = y E {tan ^(A u) + fi2u (l-t-A2u2) 
t=l
p(u) = n (l+A^u2)^ exp {y E 62 u 2 /(I+ a V ) } . 
t=l Z t=l
(6.7)
The technique of Schmidt and Ebbeler cannot be applied to Chow-Sawa
2BIC and Parzen CAT. However for E^ = a I , the approach can be
extended to the criteria Geweke BEC and Mallows C , where the true
P
2 „ 2 ~ 2 variance a. is substituted for the terms and a . .1 MAX MAX
In Appendix C, the procedure is illustrated for the study of 
Ebbeler (1975, p.519). Three types of misspecification are considered
1. Omitted variables.
2. Wrong variables.
3. Irrelevant variables.
The results are given in Appendix C, Table 1. As expected, no absolute 
criterion is uniformly most powerful for this experiment. Indeed, the 
results reflect the dimension biases inferred in Chapter 4.
Schmidt and Ebbeler's method can be extended to other criteria 
and other types of models. In the first instance, it can be applied to 
cross-validatory criteria. It was implied in Chapter 2 that a general
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representation of a cross-validatory criterion for is
y'M. D . M. y
J i l l
where
; d
itD. = diag{d } , 9 •
t=l, . . , T lt: (1-X. (X|X. ) ±X! Jit l l it
Hence, for the competing models in (6.1), the power of the cross- 
validatory criteria is calculated from
PrR {y'M-j D1 M n y < y'M0 D0 M0 y}
Pr (y' By < 0} 
Hi
(6.8)
where
B = M1D1M1 - M2D2M2 .
A similar analysis as that above shows this expression to equal 
T
Pr { E A Z2 < 0}
II —  ^ L L1 t=l
(6.9)
(6.10)
where A^ are the eigenvalues of B and Z are independent non­
central chi-squared random variables with one degree of freedom and 
non-centrality parameters
&2 = ( Q P X 1ß1)^ (6.11)
in the notation before.
Thus the power of Allen’s PRESS criterion, a cross-validatory 
criterion, is also given in Appendix C, Table 1 for Ebbeler’s example.
It will be noted that the power of PRESS is not significantly different 
from most of the dimensional absolute criteria in this example. The 
real test of PRESS is its performance in examples for which it was 
designed, namely where the specification of the competing model may 
change over the course of the sample. Some cursory analysis suggests 
that even in these examples, the PRESS criterion is not markedly superior,
1 5 2 .
The method o f  Schmidt  and E b b e l e r  can be  a p p l i e d  to  t h e  c a l c u l a ­
t i o n  o f  t h e  power i n  t h e  p r e s e n c e  o f  a u t o c o r r e l a t i o n  and h e t e r o s c e d a s -  
t i c i t y .  For  v a r i o u s  t y p e s  o f  a u t o c o r r e l a t i o n  and h e t e r o s c e d a s t i c i t y , 
t h e  e x p e r i m e n t  o f  E b b e l e r  was c o n d u c te d  and i t  was found  t h a t  t h e r e  was 
no d i s c e r n i b l e  change  i n  t h e  r e l a t i v e  p e r f o r m a n c e s  o f  t h e  c r i t e r i a  
f rom t h e  s i t u a t i o n  w i t h  no a u t o c o r r e l a t i o n  and c o n s t a n t  v a r i a n c e .
Hence t h e  r e s u l t s  a r e  n o t  r e p o r t e d .
6 . 2 . 2  T h e o r e t i c a l  Powers f o r  S e p a r a t e  C r i t e r i a  
J a c k s o n  (1968) h a s  d e v i s e d  a g e n e r a l  t h e o r e t i c a l  t e c h n i q u e  f o r  
c a l c u l a t i n g  t h e  power o f  t h e  Cox t e s t  ( 2 . 2 7 ) .  T h i s  t e c h n i q u e  can be 
a p p l i e d  to  a l l  t h e  s e p a r a t e  c r i t e r i a .  I t  i s  i l l u s t r a t e d  i n  t h e  d i s ­
c r i m i n a t i o n  o f  two l i n e a r  G a u s s i a n  models
H1 : y = Xl ßl  + U1 ;
2
U ^  ^ N ( 0 , O - ^ I r £
C
M : y = X2 B2 + u 2 ;
2
u 2 ^  N ( 0 , cj2 I t
The Cox t e s t ,  s t a n d a r d i s e d  by i t s  v a r i a n c e ,  f o r  t e s t i n g  t h e  n u l l  
a g a i n s t  t h e  a l t e r n a t i v e  i s  g iv e n  by
( 6 . 12 )
- - 2 - 2 y j
T2 ( $ 2 ’ ö 2 ’ ö l )  = ~2
(a 2+ß"2X2Mi X2 ßV T)
• B2X2M1M2M1X2^2/T
l o g
ö2+ ^2X2M1X2 ^2 /T
( 6 .1 3 )
J a c k s o n  makes two i m p o r t a n t  a s s u m p t i o n s :
1. The Cox t e s t  i s  more s t r o n g l y  o n e - s i d e d ,  b e i n g  skewed 
tow ards  n e g a t i v e  d e p a r t u r e s .
2. T2 i s  n o r m a l l y  d i s t r i b u t e d  unde r  H| w i t h  mean E^ (T2 )
and v a r i a n c e  Var„ (T0) .
Hi  2
The f i r s t  a s s u m p t io n  i s  s u p p o r t e d  by th e  e v i d e n c e  i n  s e c t i o n  6 . 4 . 1 ,  
w h i l e  t h e  s econd  i s  s u b s t a n t i a t e d  by Monte C a r lo  s t u d i e s  con d u c te d  by
t h e  a u t h o r .
1 5 3 .
Hence t h e  s m a l l  sample  power o f  t h e  Cox t e s t  unde r  i s  found
a p p r o x i m a t e l y  from
Pr  ( T 9 < - Z ( a )  } = PH
hi  2
- Z ( a ) - E  (T2 )]
z < ------------------------\
l
» ^ a r H (T2 )
( 6 .1 4 )
where  Z h a s  a s t a n d a r d  normal  d i s t r i b u t i o n .
The p rob lem  rem a in s  to  d e t e r m i n e  Eu (T0) and VarTT (T0) .  Th is  i s
^1  ^ l  ^
f a c i l i t a t e d  by t h e  u se  o f  a T a y l o r  e x p a n s i o n  a b o u t  t h e  a s y m p t o t i c
v a l u e  o f  T2 unde r  H- .^
2 -2
Thus 1*2 ($2 » ö 2 »ö i^  i s  g i veu  a p p r o x i m a t e l y  by
9 f9T 1 f 9T 1
o{ )  +
9ß
l 2J
(ß2- ß 2 1 ) +
z
N J
-2 2 
(‘a 2_ ö 21')
^ 2  ^ 2 2  1  ^ T2
+ ~^2 ^ ° l - a l^  + 2 ^ 2” 321 '>' “  ~ 
3a 1 8ß2 3ß2
, ß^2 ß21^
1 3 T2 -2  2 2 . 1 3 T2 , - 2  2 2
+ 2 2-2 °2 a 21 ^  2 2-2 ^a l  ° V
9 a 9 o 1
2
9 T
+ 2 ( ß2 $21^ '
9^2 9^2
• 2 ^°2 a 21^ + 2 ^ 2  321^ '
92T
9 6 2 ^ !
2 -2 2
^  (0 , - o p
2
1 - 2 2  3 T 2 " 2 2
+ 2 ~ ^ 2  ( a l - 0 l>
90^90^
(6 .1 5 )
2 2
where  a l l  d e r i v a t i v e s  a r e  e v a l u a t e d  a t  $ 2 1 ’ ° 2 1 ’ °1  § i ven  by
= P ^ m 1^ 2 = ( ^ 2^ 2  ^ ^ 2^ 1 ßl
Hi
°21 = i1*- *-in °2 = Ö1 + pl iro ß - jX p ip  ß /T  
H1
( 6 .1 6 )
Then,  u s i n g  t h e  f o l l o w i n g  a s y m p t o t i c  r e s u l t s ,  t h e  e x p e c t a t i o n  and
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variance of T  ^ in large samples under can be calculated,
EH1(ß2) “ ß21
V ° 2 >  “ °21
^ 2 LHjl(öi) o±
VarH (ß2) = plim X2X2T
VarH = 2<J1 + Zföl Plim ^iXiM2Xi^ 1 /T
VarH1 (°l) = 2al
CoVH ^ 2 ,ö2^  = CoVH ^ 2 ,01^  = 0
*2 -2 4CovR (ö1,o2) = 2o1 .
The expectation is given by 
if B3*B2\<T2> = T
+
2/T B.
(a A W1 „ N °21 B2 (A4 A5)B3
A3 A4 B3^  2 2
B1
' 2 '2 '
'21
A\ y
+ °21B6 + °21B2B3B7 _ ^ 8  _ °21B3B6
B. B. B, B.
and the variance is given by
2
VarH,(T2> = T V  <B4<A2"A3> + B5 < W  + 2B4B5(Aj-A*) } 1 4 Bi
1 2 I B2B3+ —  (a, + 2A,) {l - B3 + 7 T 3
1 2a21«
2 2 
B2 alB2
2Bi 2Bi
B + B2B3 ' B3 + 7T2a21>
(6.17)
(6.18)
+ 1 (6.19)
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where
ßixiM2xiei/T
ß^X|M2M1M2X131/T
ßiXiM2MlM2MlM2Xl3l/T
ß|X|M2M1M2M1M2M1M2X131/T
3{X^M2M1M2M1M2M1M2M1M2X13x/T (6 . 20)
/2/ö°21 A3
°21 + A2
= log(o21/B2)
B4 = 2(1-B3)
a2iB2*B3
B6 = Y trace{3[X[M2M1M2M1X2(X^X2)"1 0 X^M^X 3-^
B? = Y trace{3]X-jM2M1M2M1X2(X^X2)_1 0 X ^ M ^ M ^ X ^ }
Bg = Y trace(3|X-[M2M1X2(X^X2)~1 0 X2MiM2Xl^l^ (6.21)
The values of expectation and variance are substituted into (6.14) to 
give the power of the binary Cox test.
The Jackson procedure is illustrated for the example of Pesaran 
(1974, p.160). Consider the true model
H1 : yt = 100 + 2Xfc + uu  
competing against the alternative
H2 : yt ß21 + ß22Zt + u2t
t =
where
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(a) zt x z r x z ^ x t  + vt
(b) Xt,vt ^ N(0,1)
(c) u ^ N(0,4(l-R2)/R2) (6.22)
In Table 6.1, the theoretical values of the power of the Jackson pro­
cedure are compared to the values derived from a Monte Carlo study
2with 500 replications. Various sample sizes and values of r ^  are
2considered while the value of R is set at 0.8. The critical value 
used is 1.96, implying a significance level between 2.5 and 5%.
TABLE 6.1.
MONTE CARLO AND THEORETICAL ROWERS OF THE COX TEST
T 4 Monte Carlo Theoretical
20 0.9 0.51 0.52
0.99 0.052 0.35
60 0.9 0.93 0.93
0.99 0.224 0.42
100 0.9 0.954 0.99
0.99 0.504 0.47
There is quite close agreement between the empirical and theoretical
2powers, except when r v is very close to one. The agreement isXZ»
particularly strong in large samples.
The Jackson procedure can be used to calculate theoretical powers 
for Cox's 1961 criterion (2.20), Ramsey and Chesher's difference 
measures, (2.24) and (2.26), and Atkinson's criterion (2.29), as well 
as the information criterion which is proposed in Chapter 7. Thus, the 
Schmidt-Ebbeler and Jackson methods give rise to analytical expressions 
for the power of most of the existing model selection criteria. This 
enables the model builder to determine conditions under which a specific
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criterion performs strongly relative to other criteria. In the case of 
absolute criteria, this differentiation is due principally to dimensional 
factors, but for the separate criteria differences in power are less 
readily explained.
6.3 Adherence to the Nominal Distribution
Model selection criteria can be adjudged by their parity with the 
prescribed distribution. For example, a large number of tests for 
normality can be used to examine whether the separate criteria of Cox 
(2.20), Ramsey and Chesher (2.24) and (2.26), Cox (2.27) and Atkinson 
(2.29) are distributed normally under the competing hypotheses. These 
tests for normality are mainly based on the third and fourth moments 
of the empirical distribution which represent measures of the skewness 
and kurtosis of that distribution. A comprehensive survey of the 
various tests for normality is given in White and MacDonald (1980).
For some of the criteria such as the Cox test (2.27) and Atkinson's 
test (2.29), the asymptotic convergence of the first and second moments 
to their prescribed values under the null hypothesis is of some 
importance. This has been reviewed by Atkinson (1970) and Pereira 
(1978). Additionally, parity of the empirical and nominal significance 
levels is usually desirable, especially when making power comparisons 
between criteria.
When using the asymmetric separate criteria, the implicit assumption 
is that the two test statistics defined for each criterion are indepen­
dent. This is not the case however in practice. For the Cox test, the 
covariance under H-^  of T-^ (a) and T2(3) is given by
- Va(L12(a,ß)) + Ca(L12(a,ß),da)[Va(da) r \ ( L 12(a,ß),da)'
- Ca(Li2(a>ß),da)[Vcl(da)]-lca(da>dß)[vB(dg)]-lcß(Li2(a>ß)>dß)'
+ Ca (L12(a,ß))dß)[Vß(dB)]-1Cß(L12(a>ß),dg)' (6.23)
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which is not usually zero. Since both T-^ (a) and T2(ß) are normally 
distributed under H^, this implies that they are not independent under 
H-p Analogous results hold for the covariance under 1^ and indeed 
any true hypothesis. The lack of independence of the two asymmetric 
tests, though not quantifiable, has an obvious impact on the types of 
outcome produced and the implied significance levels induced in the 
overall procedure. Dependence of the two component tests is a feature 
of all the asymmetric separate criteria, Cox (1961) , Ramsey and Chesher 
(1976), Cox (1962) and Atkinson (1970). This violation of the 
prescribed conditions of the criteria weakens their power.
6.4 Information Content
In Chapter 1, three objectives of model selection were stated; 
the discrimination of the competing models, the establishment of a 
preference ordering between the models and the elicitation of a maximum 
amount of information about the true or pseudo-true model. These 
objectives of model selection are achieved to varying degrees by the 
three classes of criteria nested, absolute and separate.
While absolute criteria determine a unique preference ordering,
they tend to elicit very little information about the true or pseudo-true
2model and are generally poor model discriminators. Apart from R ,
-2Theil R and Mallows C^, whose associated functions have precise 
meanings (the residual sum of squares, the residual variance and the 
mean squared error of prediction), the implied loss functions of the 
absolute criteria have little meaning and hence interpretation of their 
outcomes is of no consequence. What needs to be established for the 
dimensional absolute criteria is the viability of the assumptions 
implicit in their derivation. This can be achieved if the loss functions 
of their original form are used and the results compared to those from 
using the final form of the criteria. As an illustration, when the true
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model is known, the use of Akaike AIC can be compared to the use of a 
function composed of the loss incurred in projecting onto a sub-model 
and the loss incurred in estimating within the dimension space of the 
sub-model, where the loss is in terms of Kullback-Leibler information.
Problems in interpretation have more relevance for separate 
criteria which focus mainly on discrimination and elicitation of informa­
tion about the true or pseudo-true model. As an illustration of these 
problems, the Cox test (2.27) was examined with particular emphasis on 
the types of outcome of the test and the implications of each outcome 
for the nature of the true or pseudo-true model.
6.4.1 The Outcomes of the Cox Test
In discriminating between the two models in (6.12), the joint 
application of the unstandardised Cox statistics
Tx(ä) = L12(a,ß) - E~L12(a,ß)
T2(ß) = L21(ß,a) - E^L21(ß,a) (6.24)
generates nine possible outcomes, as tabulated below.
TABLE 6.2.
OUTCOMES OF THE COX TEST
Tl(“)
T2(B)
Significant
Negative Insignificant
Significant
Positive
Significant Negative (i) (iv) (vii)
Insignificant (ii) (v) (viii)
Significant Positive (ill) (vi) (ix)
Cox (1962, p.407) advocated a sign convention whereby negative departures 
from the null hypothesis are considered to be in the direction of the 
alternative while positive departures from the null are away from the 
alternative. The nine outcomes in Table 6.2 would then be interpreted as
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(i) reject both models towards each other - possibly explained 
by a combination of the models.
(ii) accept .
(iii) reject H^ , reject H2 but not towards Hi indicating a
true model closer to H2 than to H-^.
(iv) accept Hr
(v) accept both models.
(vi) accept H^, reject H2 but not towards Hr
(vii) reject H-^ but not towards H2, reject H2 towards H-^
indicating a true model closer to than to H2.
(viii) rej ect H-j^ but not towards H2, accept H2.
(ix) reject both models away from each other
Several of the outcomes are particularly obscure, notably (vi) and 
(viii). These outcomes may in fact be inadmissible as the following 
proposition suggests.
P R O P O S I T I O N :  The sum of the non-standardised Cox tests is non positive,
that is,
Tx (a) + T2(ß) < 0 . (6.25)
PROOF: Using the small sample form of the Cox test,
T1(a) + T2(3) = -E^L12(a,3) - EgL21(3,a)
[f (y,a) - g(y,3)]log dy
g(y,3)
-TJ(1:2) (6.26)
where J, an estimate of Jeffrey’s divergence between H-^  and H2, is 
a concept from information theory. From Kullback and Leibler (1951), 
it is known that J(l:2) > 0 in which case the result follows.
The implication of this proposition is that certain outcomes of 
the Cox test may be unattainable. In particular, outcome (ix), both
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statistics significantly positive, is excluded immediately. Trewin 
(1980) has shown that in single equation Gaussian models with one 
explanatory variable, outcomes (vi) and (viii) are also invalid.
Whether this generalises is difficult to ascertain. It depends on 
establishing
T,(<i) t,($)
+ £ 0 (6.27)
/v-T (S) /vgT (ß)
which is a non-trivial extension of the proposition. Regardless of the 
validity of (6.27), the proposition (6.25) ensures some impact on the 
significance levels of the overall procedure, in a similar fashion to 
that inferred by the lack of independence of the two asymmetric tests.
6.4.2 The Cox Test and the Nature of the True Model 
Cox (1962, p.409) advocated a sign convention for his separate 
criterion (2.27), whereby a significant negative value of the statistic 
represents a departure away from the null hypothesis towards the direct 
alternative, and a significant positive value a departure away from the 
null hypothesis but away from the direct alternative. A significant 
negative value of both T^(a) and T2(6) should infer a true model 
which is a composite of the two competing models. To test this pro­
position, the set of models of interest is dichotomised into:
Those of the form H (y) with likelihood
3.
V Y) / £^2 T dy 0 < y < 1 .
This range of alternatives was suggested by the equivalence of 
to the LM test for y = 1 in (6.28) as demonstrated by Atkinson
(6.28)
T-^a)
(1970).
2. A class of alternatives H which cannot be obtained as the limitW
of either of the hypotheses H-^ , or a combination of them.
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Under this framework, the proposition that the Cox test establishes
a unique correspondence between the type of true model and its outcomes
can be tested. Specifically, for models of the form H (y), we expect
plim T-. (a) to decline uniformly from zero when H is true to a 
H (y) 13
negative value when is true. Similarly, it is expected that
plim T„(ß) increases uniformly from a negative value when H is trueV y>
to zero when H? is true. Thus the range of alternatives H (y) 
includes those true models for which the Cox test produces a double 
negative rejection of and II^ • For the class of models H given
H ^ HW> it: is exPected that one of plim T-. (a) and plim T (ß) is
“w «w
positive, but not both as shown above.
These propositions can be tested by referral to the discrimination 
of two linear Gaussian models
■ Hi : Y = X161 + U1 ’ ux ^ N(0,o^It)
H2 : y = X2e2 + u2 ;
2u2 ^ N(0,a2IT) (6.29)
Then H (y) is a defined by
Ha(T) : y = Y1X1ß1 + y2X2ß2 + u3 (6.30)
where u3 ^ N (0 2,a3IT) and
yl =
2y°2 2 2, _2 alG2
2 2 ’ yo2+(l-y)o1 y2 1 Y1 ’ °3 ” 2 2 ‘yo2+(l-y)a1
The general class of models H^(^) is defined by
Hw (£) : y = WS + u4 ; u4 ^ N(0,o4IT) (6.31)
where W is a set of variables which is not a linear combination
of and X2.
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The unstandardised Cox statistic under is given by
Tx (i) = jlogfS^/Co^ + i ^ X j M ^ ^ / T ) } (6.32)
-2 -2where 3^ > and are the maximum likelihood estimates of 3-^>
2 2and o .
Analogously, the unstandardised Cox statistic under is
T2(3) = \ log{a^/(ö2 + 32X2M1X2ß2/T)} . (6.33)
Then plim T^(a) = j log{o2 + plim 3-^ X|M2X131/T}
Ha(Y}
T i- j log ßixi W i°3 + (1-Yi) 2 Plim ß2X2MlX2ß2/T + Y1 plim~L~LJ 
+ (1-Yl)2 plimß^M1M2M1X2ß2/T
- 2Yl (1-Yl) plim 32X2M1M2X131/T
2 M2(I-M )
+ lim tr --- —---
(6.34)
Now trM2(I-M^) is bounded as T becomes large provided the usual
regularity assumptions are made about the regressor sets X and X9, 
X1X1 X2X2namely plim — — — and plim — ——  finite.
Then letting A = plim 3|X|M2M^X 32/T, 
plim T1 (a) > 0 iff
Ha(y)
Yl{plim 32X2M1X232/T + plim ß ^ M - ^ M - j X ^ / T  + 2A} 
> plim f ^ ^ X ^ / T  + plim 3^XjM1M2M1X232/T (6.35)
While plim 32X2M|X232/T and plim 32X2^1^2^1X2^2^ are both positive, 
the sign of A is less definite. This is shown by considering the
single variable case. Denote plim 
X'X2
plim — —^  = ^22’ t^ ien
XPi XiX2111 j Plim rji E12’
3132 (^  1 2^
plim 3j_X[M2M1X2ß2/T = -$i&2112 + (6.36)
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which is zero if there is perfect correlation between the variables or 
if the variables are orthogonal. In all other cases, plim ßpxp5l2MiX2^2//,T 
is non-zero, and this can be made positive for if it is negative for 
some then by letting 3j = -3], we know that plim 3*’xjM2MlX2^2 //T> 0
Then from (6.35), the following results are obtained:
(a) if A _< 0, plim T (a) < 0 for 0 < y-i < 1 
Ha (Y)
(b) if A > 0,
and
plim 32X ^ X 262^  + plim 32X25^ 1^ X 232/^
ft1™) Tl(a) < ° f°r Yl < plim 32X2M1X2e2/T+plim 32X2MlM2MlX2fV T+2A
plim 32X2112X2 32 /1 + plim
plim T2 (a) > 0 for y± > plim 3^x^M1X2 32/T+plim 3;x^M1M9M1X0 30/l+2AHa(y) 2 2 1 2 1 2 2'
(6.37)
These relationships translate into inequalities on y:
(a) if A < 0; plim
V y >
q  (a) < 0 for 0 A -< A I-1
(b) if A > 0; plim 
Ha (Y)
qcd) < 0 for O A A -< c
plim
u
T1 (d) > 0 for -< c A -< A H
*
where
yu = 1/(I+2G2A/G2 (plim 62X2112X2 3 2 /1 + plim 32X2M1M2M1X232/T) )
(6.38)
Similar inequalities are obtained for 1 2 (6):
(a) if A <_0; plim T?(3) < 0 for 0 < y < 1
V y>
(b) if A > 0; plim 12 (3) < 0 for y, < y <
Ha (Y)
plim T2 (3) > 0 for 0 < y < y
Ha(Y)
1
L
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where
l / d + a ^ C p l x m  ß j X p ^ X . e . / T  + pli in / 2 o{a)
(6.39)
Using the Cauchy-Schwarz inequality applied to Gramian matrices
(Rao (1973, p.54)), it is a simple matter to show that y > y .
U. 1_j
Turning to the second class of models H^(£) 
plim T (a) = log{plim ^'W'M^W^/T + o]}V 5) 2
- j log{plim S'W'M-jWS/T+a^ + plim K ' W  (I-M1)M2 (I-M^W^/T}
(6.40)
Let y = plim E,' W'M-^M^W^/T. Then if
(a) y < 0, plim T,(a) < 0 for all W
(b) P > 0, plim T, (a) < 0 if p < y
V «
and plim T (a) > 0  if y > y
V «
where
yu = {plim S'W'MjW^/T + plim £'W ' M ^ M  W^/T}/2 . (6.41)
Similar analysis for ^(ß) yields
(a) y < 0; plim T^(ß) < 0 for all W
H„(0
(b) y > 0; plim T9(3) < 0 for y < yTV«
plim T9(ß) > 0 for y > yTV« ~
where
yL = {plim 6'W'M2W^/T + plim £ ’W ' M ^ M ^ / T } / !  . (6.42)
No strict inequality holds between y and y . For the case when WLi U.
is orthogonal to X-^ and X2, plim T-,(a) = plim T2(3) = 0. This
Hw a)
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suggests that the Cox test relies on some correlation between the true 
model and the competing models in order to discriminate between them.
Hie above results are summarised in Table 6.3.
Table 6.3 illustrates the following points with respect to linear 
Gaussian models
(a) a double negative result docs not uniquely correspond 
to models of the form H (y) , that is, an exponential 
embedding.
(b) a single positive outcome does not correspond uniquely 
to models of the form H^(£)*
Thus, the nature of the true model cannot be identified uniquely from 
the outcomes of the Cox test.
Since H^(y) and seems a reasonable dichotomy for the type
of true model, one possible explanation for the Cox test failing to 
identify this dichotomy is that the sufficient statistics a and 3 
are not the best estimates to use when forming the expectation operators 
in T-^ (a) and T2 X3) • To test this proposition, the true values of 
a and 3 are substituted into the unstandardised Cox statistics 
to form the expectation operators. These non-operational statistics 
are
T^ (a) = L^2 (ot, 3) - plim L12(a»3)
a
T2(3) = L21(3,a) - plim L21(3,a) . (6.43)
For linear Gaussian models
Tx(a) T ,2 lo§
'*2
° 2 T ,
- 2 l o §
+ plim 3[X[M2X i31/T
- 2 2
l°ij °1\ ^
T2(3) T  12 loS
-2 ] r 2 , , , )
a i T  1- j  log
a 2 +  pl i m  3 2 X 2 M 1X 2 3 2 /t
- 2 2
°2j °2v y
(6.44)
168.
Then
piim (a) = log{a^a^ + g^y  ^plim ß^X^M^X^ß^/T}
Ha(y)
+ g -^ (1-y^) plim 82^2^l^2^2//r^
« + plim ß^X|M2X1ß1/T
+ (l-y1) 2plim ß^X^M1X2ß2/T . plim 
\ '
(6.45)
Now,
plim ß|X^M2X1ß1/T
2 2 4 
GlY °2
2 2 2 (y g 2+(1-y )o 1)
plim 3ixiM2xi3i
2 2 
y°1G2 yo.
(y o 2+(1- y )o ^) (y g 2+ (1-Y)g )^
plim ßixiM2xißi
plim
T
(6.46)
Hence from (6.45) and using the fact that plim ß^X^M^^ß^T and 
plim ß{X1^2Xl3l ^  are Positive> we know that 
plim T. (a) < 0 for 0 < y < 1 •V Y)
YG.
^°2
(y o 2+(1- y ) c^ )
2 3iXiM2Xl3l< o plim ---- -----
Similarly, plim T2(3) < 0 for 0 < y < 1 *
Ha(Y)
For models of the form H^(6),
plim T.(a) < 0  if n < nV°
and
plim T (a) > 0  if n > n (6.47)V»
where
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+ plim 6'W'M2W6/T
n = -2- - - - - - - - - - - - - -
a + plim S’W'MjW^/T
and
plim 32X ’M2X-l31/T
nu = 1 + -------2-------- * (6.48)
Similarly,
plim T?(3) < 0  if n > pT
V «
plim T?(3) > 0  if p < pT
V «
where
plim 32X'M1X232/T
n, = 1 - -r------------------  . (6.49)
+ plim m  x j /1
When W is orthogonal to X^ and X2,
plim T, (a) < 0 and plim T~(3) < 0 .
H„ ( o  V «
These results are summarised in Table 6.4.
TABLE 6.4.
PROBABILITY LIMITS FOR THE MODIFIED COX TESTS
OUTCOME Ha(r)
V o
n > 1 n < 1
plim T^(a) < 0, plim T2(3) < 0 O A A I-1 i—1 A J3 A c nL < n < 1
plim T^(a) < 0, plim T2(3) > 0 never never n < nL
plim T-^ (a) > 0, plim T2(3) < 0 never P > pu never
plim T-^ (a) > 0, plim 1’2(3) > 0 never never never
It is observed that
(a) single positive outcomes correspond uniquely to models 
of the form
(b) a double negative outcome does not necessarily imply a 
true model of the form H (y).
ci
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The directional framework advocated by Cox is more closely followed, 
though not fully adhered to, when the true parameters are used to form 
the expectations in the Cox statistics. This suggests that the 
estimates a and 3 may not be the 'best' estimates with which to form 
the expectations (Cox (1961, p.114)).
The major conclusion to emerge from the above discussion is that 
the Cox test is not able to identify the nature of the true or pseudo- 
true model. When the true parameters are used to form the expectations 
in the Cox test, the identification of the true model is more precise. 
The difficulty in interpreting the Cox test from the dichotomy H (y) 
and H^(^) suggests other explanations of the outcomes of the test.
One such explanation is afforded by Pesaran and Deaton (1978, p.692) 
who contend that the Cox test is strongly related to the amount of 
information conveyed between the two competing models and also about 
the true model. Two possible interpretations of the Cox test were 
subsequently canvassed:
1. The rejection of a given model by a specific alternative 
infers that the alternative model contains sufficient 
information about the null model to reject it.
2. The rejection of a given model in the presence of a specific 
alternative infers that the alternative model contains 
significantly more information than the null about the 
unknown true model.
It will be seen in Chapter 7 that the quantities defined below 
represent reasonable quantifications of this information:
1. I-(2:l) = - plim (6.50)
a
is an estimate of the information for discriminating from observations 
on H-^ between and in favour of . A large negative
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value of I-(2:1) infers that Hn has insufficient informationa 2
about for it to reject H^, while a value closer to zero indicates
that H2 has sufficient information to be able to reject H^. An 
analogous definition holds for I-(1:2).
2. If the true model is of the form H^(£), the amount of information 
about the true model contained in 11^ is
If(Hw : 1) = -plim LwlU,a) (6.51)
and hence H contains more information about the true model than 
if plim L (a,3) > 0. The interpretations above are now examined
K
in the context of these definitions.
If the first interpretation is valid, a significant negative
value for T-. (a) should correspond to a value of I-(2:1) close to i a
zero, and a significant negative value of T2(3) should correspond to 
a value of 1^(1:2) close to zero. Referring again to the discrimina­
tion of two linear Gaussian models as defined in (6.12), we find that
T1(a) = I logCo\l (o\ + ßixiM2X1ß1/T)) (6.52)
and
I-(2:l) = \ log(o\/Co[ + ßjXp^X^/T)) . (6.53)
-2 -2When = a2, so that the coefficients of determination of the models 
are the same, it is found that
T (a) = I~(2 : 1) . (6.54)1 a
The first interpretation is obviously invalid in this case since
under Cox, rejection of llj occurs for large negative values of
T| (a) while under I-(2:1), rejection of H-^  occurs for small negative
values. It is easy to see that the two statistics are incompatible
-2 -2whenever T-, (a) > I-(2:1), that is, whenever 0o > o, . Hence it is I — a 2 — 1
concluded that the rejection by the Cox test of a given model by a
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specific alternative does not mean that the alternative model necessarily 
contains sufficient information to reject it.
If the second interpretation is valid, a significant negative 
value of Tj(a) and an insignificant value of T2(3) should imply a 
significant negative value of plim where H^(£) is the true
model. This proposition is not readily testable. However, by simulating 
over normal models it has been found that
(a) the single acceptance of a model under the Cox test implies 
that this model contains more information about the true 
model then does the alternative.
(b) it is possible however to reject a given model in the 
presence of a specific alternative when the given model 
contains more information about the true model than does 
the alternative.
Double rejections and double acceptances under the Cox test are not 
readily compatible with the second interpretation.
6.5 Summary
This chapter is a compendium of the techniques of criteria 
evaluation. Two theoretical procedures for calculating the power of 
criteria were reviewed, one pertaining to absolute criteria and the 
other to separate criteria. Additionally, there was a short discussion 
of the importance of adherence to the nominal distribution for model 
selection criteria.
Finally, through illustration, problems in interpretation were 
exemplified. It was found that the Cox test cannot identify the nature 
of the true model when considering the dichotomy of models which are 
composites of the competing models and those which are separate from 
the competing models. Additionally, the Cox test does not easily
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ascribe an interpretation in terms of information theory. Such problems 
in interpretation are doubtless common to most of the separate criteria, 
and severely undermine their viability.
The implication of this synopsis is that existing criteria should 
be more carefully examined and understood before their implementation 
is advocated.
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C h a p t e r  7
I n f o r m a t i o n  Th e o r y  a n d  Mo d e l  S e l e c t i o n
"Rarely does it happen in mathematics that a new discipline 
achieves the character of a mature and developed scientific 
theory in the first investigation devoted to it. Such in 
its time was the case with the theory of integral equations 
after the fundamental work of Fredholm; so it was with 
information theory after the work of Shannon"
On the Fundamental Theorems of Information Theory 
Uspekhi Matematicheskikh Nauk, Vol. XI, no.1, 1956
A.I. Khinchin
7.1 I n t r o d u c t i o n
It was noted in Chapter 1 that two definitions of information have 
evolved in mathematical statistics. For a model IF with loglikelihood 
Li (y I Xi»3^)> Fisherian information is defined to be
-? L.______l
33.33!1 1 J
(7.1)
6i=ßi
where 3^  is the maximum likelihood estimate of 3 .. This is a measure 
of the amount of information supplied by the data about the unknown 
parameter 3^ . Fisherian information, through its elicitation of the 
maximum likelihood principle and ancillary statistics, has become the 
basis of a large number of model selection criteria. The same cannot 
be said of another definition of information which has its foundations 
in the thermodyamic concept of entropy. Entropy was first given a 
probabilistic interpretation in the classical work of Shannon (1948). 
Shannon equated the uncertainty or entropy removed by estimation to the 
information provided by the data. In this context, information was
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defined to be E (L^ (y | , ß_^ ) ) , the expected loglikelihood of a model,
which, as asserted in Chapter 1, can be approximated by
(ßi-ßi) . (7.2)
While Fisherian information and entropy are both measures of the 
intrinsic accuracy of a model and connote similar analytical represen­
tations, entropy is a more general concept having a precise meaning 
in the physical sciences. Indeed, Akaike (1977) contends that the 
principle of maximum likelihood is a realisation of entropy maximisa­
tion. It is somewhat bemusing then that entropy maximisation has had 
a limited impact on econometric method, its contribution being 
restricted to the development of a sub-group of absolute criteria.
This sub-group of criteria originated with Akaike's AIC and was 
subsequently generalised by Chow, as illustrated in Chapter 2.
There has been no attempt to apply the techniques of entropy 
theory, hitherto referred to as information theory, to formulate nested 
and separate criteria. In part, this is due to the neglect of results 
in the information literature which could be applied to econometric 
model selection. The comprehensive work of Kullback (1959) for example, 
has received insufficient attention from econometricians.
In this chapter, there is a general discussion of measures in 
information theory which may be suitable for the development of model 
selection criteria. Further, some criteria contained in the information 
literature pertaining to the discrimination between nested models are 
transcribed into an econometric framework. The major contribution of 
the chapter, however, is the determination of an information criterion 
for discriminating between separate models, and this is analysed in
E(ßi-ßi)T
3 L
9 ß . 3 ß!i i
some detail.
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7.2 Review of Information Theory
The theory of information espoused by Kullback and Leibier (1951) 
and Kullback (1959) has suggested a number of measures for discriminating 
between two competing models. Suppose H, and are two hypotheses
with respective densities f(y,a) and g(y,3), likelihoods £^(a) and 
£^(3) and loglikelihoods L-^(a) and 1^(3). Denote by
(a) a, 3, the maximum likelihood estimates of a and 3*
(b) L 2(a»3) = L^(a) - L2(3), the log of the likelihood ratio.
Then Kullback (1959, p.5) defines the mean information for dis­
criminating from observations on between and in favour
of by
I (1:2)a f (y,a)log
f (y,a) 
g(y,3) dy • (7.3)
This is found to be the difference in expectation under of the
logarithm of the posterior odds of the hypotheses and the logarithm of 
the prior odds of the hypotheses. Kullback and Leibier (1951) show 
that I^(l:2) _> 0. The mean information for discriminating from 
observations on ^  between and ^  in favour of R is given
in Kullback (1959, p.6) as
I (2:1)a f(y-a)l08 dy
Ea L  L21(ß’a)) (7.4)
where E is the expectation operator under . Note that
V2:1) - -V1:2)-
Ia (2:l) is a quantity of primary concern in this chapter. A 
large negative value of 1^ (2:1) infers that has insufficient
information about for it to reject , while a value closer to
zero indicates that has sufficient information to be able to
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reject H . I (2:1) is i a
in the direction of H , 
increased preference for 
by
I- (2:1) =a
regarded as the directed divergence from
a larger negative value corresponding to an 
1
. In small 
Ea %  L21
samples, I (2:1)a is estimated
(7.5)
where E~ is the expectation operator under evaluated at a = a.
Since var (Lni (3,a)) is 0(T), asymptotically I (2:1) can be a ZI a
estimated by
I- (2:1) = plim (^ L (3,a)) (7.6)a ~ i z l
where plim is the probability limit under evaluated at a = a.
a
Analogously, the mean information for discriminating from observa­
tions on H2 between and in favour of is defined by
V1:2) 8(y’ß)los i f e f ) dy
Eg (y L12 (a, 3)) (7.7)
Ig(l:2) is the directed divergence from in the direction of ,
a larger negative value indicating an increased preference for .
In small samples, I (1:2) is estimated byp
y i:2) ■ y f  Li2<s’S^ (7.8)
and asymptotically by
I- (1:2) = plim (^r L _ (a, 3)) • (7.9)
P 3 1 12
The two directed divergences I (2:1) and I (1:2), which are botha p
negative semi-definite, can be regarded as asymmetric distance measures 
between and f^* They combine to form the most important distance
measure in information theory, the divergence J(l:2).
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The non-directional divergence between and is given by
J (1:2) = [ [f (y,ct)-g(y,ß)]log dy
-V2:1) - V 1:2) • (7.10)
This concept of divergence was introduced by Jeffreys (1948, p.158).
It measures the difficulty of discriminating between and a
large value of J indicating that it should be easier to distinguish 
the models. The non-directional divergence has the following 
properties
1. Symmetry (J(l:2) = J(2:l))
2. Positive semi-definiteness (J(l:2) >L 0)
3. Invariance under non-singular transformations.
The above properties are demonstrated in Adhikari and Joshi (1956) 
where a number of distance measures between probability distributions 
are examined. J(l:2) has all the properties of a distance or metric 
except the triangle inequality property. The divergence J(l:2) is 
estimated by
J (1:2) = -I- (2:1) - I*(l:2) (7.11)a 3
where I* (2:1) and I-(1:2) assume their small sample and asymptotica 3
representations as appropriate.
The directed divergences I (2:1) and I. (1:2) and non-directionala 6
divergence J(l:2) can be used as a basis for criteria which dis­
criminate between Lwo hypotheses. This is achieved by testing the 
divergences against their prescribed values under each hypothesis. In 
this connection, there are two types of hypothesis of interest:
1. When the densities f and g which specify and are of
the same type, H-^ and are nested and the divergences become the
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basis of nested criteria. This is pursued in 7.3.
2. When the densities f and g are separate in the sense that f 
cannot be obtained as a limiting value of g, the divergences can be 
used to formulate separate criteria, and this is undertaken in later 
sections of this chapter.
7.3 I n f o r m a t i o n  C r i t e r i a  in N e s t e d  M o d e l s
Kullback (1959, pp.98-100) states results due to Kupperman (1956) 
which give the asymptotic distributions of the directed and non- 
directed divergences when testing between hypotheses specified by the 
same density. Consider two hypotheses and under the same
density f(y,a) where
(a) H-^  is determined by the given parameter • f(y,a^)
(b) by the consistent, asymptotically normal and efficient 
estimate of a, a : f(y,a).
2
Kupperman shows that under certain regularity conditions , which are 
virtually the conditions for consistency of the maximum likelihood 
estimates,
-2T I. (2:1)a T f (y ,a)log
f (y t a ) 
f (y,a1 ) dy (7.12)
is asymptotically distributed under as y with K degrees of
freedom (K is the dimension of a). Similarly, Kupperman shows that
T J (1:2) = T j [f (y,a)-f (y,a1 )]log ~ dy (7.13)
is asymptotically distributed under as y£.
These results allow for the testing of the significance of the 
parameter in the regression
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H : yt = f(Xt,ß) + ut t = 1,...,T (7.14)
where u is some specified error distribution and f is a scalar 
function of its arguments.
However the applicability of Kupperman's results is in the ability to 
extend them to more general composite hypotheses. This requires a 
similar analysis to that used by Wald (1943) in extending the proof of 
the distribution of the likelihood ratio from linear to general sub­
spaces. While this analysis is beyond the scope of the present work, 
the results are foreshadowed.
Consider the discrimination between two nested models
V  yt ■ f(xit’V  +uit t = 1,..- • »T
H2: yt “ f (Xlt,X2t,81,82) + u2t t = 1,.,• • »T (7.15)
where f is a scalar function of its arguments and u^, u^ have the 
same distribution. is nested in by the restriction 82 = 0.
Then the directed divergence from to for testing
$2 = 0 is given by
2T ig (1:2) = E- (L2(y|xl,x2,ß)) - Eg (Li <Y lxx > > (7.16)
where 8’ is the maximum likelihood estimate under of
8* = (8-^ ,82), and 8-^ is the maximum likelihood estimate under of
8-1 • Under H it is postulated that 2T 1-2 (1:2) is asymptotically x 1 8
2distributed as Xv- where K is the dimension of 80•
Z 2 2
Similarly, the non-directional divergence between and H2
is given by
T J (1:2) = E-(L2(y|xi>X2,6)) - Eg (1^  (y |Xj , q)
- E - (L2(y|x1,X2,ß)) + (L1(y|x1,B1)) (7.17)
Under y it is postulated that T J (1:2) is asymptotically
1 8 1 .
d i s t r i b u t e d  a s  • These  s t a t i s t i c s  can be compared w i t h  t h e  Wald,
K2
L i k e l i h o o d  R a t i o ,  Lagrange  M u l t i p l i e r  and Neyman p r o c e d u r e s  d i s c u s s e d  
i n  C h a p t e r  2. Of more i n t e r e s t  however  i s  t h e  a p p l i c a t i o n  o f  i n f o r m a ­
t i o n  m easu res  i n  s e p a r a t e  m ode l s .
7.4 An Information Criterion for Separate Models
7 . 4 . 1  I n t r o d u c t i o n
The d i r e c t i o n a l  and n o n - d i r e c t i o n a l  d i v e r g e n c e s ,  a l t h o u g h  n o t  
p r o p e r  d i s t a n c e  m ea s u res  be tw een  two m o d e l s ,  form t h e  f o u n d a t i o n s  o f  
s e l e c t i o n  c r i t e r i a  i n  s e p a r a t e  m ode l s .  U n l i k e  n e s t e d  models  however ,  
no d i s t r i b u t i o n a l  r e s u l t s  e x i s t  when t h e  model  d e n s i t i e s  a r e  d i s t i n c t .  
I n s t e a d ,  i t  i s  n e c e s s a r y  t o  a d o p t  t h e  a p p ro a c h  o f  Cox (1961) ,  m o d i f i e d  
by u s i n g  th e  e x p e c t e d  l o g l i k e l i h o o d  r a t h e r  t h a n  th e  l o g l i k e l i h o o d .
T h i s  y i e l d s  an i n t e r p r e t a t i o n  i n  t e rm s  o f  e a ch  o f  t h e  i n f o r m a t i o n  
m e a s u r e s .
C o n s i d e r  two s e p a r a t e  f a m i l i e s  o f  h y p o t h e s e s  and H ,
s e p a r a t e  i n  t h e  s e n s e  t h a t  an a r b i t r a r y  s im p l e  h y p o t h e s i s  i n  
c a n n o t  be o b t a i n e d  a s  t h e  l i m i t  o f  s im p le  h y p o t h e s e s  i n  Suppose
H-^  and a r e  two h y p o t h e s e s  f rom and H  ^ w i t h  r e s p e c t i v e
d e n s i t i e s  f ( y , a )  and g ( y , ß ) ,  l i k e l i h o o d s  £ ^ ( a )  and Z  ^ (3) and 
l o g l i k e l i h o o d s  L ^ ( a )  and L2 (ß ) .  For  a and 8, t h e  maximum l i k e l i ­
hood e s t i m a t e s  of  a and ß,  Cox (1961, p . 1 1 4 )  r e g a r d s  t h e  l o g  o f  t h e  
maximum l i k e l i h o o d  r a t i o ,  L ^ C 01»^ ) ,  as  a random v a r i a b l e ,  l a r g e  p o s i t i v e  
v a l u e s  b e i n g  e v i d e n c e  a g a i n s t  l a r g e  n e g a t i v e  v a l u e s  e v i d e n c e
a g a i n s t  l l j .  The i n f o r m a t i o n  a p p ro a c h  i s  to  c o n s i d e r  the  e x p e c t e d  l o g -  
l i k e l i h o o d  r a t i o  a s  a random v a r i a b l e  and t o  c o n s t r u c t  t e s t s  on i t .
Large p o s i t i v e  v a l u e s  o f  t h e  e x p e c t e d  l o g l i k e l i h o o d  r a t i o  s h o u ld  be 
viewed a s  e v i d e n c e  a g a i n s t  l a r g e  n e g a t i v e  v a l u e s  e v id e n c e  a g a i n s t
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An asymmetric test statistic based on the expected loglikelihood 
is then proposed for testing between two separate hypotheses and
. Under ,
S1 (S) = Eg Y L12(ä.ß) - Es{Eg I  L12(a,|)} (7.18)
is defined to detect departures from in the presence of a specific
alternative H„.
E~ denotes the expectation under H evaluated at a = a and E- a i p
denotes the expectation under evaluated at ß = ß.
Under , we expect (a) to be zero and under (a) should
be negative.
Since V (L (a,ß)) is 0(T) where V is the variance under H a 12 a 1
S^(a) can be asymptotically represented as
S1 (a) = plim y  l12 (a>ß) “ plim{plim ^ L12(a» (7.19) 
ß a ß
where plim is the probability limit under evaluated at a = a
a
and plim is the probability limit under H evaluated at ß = ß.
ß
Apropos Cox, the test procedure will be to compare S-^ (a), normalised 
by its asymptotic standard deviation, against the critical value of its 
nominal distribution under .
Analogously,
s2 (8) = plim y  L ($,a) - plim{plim — L ^ ^ a ) }  (7.20)
a ß a
is used asymptotically to detect departures from in the presence
of a specific alternative . Under , 82(8) is zero while under 
H1 ’ ^ 1 ^  should be negative.
S-^ (a) and S^(ß) are termed the information criteria for testing 
between the separate models and H^ . The statistics are motivated
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by considering the expected loglikelihood ratio rather than the log-
likelihood ratio, which can be regarded as a formal extension of the
maximum likelihood principle, the same assertion Akaike (1973) makes
for his criterion AIC. The information criteria however have a strong
basis which links with the directed and non-directional divergences.
Since asymptotically Is(l:2) = plim ^ L (a,ß), S (a) can be
3 3 12
rewritten
Sx (a) = Ig(l:2) - plim Igd:2) (7.21)
a
(a) is then equal to the directed divergence from in the
direction of minus its ’best’ estimate under the null , a
significant negative value of (a) indicating that has in­
sufficient information about for it to reject .
Similarly,
S0(ß) = i- (2:1) - plim L(2:l) (7.22)2 a 2 ap
is the directed divergence from to minus its ’best' estimate
under the null • A significant negative value of 82(3) infers 
that H has insufficient information about for it to reject .
Finally, the information criteria can be expressed in terms of the 
non-directional divergence between and ,
-S-. (a) = J(l:2) - plim J(l:2)
_L ^a
-S2 (3) = J (1:2) - plim J(l:2) (7.23)
3
so that -S^(a) is the divergence between and H minus its
'best' estimate under , and -82(8) is the divergence between 
and H2 minus its ’best’ estimate under This is easily shown
J(l:2) - plim J(l:2) is given by
a
since
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plim — L ^(ajß) - plim ^ Li2^a’^  “ plim{plim ^ Lx2(a,3) 
a 3 a a
plim — L (a,3)} 
ß 1 12
-plim - L (a,3) + plim{plim ~  L1 2(a,3)} 
3 a 3
-Sx(a).
(a) is then a measure of the separation between and H2 tested
against its value under the null hypothesis . S2 (3) is the same 
measure of separation tested against its value under H2. An acceptable 
model is one that provides for a good estimate of the divergence of the 
two models.
The information criterion has an appealing geometric interpretation 
when the space spanned by the vectors a and 3 is considered. For
this space, an inner product can be defined by cov (a,3). Asymptotically,
83.. / f-32!^ ]
cov^(a,3) is given by 9a3a' , so that a and 3 are
orthogonal if
83
Ö L  /v /v— —  = 0. Under this inner product, plim L (a 3) is anda ' - L Aa
estimate of the asymptotic component of L^2 (a,3) in the direction of
a and plim L (a,3) is an estimate of the asymptotic component of 
3
Lx2 (a,3) in the direction of 3. plim L1 9 (a,3) can also be regarded12
as the projection of Lx2 (a,3) onto the a axis and similarly
plim L1 9 (a,3) is the projection of L (a,3) onto the 3 axis, 
3 1
Therefore in the (a,3) space, the Cox statistic under ,
T^Ca) = LX2 (a,3) _ plim LX2 (a,3)> is the "orthogonal" distance between
a
the vector LX2 (a,3) and the a axis, while the Cox statistic under
Ho, T„(3) = L (3,a) - plim L (3,a), is the "orthogonal" distance
3 1
between the vector Lx2 (a,3) and the 3 axis. These statistics were 
defined under the premise that the hypotheses and H2 are separate
and in the geometric framework this may be interpreted as a and 3 
being orthogonal. But, as will be seen in linear Gaussian models, the Cox
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test is not always defined when a and 8 are orthogonal.
If a and ß are to be regarded as axes, the "orthogonal" 
distance from L ^ C 01»^ ) to the a axis must be calculated in the 
direction of $. The orthogonal distance from L (a,8) to the a axis 
in the direction of ß is given by
plim{L^2 (ot, ß) - plim L ^ C o ^ ß ) )
8 a
= plim L^Cajß) - plim(plim L (a,ß)}
3 a ß
= S1 (a) .
Similarly, the orthogonal distance from L^^(a,ß) to the 8 axis in 
the direction of a is given by 82(8). In this sense, the information 
criteria represent the true orthogonal distances from the vector 
L-^Cajß) to the respective axes and this provides a strong intuitive 
foundation to the statistics.
Reiterating, an information criterion has been proposed to 
asymmetrically discriminate between two models. This criterion can be 
alternatively regarded as
1. The expected loglikelihood ratio minus its estimate under 
the null hypothesis.
2. The directional divergence from the null to a specific 
alternative minus its estimate under the null hypothesis.
3. The non-directional divergence between the two hypotheses 
minus its estimate under the null hypothesis.
4. The orthogonal distance from L^Cajß) to the axis defined 
under the null hypothesis.
The joint application of S^(a) and 82(8) generates nine 
outcomes which are interpreted below.
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TABLE 7.1.
OUTCOMES OF THE INFORMATION CRITERION
S1 (a)
S2 ( ß ) ^ T
Significant
negative Insignificant
Significant
positive
Significant
negative (i) (iv) (vii)
Insignificant (Ü) (v) (viii)
Significant
positive (iii) (vi) (ix)
(i) neither model accepted - neither model has sufficient 
information to reject the other.
(ii) H2  accepted.
(iii) H2  is preferred to since has insufficient
information to reject
(iv) H-^ accepted.
(v) Both models accepted.
(vi) accepted, though has sufficient information to
reject it.
(vii) is preferred to since it has sufficient information
to reject it.
(viii) H2  accepted, though has sufficient information to
reject
(ix) Both models rejected - both models have sufficient 
information to reject the other model.
From (7.19) and (7.20),
Sj^a) + S2 (S) = plim ^  L^2 (a, ß) - plim ^  (a, 3)
8 a
= -J(l:2)
as defined in (7.11).
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Since J(l:2) 0, this means that the sum of the information criteria
is non-positive, and this produces the same types of problem as for 
the Cox test (see section 6.4.1).
7.4.2 Distribution of the Information Criterion
To derive the distribution of the information criterion, the
approach of Cox (1962, pp.409-410) is followed. The distribution of
~ -3^S^(a) under is deduced by considering only terms of 0^(T ).
Since
3L1(a)
3a 0 anda=a
3L2(ß)
3ß j 0, then approximately6=8
under H^,
L1 (a) = L]_(a^ ) + -  (a-a^) ’R- (a-a^)
and
L2(6) = L2(6) - -j (ß-ß),Rg(3-3) (7.24)
where a n = plim a is the probability limit of a under H„ and 
3 6 1
32Lx 
"a 9a3a' evaluated at a = a
32L2 
l6 ”  3636' evaluated at 6 = 6 .
For terms of 0 (T2) is is found that under H„,p 2
L12(a,3) = L1(a) - l 2(3)
Li2(ag,ß) (7.25)
Hence
E6^T Li2^a ’3^ g(y,8)log
f(y»ae)
g(y,6) dy (7.26)
where ED is the expectation under H0.6 ^
Ep (y  L12 (a, 6)) is a function of 6 alone, if E-(^ L^(a,5))Since
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is the expectation under evaluated at $ = $, it can be derived
by expanding in a Taylor series about E (7^ L (a, 8)) as follows:p i  11
V t L12(“-S)) = Eß(l L12(“>l)) + 3 J r o\i f(y’V31 ls(y’ß)los IT^T dy (ß-ß)
(7.27)
-hignoring terms of less than 0^(1 ).
a f f(y,0
But iß jsO.ßHog g (y g) h ls siven by
3g(y,ß) . loE f(y’V  . 3g(y.e) + g(y.g)
3ß g(y,ß) 3(3 f(y,a„)
9f(y»aß)
3a,
3a
3ß
and hence (7.27) can be written
ß vT 12v
3g(y,6) 
3ß dy (ß-ß) +
(iß)) + 3g(y»3) ,J 3ß -LOg
g(y»ß) 3f(y,ag) 3aß
f(y,a3) 3aß J 3 ß
f (y,a3) 
g(y,ß) dy (ß-ß)
dy (ß-ß). (7.28)
Also, 9g(y,ß)8ß dy = 0
and from Cox (1961, equation 25)
(log f(y,a^))g(y,ß)dy = 0
Hence (7.28) becomes
Eg(i L12(S,ß)) = E (i L12(ö,ß)) + log ^ 2 V  dy3ß i0g g(y,ß) “y (ß-ß)
Eß(T  Li2(“ ’g)) + Cß(i d(,,L12(aß,ß))'(ß-ß) (7.29)
where
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3L2(ß)
d = --- -—  and C is the covariance under H .ß 98 ß 2
Since V^(L^2(a,ß)) is 0(T), asymptotically (7.29) can be written
plim (| Li2(a,3)) = plim (^Lio(a,ß)) + nö(3—3)‘T 12 (7.30)
where n is the asymptotic covariance under H of ^  d and'ß
L 12^a ß ’ß^ '
T 3
x] is more easily derived as p
nß 9ß plQm  L12^a,ß^ T *p
(7.31)
Taking expectations of (7.30) under and truncating to terms of
- k
0 (T ) it is found that P
plim{plim ^ L (a,ß) } = plim(^ L (a,ß)) + n ’(ß -ß) • 
a ß T 12 ß T 12 ß a
(7.32)
Since this can be regarded as a function of a, the Taylor series
-hexpansion of a around a can be used, truncating to 0^(T ). Then
plim{plim ~  L12(a,ß)} = plim i  L12(a,ß) + r^tß^ß) 
a ß  ß
+ plim ^  L (a, ß) + Y -  ni(ß -ß)}' (a-a) . 9a  ^ T 12 da ß a (7.33)
But
and
■t Plßim f L12(“’^  = 0
_9_
9a nß 0 . (7.34)
Hence,
plim {plim ^ L12(a,ß)} = plim Y  Li2^a,ß') + nß^ßa_ß') 
a ß  ß
+ n ’
' 9ß A _a
9a (a-a) (7.35)
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Using (7.30) and (7.35), (a) can be written
~ i - - i A ^
s-|_(a) = plim (a* 3) ~ plim{plim —  L (a, 3) }
8 a ß
n'{(ß-ßa ) -
93
(a-a)} . (7.36)
From Cox (1961, p.112), the asymptotic regression coefficient of
93.
(ß-ß ) on (a-a) under H is — —a 1 9a
T
{ (ß-ß) -
faß ]a
Therefore under ,
(a-a)} is the vector of deviations of (ß-ß ) from
its asymptotic regression on (a-a).
Hence under , S^(a) is asymptotically normally distributed 
with mean zero and variance
r 9 3 1
V (g) - a
a
9a y [V (dO]a a
-1 93
9a (7.37)
where d
9Lx (a)
3a evaluated at a = a.
This variance is more conveniently expressed as
plim -  rig plim TV (ß) - a
93
plim(TI ^)a
'93
9a (7.38)
where I is the information matrix under Ik . In practice, the a 1
variance is estimated using maximum likelihood estimates a and ß. 
Analogously, 82(3) is asymptotically normally distributed under 
with mean zero and variance
plim —  n' T a plim TV (a) -
9a,
l 9 3  J plimCTI^1 ) Ü ß9ß (7.39)
where
3 - „
n =  plim L12 (a,ß)/T
a
and I0 is the information matrix under H,p
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The analysis above has implied a close relationship between the 
information criterion and the statistics proposed by Cox (1961,1962). 
This is summarised below.
1. Cox (1961, p.121) considered a statistic based on
U, (a) = 3 - where = plim 3 evaluated at a = a. (7.40)1 a a a
This statistic, like the other statistics cited below, is used to detect 
departures from in the presence of (refer to Chapter 2(2.20)).
2. Cox (1962, p.410) showed that the Cox test T^(a) under is
equivalent to the sum of the deviations from the asymptotic regression 
of
L (a, )12 a on d~a (7.41)
9L^ (a)
where d- = — ---- evaluated at a = a.a da
3. The information criterion S^(a) under is equivalent to the
sum of the scaled deviations from the asymptotic regression of
(3-3 ) on (a-a) (7.42)a
The three statistics connote similar interpretations involving the 
projection of some characteristic of the alternative hypothesis onto 
the null hypothesis. There is a further strong connection between the 
standard Cox test and the information criterion.
The Cox test under is based on
T1 ^  = Li2 (a> " P\im L12(a>3)a
and under on
T2 (ß) = L21(3,ot) - plim L21(3,S) . (7.43)
Then T^ (a) + T^(3) = -TJ(1:2) as defined in (7.11), so that the sum 
of the Cox tests is minus the non-directional divergence between
2*and H,
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Hence,
S1 (a) = ~  (T1 (a)+T2 (3)) - plim {—  (^ (a)+T2 (3) ) } . (7.44)
a
Thus, the information criterion (a) is the sum of the Cox tests 
minus their expectations under H^. Alternatively,
(a) = ijr T^(a) + ~  {t 2(3) - plim T2(8)} (7.45)
a
in which case the information criterion under is just the Cox test
under H^ plus an additional term based on the Cox test under . 
Similarly,
S2(ß) = t (T d)+T2(ß)) - plim {i (T (S)+I2(g))}
6
or
S2 (S) =  t  T2(g) +  i  {^(a) - plim T ^ ) }  . (7.46)
Further comparisons between the Cox test and information criterion are 
invoked in later sections of this chapter, and in this regard the 
results (7.45) and (7.46) are particularly useful.
7.4.3 Limitations of the Information Criterion
The information criterion has two limitations, neither of which 
apply to Gaussian models, a problem of principal interest to 
econometricians. First, the information criterion under H S-^ (a), 
is not defined if
Hg = Plim L12(a,ß)/T = 0 . (7.47)
This is the case when testing the null lognormal distribution against 
the alternative exponential distribution, a problem often cited in the 
literature (see for example Cox (1961,1962), Jackson (1968),
Atkinson (1970), Pereira (1978)). Secondly, the information criterion 
is not always consistent. Following Pereira (.1977), the notation
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below is introduced
1. a * = (plim a-)3a 3a a=a
2. t„, - „ U .  .
If all quantities, in particular these limits, are assumed continuous, 
then
S1 (a) j L12(aß’®)g(y’ß)dy ' I L12(aßS’ßS)s(y,ßS)dy 
f Ll2(a^^)^8(y»3)-8(y,3-)}dy 
{Li2(ae’ß)“Li2(aßS’8c))s(y’ßa)dy • (7.48)
A necessary condition for S^(a) to be consistent is that 
plim S (a) < 0.
plim S1 (a) = f  L 1 2 ( a ß y $ ) { g ( y , $ )  ” g y^,ea 3 ^ dy 
H2
+ tL12 ^ “ ß’13•* L1 2 (aßoß’Ba ß ),8<'y ’ßaß-)dy (7.49)
where
a 0  o  =  plim a - 3a 3 D 3a p
While the first term in (7.49) is clearly negative under , the 
second term may be sufficiently positive to outweigh the first. This 
is demonstrated by considering the discrimination between the null 
exponential and alternative lognormal distribution:
f(y,a) = a ^exp(-y/a)
g (y, 3)
(log y-31)‘
y/2ir3,
exp i- 23, (7.50)
Then
S-^(a) = y  (log 39-32“l°g 1.6449+1.6449}
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for $2 the maximum likelihood estimate of 3^ • Hence,
plim S^(a) = j {log $2 ~ ~ log 1•6449 + 1.6449}
H2
and for
0.55 < 3 < 1.6449, plim S (a) > 0 .
H2
In this range of 62» S (a) is inconsistent.
In contrast, the Cox test T^(a) is consistent in all model 
selection problems. Pereira would contend that this is a reason for 
preferring the Cox test. However, it should not be viewed as an 
overriding consideration. Consistency is only one aspect of a 
criterion’s evaluation, and in any case, it will be seen later that 
the information criterion is consistent in the discrimination between 
two linear normal models, a problem of primary concern.
7.5 A p p l i c a t i o n  to L i n e a r  G a u s s i a n  M o d e l s
7.5.1 The Statistic
Consider the discrimination between two linear normal models
2 '
Xl^l + U1 
X2ß2 + u 2 (7.51)
where it is assumed that
(a) u ^ N(0,o I) for m m m 1,2.
Let
(b) X m  is non-stochastic or distributed independently of
(c) plim ~  X^X exists and for m = n is non-singular.
1. ( 3 ' ,o ) .m m
2. 6 ,a be the maximum likelihood estimates of 3 and om m m m
respectively.
M be the residual sum of squares matrix for H so that m m
M = I-X (X'X )"1X ’. m m m nr m
3.
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The likelihood of H can be writtenm
V “m> “ - 1 l0S 2* - I log -  ~  (y-xmßm)' (y-y.) • 0.52)2 am
From (7.19) and (7.38), it is known that the information criterion 
under H-^  is defined by
1 lS1(a1) = plim ~  L12(ai,a2) - plim{plim — (a ,a2)> 
a2 al a2
(7.53)
with variance
a l v I'
1 , (3a?ilI . -1 8a21plim - n’ T plim TV (a0) - 0(_ z 9a. plimCTI )a. 9a. >2 1 ij 1 1
j
2
(7.54)
where
"a = to“ pUra L12(V a2>/T •2 2 a2
is the information matrix under H
and a ^  = plim a2 .
Now
L12 ^ai»a2') = ~2 log (7.55)
plim ^ L 2 (ct,ot2) 2 log
o2+plim ß^X^M1X232/T
(7.56)
plim{plim y  L12(a1,a?) }
al a2
f - 2
= I log °i ■- 2+ plim ß|X^M
o1 + plim ß j X - ^ X ^ / T
(7.57)
Hence
1 9 6 .
S1 (» i ) = 2 l o g «
a ^ Ca^ + p l im  ß + p l im  ß^X^M^ M^ M^ X^ ß^ / T )
(ä^ + pl im ß ' ^ M ^ B j / T X a ^  + p l im  ßjXJ M ^ ß ^ / T )
( 7 . 5 8 )
The a s y m p t o t i c  v a r i a n c e  of  S^ ( a ) g i v e n  i n  ( 7 . 5 4 ) i s  e s t i m a t e d  
u s in g  t h e  maximum l i k e l i h o o d  e s t i m a t e s . The f o l l o w i n g  r e s u l t s  a r e  
n o t e d :
ß21 = p l im  ß2 = p l im
f x l x J
- 1
f x I X -  12 2 2 1
T\  ^ T
3-, ( 7 . 5 9 )
2 *2 2
a2 i  = Pl i m  a 0 = a -, + p l im  ß ’X1, M0X1 ß1 /T
a . 2 U1 i  1 2  r i 1
(7 . 6 0 )
ß^ 2 = p l im  ß^ = p l im  
a 2
f x ’ X, ' - 1 f x ’ X j
1 1 1 2
T T
( 7 . 6 1 )
<y 2 = p l im  = °2  +  Pl im  ^2X2Mi X2 ^2 '/,T 
a 2
( 7 . 6 2 )
A l s o ,
p l im  -  L1 2 ‘^a l , a 2  ^ = \  l o 8 
a 2 o 2 + p l im  ß^X^M1X2 ß2/T
( 7 . 6 3 )
so t h a t
9
36, p lim  T 2 a ~
-  - y  p l im  X^M1X2 ß2/T
12
(7 . 6 4 )
and
—y  p l im  ~  L1 2 (a 1 , a 2 ) = — y y ~ p l im  ß2X2M1X2 ß2 /T 
3a 2 a 2 2a 2a 12
( 7 . 6 5 )
Hence
I Oa 0 2 
Ö12
- p l i m  X^M1X2 ß2 /T
- y  p l im  32X2M1X2^2 /T 
2o2
( 7 . 6 6 )
F u r t h e r ,
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so that
Then
9 321
93- plim
fx’x j f x ' x j1 2 2 2
T\ / Tv J
-1
(7.67)
9321
9a.
(7.68)
9a21
98- 2 plim XjM2x ß /T (7.69)
9 o21
9a.
(7.70)
9a21
9a,
r fx.'X,] fx;x ' -i N
plim T
Z Z 
T 2 plim X | M  X  ß /T
0 1
(7.71)
plim TV (8 ) = Ot plima^ 2 1
fv » V 1 X2X2 (7.72)
plim TVf( (a^) = 2oJ + 4oJ plim B j X p ^ X ^ / T (7.73)
plim T Cov (3 a0) = 0 .a-^  2 2 (7.74)
plim TV (a0) a-^  2
a^ plim
fx^r1
T
0 4 L , 2 ,. ßiXlM2Xlßl2a^ + 4a^ plim ---- ^ --- - ■
(7.75)
Also
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plim TI-1
plim
f x p p - 1
Then plim TV (an) 2
plim
\ 0 2o^
'3a2l'
t
plim (TI-1) 
°1
’8a2l'
\ J 8a J
(7.76)
becomes
(X2X2]
-1
T X2 (I-M1>X2 fX2X2j
-1
-2 plim
fx-x21-1 X-(I-M1)M2X1ß1
T 1 T T T T
-
3’X1'M0(I-M1)X; fx^X2'
-2 plim T !  2 V 1/2
-1
4 plim ßixiM2MiM2xißi
(7.77)
Combining (7.77) and (7.66) into (7.54), we see that
Var (S (a.. )) = plim 1 1
1 °1
T 4 
ö12
f 32X2M1 (I_M2 >m i (I"M2 )M1X2 32 7T
- (3^X^M1X2ß2/T).ß’X’M1(I-M2)M1M2X1ß1/T
a2
+ i  (ß’X ^ lX2ß2/T)2ßiX-M2M1M2X1ß1/T 
• °2
(7.78)
The information criterion, normalised by its standard deviation, for 
discriminating between two linear Gaussian models in small samples is 
given by
V “i> log
( -2 ^ r ~ 2 •)
°12°2 T ,
” 2 loS- 2 '•l
'a2lJ a^ 21 + e121e 121y/'1 J
/Var (S (a,)) 1 1 4 (e212 ^ie2i)’Mi^e212 ^le21^
512
(7.79)
where
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~2 -2 2 2
1. °x* °2 are t i^e max -^mum livelihood estimates of o^, o^*
2. are the residuals found by regressing the predictors of the 
first equation on the second.
3. e are ike residuals found by regressing the predictors of the 
second equation on the first.
4- ° U  = °2 + eh e12/T 
S21 = °1 + e21e21/T
*
'2125. e"10 = (I-M0)M1X_30 is found by regressing the predictors of the2 1 2  2
second equation on the first, then regressing the residuals so obtained 
on the second equation. &212 are t i^e Predictors °f this equation.
6. W l W T 'e;2eX2/T
Once e2i2 ~ ^ 1621 ^as ^een determined, it is regressed on the first 
equation and the residuals summed in order to give the denominator in 
(7.79).
7. ei2 1 as l°und by regressing the predictors of the first equation 
on the second, then regressing the residuals so obtained on the first 
equation. ep21 are resaduals of this equation.
When the roles of the hypotheses are reversed, the information criterion 
for testing the null against the alternative is given by
-2
log
r -2 
°1
S2 ^ 2^ 12
2 log '21
[ö12 + e2l2C212/^/ T
/
(7.80)
a2 2 2 \ .4 (e12i ^2e12)'M2(e121 ^2e12)
°21
where
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1 . e2le2l/T
2. e ^ount* by regressing the predictors of the first equation
on the second, then regressing the residuals so obtained on the first 
equation. e191 are the predictors of this equation.
3. e212 ^ounc  ^ky regressing the predictors of the second equation
on the first, then regressing the residuals so obtained on the second 
equation. e2q2 are resahuals of this equation.
Each statistic (7.79) and (7.80) is tested against the critical value 
of a standard normal variate. The critical region is two-sided so that 
for a 5% level, the critical value used is ±1.96.
The apparent complexity of the statistic does not present com­
putational difficulties. Compared with the Cox test, two extra 
regressions are required in the joint determination of (7.79) and (7.80). 
The procedure for calculating the statistic under the null is as
follows:
1. Run the OLS regressions of y on and y on Extract
from these regressions
(i) the predictors of the first regression X^ß^
(ii) the predictors of the second regression ^2^2
(iii) the residuals e^ of the first regression and use these 
to form = e-je^ /T
(iv) the residuals &2 °f the second regression and use these 
- 2to form O2 = e^e^/T.
2. Run the OLS regressions of X^ß^ on X^ and ^2^2 °n 1^'
Extract
(i) the residuals e£ 2  °f the first regression and use these 
-2 ~2
to form Ö2 2  = °i e21e2l'^
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(ii) the residuals e.^ of the second regression and use these 
~2 2^
to form 0 ^ 2  = + e{2e]_2 ^ ‘ ^ so calculat:e
e12ei2/T
3. Run the OLS regressions of e2  ^ on and e ^  on X2 . Extract
from these regressions
(i) the residuals e12i of the first regression 
(ii) the predictors e2i2 second regression and use
these to form e211 ~ ^ie21‘
4. Run the OLS regression of e*12 " ^pe2i on Xp- Sum the residuals 
of this regression to give
^e212 “ ?le21) Ml(e212 “ ^le21) *
Evaluate ^1(al>
V Var S-. (a, ) 1 1
from (7.79)
7.5.2 Orthogonal Models
Of particular interest is the case when the regressors of the two 
competing models are orthogonal, that is X{x2 = 0. This is the 
situation for which the Cox test and information criterion were properly 
defined, since in this case the models are separate in the strict sense. 
Pesaran (1974, p.158) recognised that the Cox test is not defined in 
this situation. However the information criterion is defined and can 
be shown to be equivalent to the F test in the augmented model.
Consider the two orthogonal models
Hr  y = h h  + U1
H2: y X2P2 + u2 (7.81)
as in (7.51) with Xj^2 = 0  and the augmented model 
H3: y = Xl^ l + X2^ 2 + U3’ U3 ^ N(0,o2!) •
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From (7.79), the information criterion under reduces to
/f
2
log {1 e2X2X2B2//F 1
/T o +ß'X-Xß/T
32X2X2ß2/T
°2 + ß2X2X2e2/T L°2 + ß2X2X2e2/TJ
(7.82)
where the statistic has been written so that both numerator and
denominator are 0 (1).P
Using a Taylor series expansion, the numerator of (7.82) can be 
expressed as
1 B2X2X2e2//F
2 (o2 + ß"2X2X2ß2/T)
+
ß'X^2ß2/7T 1
°2 + ß2X2X2ß2/T
(7.83)
and hence the information criterion becomes in terms of 0^(1)
si(ai)
7
/t
2
Var (a,) 
°i 1
ß2X? 2 ß2/T
'l *5
fß2X2X2ß2
%
(7.84)
Now the F-test for the validity of from the augmented model
is given by
ß2X2X2ß2/K 2
-2Ö
(7.85)
where is the dimension of and ° Is the best estimate of the
~2 "2variance of H^. But under H^, a can be represented by a^, so that 
the F-test and information criterion are virtually equivalent. This 
confirms a statement of Cox (1961, p.121) which asserts that in linear 
normal models, the test based on ~ Is essentially equivalent
to the classical F-test. For, when X-j^ = 0 Cov^^o^) = 0» so that
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the information criterion which is the sum of the scaled deviations 
from the regression of _ a 2 \  on al - al reduces to a test
equivalent to « 2  - a 2 *^
7.5.3 Consistency
In linear normal models, the information criterion satisfies the 
necessary condition for consistency, namely
plim (oij ) < 0 .
This is easily seen since from (7.58),
plim S-^(a^) 
a2
T7 log
(o9+plim ß ’X'M1X2ß2/T+plim ß.^M-, M0M 1 Xnß9/T+plim ß’x ;M1 M?M 1 M9M 1 X9ß9/T)2 2 1 2 1 2 2' 2 2 1 2  12 1 2  2
(0 2 +plim ß^X^M1X2ß2/T)(a2+plim ß ^ M ^ ß ^ T + p l i m  ß2X2MlM2MlX2ß2/T)
(7.86)
\  log -
^ / r\ r\ O
fa2+a2Plimß^X^M1X ß2/T+02Plimß2X^M1M2M1X ß2/T+a2plim3^M1M2M1M2M1X2ß2/T
/ 9 o 9G2+a2Plimß’X^M1X2ß2/T+02plimß^X^M1M2M1X2ß2/T+ö2plimß^X^M1X2ß2/T+A
(7.87)
vhere
A = (plim ß’X'M1X2ß2/T)-(pllm ß^X^M1x 202/t + P Ü m  e2X2MlM 2MlX2B2/T) 
is positive.
Since plim $2X2M1X2^2^T plim (using the Cauchy-
Schwarz inequality) then plim S-^(a^) < 0.
7.5 . A Information Criterion and Artificial Nesting 
Davidson and Mackinnon (1979a) showed that the Cox test T-^(a) for 
ciscriminating between and H2 in (7.51) is asymptotically under
perfectly negatively correlated with the t-statistic for X in the 
jegression
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13: y = X1ß1 + XX2ß2 + u3 . (7.88)
This establishes the asymptotic equivalence under Hp of the Davidson- 
Mackinnon J-test and the Cox test, and provides the formal connection 
between the Cox test and artificial nesting procedures. In a similar 
fashion, the information criterion can be linked to artificial nesting 
procedures.
From (7.58) it is deduced that
A  S1(a1) /F log '°i + ßixiM2Xißi/T
/T |ö1 + 8{x{M2X1ß1/T+ 3{X|M2M1M2X1ß1/T]
+ -y log <----------2—  --------7-----------52 + ßp^MjX^/T
(7.89)
which is 0p(l)
/T log r, . (!i) y  los a  . 3
/r  2 /r
(7.90)
where
Bp = /r
O Q A A
f o2 -  a1 - ß|X[M2X gp/T
and
b 2 = /f
'äyß^X’Mj^ X ß2/T-a2-8’X|M2X ß /T-ß|Xpl2M1M2X1ß1/f
°2+e2X2MlX2e2/,T
(7.91)
Using a Taylor series expansion, it is found that /r Sp(a-^ ) can be 
expressed as
2 2
2B1 2B2+ --- - B0 ------ f . .
1 /f z yf
(7.92)
so that asymptotically, Zt Sp(ctp) is given by
B1 - B2 (7.93)
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Under : y = X ß + u^, a, NCO^^I)
B1 ^ —  3{X'M2M1u1/(ö^+ y  3’X’M2Xiei) 
/t
(7.94)
and
B2 ^ —  3{XjM2M1M2M1u1/(a^+Y ^iX{M2Xißi + f ßiXiM2MlM2Xl3l) (7*95)
vT
The information criterion is linked to artificial-nesting techniques 
by considering the regressions
and
1M1
y = X ß + AoX03
lX2ß2 (7.96)
2X2ß2 (7.97)
where X2ß2 are t*ie Predictors from the regression of y on X2 and 
X232 is found by regressing X2ß2 on X1 ’ t*ien t i^e predictors of 
this regression on X2 to give as predictors X^*.
In (7.96), the estimates of 3^  and ^  can derived from
(7.98)' * ' i
'x ix i X'y 1 ly2
-1 V I 'lxjy
x
=
J
1V. J ,y2Xl y2y2 J
where
y2 = X2ß2 = (I-M2)y .
Using a partitioned inversion, it is readily seen that
y ^ y  y'(I-M2)M1y
y2M ly2
y'(I-M2)M1(I-M2)y ’ (7.99)
Under H^, /f A^  is asymptotically distributed
/f A
- ^  ßiXiM2Mlal
i % i 7^Y 3’X’M2M1M2X131
(7.100)
In (7.97), the estimates of 3^ and A2 can be derived from
2 0 6 .
h ' Xi Xl X 'y*  1 l y2
-1
Xi y
X2\ y2 ' x i
' *
y 2 y 2 y2 y
w h e r e
y 2 = X2 ß2 = (I"M2) ( I - M i ) ( I -M2) y •
U s i n g  a p a r t i t i o n e d  i n v e r s i o n ,  i t  i s  s e e n  t h a t
X2
* »
y2 Mxy 
* » * 
y 2 Ml y 2
y ' ( I - i ^ M ^ l ^ M ^ y  
y ' ( I - M 2 ) M1M2M1M2M1T l r M2 ~)^ y ‘
U n d e r  , / F  X^ i s  a s y m p t o t i c a l l y  d i s t r i b u t e d
3jX|M 2M1M2M1u.
^  X2 ^  1
/ r
( 7 . 1 0 1 )
( 7 . 1 0 2 )
( 7 . 1 0 3 )
C o m p a r i s o n  o f  ( 7 . 9 4 )  a n d  ( 7 . 1 0 0 ) ,  ( 7 . 9 5 )  a n d  ( 7 . 1 0 3 )  s h o w s  t h a t  
a s y m p t o t i c a l l y  u n d e r  , / f  S ^ ( a ^ )  i s  d i s t r i b u t e d  i d e n t i c a l l y  t o
w h e r e
- a ^ / r  X  ^ + a.r^/T X2
T e l Xl M2Ml M2Xl 6 l
° i + t  ß i h M2xi ßi
T f5i Xi M2M1M2MlM2X1 h
Gl + Y ß i Xl M2Xl 3 l + T  3{X.[M2M1M2X1 3 1
( 7 . 1 0 4 )
( 7 . 1 0 5 )
I t  i s  n o t e d  t h a t  a 2  < a^ < 1 .
A s y m p t o t i c a l l y  u n d e r  11^, t h e  i n f o r m a t i o n  c r i t e r i o n  S j ( o t j ) ,  when 
e x p r e s s e d  t o  t h e  h i g h e s t  o r d e r  o f  p r o b a b i l i t y ,  i s  a  l i n e a r  c o m b i n a t i o n  
o f  t h e  e s t i m a t e s  o f  X^ a n d  X^ o b t a i n e d  f r o m  t h e  a r t i f i c i a l  n e s t i n g  
r e g r e s s i o n s  ( 7 . 9 5 )  a n d  ( 7 . 9 6 ) .  L i k e  t h e  Cox t e s t ,  t h e  i n f o r m a t i o n  
c r i t e r i o n  h a s  a f o r m a l  l i n k  w i t h  a r t i f i c i a l  n e s t i n g  t e c h n i q u e s .
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7.5.5 The Information Criterion and Residuals
The information criterion (7.79) for linear Gaussian models can 
be expressed in two further forms which emphasise the role of the
residuals. For the unstandardised criterion, these forms are
S i (cXf) log (l-R^)(1-R1R12 + Ri (1-R22>(1~R121
)]
and
s1(a1) log e2£2(eiei + ei2e12 + e12le121) 
(e2e2 e2le21  ^^ ^1^1 e12e12^
(7.106)
(7.107)
where
2(a) R 2^ is the coefficient of determination from the regression
which generates e ^  •
2(b) is the coefficient of determination from the regression
which generates e2i'
2
(c) Rp21 t l^e coefficient °f determination from the
regression which generates e ^ f
Trewin (1980) has shown that when there is only one independent
variable in each model and for equal coefficients of determination that
2 2 2 2 *
R12 = R21 anc* R121 = R212 case S^(a^) = 82(^2) • A
similar equality in the variances of S-^ (ot^ ) and 82(^2) ensures that 
the information test statistics are equal when the coefficients of 
determination are equal. Whether this property extends to the case of 
more than one independent variable is unclear. However this 
characteristic, which is shared by the Cox test, should not imply that 
the criteria are simply goodness of fit statistics which are scaling 
factors of the coefficient of determination. Each criterion focusses 
on the profile of the residuals rather than their sum of squares and 
in particular the correlation of the residuals of the two models is
important.
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The role of the residuals cannot be ascertained from analytical 
methods since these are too cumbersome. Rather, a number of simulation 
experiments based on the underlying framework of Pesaran (1974, p.160) 
were designed to assess the effect of outliers on the discrimination 
between two competing Gaussian models. The results are reported in 
Appendix D. Although the experiments are small and selective, it is 
clear that neither criterion gives effective attention to outliers.
The studies confirm that the Cox test has a propensity to accept bad 
models too often as in the case where the outliers of both models are 
large. The information criterion seems to perform better in this 
situation in accepting the two hypotheses less readily. When one model 
has outliers of considerably less magnitude than the other, neither 
criterion performs satisfactorily and their performance is very sensitive 
to the magnitude of the outliers. When both models have a general mis-
specification, the Cox test tends to reject both more readily.
The selectivity of the results in Appendix D makes any conclusion 
of limited value. There can be no doubt, however, that neither criterion 
gives more reasonable results. In particular, both criteria have the 
weakness of accepting badly specified models too readily.
7.5.6 Approach to Normality, Significance Levels and Power of
the Information Criterion
The approach to normality, significance levels and power were
investigated for the experiment of Pesaran (1974, p.160).
A true model of the form
H : yt = 100 + 2xt + u t = 1,...,T (7.108)
was assumed where
(a) xt, vfc % N (0,1)
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(c) u ^ N(0,4(1-R2)/R2) . 
The two models
Hi yt = <*u  + a12xt + u
V yt = a21 + a22zt + u
It
2t
compete to represent the true relation.
For each
S.(a )
............, i = 1,2, the mean y ^
VVar S (a.) a . i i l
and the second, third and fourth moments about the mean ^3i
and y^. are established. It is expected that yj^ should approach 
zero and the variance ^2  ^ should approach one. Additionally, 
functions of the third and fourth moments which are one-directional 
tests for normality are calculated, namely
-  /Yli M3i',J2i
T2i = viilv2i - 3 • (7-109)
Under normality, y and should be close to zero. The correlation
between
S^ (a^ )
S1(a1)
and S2^a2^
Var S0(a~) a„ 2 2
12’ is also tabulated.
y|i» Ipp’ ^2i anc ^ ^12 are ta^u-*-atec  ^ f°r t i^e information criterion
2 2and Cox test for samples of size 20, 60 and 100, R = 0.8 and r = 0.9. 
500 replications at each stage were performed.
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TABLE 7.1.
APPROACH TO NORMALITY OF THE INFORMATION 
CRITERION AND COX TEST
Mi y21 Yn Y21 yl2 y22 y21 Y22 P12
20 IC -0.25 0.72 1.00 0.65 -1.17 0.17 1.10 1.53 -0.82
Cox -0.52 1.02 -0.29 0.06 -2.11 1.27 -0.29 -0.41 -0.86
60 IC -0.13 0.92 0.56 0.40 -2.47 0.07 0.94 1.31 -0.90
Cox -0.29 1.07 -0.31 -0.10 -5.04 1.57 -0.14 -0.13 -0.85
100 IC 0.08 0.94 0.29 0.16 -3.32 0.05 0.93 1.69 -0.94
Cox -0.03 0.98 -0.48 0.64 -7.08 1.53 -0.11 0.17 -0.84
IC represents the information criterion.
These results show that the approach to normality of the information 
criterion and Cox test is quite comparable. The information criterion 
is considerably less biased than the Cox test. The variances of the 
two statistics are comparable, for T >_ 60. However, the higher moments 
of the Cox test are considerable smaller in small samples although both 
tests exhibit a slow approach to normality. This is confirmed by the 
application of the Lagrange Multiplier test for normality (Jarque and 
Bera (1980)). The test statistic for this test is given by
N = 500(y2_./6 + Y2i/24) (7.110)
2which is tested against the critical value of a y random variable
with two degrees of freedom. Neither the Cox test nor information
criterion is accepted as being normally distributed, except when
T = 60, 100 for the Cox test defined under (T£)•
The power and significance levels of the two tests were determined
2for the same experiment but over a wider range of R and r . The 
power is defined to be the probability of accepting H-^ alone while 
the level of significance is the probability of rejecting H^. For 
R2 = 0.5, 0.7, 0.9, rxz = 0.5, 0.7, 0.9, and T = 20, 100(20), the
Sigr, iEicance levels are shown in brackets.
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results are summarised in Table 7.2. In large samples, the significance 
levels of the two statistics are comparable, but in small samples while 
the Cox test severely overstates the nominal level, the information 
criterion understates the level, but not to the same degree. The 
negligible power of the information criterion in small samples is due 
to the dual acceptance of the models. In large samples, the information 
criterion tends to be marginally more powerful than the Cox test. 
Correcting the nominal significance level so that the sizes of the two 
tests were approximately equal showed that the power of the Cox test 
was still greater in small samples. Thus, the Cox test is obviously 
more powerful in small samples and the information criterion more power­
ful asymptotically. The information criterion appears to reach a closer 
accord with the prescribed significance levels throughout.
7.6 Overview
This chapter has provided some extensions to the theory of informa­
tion in econometrics. Some suggestions were made as to the development 
of nested criteria based on entropy, but the most specific contribution 
was the derivation of an information criterion for separate models. In 
comparison with the Cox test, it can be concluded that the information 
criterion has stronger intuitive appeal but no decided advantage in 
statistical terms (power, significance levels, outliers, adherence to the 
nominal distribution). Of some importance is whether the information 
criterion can be extended to multiple model comparisons.
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C h a p t e r  8
New Directions in Model Selection
" *I too am a Seeker*3 said Kim3 using one of 
the lama’s pet words. ’Though* - he forgot his 
Northern dress for the moment - ’though Allah 
alone knoweth what I seek'."
Kim, Rudyard Kipling.
8.1 Introduction
In presenting a unified approach to model selection, the aim of 
this thesis was to establish a framework in which new directions in 
model selection could be foreshadowed. This chapter reviews the 
structure of model selection ensconced in preceding chapters with 
emphasis on the dual themes of criteria evaluation and criteria 
derivation. The second part of the chapter canvasses possible devel­
opments in the theory of econometric model selection which emerge as 
corollaries of the thesis.
8.2 Review
Model selection was defined to be the specific problem of choosing 
between alternative functional representations of an economic relation. 
It was seen to be a component of the overall process of model evalua­
tion, the two processes sharing the common aims of:
L. Discriminating between the competing models.
2. Establishing a preference ordering among the models and 
the determination of a pseudo-true model.
3. Eliciting as much information as possible about the true
or pseudo-true model.
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Most problems in model selection become the domain of one or more 
model selection criteria. These criteria, numbering forty or so, have 
evolved from four methods of inductive inference - likelihood, entropy, 
Bayes and prediction - and two mechanical procedures - dimensional and 
distributional embeddings. The criteria were classified into three 
main groups according to the types of problems for which they were 
designed:
1. Nested criteria which discriminate between nested models.
2. Absolute criteria which discriminate between models whose error 
distributions and dependent variables are the same. The absolute 
criteria further subdivide into dimensional, cross-validatory and 
experimental design criteria.
3. Separate criteria for discriminating between separate models.
These criteria, which vary in their applicability, consist of distribu­
tional, artificially-nested and transformational types of criteria. 
Certain linkages between the criteria were emphasised in Chapter 2, 
principally the associations between
(a) the prediction criteria of Mallows C^ and Amemiya PC, the 
cross-validatory criteria and the experimental design 
criteria.
(b) the artificial-nesting criteria and the distributional 
criterion of Cox.
(c) the artificial-nesting criteria and the transformational 
criteria of Ramsey and Andrews.
It has become apparent that many existing criteria are but 
specialisations of other criteria, indicating the possibility of several 
benchmark criteria from which others are derivative. For example, the 
following approaches for deriving dimensional absolute criteria are
seen as central:
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1. Deaton (Likelihood)
2. Chow (Entropy)
3. Chow (Bayesian)
4. Geweke (Time-Series)
5. Mallows (Prediction)
Several new model selection criteria were proposed in the ensuing 
chapters. In Chapter 3, a dimensional absolute criterion was developed 
which asymptotically subsumes most of the existing criteria as special 
cases. The criterion, = y'ILy/(T-g(T)K^), was instituted to attain 
stronger compatibility with the classical F statistic. The function 
g(T) which defines Cr^  elicited an appealing interpretation in terms 
of the ratio of the sample size to the total number of variables under 
consideration. This interpretation was strengthened by the evidence 
of Chapters 3 and 4, which points to the anomalous behaviour of some 
of the existing criteria when model sizes are large relative to the 
sample size.
In Chapter 7, a distributional criterion for separate models was 
advocated using an entropy approach. This represented a fulfilment 
of the desire to apply all the methods of inductive inference to all 
model selection problems.
The information criterion so determined has a firm basis through its 
association with the directed and non-directional measures of divergence 
in information theory. Its performance is essentially comparable to 
that of the Cox test, though somewhat disappointing in small samples.
In a similar fashion, certain nested criteria based on enLropy were, 
presaged in section 7.3. Obviously, this is an area of future research.
Finally, the binary Cox test was extended for the purpose of 
multiple comparisons in Chapter 5. This represented something of a 
threshold, since multiple model comparisons between separate models have
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traditionally been restricted to artificial-nesting criteria and certain 
types of transformational criteria. The link between the multiple Cox 
test and artificial-nesting criteria was emphasised.
All three contributions, the absolute criterion C^, the information 
criterion and the multiple Cox test, fulfill an objective to attain a 
generality in the theory of model selection, though it is nowhere 
presumed that the resulting criteria will be necessarily superior.
The second theme of the thesis was to summarise the various 
procedures by which model selection criteria can be evaluated. Of 
particular interest were
1. compatibility of model selection criteria when jointly 
applied.
2. Parsimony of criteria and their adherence to certain 
principles of parsimony.
3. Statistical properties and the interpretative ability of 
criteria.
It was found that no absolute criteria are completely compatible 
with the classical F criterion, but that through modifications to 
the significance levels of the overall selection procedure or through 
more circumspect use of the criteria, the effect of criteria conflicts 
can be mitigated.
Most of the dimensional absolute criteria exhibit non-parsimonious 
behaviour when models are augmented, tending to give stronger preference 
to the augmentation of larger models. Three exceptions to this rule 
are Parzen CAT, Chow-Sawa B1C and the new criterion C2* An explicit 
definition of parsimony was derived in Chapter 4 and using this defini­
tion, the relative dimension biases of the dimensional absolute criteria
were calculated.
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In Chapter 6, the statistical properties of various criteria were 
reviewed. Two theoretical approaches for deriving the power of the 
criteria were examined, one pertaining to absolute criteria and the 
other for separate criteria. Adherence to the nominal distribution was 
surveyed and finally the information content of the criteria illustrated 
by reference to the Cox test.
The two principal points to emerge from this examination of model 
selection are:
1. The strong similarities and interactions of many of the 
criteria, implying that the proliferation of model selection 
criteria is of limited value.
2. The lack of absoluteness of the model selection process.
If there are shortcomings in the analysis, they relate to the failure 
to specifically point to situations in which certain criteria are 
clearly superior, but such an exercise is beyond the scope of the 
original plan of this thesis. In the remaining section, new directions 
in model selection based on the structure presented will be outlined.
8.3 Where to Now?
The preceding analysis suggests a number of areas in which future 
research into econometric modelling can be undertaken:
1. Multiple modelling for example an extension of the information 
criterion and the other separate criteria to multiple 
comparisons.
2. Applying all the methods of inductive inference to each type 
of model discrimination problem; as an illustration, the 
Bayesian and predictive approaches can be used to develop
separate criteria.
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3. The amalgamation of absolute and separate criteria, that is, 
combining dimensional and distributional embeddings.
Only the last of these shall be elaborated since it has been mooted in 
earlier chapters. The objective of this proposal is to formulate a 
criterion which suitably penalises complexity and discriminates between 
separate distributions. This can be achieved by first normalising the 
dimension spaces of the competing models and then considering a 
distributional embedding of the type proposed in the formulation of 
the separate criteria.
Two approaches are amenable to this framework, namely the Chow 
procedure for developing a general absolute criterion based on entropy 
and the Lagrange Multiplier method. For the Chow procedure, we expect 
that the information lost from projecting the embedded distribution in 
the true complex space onto a component distribution in a subspace is 
the sum of
1. the information lost in projecting the embedded distribution 
onto the component distribution within the complex space.
2. The information lost in projecting the component distribution 
with true parameters onto the component distribution with 
pseudo-true parameters (within the subspace).
3. The information lost in estimating the pseudo-true parameters 
within a subspace for the given component distribution.
Thus, the implicit assumption is that dimensional and distributional 
embeddings will be orthogonal. This proposal, while still embryonic, 
would appear to merit strong consideration for future research into
model selection.
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8.4 Cone1usion
The many and varied approaches to econometric model selection 
have been unified in this thesis under the theme of criteria derivation 
and evaluation. It is to be hoped that the structure which has 
emerged will induce further contributions to this fundamental field 
of econometrics.
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Footnotes
Chapter 2
.. 1c . _lc
1 A random v a r i a b l e  x i s  0 (n ) i f  n x i s  bounded
P
2 R e s u l t s  due  t o  Kupperman (.1956) p e r t a i n i n g  t o  s p e c i f i c  
n e s t e d  m o d e l s  a r e  d i s c u s s e d  i n  s e c t i o n  7 . 3 .
i n  p r o b a b i l i t y ,  
t y p e s  o f
Chapter 3
1 Amemiya ( 1 9 8 0 ,  p . 3 4 4 )  h a s  shown a c o n n e c t i o n  b e t w e e n  M al lows  C and
A k a ik e  A IC . P
2 Geweke (1 9 7 9 ,  p . 2 0 )  a s s u m e s  t h a t  l i m  K = 00 and l i m  K/T = 0,
T T
i n f e r r i n g  t h a t  K i s  0 (T  ) w h e r e  0 < k < 1 .
Chapter 4
1 C2 i s  s e t  e q u a l  t o  2 ,  s i n c e  t h i s  g i v e s  a s y m p t o t i c  e q u i v a l e n c e  to  
a w id e  r a n g e  o f  c r i t e r i a ,  among them A k a i k e  AIC.
Chapter 5
1 D a v id s o n  and Mac k in non  (1 9 7 9 a )  p o i n t  o u t  t h a t  P e s a r a n  and D e a t o n ' s  
e s t i m a t e s  w e r e  d e r i v e d  f rom d a t a  w h i c h  i n v o l v e d  an  e x t r a  s i g n i f i c a n t  
d i g i t ,  and t h i s  p r o b a b l y  e x p l a i n s  t h e  d i s c r e p a n c i e s .
o
The a u t h o r  h a s  d e r i v e d  an e x a c t  p r o c e d u r e  f o r  c a l c u l a t i n g  t h e  
m u l t i p l e  Cox t e s t  u n d e r  f i r s t  o r d e r  a u t o c o r r e l a t i o n ,  b u t  t h i s  
p r o c e d u r e  i s  n o t  r e p o r t e d .
Chapter 7
1 K u l l b a c k  and L e i b l e r  d e f i n e  t h e  d i r e c t e d  d i v e r g e n c e  i n  t e r m s  o f  
I ^ ( l : 2 ) ,  b u t  c l e a r l y  I a ( l : 2 )  and 1 ^ ( 2 : ! )  ca n  b e  r e g a r d e d  a s
d i r e c t e d  d i v e r g e n c e s .
T h e s e  r e g u l a r i t y  c o n d i t i o n s  a r e
( a )  f ( y , a )  h a s  c o n t i n u o u s  f i r s t -  and s e c o n d - o r d e r  p a r t i a l  
d e r i v a t i v e s  w i t h  r e s p e c t  t o  a .
( b ) 3 f ( y » a )d a . dy
f o r  a = ( a ^ )
i = l , K
P1 2 f
9ou9ou
<•> V> ■ I il°s>'ly"1> «>..>«>
a r e  f i n i t e  f o r  a l l  a .
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Al.
Ap p e n d i x  A
Consider an absolute criterion of the form y ’Myf(K,T) defined 
for a model with residual sum of squares matrix M and dimension K. 
f is assumed to be a positive function, monotonically increasing 
in K, and satisfying the following properties.
1. f is analytic in closed intervals of K so that for all
f can be represented as a convergent power series 
f(K,T)
” (K-K )
E f ( } (K ,T) ----j2-o* m!m=o
(A. 1)
for all K G  [K'\ K'c ] , where f ^ ( K , T )  is the m-th partial derivative A B
with respect to the first argument K.
2 . T f ^  (K, T ) f (K,T) converges uniformly for all m > 1 and for
K S [K*,K*] as T -+ “ . (A.2)
These assumptions are met by all the absolute criteria of the form 
y 'My f (K, T) in Table 2.2.
LEMMA 1: Suppose g,j,(K) is a sequence of functions differentiable on
dgT (K)
-^KA ,KB^’ If — dK—  converges uniformly on [Ka >k b I> then gT (K) 
converges uniformly on [K^,Kg] to a function g (K) and
. =dK limT-Ko
dgT
~dK
for K. < K < K . A —  —  B
PROOF*. Rudin (1964 , p.140).
A2 .
LEMMA 2 Iflim
T-xo
K £  I ' M . then
k e [k*,k*b].
f (1)(K,T) 
f (K,T) c where c
lim T
T-xo
f ( K , T ) = 
f(K,T) 0 for
is a constant for all
all m > 2 and all
PROOF: (by induction)
For m = 2, it must be shown that lim T
T-Xo
f ^  (K,T) 
f(K,T) 0. Using
assumption (A.2) and Lemma 1, we find
lim
T-xo
9 ' f (1)(K,T)l 9_ -- lira T f < 1 ) (K T)
9K L f(K,T) J 9K T-w ^ K . T ) 0.
But
lim
T-xo
_9_
9K
T f (1 ) (K,T)
f(K,I) limT-Xo
T f (2)(K,T) 
f(K,T)
^  (K,T)~ 
f(K,I)
2
0 .
Hence lim T
T-xo
f ^  (K,T) 
f(K,T) lim TT-xo
f ^  (K,T) 
f (K,T) = 0 since
f ^  (K,T) 
f(K,T) is
0 (T implies f(K,T) is 0(T 2).
Suppose the proposition is true for m = n. Then
lim T
T-xo
f ^  (K,T) 
f(K,T) 0 .
Using Lemma 1 and assumption (A.2), it is found that
lim
T-xo
9 f (n)(K,T) 9 , . „ f (n)(K,T)M m  ---;--- :--9K L f(K,T) J 9K i“  f(K,T) = 0 .
But
1 i m
T-Xo
_9_
9K
■r f (n) (K,T)~ 
f(K,T) liraT-xo
T 1 <-n+1) (K,T) f(K,T)
T f (n)(K,T) . fl1! » , t ) 
f(K,T) f(K,T)
Hence
lim
T-xo
T f (n+1)(K,T) 
f(K,T) lim TT-xo
f (n) (K,T) 
f(K,T)
f (1)(K,T) = 
f (K,T) 0
0 andsince lim T
T-x»
f ^  (K,T) = 
f(K,T)
f (1) (K,T) 
' f(K,T) is 0 (T 1). Hence, for
all m 2 and for all K E [K*,Kg]
lim T
T-x»
f ^  (K,T) 
f(K,T) 0 .
THEOREM: For discriminating between the two partially nested models
and in (3.1), any criterion of the form y'Myf(K,T), f
satisfying the assumptions (A.l) and (A.2), will generate an asymptotic 
preference for as
K2 (F*-r(K2)) < Kjtrtrt^)) (A.3)
where r (K) = c + ~  ; c, c^ are constants and the remainder of the 
notation is as in the text.
PROOF: For the criterion y ’Myf(K,T), is preferred to in small
samples iff
f (K+K T)
k2f2 < Kih fiKw« ^ y  + (T_V Kr K2)
f(Kw+K2 ,T)
f(W T)
1 (A.4)
This corresponds to equation (3.3) in the text.
Suppose £= an<^  are Then for this expression
to reduce to (A.3) in large samples, we require
f (I^+K T)
(a) lini f (K^+K^, T) = 1 f°r a U  S i (A,5)
(b) lim (T-Kw-Kx-K2)
T-x»
= r(K2).K2 - rOcp.iq . (A. 6)
f(Kw+K2,T)
f(VKr T)
- 1 lim T 
T-x»
f(V K2’T)
f(KW+K1 ’T)
- 1
It is now shown that for (A.5) and (A.6) to hold requires r (K) to be
A4.
of the form r(K) = c + Let
Then
ST <'KW')
d§T(V
dKw
‘fV K2>T)
f(KW+Kl*T)
- 1
f (1)(Kw+K2,T) f (1)(K;+K1>T)
f(Kw+K2 ,T) f W T)
f( V K2’T) 
f( V Ki-T) '
Let KMIN min (Kj ,K2), = maxC^,^) and
"A ~A
r *
"b "B
k; ■ K- + km i n 
k: - K- + "m a x
* „ *Then K^+K^, K^+K^ E [K^,K ], and within this interval, the analyticity 
and monotonicity of f and the fact that it is positive ensure that 
for
Mx (T)
f(K*,T) 
f(K*,T)
M2 (T)
f(Kg,T)
f(K*,T)
then
f 14 kw+K2,T) f <‘1) (K..+K, ,T)
f(Kw+K2,T)
__W 1
f(k^+K T) M1(T)
< T f(1)(KH+K2’T) f(1)(K1J+K1)T) f( V K2’T)
£( y K2>T) “ £<w t) f< v v T)
< T
f (1)(Kw+K2>T) £ (1)(KW+K1;T)
f< y K2>T> ” f f y y 1) M2 (T)
for ali Kw e [KA ,KB], 
But by assumption (A.2)
T f(1)(K,T)
f(K,T) h(K)
uniformly for K E [K^,K“] where h is any function of K.
Hence
A5 .
f ( 1 ) (kw+ k2 , t )
f O y - K ^ T )  h (KW+K2 }
uniformly for Ky+K2 G [K^.K*], that is for G [KA+KMIN“K2»Kb+KmAX_K2^
and
a n ( V Ki’T) 
fV Ki’T) < W
* _ *
uniformly for e [K^»Kß], that is for ^  £ [KA+KMXN_K1 ’ V V x " Kl1
Then
f(1)(K+K T) f (1) (K+K, ,T)
w "
h V V  - h(V K1>
uniformly for ^ 6 [ V W V V W V  n
“  t KA’ KB] •
By (A.5), lim M (T) = lim M0 (T) = 1, and M M0 are not functions of K.T, 
T-x» 1 T-x» 1 1
Hence
f (1)(Kw+K2,T) f (1)(Kw+K1,T)
£ ( V k2’t1 f( V Kr T) *1 (T) - ^ ( W  -
uniformly for G [K^,Kß] and
f(1)(Kw+K2,T) f (1)(Kw+K1,T)
f ( V K2’T) " fW T)
m 2 (T) hW  - h < W
uniformly for K £= [K.tK„l.
Hence, l o r  ni I e > 0 ,  3 T ( i nd opend on L o f  K,,) s u c h  t h a t  f o r  all T > To W o
- e  < T
rf (1) (Ky+^.T) f (1)(KW+K1,T)
E < W T) f^ V Ki>T)
Mx (T ) - [h (Kw+K2 ) - h (K^ +K-^  ) ]
< T rf(1)( V K2’T) f(1)(V Ki>T)’
f ( V K2’T) f(V Kr T)
f( V K2>T)F(V K VT') - th( W - hW J
A6 .
< T
< £
'fÜ ) (X,+K,,T) f(1)(Kw+Ki>T)’
f (V Ki,T)
I2 (T) - [h(Kw+K2) -h(Kw+K1)]
for all G [K^,Kg], so that
r r 0 )f'-(Kw+K2>T) r(1)(Kw+Ki,T)'
f ( V K2’T) £<KW+K1>T)
fV K2>T)
f(W T)
is uniformly convergent in for all G [K^,K^].
By Lemma 1, g^ , (K^) converges uniformly to a function g(K^) for all 
G [KA ,Kg], But from (A.6), g (K^) = r (I^) .I^-r (K ) .K which is
constant with respect to KT
From Lemma 1,
dgT
lim TiTT-x» dKW
_dg_
dKW
From the above
dgT
lim n rT-M» dKW
h(Kw+K2) - hCKy+Kp
so that h (K^+K^) = h(K^+K^) for all G [K^,K^]. That is,
f (1)(KW+K1 ,T) f (1)(Kw+K2,T)
lim T — rr-— — — — ;—  = lim T
T-*. fV Kl’T) " T -  f( V K2’T)
for all G [K ,Kg] and fixed. This means
(1)T i-
T-hw
i • t f (K,T) = „ 
lim T f (K,T)
/V ^a constant for all K G [K. ,K ].A B
Using Lemma 2, we then know that
, . T f(m)(K,T) =
£(K,T) °
A7.
for all m > 2 and all K E [K ,K ].—  A d
Using assumption (A.l), expanding f(K^+K2,T) about f(K^fK T) we 
find
gT^ SP
f(Kw+K T) + E 
m=l
(m)f vu,^ (Kw+Ki ,T)(K2-K1) /m!
f(Kw+Ki,T)
- 1
for all E [KA>Kß]
(m)
E
m=l f (K^ t-K ,T)m!
Then lim gT (K^) = c(K -Kp for all Kw £ [K^Kg]
T-x»
= r(K2).K2 - r ^ ) . ^
so that
[r(K2)-c].K2 = [ r (K^)-c ] .
This applies for whatever , K2 we choose. Hence [r(K)-c].K = c^, 
where c^ is a constant. This implies
C1r (K) = c + —  •
COROLLARY 1: Criteria of the form y ’Myf(K,T), satisfying (A.l) and
(A.2) above, must conflict with the classical criterion.
PROOF: The theorem states that the asymptotic preference for over
H2 in (3.1) for the criterion y ’Myf(K,T) can be represented as
, C-. ^
1* -  C -  —2 K2
I X-* 1
< ‘, ;"  k .
which reduces to
K2 (F2 - c) < KX (F* - c) . (A. 7)
Since the critical values of the F distribution for a given level of
A8.
significance are non-constant functions of the size of the model, we 
know that there must eventuate conflict between this type of absolute 
criterion and nested/artificially-nested criteria.
COROLLARY 2: Criteria of the form y'Myf(K,T) always connote a
pre-test interpretation.
PROOF: This follows immediately from (A.7).
Bl
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 SAMPLE PROBABILITY OF AUGMENTATION WHEN THE LARGER MODEL IS TRUE
(30,K,j) 
is tabulated for each criterion for K=2,4,6; j=l,6,10 
Non-centrality parameter X, 
is equal to j
B 3 .
TABLE B . 3 .
SM ALL SAM PLE P R O B A B IL IT Y  OF AUGM ENTATION WHEN THE TRUE MODEL I S  UNKNOWN
a ( 3 0 , K , j )  i s  t a b u l a t e d  f o r  each  c r i t e r i o n  f o r  K= 2 ,4 ,6 ;  j = l , 6 , 1 0  
N o n - c e n t r a l i t y  p a r a m e t e r s  A ^= j , Ao= 0 . 5 ( T - K - j ) ,  l . O ( T - K - j )
CRITERION X2
K = 2
<3-II
iZ K = 6
j  = 1 j  = 6 j  = 10 j  = 1 j  = 6 j  = i o j  = 1 j  = 6 j  = 10
1 . T h e i l  R2 0 .5 .4304 .6490 .7007 .4309 .6490 .6994 .4315 .6491 .6978
1 .0 .5 .5 .5 .5 .5 .5 .5 .5 .5
2. Deaton  (a=2) 0 . 5 .2409 .1491 .0916 .2413 .1490 .0913 .2418 .1490 .0912
1 .0 .1660 .0505 .0227 .1665 .0514 .0238 .1670 .0525 .0251
3. Geweke BEC 0 .5 .1177 .0353 .0286 .1187 .0386 .0338 .1199 .0426 .0407
1 . 0 .0645 .0069 .004 8 .0654 .0081 .0064 .0664 .0096 .0088
4. Hannan and Quinn (c=2) 0 .5 .0586 .0016 .0004 .0709 .0036 .0012 .0857 .0078 .0039
1 .0 .0257 .0001 .0000 .0331 .0004 .0001 .0426 .0011 .0005
5. Akaike  AIC 0 .5 .2649 .2687 .3019 .2864 .3312 .3938 .3098 .4028 .4989
1 . 0 .1881 .1182 .1248 .2084 .1630 .1914 .2310 .2210 .2825
6. Chow-Sawa BIC 0 . 5 .2256 .1788 .1916 .2037 .1552 .1827 .1772 .1340 .1805
1 .0 .1523 .0654 .0640 .1332 .0544 .0620 .1110 .0453 .0636
7. P a rz e n  CAT 0 . 5 .2357 .0808 .0071 .2358 .0748 .0039 .2358 .0678 .0014
1 .0 .1614 .0214 .0008 .1615 .0198 .0004 .1616 .0178 .0002
8. Sawa 0 .5 .3514 .2122 .1903 .2668 .2445 .2248 .2810 .2753 .2571
1 .0 .1756 .0837 .0634 . 1899 .1043 .0833 .2033 .1259 .1048
9. Schwarz 0 .5 .1277 .0285 .0171 .1456 .0464 .0350 .1661 .0741 .0687
1 . 0 .0719 .0052 .0025 .0856 .0104 .0067 .1019 .0202 .0173
10. Mal lows C 0 .5 .2457 .2106 .2011 .2466 .2154 .2102 .2475 .2212 .2212
P 1 .0 .1704 .0828 .0686 .1712 .0869 .0756 .1722 .0918 .0846
11. Amemiya PC 0 . 5 .2630 .2460 .2394 .2801 .2859 .2868 .2964 .3255 .3344
1 . 0 .1863 .1039 .0884 .2024 .1311 .1188 .2180 .1608 .1537
12. C9 g(T)=2 0 . 5 .2262 .0688 .0053 .2157 .0527 .0020 .2042 .0381 .0005
1 . 0 .1528 .0172 .0006 .1436 .0123 .0002 .1337 .0083 .0000
B4.
The probability is not defined for when T = 30, K = 6, j = 10
since then the total number of variables in is greater than T/2.
OFor R , the probability of augmentation is 1.
ASYMPTOTIC PROBABILITY OF AUGMENTATION WHEN THE 
SMALLER MODEL IS TRUE
ax(j) is tabulated for each criterion for j=l,6,10.
CRITERION j = 1 j = 6 j = 10
1. Theil R1 2 .3173 .4232 .4405
2. Akaike AIC and
asymptotic equivalents .1573 .0620 .0293
3. Geweke BEC and Schwarz 0 . 0 . 0 .
4. Hannan and Quinn 0 . 0 . 0 .
2For R , the probability of augmentation is 1. The asymptotic 
equivalents of Akaike are Deaton (a=2), Chow-Sawa BIC, Parzen CAT, 
Sawa, Mallows C^, Amemiya PC, C2(g(T)=2).
THEOREM: The risk indifference choices of A* and A* in Table 4.1
induce an indifference in probability for T sufficiently large.
PROOF: For the competing models (4.24) and true model (4.25), it is
known that
1. y'M^y/a is distributed as a non-central x with degrees of
freedom T-K and non-centrality parameter
2 .
B5.
X2 = 3fX' ( I - X 12(X|9X]2)_1X|2)Xß, written
y'M1y ^ (j2Xx-K('^ 2^  (B.l)
2 2y ’M2y - y M^y % Q (*-,_)
where
Xx = 3,X,X1(X^ X1)"1X|X3 . (B. 2)
2 23. y’M-^ y/a and (y’M9y - y'M y)/o are independent. (B.3)
Johnson and Kotz (1970, 28.8) show the existence of a direct normal
2approximation for non-central x random variables. Specifically,
if Z ^ x2 (X),
Z - (v+X) 
/2(v+2x)
N (0,1) . (B.4)
This approximation is good when /2(v+2x) is large. Then, using (B.4) 
we know that
y'M y - (T-K+X9)
Z = — --- - ■ ^ N (0,1) (B. 5)
a /2(T-K+2X )
y'M?y - y'M,y - (j+X1)
Z = ------ -----------------  * N (0,1) . (B.6)
GZ/2(j+2X"1)_
Now for a criterion of the form y'ikyf (K ,T) , suppose that the 
non-centrality parameters X^ and are chosen to satisfy the risk
indifference equations of Table 4.1. Then, the probability that 
is chosen is given by
Priy'M^y f (K,T) - y ’M ^  f (K-j ,T) < 0}
Pr{y'Miy - l] - (y'M2y-y'Miy) < 0}
Pr
[(y'M1y-(T-K+A2)) f(K,T) ] (y'M y-y'Miy-(j+X ))
l °2 U(K-j,T) J 2 <  °0 J
(B.7)
B6.
since A^+j = (A2+T-K) 1 from (4.15). Hence using (B.5)
and (B.6), the probability of choosing is given by
Pr(Z1 - cZ2 < 0}
where
G  + 2AX
(B.8)c =
For the choice of A^ and A2 in (4.26),
and
/2(j+2A1) is 0((£n T)^)
justifying the use of the approximations (B.5) and (B.6).
Since Z^ and Z2 are approximately N(0,1) for T large enough,
Hence Pr{Z^ - cZ^ < 0} ^  0.5 by the symmetry of the normal distribu­
tion .
For criteria not of the form y'M^yf(K T), it is possible to show a 
similar probability indifference, although analytically it is intract­
able for Chow-Sawa BIC and Parzen CAT.
In the case of Mallows C , the probability that H^ is chosen is
2
Z^ - cZ2 ^ N(0,l+c ) because Z^ and Z^ are independent.
Pr{Z^ - c^Z2 < 0}
where
y'Mjy - (T-K)
g2/2(T-K)
y'M2y - y'Mjy - 2j
(B. 9)
B7.
As before, the standard deviations /6j and /2(T-K) are sufficiently
large to validate the direct normal approximation. For T large
analysis confirms the result for the other criteria, in the case of 
Chow-Sawa BIC and Parzen CAT it demands practical simulations.
Criteria Biases
The biases are calculated for T = 30, K-j = 2,4,6 and j = 1,6,10 
in (4.24). The biases toward the larger model are presented relative 
to Akaike AIC, so that in each case the models are equiprobable for 
Akaike AIC. Since Hannan and Quinn (c=2) is the most parsimonious 
criterion for this sample size, the non-centrality parameters used are
enough, Z^ - c1z2 ^ N(0,l+c^) and PrlZ^ - c . ^  < 0} %  0.5. Further
and ,4j &n &n T ( T
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BIASES
Cl.
Ap p e n d i x  C
The powers of various absolute criteria are investigated using 
the theoretical approach of Schmidt (1973) and Ebbeler (1975). Consider 
the discrimination of the two competing models
where it is assumed that is true. For given sets X-^  and ,
the values shown in Table C.l represent the probabilities that H-^  
is chosen and hence the powers of the given criteria.
Three groups of competing models are considered
(1) omitted variables
(2) wrong variables
(3) irrelevant variables.
2The sample size in each case is set at 25 and is assumed to be 1.
As indicated in the text, various examples of heteroscedasticity and 
autocorrelation were considered, but these did not produce significant
h2 : y = x2ß2 + u2 (c.l)
relative changes in the powers of the criteria.
The three groups of competing models are classified as cases of: 
(1) 
omitted variables.
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A p p e n d i x  D
A number of simulations were undertaken to examine the effect 
of outliers on the evaluation of linear Gaussian models by the Cox 
test and the information criterion. All experiments are based on the 
underlying experiment of Pesaran (1974, p.160). The following outcomes 
were primarily observed for the Cox test and information criterion.
Two additional outcomes were observed for the information criterion, 
but their incidence is so small that they are generally not reported. 
The outcomes are represented for the Cox test.
(I) Significant negative values of T^(a) and T^(3)•
(II) Significant negative value of T^(a), insignificant value 
for T2(g).
(Ill) Significant negative value of T^(a), significant positive 
value of T^(B).
(IV) Insignificant value for T^(a), significant negative value 
for T2($).
(V) Insignificant values of T^ (a) and T2(B).
(VI) Significant positive value of T^(a), significant negative 
value of T2(B).
The following notation is used
1. v and u„ are N(0,1) random variables t 3t
2. u ^ N (0,4 (1--r2)/r 2>
Ü for L V. T-L
3. v. = >It
■ CVt for t > T-L
cv for t < L
4. V2t = J
c
for, 0 t > L
D2.
and c and L
(D.l)
I II III IV V VI
c=-l L=2 . 004(.004) .006 .068(.166) .75 (.814) . 172 (.016)
4 .002 (.002) .004 .090 (.198) .684 (.78) .22 (.02)
c=8 L=2 .002 .008 .97 (1.)
4 .22 (.036) .292 .488 (.964)
c=17 L=2 .002 .998(1.)
4 .286 .404 .31 (1.)
In this case, both models have outliers in two periods. The results 
show a tendency to accept both models for the Cox test, and this tendency 
becomes more pronounced as the outliers become more distinctive. The 
information criterion has a somewhat smaller tendency to accept both 
models.
Case 2
The true model is
H : y = 100 + 2X. + v _  + u J t t It t
(r //l-r )X + u„ XZ XZ t 3t
2 2In all the experiments, T = 20, R =0.8, r ^  = 0.99 
are simulated. The Cox test results are bracketed.
Case 1
The true model is
H : y = 100 + 2X + v- + v~ + u. J t t It 21 t
and the competing models are
Hi : yt = a;L + blXt + Ult
H2 : yt ■ a2 + b2Zt + U2t
The results are reported in Table D.l
TABLE D.l.
D3.
and the competing models are
H1 '■ yt " al + V Xt + C V  + Ult
H„ : y. = a0 + b0Z^  + u 2 ;t 2 2 t 2t (D.2)
The results are reported in Table D.2.
TABLE D.2.
I II III IV V VI
c=-l L=2 .026 (.98) .03 (.002) .806 (.002) ■k
4 .05 (.992) .064 .022 .734 ■k
O
JIIr4
00IIu (.05) .026 (.95) .898 .016
4 (.06) .008 .04 (.94) .882 .018
c=17 L=2 (.34) .998 (.66)
4 (.18) 1. (.82)
S-^ (a) insignificant, S^(3) significantly positive .138, .15 
respectively.
For this experiment, the first model has less pronounced outliers.
While the Cox test seems to account for this with a stronger acceptance 
of , the information criterion tends to accept both models, although 
for large outliers performs well in producing outcome VI.
Case 3
It ' Ut
The true model is
H : yt = 100 + 2Xt + 2Zfc + v1{_ +
and the competing models are
Hi : yt = ai + bi(xt + 1 V O  + u
: yt - a2 + b2(Zt + - vlt) +
It
2t (D.3)
The results are reported in Table D.3.
D4.
TABLE D.3.
I II III IV V VI
c=-l L=2 (.02) (.98) .002 •k
4 (1.)
c=8 L=2 (.996) (.004) .036 .874
4 (.002) (.974) (.024) .022 .834
c=17 L=2 (.998) (.002) 1 .
4 (1.) 1 .
S^(a) insignificant, S2 (ß) significant positive 0.998.
For this case, as c increases and the outliers are more predominant 
for H^, we expect to be more readily preferred and indeed this
is the case for the information criterion, but not for the Cox test.
The information criterion has a strong tendency to accept both models 
when c = 8.
Overall, the information criterion performs marginally better with 
respect to outliers, although both criteria are deficient in accepting
both models too readily.
