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ABSTRACT 
 
 
Title – A Best Evidence Medical Education (BEME) Systematic Review on the feasibility, reliability 
and validity of  the Objective Structured Clinical Examination (OSCE) in undergraduate medical 
studies.  
Introduction – As the so called ‘traditional methods’ showed problems namely in terms of  
psychometric criteria, in 1975 Harden et al. introduced the OSCE, as an attempt to solve the multiple 
criticisms concerning assessment of  clinical competencies.  Consisting of  multiple objective ‘stations’ 
designed to assess a range of  clinical or practical skills under similar circumstances (same assessment, 
same patients, and same examiners), the OSCE has been used exponentially all over the world. 
Objectives – To produce scientific evidence about the OSCE suitability to assess learning outcomes 
in undergraduate medical studies, i.e. to what extent is the OSCE a feasible, reliable, valid, fair and 
acceptable method of  assessment with educational impact, when used to assess learning outcomes in 
undergraduate medical education?  
Methods – The BEME methodology was applied by two independent coders, who scrutinized 
literature from 1975 until 2009. One thousand and sixty five studies were analysed. 
Results – The evidence points to the OSCE as a feasible approach to the assessment of  clinical 
competence for use in different cultural and geographical contexts. It can assess a wide range of  
learning outcomes in different specialties and disciplines for formative or summative purposes. It 
may be used to assess students, a curriculum or an educational intervention in the different phases of  
education and in different health care professions. The study suggests that one reason for the wide-
scale adoption of  the OSCE is its inherent flexibility in terms of  the number of  students that can be 
assessed, the number of  examiners included, the type of  patients represented (including standardised 
patients) and the format of  the examination itself, including the length of  the examination, the 
number and the duration of  stations as well as its capacity in terms of  the tasks to be requested from 
students.  
Previous concerns regarding reliability of  the exam when using, for example, standardized patients 
(instead of  examiners) and global ratings (instead of  checklists) were not confirmed in our study. 
Results point to the OSCE as a fair, acceptable, relevant and satisfactory exam, well received by 
students and teachers, as well as examiners and patients, who perceived the OSCE as an exam 
capable of  educational impact with a steering effect on learning and teaching. Evidence was also 
found on face content validity, with the more exigent design corresponding to stations sampled 
against blueprinting and course objectives, incorporating contributions from other teachers and other 
experts, with final decisions on content being reached through consensus meetings. 
The OSCE, because of  its unique benefits, is recommended in spite of, in some circumstances, being 
expensive to administer. Alternative forms were found to reduce OSCE costs and transparent 
categories are needed to report direct vs. indirect costs. A higher quality of  reports is desirable, 
namely in terms of  economic viability, for this information to support schools when they decide on 
the OSCE implementation.  
Conclusions – Although we must be aware of  the possibility of  a bias in the results - since the 
tendency is to publish more the stories of  success than negative ones - the evidence that we 
produced helps to understand why, already a decade ago, Norman (2002) stated ‘the objective structured 
clinical examination, with its multiple samples of  performance, has come to dominate performance assessment’. 

 
 
 
RESUMO 
 
 
Título – Uma Revisão Sistemática da BEME (Melhor Evidência em Educação Médica) sobre a 
exequibilidade, fiabilidade e validade do Exame Clínico Objectivo e Estruturado (OSCE, Objective 
Structured Clinical Examination) em educação médica pré-graduada. 
Introdução – Como os métodos de avaliação ‘tradicionais’ apresentavam problemas, sobretudo a nível 
dos critérios psicométricos, em 1975, Harden et al. introduziram o OSCE para tentar resolver as 
múltiplas críticas relativas à avaliação clínica. Construído com base em múltiplas ‘estações’ objectivas, 
concebidas para avaliar uma série de competências clínicas ou práticas em circunstâncias análogas 
(mesma avaliação, mesmos pacientes, mesmos examinadores, mesma duração), o OSCE tem tido uma 
utilização crescente em todo o mundo. 
Objectivos – Produzir evidência científica quanto à capacidade do OSCE enquanto método adequado 
para avaliar os resultados da aprendizagem ou, por outras palavras, até que ponto é o OSCE um 
método de avaliação exequível, fiável, válido, justo, aceitável e com impacto educacional, quando usado 
para avaliar competências em educação médica pré-graduada?’  
Métodos – A metodologia da BEME foi aplicada por dois avaliadores independentes, que analisaram a 
literatura de 1975 até ao final de 2008. Foram codificados 1065 dos 1085 estudos identificados. 
Resultados – A evidência aponta para o OSCE como sendo um método exequível para a avaliação das 
competências clínicas, que pode ser usado em diferentes contextos culturais e geográficos. O OSCE é 
capaz de avaliar uma vasta gama de resultados de aprendizagem em diferentes especialidades e disciplinas, 
com fins formativos ou sumativos. Pode ser usado para avaliar estudantes, um currículo ou uma 
intervenção educacional, em diferentes fases de ensino, numa enorme variedade de profissões na área da 
saúde. O estudo sugere que uma das principais razões para a adopção deste método em larga escala é a 
sua inerente flexibilidade em termos do número de alunos que podem ser avaliados, número de 
examinadores, tipo dos pacientes (incluindo pacientes normalizados), bem como o seu formato, incluindo 
a duração do exame, o número e duração das estações bem como as suas potencialidades em termos de 
tarefas a serem exigidas aos alunos. Preocupações anteriores sobre a fiabilidade do OSCE não foram 
confirmadas neste estudo quando se utilizam pacientes normalizados (em vez de peritos) e escalas de 
classificação global (em vez de listas de verificação). Os resultados sugerem o OSCE como um exame 
justo, relevante e recebido com satisfação por alunos e docentes bem como examinadores e pacientes que 
reconhecem o impacto do OSCE na aprendizagem e no ensino. A evidência aponta ainda para a ‘validade 
de face e de conteúdo’ do OSCE, onde o formato mais exigente pressupõe a selecção das estações com 
base em blueprinting e objectivos do curso, com contributos de outros docentes e outros especialistas e 
com as decisões sobre o conteúdo final a serem alcançadas através de reuniões de consenso.  
A utilização de OSCE é recomendada devido aos seus benefícios únicos apesar, de em algumas 
circunstâncias, ser um exame dispendioso. Foram identificadas formas alternativas para reduzir os 
custos do OSCE e são necessárias categorias transparente que permitam descrever quais os custos 
directos vs. indirectos. É desejável uma maior qualidade dos estudos primários, nomeadamente em 
termos da viabilidade económica do OSCE, para que esta informação possa apoiar as escolas médicas 
quando estas se encontram no difícil processo de decisão quanto à implementação deste método de 
avaliação. 
Conclusões – Embora tenhamos que ter em conta a possibilidade de algum enviesamento nos 
resultados, uma vez que a tendência é de publicar estudos de sucesso, a evidência apurada ajuda a 
perceber porque é que há 10 anos atrás Norman (2002) afirmava que ‘o exame clínico objectivo estruturado, 
com os seus múltiplos formatos de desempenhos, veio para dominar a avaliação de desempenhos’. 
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A Best Evidence Medical Education (BEME) Systematic Review 
on the feasibility, reliability and validity of the Objective 
Structured Clinical Examination (OSCE) in undergraduate 
medical studies.  
  
Outline of Dissertation  
 
 
The dissertation concerning a Best Evidence Medical Education systematic review (BEMER) on the 
feasibility, reliability and validity of  the OSCE (Objective Structured Clinical Examination) in 
undergraduate medical studies is structured in six chapters. The contents for each chapter are presented 
below. 
 
 
CHAPTER 1 – Introduction to the BEMER systematic review. Setting the scene  
 
CHAPTER 2 – Examining BEME as a trustful mean to produce evidence. Comparing Cochrane 
Reviews with BEME reviews 
The results of  this chapter are reported in a paper published in Medical Teacher: 
Patricio M, Carneiro AV. (2012). Systematic reviews of  evidence in medical education and clinical medicine: is the 
nature of  evidence similar? Medical Teacher 34: 474-482. 
 
CHAPTER 3 – Examining the quality of the OSCE primary study reports. A proposal for a 
comprehensive checklist to improve reporting of OSCE  
The results of  this chapter are reported in a paper published in Medical Teacher: 
Patricio M, Julião M, Fareleira F, Young M, Norman G, Carneiro AV. (2009). 'A comprehensive checklist for 
reporting the use of  OSCEs', Medical Teacher 31: 112-124  
 
CHAPTER 4 – Evidence on technical and economic feasibility. Is the OSCE a feasible method for 
assessing undergraduate medical students? 
The results of  this chapter are reported in a paper accepted for publication in Medical Teacher: 
Patricio, M, Julião M, Fareleira F, Carneiro AV. Is the OSCE a feasible tool for accessing competencies in 
undergraduate medical education? Evidence from a BEME systematic review.  
 
CHAPTER 5 – Evidence on OSCE assessment criteria. Is the OSCE meeting the requirements for 
assessment in undergraduate medical education? 
The results of  this chapter are reported in a paper submitted to Medical Teacher: 
Patricio, M, Julião M, Fareleira F, Young M, Norman G, Carneiro AV. Is the OSCE a reliable and valid tool 
for assessing to assess competencies in undergraduate medical education? Evidence from a BEME systematic review.  
 
CHAPTER 6 – Concluding remarks 
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A Best Evidence Medical Education (BEME) Systematic Review 
on the feasibility, reliability and validity of the Objective 
Structured Clinical Examination (OSCE) in undergraduate 
medical studies.  
  
Introduction to the systematic review  
Setting the scene  
 
 
Background 
 
Assessment is a topic highly regarded in the medical education community. This is understandably so 
because its multifaceted nature: ‘it drives and stimulates learning, provides information on educational efficacy to 
institutions and teachers, and protects patients’ (Norcini et al. 2011). Assessment is a crucial factor in medical 
education due to its role in the certification of  students’ competencies, with subsequent short and long-
term consequences for students’ progress. For Rowtree (1987), the consequences of  a rigorous 
assessment are the most important throughout the educational process, and this is why ‘assessment may 
motivate or destroy a student’. 
Students are aware of  this importance and, already in 1971, Snyder stated that ‘students do what they 
know they will be asked to do and do nothing if  they know they will not be assessed’. The recognition of  the 
importance of  assessment explains why Newble et al. (1994) stated that ‘to invest in assessment is the same 
as to invest in education’. Many studies confirm the impact of  assessment in the learning-teaching process, 
namely in the complex interaction between ‘curriculum in paper’, ‘curriculum in action’ and ‘curriculum 
experienced by the students’ (Grant & Gales 1989).  
Due to this central role, more accountability is needed and great pressure is put on medical schools 
regarding the use of  assessment methods. Among them the ‘assessment of  clinical competences’ is 
probably the most difficult area, because it must guaranty that graduates acquired the necessary 
knowledge, skills and attitudes needed for future professional practice. During the last decades we 
witnessed intense debates on clinical assessment, because unfortunately there is not one ‘best 
assessment’ and all approaches present problems and limitations.  
The major difficulties with ‘traditional methods’ (long cases, short cases, oral examinations, etc.) 
relate to psychometric criteria - namely in terms of  reliability and validity of  the assessment method 
(examiner variation, unstructured marking, random content, etc.). This is a major problem in the 
assessment area and new approaches have been developed. 
Given the aforementioned problems, in 1975, Harden et al. introduced the Objective Structured 
Clinical Examination (OSCE) as an attempt to solve them.  The OSCE consists of  multiple ‘objective 
stations’ designed to assess a range of  clinical skills under similar circumstances (standardized 
assessment, standardized patients, standardized examiners and standardized duration).  
Throughout 37 years, the OSCE has been widely used to assess multiple competencies, for different 
purposes, in a range of  professional bodies from all phases of  education and, to our knowledge, no 
other method of  teaching or assessment has known such a great impact in medical education. Soon it 
was considered the principal method to assess clinical learning outcomes, recognized as an important 
contribution for the well known problems associated with assessment of  clinical competences. 
The two features that made the OSCE an important tool in the assessment toolkit relate to its 
structure that was designed to increase the reliability and validity of  the clinical assessment. To achieve 
higher reliability (capacity of  the exam to present reproducible scores) the format is highly 
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standardized, with candidates performing the same assignment in each station, marked through the 
same scoring tool, by the same examiner, or different examiners in different stations (multiple 
independent assessments), interact and examine the same patient in each station, under the same timing 
scale. For the achievement of  higher validity (capacity of  the exam to measure what it is supposed to 
measure) the OSCE requests demonstration of  skills, with stations supposed to be blueprinted and 
sampled according to course objectives.  In an OSCE exam the candidates are assessed at the ‘Shows 
How’ level purposed by Miller in 1990 (Figure 1). They must demonstrate they have acquired the skills 
they are supposed to master, which is also an indicator of  OSCE validity. 
 
 
 
Figure 1. Miller’s pyramid (1990). 
 
 
Another important and interesting characteristic of  the OSCE relates to its flexibility i.e. the capacity 
of  being practicable for multiple purposes, for different types of  exams, with different designs to 
accommodate high and low number of  students, at different timings, testing a different range of  
learning outcomes, and using real/simulated patients and examiners with different backgrounds 
(teachers, experts, patients, students, to name a few). 
Due to its structure, the OSCE meets the requirements for ‘best practice in assessment’, because: 1) 
it clarifies the purpose of  the exam, 2) it defines what is to be tested, 3) it selects appropriate tasks, 4) it 
addresses practical and technical issues of  administration and scoring, and 5) it sets standards for 
performance, as defined by Newble et al. (1994). 
Independently of  their use, expansion and success, all assessment methods must be evaluated. Also, 
medical schools are requested to comply with standardisation criteria. Previously, requirements were 
focused in the feasibility, reliability and validity of  the assessment tools but in recent years the 
importance of  further criteria that relates to the closer relationship between assessment and teaching 
has been added. Examples of  those additional requirements were found in literature for example: 
• van der Vleuten in 1996 proposed we should also look at impact on future learning and practice, 
acceptability to learners and faculty, and costs.  
• The 14th Ottawa Conference in 2010 - a meeting fully dedicated to the Assessment of  
Competence in Medicine and the Healthcare Professions – outlined as additional criteria 
educational effect, catalytic effect, and acceptability (Norcini et al. 2011). 
• The General Medical Council in 2011 set out the specific requirements: educational impact, cost 
effectiveness, acceptability and defensibility.  
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At a time when decisions in medical education should not be based only in personal opinions, a new 
attitude demanding a specific culture to make teachers critically analyse their own practice is needed, as 
suggested by Davies & Crombie in 2003, who stated that ‘the systematic reviews are essential because we never 
know as much as we think we know’. 
This need for evidence also applies to the use of  OSCEs namely on how the exam is meeting the 
assessment criteria requirements because independently of  their use, expansion and success, all 
assessment methods must be evaluated. 
This was why a Best Evidence Medical Education Review (BEMER) 
(http://www.bemecollaboration.org),  was undertaken at the Centre for Evidence Based Medicine 
(CEMBE) of  the Faculty of  Medicine of  the University of  Lisbon, to comprehensively look at the 
OSCE assessment criteria i.e. at its  feasibility, reliability, validity, fairness, acceptability and educational 
impact. This dissertation reports on the process and results of  this BEMER. 
 
 
Aim of the study and instrumental objectives 
 
The aim of  the study was to analyse scientific evidence about the OSCE, by means of  a BEMER, on 
its suitability to assess learning outcomes in undergraduate medical studies (and only these).  
Two instrumental objectives were defined: 
• To characterize OSCE technical and economic feasibility     
• To gather evidence on the reliability, validity, fairness, acceptability and educational impact of  the 
OSCE. 
 
 
Examining the quality of BEME methodology and of OSCE reports  
 
The BEME systematic review approach was examined to identify if  it would be a trustful mean to 
produce evidence on the OSCE. Additionally, the quality of  primary studies was examined after 
reviewing the initial 400 studies. The objective of  these critical analyses was to appraise the quality of  
the evidence we would obtain in the context of  this BEME systematic review. 
The results of  the appraisal process are reported in two papers already published and included in:   
• Chapter 2 - Examining BEME a trustful mean to produce evidence on OSCE. Comparing 
Cochrane Reviews with BEME reviews:   
Patricio M, Carneiro AV. (2012) ‘Systematic reviews of  evidence in medical education and clinical medicine: is 
the nature of  evidence similar? Medical Teacher 34: 474-482. 
• Chapter 3 - Examining the quality of  OSCE reports reviews:  
Patricio, M, Julião M, Fareleira F, Young M, Norman G, Carneiro AV. (2009) ‘A comprehensive 
checklist for reporting the use of  OSCEs’. Medical Teacher 31:112-124. 
 
 
Methods 
 
BEME methodology - as described in the BEME protocol (www.bemecollaboration.org) was 
undertaken based on the following steps: 
(1) Establishment of  a working Systematic Review Group 
(2) Framing the research question(s) 
(3) Defining inclusion/exclusion criteria  
(4) Developing a search strategy 
(5) Retrieving the material under analysis   
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(6) Developing an OSCE Reference Manager database  
(7) Developing an OSCE electronic database  
(8) Coders’ training and pilot phase 
(9) Analysing and coding of  primary studies 
(10) Establishment of  consensus  
(11) Analysing data   
(12) Discussion and synthesis 
(13) Conclusions and application to practice 
 
1. Establishment of a working Systematic Review Group 
A working group in Lisbon was constituted by the coordinator (a MD-PhD and MSc in Medical 
Education), a research director (Educationalist and MSc in Medical Education - also acting as a coder), 
two coders (final-year medical students) and two administrative assistants.  
Included in the team there was two international consultants: a PhD from the Department of  
Clinical Epidemiology and Biostatistics at McMaster University, Canada, and a PhD from the Centre 
for Medical Education at McGill University, Canada. 
2. Framing the research question(s)   
Whether the OSCE is feasible, reliable and valid as a method of  assessment of  learning outcomes in 
undergraduate medical studies were the initial research questions for this BEME Systematic Review. 
Later, due to current educational developments, other questions were added concerning new 
assessment criteria requirements, introduced by the GMC in 2011: fairness, acceptability (i.e. OSCE 
relevance and satisfaction with the OSCE) and educational impact (i.e. OSCE capacity of  steering 
learning and teaching).  
3. Defining inclusion/exclusion criteria   
Only English studies reporting on ‘classical OSCE exams’ performed in undergraduate medical 
education were included in the study.  Therefore the following primary studies were excluded: 
• Non undergraduate studies 
• Non medical studies 
• Non English studies  
• Non ‘classical’ OSCEs 
• Non primary studies 
• OSCE studies for teaching students  
• OSCE studies for training teachers. 
 
A study was coded ‘non-classical’ when it did not conform in general terms with the classical 
approach of  the OSCE, as described by Harden et al. in 1975. Among them we found studies where 
the candidate was a ‘team’ or ‘group’ instead of  an individual - for example, TOSCE (Singleton et al. 
1999), G-OSCE (Hill et al. 1994), GOSCE (Elliot et al. 1994; Fields et al. 1995; Vooijs et al. 1997), 
GOSPE (Biran 1991), when assessment was based on video instead of  direct observation, for example 
VIPSCE (Shallaly & Ali 2004), OSVE (Humphris & Kaney 2000), where exams had only written 
stations (Akici et al. 2004), where exams were only peer-rated (Geddes & Crowe 1998) and ‘non-
classical’ formats, for example OSCEs with only one or two stations (van Dalen et al. 2001; Robins et 
al. 2001). ‘Non-classical’ studies were excluded, to avoid a bias when calculating the reliability of  the 
OSCE. 
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Secondary studies were excluded because systematic reviews must be based on primary studies only. 
Also excluded were studies where OSCEs’ objectives were ‘to teach students or train teachers’, because 
the objective of  this BEMER concerns the feasibility, reliability and validity of  the OSCE when 
implemented for assessing learning outcomes. 
Long case exams and OSLERs which appear as a result of  the search were also excluded from 
analysis. 
4. Developing a search strategy 
Literature was searched by a BEME information scientist, from 1975 (date of  the first publication on 
the OSCE) until the end of  2008. All identified references were inserted into a Reference Manager 
database.  
Two different phases were considered: 
 
• Phase I - Literature search from 1975 to end of  2001  
We started with the OSCE database material published by Harden et al. in 2003, which covered the 
OSCE literature from 1975 till the end of  2001. The 712 references were identified through: 
- Electronic search of  medical, educational & related databases 
- Hand search on 6 key medical education journals 
- Search of  TIMELIT reference database 
- Search of  Gray Literature (for example the Proceedings of  Ottawa Conference) 
- Search on specialised literature collections, at the Medical Education Centre, University of  
Dundee. 
The key journals selected for searching were: Academic Medicine, Medical Education, Medical Teacher, 
Teaching & Learning in Medicine, Advances in Health Sciences Education and Education for Health. 
 
• Phase II - Literature Search from 2002 to the end of  2008 
Previous search was updated until the end of  2008 by the same BEME information scientist who 
made the initial search. These references were electronically identified (electronic searches have 
improved considerably since the initial run and there was no need to repeat the intensive hand 
searches labour) and TIMELIT (used in phase I) was abandoned later. 
The key words used in both phases were base terms which were tested and adapted: ‘OSCE’, 
‘OSPE’, ‘GOSPE’, ‘objective structured clinical exam$’, ‘objective structured practical exam$’, 
‘structured clinical exam$’, ‘structured clinical interview$’ (the truncation symbolic $ is fairly generic 
and is used to pick up all alternative endings). 
5. Retrieving the material under analysis   
When a reference was identified the process of  retrieving the paper started immediately. This was easier 
in Phase I because the papers were sent by the Medical Education Centre at the University of  Dundee. 
For Phase II the process was more difficult: the majority was obtained through the libraries of  the 
University of  Lisbon and the University of  Columbia. Finally, the editors of  journals of  non-retrieved 
papers were also approached to obtain missing papers.  
6. Developing an OSCE Reference Manager database  
An OSCE Reference Manager database was created to include the list of  identified references. The 
objective was to facilitate a quick identification of  a study through its author(s), date, journal, title, etc., 
and the insertion of  references in publications.  
The software Reference Manager is one of  the most reliable databases management programs 
available to the academic world and has the advantage to be compatible with most bibliographic 
databases. All elements of  the working team were trained in its development and use. 
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7. Developing an OSCE electronic database  
A new ‘online database’ (Lotus software) was developed, since the existing BEME coding sheet was not 
applicable in our systematic review. Items for the new coding sheet were defined by the whole team 
according to research questions. Literature was blueprinted and the new database served as a coding 
sheet supporting coding and establishment of  consensus on line. The database was structured upon 
four main sections: 1) information on publication, 2) background of  OSCE exam, 3) results on OSCE 
feasibility, reliability and validity, and 4) study problems, solutions and conclusions, each of  them 
including several fields.  Full description of  this software is presented in Chapter 4. 
One of  the most important characteristics of  the new OSCE database was its dynamic structure i.e. 
a structure, which could be modified during the coding process by adding or reformulating a field. 
Moreover, the majority of  the fields were ‘open fields’ which could be fed by new items when they 
show up during the coding process. These features were extremely important since when a systematic 
review starts its impossible for researchers to have the full picture of  what is under investigation.  
Fields such as ‘existence of  a previous pilot’, ‘number of  sub-stations under analysis’, ‘sub-sample of  
students under analysis’, ‘total number of  students in the course’, ‘relevance’, ‘fairness’, are examples of  
fields inserted later during the coding process. They implied a second review of  the papers analysed 
until that date.  In what concerns the number of  options within the same field, we found, for instance, 
266 different types of  OSCE aims, 273 Institutions responsible for OSCE publications and 45 different 
stations organized in 156 different combinations (depending on the studies).  
These are just some examples showing that it would be extremely difficult to code such a complex 
exam with the traditional paper based coding sheet, as the fields of  the coding sheet are defined before 
the coding process starts. 
This new database allowed independent coding by each coder and establishing of  consensus online. 
8. Coders’ training and pilot phase 
Two coders were trained by the research director in the BEMER systematic methodology. Background 
literature was made available to them and several meetings took place to discuss the process of  coding 
and how to reach consensus.  
After the initial ‘theoretical training period’, a ‘pilot phase’ started concerning the coding of  the first 
75 papers.  During the ‘pilot phase’ each paper was reviewed and inserted in the database by each 
independent coder. A discussion followed to justify each decision, before consensus was established 
leading to the coding of  a ‘consensus record’. 
9. Analysing and coding of primary studies  
Each paper was coded by two independent reviewers. As already stated, the new electronic OSCE 
database was used to support coding. 
10. Establishment of consensus 
A ‘consensus meeting’ occurred after independent coding of  a certain number of  records (usually no 
more than twenty) was made.  Consensus was reached by comparing the classification of  the two 
coders and as a result of  the discussion a ‘consensus record’ was created for each record in the online 
OSCE database. Consensus could be achieved face to face or electronically.  
Disagreements were discussed until consensus was achieved. When disagreements occurred, a 
discussion took place and, frequently, this implied the coders had to reread the paper before consensus 
could be established at the next session. During the pilot phase the establishment of  consensus for a 
single paper could easily take more than one hour.  Progressively the time allocated to establish 
consensus diminished and within an hour it was possible to code 4-6 papers depending on its complexity. 
Consistency among coders was established throughout the process excluding the pilot phase (see 
results in Chapters 3, 4 and 5).   
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11. Analysing  data 
The procedures for data analysis were determined by each research question. For detailed information 
on the different levels of  analysis see Chapters 3, 4, and 5. The analysis was supported by the 
Department of  Clinical Epidemiology and Biostatistics at McMaster University and the Centre for 
Medical Education & Department of  Medicine, McGill University, both in Canada. 
12. Discussion and Synthesis 
The discussion and synthesis of  results was done in the context of  each research question, involving 
the whole team. Results are presented in Chapters 3, 4, and 5.  
13. Conclusions and application to practice  
Conclusions were established in order to facilitate the transfer of  results into practice when taking into 
account the limitations of  the study. 
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Practice Points 
• OSCE appears to be a feasible way to assess to 
assess students, a curriculum or an educational 
intervention, in a variety of learning outcomes 
and  a range of contexts and formats,  for formative 
and summative purposes 
• OSCE flexibility is one of its major advantages 
and a reason for adoption 
• The OSCE, because of its unique benefits, is 
recommended  in spite of, in some circumstances, 
being  expensive to administer  
• Evidence suggests alternative ways to decrease costs   
• Transparent categories for reporting  OSCE 
direct and indirect costs are needed 
• Editors should request OSCE reports with 
information on technical and economic viability 
to support schools’ decisions on OSCE 
Implementation. 
Is the OSCE a feasible tool for assessing competencies in 
undergraduate Medical Education? Evidence from a BEME 
Systematic Review 
 
MADALENA PATRÍCIO, MIGUEL JULIÃO, FILIPA FARELEIRA & ANTÓNIO VAZ CARNEIRO 
Faculty of Medicine of the University of Lisbon 
 
 
Abstract 
Background: The Objective Structured Clinical Examination (OSCE) was introduced by Harden et al. 
in 1975 trying to answer some of  the problems regarding the assessment of  clinical competencies. 
Despite the increasingly widespread use of  OSCEs, debate continues with arguments as ‘why use such 
a demanding format if  other methods are available?’ 
Aims: To review and synthesize evidence on technical and economic feasibility of  OSCE in 
undergraduate medical studies.  
Methods: BEME methodology was applied by two independent coders to 1083 studies identified by 
literature search from 1975 until the end of  2008. 
Key findings: the OSCE is a feasible approach to the assessment of  clinical competence for use in 
different cultural and geographical contexts; to assess a wide range of  learning outcomes; in different 
specialties and disciplines; for formative and summative purposes; to assess students a curriculum or an 
educational intervention; in the different phases of  education including the early and later years of  the 
undergraduate curriculum; and in different health care professions. 
Conclusions: Despite being an expensive test format, evidence suggests that the use of  OSCE 
produces reliable results. The study also suggests that one reason for the wide-scale adoption of  the 
OSCE and the feasibility of  its use in different contexts and situations is its inherent flexibility in terms 
of  the number of  students that can be assessed, the number of  examiners included, the type of  
patients represented, and the format of  the examination itself, including the length of  the examination, 
the number and duration of  stations. 
 
 
Introduction 
 
Increasing attention has focused on assessment in 
medical education and a number of  new 
approaches have been described. Issues such as 
validity, reliability, feasibility and impact on 
learning are at the centre of  the educational 
debate (van der Vleuten & Schuwirth 2005; 
Norcini & McKinley 2007; Boursicot et al. 2011; 
Norcini et al. 2011).  
The Objective Structured Clinical Examination 
(OSCE) introduced by Harden et al. in 1975 was 
described by Norman in 2002 as the ‘gold standard 
for clinical assessment’. However, teachers may still 
be concerned as to whether the OSCE is feasible 
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in their own particular settings. Can OSCE be 
used to assess clinical competencies in specific 
areas such as psychiatry? While originally 
described in undergraduate medical education, 
can it be used to evaluate postgraduate trainees? 
Is it feasible with a large number of  students as 
opposed to small cohorts? Can it be used when 
there are financial constraints and available 
resources are limited? Concerns have also been 
expressed in relation to the commitment required 
for faculty, the overall logistics and the costs 
(Benbow et al. 1988; Frye et al. 1989; Resnick et 
al. 1993; Cusimano et al. 1994; Heard et al. 1998; 
Carpenter 1995; Poenaru et al. 1997; Hanson et 
al. 1998; Feather & Kopelman 1997; Hodges & 
Lofchy 1997; Kelly & Murphy 2004). 
A study of  the feasibility of  the OSCE was 
undertaken at the Faculty of  Medicine University 
of  Lisbon as part of  a Best Evidence Medical 
Education Systematic Review (BEMER) 
(http://www.bemecollaboration.org) which looked 
more widely at OSCE feasibility, reliability and 
validity. This paper reports on the results and 
conclusions from the BEMER relating to the 
feasibility of  the OSCE in undergraduate medical 
education.  
In this paper ‘feasibility’ is defined as ‘the 
capacity of  being accomplished or brought about; possible 
used or dealt with successfully’ and a feasibility  study 
is defined as ‘the analysis and evaluation of  a proposed 
project to determine if  it is technically feasible, feasible 
within the estimated cost and profitable’. Feasibility 
reflects both ‘technical viability’ (presence of  the 
necessary elements/conditions to conduct an 
achievable task) and ‘economic viability’ (costs 
necessary for implementation). A feasibility study 
can help to determine whether a project is 
financial and practically achievable. Kenkel (2004) 
related feasibility to the likelihood of  success of  a 
project or initiative – basically it (a feasibility 
study) is answering the question ‘Should I do this?’ 
The objective of  this paper is to describe for 
papers which reported on the OSCE, the 
feasibility, both technically and economically. 
Recognizing the natural bias on submitting and 
publishing technically feasible OSCEs, we aimed 
to describe the underlying elements/conditions 
present in feasible OSCEs and to identify any 
pattern associated to non-feasible OSCEs. 
Methods 
 
BEME methodology as described in the BEME 
protocol (www.bemecollaboration.org) was 
undertaken and the specific details are available in 
Appendix 1. Literature was searched, by a BEME 
information scientist, from 1975 (date of  the first 
publication on the OSCE), until the end of  2008, 
resulting in 1083 references that were inserted 
into a Reference Manager database. Material under 
analysis was constituted by 1065 papers since, 
from retrieved studies 10 were unobtainable even 
after request to authors and editors and 8 were 
excluded because they report on non-OSCE 
exams (OSLERs, long case exams, etc). The full 
list of  OSCE studies is available at Appendix 2. 
 
Criteria for inclusion  
 
It was decided to limit the analysis on OSCE 
reliability, validity and economic feasibility. We 
looked on studies in English reporting on 
classical OSCEs performed in undergraduate 
medical education.  The different levels of  
analysis performed are reported in Figure 1. 
A preliminary level analysis was performed in 
all retrieved studies (1065) which were examined 
in terms of  ‘when and where were the studies 
published’ (date and country), ‘who published the 
studies’ (name and type of  institution) and ‘who 
used the OSCE‘ (phase of  education and 
professional groups performing the OSCE):  
The second level of  analysis was performed in 
all accepted studies (n=366) i.e. classical OSCEs 
on undergraduate medical education, to collect 
evidence on the purpose of  the OSCE exam. 
‘non-classical’ studies were rejected, to avoid a 
bias when calculating OSCE reliability. A study 
was coded ‘non-classical’ when it did not conform 
in general terms to the classical approach of  the 
OSCE, as described by Harden et al. in 1975. 
Among them we found studies: where the 
candidate is a ‘team’ or ‘group’ instead of  an 
individual for example, TOSCE (Singleton et al. 
1999), G-OSCE (Hill et al. 1994), GOSCE (Elliot 
et al. 1994; Fields et al. 1995; Vooijs et al. 1997), 
GOSPE (Biran 1991), when the assessment is 
based on video instead of  direct observation, for 
example, VIPSCE (Shallaly & Ali 2004), OSVE 
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(Humphris & Kaney 2000), where exams had 
only written stations (Akici et al. 2004), where 
exams were only peer-rated (Geddes & Crowe 
1998) and ‘non-classical’ formats for example 
OSCEs with only one or two stations (van Dalen 
2001; Robins 2001). 
The third level of  analysis was performed in all 
accepted studies reporting data to support the 
evidence on the feasibility and/or reliability 
and/or validity of  the OSCE (n=212 studies). 
They were scrutinized in terms of: 
• Learning outcomes assessed by the OSCE 
(history taking, physical examination, etc.) 
• Subject areas under assessment (medicine, 
dentistry, etc.)  
• Underlying elements regarding the design / 
format of  the OSCE exam:  
- Type (high stakes vs. non high stakes) 
- Purpose formative vs. summative) 
- Feedback  provided (by whom, to whom, 
when and how) 
- Number of  students performing the OSCE 
- Number of  venues 
- Number of  parallel OSCEs 
- Number of  circuits 
- Number of  stations 
- Number of  days  
- Total time 
- Duration of  individual stations 
- Scoring tools (checklists vs. global ratings) 
- Number and background of  examiners  
- Number and background of  standardized 
patients (SPs) 
- Number of  real patients 
- Number and background of  staff  involved  
- Use of  mannequins and videos 
- Training process for real patients, SPs and 
examiners 
- Existence of  a pilot study 
- Data on research questions (feasibility, 
reliability and validity)  
 
The fourth level was based only in 19 studies 
providing data on OSCE economic feasibility. 
They were examined in terms of  direct and 
indirect expenses related to ‘OSCE development’ 
(design and training), ‘production’, ‘adminis-
tration’ and ‘post examination report’. Literature 
was also scrutinized in terms of  alternatives to 
cope with financial constraints, comparison with 
costs of  other assessment formats and of  cost 
effectiveness. 
 
Figure 1. Criteria and number of studies per level of analysis 
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Coding of papers 
The original ‘BEME coding sheet’ 
(www.bemecollaboration.org) was modified to 
accommodate items relevant to the research 
questions and supporting the above levels of  
analysis. The coding sheet was replaced by a 
dynamic Lotus electronic database, allowing 
coding and establishment of  consensus on line. 
Full description of  fields and items under analysis 
is provided in Appendix 3. Consistency among 
coders was checked throughout the process and 
on the results reported in this paper there was 
100% agreement. 
 
 
Results 
 
Results are presented in terms of  technical and 
economic feasibility: 
 
Evidence on technical feasibility 
 
1) Evidence based on all retrieved studies 
(n=1065) 
When analysing all retrieved abstracts (n=1065) 
no report was found where the OSCE was 
considered to be not feasible.  This does not 
mean there were no problems identified when the 
OSCE was implemented only that they did not 
preclude the realization of  the exam.  
 
• OSCE publications 
Since first described by Harden et al. in 1975 
there has been a steady growth in the number of  
papers reporting the use of  OSCE in a wide range 
of  settings. The rise in publications (including gray 
literature) regarding the OSCE is presented in 
Figure 2, and shows that from an average of  2.1 
studies per year on the first decade (1975-84) a rapid  
 
 
Figure 2. Number of OSCE publications per year (n=1065) 
 
 
increase in numbers followed to an average of  61.5 
studies per year  in present decade (since 2005). 
The high peaks in gray literature (1997 & 1998) 
correspond to the publication of  the Proceedings 
of  the 7th and 8th Ottawa Conferences respectively 
hold in 1996 and 1998 in Maastricht and 
Philadelphia. 
OSCE studies were mainly reported in journals 
(n=934/88%) with the remaining publications 
being gray literature (n=131/12%). Two hundred 
and thirty two journals were identified, with five - 
Academic Medicine (n=176 studies /19%), Medical 
Education (n=134/14%), Medical Teacher 
(n=72/8%), Teaching and Learning in Medicine 
(n=48/5%) and Advances in Health Sciences 
Education (n=32/3%) - publishing 49% of  the 
overall number of  OSCE studies. 
 
• Different cultures and contexts 
The use of  OSCE was reported in 5 continents 
and over 50 countries, confirming the enormous 
expansion of  the OSCE all over the world, and 
also suggesting there were no strong geographical 
limitation to OSCE implementation (Figure 3). In 
some instances (n=337 studies) there was 
interinstitutional collaboration involving more 
than one country. 
The OSCE was used by 376/35% academic 
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and 162/15% health institutions some of  them 
linked with academic institutions (n=43/4%), 
national departments or education/health boards 
(n=37/3%), commercial firms (n=9/1%) and 
foundations (n=1%). Usually the institutions 
publishing the studies were the institution 
responsible for their implementation.  
 
 
 
Figure 3. Publications and date of first publication per continent (n= 1065) 
 
 
• Multi-professional Settings 
The use of  OSCE was documented in 25 health 
care related professions: Medicine (n=924 
studies/87%), Nursing (n=53/5%), Dentistry 
(n=32/3%) and Pharmacy (n=18/2%) were the 
fields with more publications. Only a low 
number of  studies report on inter-professional 
exams probably because, in spite of  being 
encouraged, multi professionalism is not a 
common feature in medical education. 
Medicine/dentistry and medicine/nursing, each 
with 3 studies, were the associated professions 
with more publications.  
 
• Phases of  Education 
All phases of  education – undergraduate, 
postgraduate and CPD - were covered in OSCE 
publications predominantly performed by 
undergraduate (n=672 studies /58%) and 
postgraduate candidates (n=226/19%). A small 
number of  studies (n=45/4%) relate to continuous 
professional development, licensure exams for 
practice (n=60/5%) and overseas registration 
(n=61/5%). We also found studies applying 
simultaneously to all medical education levels 
(n=65/6%) which predominantly correspond to 
theory papers. 
 
2) Evidence based on all studies with data on 
the research questions (n=212 studies/263 
exams) 
As some of  the 212 studies report in more than 
one exam the material under analysis in terms of  
economic feasibility correspond to 263 OSCE 
exams. Below we report a summary of  main 
findings since the limitation of  space do not 
allow the report of  full results. Detailed 
description of  the above underlying elements and 
conditions regarding technical feasibility of  the 
OSCE will be reported as a BEME systematic 
review to be submitted soon.  
 
• Stage of  curriculum 
We found OSCEs performed by students from 
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every curricular year namely from 1rs year (n=4 
studies/2%), 2nd year (n=34/13%), 3th year 
(n=61/23%), 4th year (n=39/15%), 5th year 
(n=28/11%) or final year (n=28/10%). We also 
found studies reporting OSCEs performed 
simultaneously by students of  two different 
curricular years (n=14/5%).  There was not a 
single reference indicating the OSCE could not be 
performed within a specific phase of  education or 
curriculum year. 
  
• OSCE purpose  
The OSCE has been described as a tool to assess 
competences of  students (n=212 studies), to 
evaluate the curriculum (n=58 studies) and to 
evaluate a curricular intervention (n=55 studies). 
  
• Type of  exam 
OSCE appears to be feasible with all types of  
exams, the majority of  studies reporting OSCEs 
performed in the context of  high stakes exam 
(n=115 studies /44%). OSCEs were also 
performed with volunteer students/no grading 
(n=44/17%) and data was unclear or missing in 
95/36% of  the studies. 
 
• Role of  exam   
Concerning the assessment of  students’ compe-
tences, the OSCE has proven to be feasible in 
formative (n=32 studies /12%), summative 
(n=74/28%) or both (n=50/19%). In 78/30% of  
the studies there was unclear or no information 
on feedback provision. 
 
• Feedback 
Studies were analysed in terms of 
- Who gave the feedback: teachers (n=53 studies 
/20%), SPs (n=5/2%), examiners 
(n=1/0,4%), experts (n=1/0,4%), observers 
(n=1/0,4%) or students (n=2/1% , 2)  
- To whom was it given: students (n=72 studies 
/27%), teachers (n=2/1%), students and 
teachers (n=2/1%) or students and 
examiners (n=4/2%) 
- When was it given: at the end of  the exam 
(n=22 studies /8%), after each station 
(n=13%/5%), after both situations 
(n=2/1%) or after rest stations (n=1/0,4%) 
- How was it given: during 1 minute (n=7 
studies /3%), 2 minutes (n=2/1%) or 7 
minutes (n=3/1%). 
  
• Learning Outcomes 
Based on the reviewed papers, the OSCE was 
feasible to assess 27 different types of  learning 
outcomes:  physical examination (n=152 
studies/58%), history taking (n=142/54%), 
patient-investigation-data-problem-solving 
(n=105/40%), communication-skills (n=80/30%), 
diagnosis (n=71/27%), management-prescription-
writing-referral (n=66/25%) and practical-
procedures (n=59/22%) were the learning 
outcomes with more publications.  
 
• Subject areas  
The OSCE was used to assess learning 
outcomes in a range of  25 different specialties, 
for example internal medicine (n=42 
studies/16%), ambulatory-family--medicine-
primary-care (n=35/13%), surgery (n=34/13%), 
paediatrics (n=23/9%), obstetrics-gynaecology 
(n=21/8%) and psychiatry (n=17/ /6%). 
Information was unclear or not available in 30 
studies (11%). The feasibility of  using the OSCE 
in different medical specialties was also 
highlighted by the fact that many were published 
in medical specialty journals like Family 
Medicine (n=17 studies/2%), American Journal 
of  Surgery (n=16/ /2%) and Psychiatric 
Bulletin (n=12/1%). 
 
• Students   
OSCE is reported in 75% of  the exams as 
feasible both in a large number of  students up to 
1237, as well as a low number as 6 candidates 
(Figure 4).  
 
For figures 4-8, any interval “a” to “b” on the x-
scale should be read as ]a,b]. The figures 
represent the distribution of  the overall OSCE 
exam on the x-scale variable, even when the exam 
was performed in more than one venue, in several 
parallel OSCES, days, circuits or cycles etc). The 
column in the right ‘NA/NC’ correspond to non 
available (NA) or non clear data (NC). 
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Figure 4. Distribution of OSCE exams per number of students (n= 263 exams) 
 
 
• OSCE design and time  
The number of  students to be assessed is 
reflected in the number of  stations (varying from 
4-40). In order to accommodate a high number 
of  students some studies report on OSCEs 
performed in: several venues (up to 4), over 
several days (1-21), in parallel circuits where the 
examination is repeated sequentially (n=22 
studies), simultaneously (n=15 studies) or both 
(n=1 study). Parallel studies can in turn be 
repeated in several cycles (2-7).  
Information on the duration of  the OSCE 
exam is available in 44% of  the exams varying 
from a minimum of  20 minutes (in a 4 station 
OSCE) to a maximum of  315 minutes (in an 
OSCE with 16 stations (and 8 rest stations 
although this number is not clear and we did not 
know to what it corresponds: several days, several 
parallels, several cycles, etc.) (Figure 5). 
In what concerns the time per station 
information is only reported in 30% of  the exams 
from 6 minutes to a maximum of  20 minutes 
(Figure 6). 
 
• Recording and scoring (ratings)  
While not all reports documented the type of  
rating scale used (only available in 30% of  the 
studies), it was clear that checklists (n=138 
studies/52%), global ratings (n=12/5%) or both 
(n=41/16%) were used in the OSCE exams. 
When some assessors preferred the use of  
checklists and others the use of  global ratings, it 
was clear that it is possible to use either one. 
 
 
 
Figure 5. Distribution of OSCE exams per OSCE total duration in minutes (n= 263 exams) 
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Figure 6. Distribution of OSCE exams per station time in minutes (n= 263 exams) 
 
 
• Examiners  
In papers where the exact number of  examiners 
was available (n=79 studies/30%) we found 4 
exams where as few as 2 examiners were 
involved, while in one study 189 were reported 
corresponding to several examinations (possibly 8 
but information is not clear and we do not know 
if  this corresponds to an OSCE performed in 
several days, in parallel circuits, in different cycles, 
etc.). (Figure 7). 
 
 
Figure 7. Distribution of OSCE exams per number of examiners (263 exams) 
 
 
• Staff  and patients  
Only 20 papers (8%) gave information on the 
total number of  staff  engaged in an OSCE 
varying from 1 up to 129, and here again we are 
reporting the total number of  staff  per OSCE.  
In 18 studies (7%) it was showed that it is 
feasible to organise an OSCE using real patients 
from 1 up to 10 or, alternatively, simulated patients 
from 1 up to 93, reported in 86/33% studies 
(Figure 8). 
Figure 8. Distribution of OSCE exams per number of simulated patients (263 exams) 
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It would be of  interest to note how many 
studies did not use simulated patients but this was 
not possible because, although 67% of  the papers 
do not report information on the number of  
simulated patients, this does not imply they were 
not used. Information can be just missing. This is 
again an example justifying the need for more 
detailed reports on the OSCE exam.  
 
Evidence on economic feasibility 
 
Evidence based on all studies reporting data 
on OSCE costs and/or time (n=19) 
Concerns have been expressed about the cost of  
OSCE implementation. Only a small number of  
studies (n=19/4%) quantified costs, reporting a 
wide range. Fourteen papers provide evidence, 
some reporting on ‘overall OSCE cost’, some on 
‘cost per candidate’ and others on ‘cost per 
candidate per station’. 
Results in US$ are presented in Table 1. For 
Feather & Kopelman (1997) who reported the 
cost in Pounds, and for Kelly & Murphy (2004) 
who gave it in Euros the currency converter rates 
reported by the authors were used for conversion 
into US$. For Bembow et al. (1998), who reported 
the costs in Pounds, Poenaru et al. (1997) and 
Cusimano et al. (1994) who reported costs in 
Canadian dollars, we used the ‘World’s favourite 
Currency Site’ (2011) for conversion. The 
remaining studies in the table below do not 
report the overall costs of  the exam (only SPs or 
examiners’ costs). Distinction was made between 
direct costs i.e. (out of  pocket money) and 
indirect costs (hidden costs) because as stated by 
Carpenter (1995) and Kelly & Murphy (2004) ‘the 
difference can be very high attaining respectively 80% and 
74% of  total OSCE budget’. 
The OSCE cost per candidate per station, 
probably the best indicator to allow comparisons 
between studies, varied from US$ .88 to 6.9 for 
direct costs and US$ 13.61 to US$ 50 for all costs.  
However, as Benbow et al. pointed out already in 
1998, the ‘usefulness of  estimating costs is limited by the 
lack of  consensus of  what should be included in costing’. 
When looking at the type of  exams (high vs. low 
stakes) our results confirm Carpenter’s (1995) 
statement (except for Feather et al. 1997) that 
direct costs are substantially higher for high 
stakes OSCE studies). 
 
Table 1 - OSCE costs in US$ (n= 19 studies) 
Information on studies Costs Authors’ views 
First Author Year Type of 
Exams 
 
 
Cost Per 
station per 
student  
 
Cost per 
station  
for all 
students  
 
 
Cost for all  
stations for all  
students 
 
OSCE is a 
complex & 
expensive 
exam 
OSCE costs 
can be 
reduced 
Worthwhile 
due to unique 
benefits in spite 
of being 
expensive to 
administer 
Studies reporting only on Direct Costs 
Feather A1 1997 High St 0.88-2.04 176 - 220 
7 
408 - 510 8 
4400 - 5500 7 
10200 - 12750 8 Yes Yes Yes 
Hanson M1 1998 Low St 1,09 438 1752 Yes Na Yes 
Petrusa ER4 1987 Low St. 1,24 253 4300 Na Na Yes 
Frye AW2 1989 Low St 1,45 170 3723 Yes Yes Yes 
Joorabchi B3 1991 High St I,67 58,45 1987 Na Na Yes 
Benbow  EW4 1998 No Grade 2,35 188 3760 Na Na Yes 
Poenaru D 1997 High St 3,75 67,5 4860 Yes yes Yes 
Carpenter JL 1995 High St 5,63 1126 18016 Na yes Na 
Cusimano MD 1994 High St 6,90 276 1656 Yes yes Na 
Studies reporting on direct plus indirect costs 
Gilson GC  1998 High St 13,61 2695 16169 Yes Yes Yes 
Szerlip H5 1998 Low St 18,66 2800 3600 Na Na Yes 
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Azcuenaga J  1998 Low  St 22.57 519 17130 Na Yes Na 
Kelly M  2004 Low St 25.82 1833 9166 Yes Na Na 
Heard Jk3 1998 High St 50 1000 150000 Yes Yes Yes 
Studies reporting only on SPs or  Examiners data 
Grand’Maison P 1985 No Grade only information on cost for  SPs Na NA Yes 
Battles JB 1992 High St only information on cost for  SPs Yes Na Na 
Sloan PA  2001 No Grade only information on cost for  SPs Na Na Yes 
Young WW  1995 Low St only information on cost for  examiners Na NA yes 
Hodges B6 1997 High St only information on time for examiners Yes Yes Yes 
 
1Approximate cost was based on average of SP range costs; 2Cost estimated by Carpenter (1995); 3Rest stations included;  4Couplets 
not included; 5Costs based only on two invasive stations;  6Mini OSCE with only 4 stations; 7 Feather’s cost for 200 students; 8  
Feather’s cost for 250 students; NA = not available.   
 
 
Information on costs for staff  time is scarce (7 
studies) and not systematized. Battles et al. (1992) 
reported on 10 weeks of  clinical assessment team 
effort for setting up an OSCE, Cusimano et al. 
(1994) considered the OSCE as labour-intensive 
(starting 6 months ahead plus 16 faculty hours in 
the 8 weeks prior to examination) and Heard et 
al. (1998) reported on approximately 5 hours for 
a team of  six people. In 1998 Gilson et al. report 
on 8.5 hours per ‘student group tested’ which 
means 2.1 hours per student (including 
development, production administration and 
grade) for a 6 station OSCE, Hodges & Lofchy 
(1997) reported on 3.75 hours per student in a 4 
station OSCE and 42 students which is 
significantly lower than the 8.2 hours reported by 
Cusimano et al. in 1994 for an OSCE with 6 
stations and 40 students including development 
and administration. Azcuenaga et al. (1998) 
report costs of  US$ 6.07 and US$ 23 for design 
and examination and Kelly & Murphy (2004) a 
cost of  US$ 6.7 regarding overall personnel costs.   
The same occurs with standardized patients, 
with limited data on time and rates of  pay in only 
9 studies. The lower examining costs per hour (a 
maximum of  US$ 10) are reported by Battles et 
al. (1992), Carpenter (1995) and Gilson et al. 
(1998). Sloan et al. (2001), in the context of  a 
Cancer pain management, used standardized 
volunteer patients paid approximately US$ 20 per 
hour. All these figures are significantly lower than 
costs given by Joorobachi (1991) and Szerlip et al. 
(1998) respectively of  US$ 33 and US$ 50 per 
hour per SP. In terms of  training, Petrusa et al. 
(1987) and Battles et al. (1992) report on US$ 10. 
Kelly & Murphy (2004) report on US$ 45,29 and 
US$ 81 per training or examining day. Three 
OSCEs with invasive stations report higher costs 
for SPs namely US$ 13 for a pelvic station (Battles 
et al.1992) and US$ 25 for breast or pelvic station 
(Gilson et al. 1998) with both indicating a cost of  
US$ 10 for standard stations per SP/hour.  In terms 
of  overall OSCE cost, Szerlip et al. (1998) 
reported on US$ 2800 if  an invasive station is 
used i.e. more US$ 800 than the cost for a 
standard station.  
Data regarding examiners is again scarce, with 
a first study from Newble & Swanson in 1988 
reporting on raters using from 8.00 to 16.00 
hours and markers from 10.00 to 17.00. In 1990 
Rutala reported on 5.00 hours testing which 
increased the costs in 20% and Kelly & Murphy 
(2004) indicated an individual cost of  US$ 45 per 
examiner with an overall cost of  US$ 2582.  
Data on administrative costs was based only in 4 
studies: US$ 314 for Cusimano et al. (1994), US$ 
443 for Kelly & Murphy (2004), US$ 1150 for 
Carpenter (1995) and US$ 8406 for Azcuenaga et 
al. (1998). More comparisons are difficult because 
information is not given or it is unclear.  Data on 
supplies was based in 3 papers and some studies 
do not clarify what was considered supplies. Frye 
et al. (1989) report on US$ 1300 and Heard et al. 
(1998) on US$ 35000 for all costs. Curiously, 
Azcuenaga et al. (1998) reported no expenses 
when inquired on ‘other costs’.    
We are aware that costs limit the use of  OSCE 
and this was why we looked for evidence on two 
questions: What is the real difference when 
comparing OSCE with other exams? Can the 
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costs be reduced?  Evidence is not consensual, 
with some authors considering the OSCE more 
expensive while others estimating costs 
comparable to other formats.  On one hand we 
have Cusimano et al. (1994)  concluding that 
OSCE is substantially more expensive in terms of  
both human and material direct costs (OSCE 
US$ 6.9 and 8.2 hours for OSCE and no 
expenses  and 2.75 hours for Structured Oral 
Examination per student), Frye et al. (1989) 
stating that in spite of  actions to decrease costs 
they continue to exceed those from other testing 
method and Azcuenaga et al. in 1998 
reconfirming  those statements, reporting on 
OSCE  US$ 745 compared with two CSAs 
(Clinical Skill Assessments) of  US$ 141 and US$ 
180.  On the other hand, Kelly & Murphy (2004) 
and Young et al. (1995), stated that OSCE costs 
are comparable to cost of  other methods of  
clinical assessment.  Feather & Kopelman (1997) 
go further, stating that although expensive, OSCE 
cost is modest compared with overall costs of  
clinical training. Joorabchi (1991) reported a cost 
of  US$ 57 per examinee compared with US$ 140 
in a performance based assessment of  clinical 
skills but, only direct costs were reported.  The 
problem with these studies comparing OSCEs 
with other formats is the lack of  underlying 
information on the specific learning outcomes 
assessed by each type of  exam. 
In terms of  diminishing OSCE costs, evidence 
points to significant lower costs when it is used 
for subsequent examinations. First implementations 
are reported as more difficult, requiring greater 
investment in time and costs. Nine studies report 
measures to decrease OSCE costs. A summary is 
presented in Table 2. 
Kelly & Murphy (2004) alerted to the need of  
considering ways of  rendering the OSCE less 
expensive, yet maintaining its essential integrity. 
If  the proposal for reducing the number of  SPs 
could raise some concerns regarding OSCE 
overall quality, Poenaru et al. (1997) confirmed 
they found identical performance and no fatigue 
when instead of  two SPs only one was used per 
station. 
So far we reported evidence on OSCE costs, 
on alternative ways to decrease them and on 
comparing OSCEs with other type of  exams. 
Below we report the evidence on the crucial 
question regarding economic viability: is it 
worthwhile to use the OSCE? Results suggest the 
OSCE should be used in spite of  associated costs 
because of  the range of  achievable objectives 
within a single exam. In 14 out of  the 19 studies 
reporting on costs, authors stated that the OSCE 
‘is worth to be used in spite of  costs because of  benefits, 
some unobtainable with other type of  exams’ (Frye et al. 
1989; Heard et al. 1998;  Sloan et al. 2001; 
Poenaru et al. 1997; Joorabchi 1991; Feather & 
Kopelman 1997; Gilson et al. 1998; Szerlip et al. 
1998; Grand’ Maison et al. 1985; Hodges & 
Lofchy, 1997; Petrusa 1987; Young et al. 1995; 
Benbow et al. 1998; Hamson et al. 1998). 
 
Table 2 - Proposals to decrease OSCE costs (n=14) 
Authors Year Suggestions to decrease costs 
Cusimano MD et al.   1994 Use volunteer examiners 
Joorabchi B.  
Cusimano MD et al.   
1991. 
1994. Use volunteer patients, 
Grand’ Maison P  et al. 1985 Use volunteer pregnant women 
Joorabchi  B.  
Poenaru D et al.   
Young RC et al.  
Cusimano MD et al.   
1991 
1997 
1995 
1994 
Use volunteer faculty 
Frye AW et al.  
Poenaru D et al.  
Kelly M, Murphy A   
1989 
1997 
2004 
Use students as raters 
Poenaru D et al.   1997 Use only one SP per station 
Condense total examination time 
Young RC et al.  
Poenaru D et al.   
 
1995 
1997 
 
Share space with other 
departments 
Share skill standardized patients 
with other faculties 
Share coordinator secretary jobs 
with other units  
Frye AW et al.   
 
 
 
 
Poenaru D et al.   
1989 
 
 
 
 
1997 
Bank and share OSCE questions 
Assemble experienced 
observers/administrators over time 
Reuse materials 
 
Reduce cost for meals and coffee 
breaks  
 
Among them: Grand’ Maison et al. (1985) 
stated that ‘information given by OSCE is more  
valuable…,’ Joorabchi (1991) reported the OSCE 
as ‘a practical feasible and highly desirable (exam)’, 
Young et al. (1995) highlighted the ‘OSCE provided 
an useful insight into domain specific training deficits and 
can diagnoses program and students deficiencies’,  
Poenaru et al. (1997) were ‘convinced of  the usefulness 
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of  the OSCE’, Hanson et al. (1998) mentioned 
that ‘accompanying benefits warranted OSCE expenses’, 
Gilson et al. (1998) reported that ‘cost on time and 
money makes OSCE feasible and are worthwhile because 
of  information not  demonstrated by the usual assessment 
methods’, Szerlip et al. (1998) defended  the use of  
OSCE ‘should be encouraged’, Benbow et al. (1998) 
admitted that ‘pathologists fall to realise that OSCE is 
ideal for assessment of  certain competencies which are 
sadly lacking in current examinations’, Heard et al. 
(1998) reported on ‘great benefit for students and 
positive impact in curriculum adding that the positive 
endeavour should not be underestimated’ and Sloan et al. 
(2001) classified the OSCE as ‘an useful performance 
based assess tool allowing  faculty to test individual skills 
in the essential’, concluding the ‘OSCE is feasible and 
consensus reached of  introducing it in a large scale’.      
 
 
Discussion  
 
As shown above, the number of  reports 
describing the use of  the OSCE continues to rise 
over the past 37 years and there is no sign that 
there is a decrease interest.  
The objective of  present study was to make 
available the underlying elements/conditions of  a 
feasible OSCE and its costs. When analysing 
every abstract from the 1065 retrieved papers 
there were no references to non-feasible OSCEs 
and evidence was found on: 
• OSCE universal expansion since it was 
introduced indicating its worldwide use  
• OSCE technical feasibility demonstrating its 
versatility and multiplicity of  designs    
• OSCE economic viability although pointing 
to an expensive exam as its major drawback 
• Alternative ways to decrease OSCE costs   
• A range of  unique educational benefits only 
achievable with OSCE approach which 
justifies its use. 
If  some teachers may be uncertain about using 
the OSCE as an assessment tool and may be 
discouraged because of  its complexity, associated 
costs and staff  time required, this research 
demonstrated that the OSCE is feasible when 
implemented in a wide range of  contexts and 
geographical cultures, to assess different learning 
outcomes, in a variety of  settings and in different 
phases of  education for a broad group of  
professions, with multiple designs in situations 
within human and financial constraints. What was 
impressive was the wide range of  contexts 
reported where OSCE can be used and the 
different formats in which it can be presented. 
Should this flexibility and adaptation to local 
situations be seen as one of  the major advantages 
of  this approach and a reason for its adoption? 
This is particularly relevant, if  we think, for 
example, on its potential application in the 
context of  outcome-based education (OBE), a 
model ‘providing a compelling statement of  significant 
exit outcomes which may be adapted to suit the local 
context’ (Harden et al. 1999). By its characteristics 
the OSCE appears as an ideal method to cope 
with the exigencies of  OBE assessment, namely 
when asking the students to demonstrate the 
achievement of  learning outcomes at different 
levels, i.e. showing ‘what to do’, ‘how to do it’ and 
‘what to be’. 
As previously highlighted not everything is 
positive with OSCE use. There are also potential 
concerns, encompassing the OSCE expansion, 
that have largely focused on the resources 
required and the associated costs. One of  the 
problems highlighted by this BEMER is the fact 
that, in many situations, the costs are hidden and 
there is no actual information on additional cost 
with the examiners, patients, and the venue. 
The question is prioritising the staff  time. It 
may be felt that time spent on the OSCE is 
important and can be justified on the need to 
assess students’ clinical competence, and also on 
being an important learning experience for 
students with feedback being given. In some 
situations, particularly in the United States, where 
significant sums are paid for standardised 
patients, then additional charges may be incurred.  
Also highlighted by this BEMER are the 
examples where OSCE was feasible with limited 
resources, suggestions being made by authors on 
the ways to reduce costs. The words by Cusimano 
et al. (1994) almost twenty years ago ‘diminishing 
budgets and competitiveness for what funds do exist are 
two important factors forcing medical educators to examine 
OSCE costs’ gain particular relevance. 
Nowadays, more than ever, when world is 
living an economic crisis, it is not enough to have 
authors publishing on the educational benefits of  
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the OSCE but it is crucial to have a clear report 
on inherent costs. Therefore, the distinction on 
direct and indirect cost is essential as well as 
agreeing on a comprehensive set of  transparent 
categories to report associated costs. Some 
models were reported: 
• Reznick et al. in 1993 proposed costs to be 
allocated to four phases: development, 
production, administration and post-
examination-reporting 
• Carpenter in 1995 suggested the use of  three 
categories to report costs: personnel, 
standardized patients and administrative costs 
• Poenaru et al. in 1997, recommended to 
divide costs into direct (material honoraria) 
and  indirect (hours of  salaried work)  
• Azcuenaga et al. in 1998 proposed costs to 
be allocated to four phases: design, training, 
examination setting, administration and other 
costs. 
 
What matters is to explicit clearly what are the 
items within each rubric. Associated time for each 
item should be given with indication of  overall 
cost in addition to the cost per hour for SPs, real 
patients, examiners and faculty, when applicable. 
The fundamental argument to inform schools’ 
decision regarding OSCE implementation implies 
evidence on the question ’why should the OSCE 
be used if  less expensive formats are available?’ 
Where it was possible to find evidence on the 
ways to decrease costs - namely by recruiting 
volunteers - OSCE use is advisable in spite of  
being expensive due to its unique educational 
benefits. When a school decides on OSCE 
implementation, what seems important is not to 
estimate the OSCE cost alone, but also consider 
what can only be achieved with an OSCE exam. 
We agree with Cusimano et al. who already in 
1994 said that those responsible for deciding if  
OSCE is ‘worth it’ will have to weight factors such 
as ‘available technical expertise, faculty support, space 
materials and funds’ against factors like ‘whether 
assessment of  data gathering and interviewing skills are 
considered important from an education and evaluation 
perspective’. 
Looking at the whole BEME systematic review 
we acknowledge intrinsic and external limitations 
to this study. The quality of  some OSCE reports, 
with unclear or missing data, and lack of  human 
resources, were major limitations. Finance 
constraints determined that only the papers 
published in English were included. 
The problem regarding non usable or missing 
data is quite significant if  we consider the high 
percentages of  studies with missing data in 
important fields. No doubt the quality of  reports 
will continue to evolve and improve and editors 
of  journals can play an important role by 
requesting structured, transparent and more 
detailed information from authors. This would 
allow further statistical analysis which, as 
previously highlighted, was not completely 
possible in this systematic review. 
If  as documented in this systematic review, the 
evidence already exists what we may see are 
studies reporting refinements in the 
administration of  the OSCE, for example with 
the use of  new technology for scoring or 
different forms of  patient representation with 
simulators and computers. 
We are also aware of  a bias when significant 
OSCE costs were incurred. Costs are more likely 
to be reported and considered when values are 
significant, because when there are no incurred 
costs (for example with employment of  SPs) they 
are not reported. In many situations costs are 
hidden and there is no actual additional cost with 
the examiners, the patients, and the venue all 
being made available from existing resources. 
Finally a word of  caution is also needed in 
terms of  comprehensiveness of  findings, because 
not only have the studies a tendency to report 
successful achievements but journals also have 
tendency to publish mostly positive studies. 
Balancing pro’s and con’s, we conclude that the 
evidence brought up with this BEMER helps to 
understand why already ten years ago Norman 
stated ‘the objective structured clinical examination, with 
its multiple samples of  performance has come to dominate 
performance assessment' (Norman, 2002). 
This research shows that the Objective 
Structured Clinical Examination is a feasible, 
assessment method for undergraduate medical 
education. 
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CHAPTER 5  
Evidence on OSCE assessment criteria. 
Is the OSCE meeting the requirements for a 
good assessment tool? 
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Practice Points 
• Results on OSCE reliability should assist 
evaluators when designing OSCEs 
• Evidence suggests value in the use of global 
ratings and the co-ordinated use of standardized 
patients and expert evaluators 
• Evidence points to the OSCE as a fair and 
relevant exam, well received by teachers, 
students, examiners and patients which impacts 
positively on students’ learning and teachers’ 
teaching priorities 
• Editors should request better quality of studies 
reporting on OSCE assessment criteria namely 
on its reliability and validity 
Is the OSCE a reliable and valid tool for accessing competencies 
in undergraduate medical education? Evidence from a BEME 
Systematic Review    
 
MADALENA PATRÍCIO1, MIGUEL JULIÃO1, FILIPA FARELEIRA1, MEREDITH YOUNG2, 
GEOFFREY NORMAN3 & ANTÓNIO VAZ CARNEIRO1 
 
1Faculty of Medicine of the University of Lisbon, Portugal, 2McGill University Faculty of Medicine, Canada, 
3McMaster University, Canada 
 
 
Abstract 
Background: The Objective Structured Clinical Examination (OSCE) was introduced in 1975 by 
Harden et al. as an attempt to ameliorate clinical assessment. Traditionally, literature has focused on the 
feasibility, reliability and validity of  the assessment tool. In recent years, however, the importance of  
alternate roles for assessment such as assessment-enhanced learning and assessment as motivation for 
learning have also been added. 
Objectives: To review and synthesize evidence on the reliability, validity, acceptability, fairness and 
educational impact of  the OSCE when used in undergraduate medical education.  
Methods: Best Evidence Medical Education (BEME) methodology was applied by two independent 
coders who examined OSCE literature from 1975 until the end of  2008.  
Results: Higher average inter-station reliability was found when global ratings were used. Standardized 
patients’ (SPs) ratings were as reliable as ratings from expert examiners. Studies have shown a positive 
relation to a number of  other measures including multiple choice and short answer texts and clinical 
ratings.  The OSCE is perceived almost universally as a fair and acceptable test with impact on 
education. 
Conclusions: The OSCE is a reliable tool when used with standardized patients or examiner raters, 
checklists or global ratings. Some validity evidence exists as well as evidence on established fairness, 
acceptability and educational value. 
 
Introduction 
 
In 1975, following a period of  intense criticism 
of  current assessment formats, Harden et al. 
reported on a novel assessment tool, the Objective 
Structured Clinical Examination (OSCE). The 
OSCE was developed as an adaptable clinical 
examination, consisting of  a circuit of  multiple 
stations designed to be ‘objective’ (all candidates 
examined in the same stations) ‘structured’ (all 
candidates performing the same tasks, with same 
patients, during same time) and ‘standardized’ (all 
candidates assessed by same examiners using 
same criteria).  
Despite the wide adoption of  the OSCE, 
several questions still persist regarding its value 
and its most potential effective use.  Traditionally, 
the literature on assessment has focused on 
psychometric properties such as reliability, 
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feasibility and validity of  the assessment tool. In 
recent years, however, the means and ways of  
evaluating assessment strategies has broadened, 
including examination of  the relationship 
between assessment with learning and teaching 
(van der Vleuten 1996; Norcini 2011; General 
Medical Council 2011).  
The objective of  this paper is to describe how 
the OSCE examination meets relevant assessment 
criteria as defined by the General Medical Council 
(GMC) in 2011. In order to describe the 
alignment between the OSCE and recent 
assessment standards, we examined the published 
literature reporting on OSCE examinations when 
used in undergraduate medical education.  
The study is a component of  a Best Evidence 
Medical Education (BEME) systematic review 
(BEMER) (http://www.bemecollaboration.org) 
undertaken at the Center for Evidence Based 
Medicine of  the Faculty of  Medicine of  the 
University of  Lisbon. The objective was to 
comprehensively address issues surrounding 1) 
reliability 2) validity 3) acceptability 4) fairness 
and 5) educational impact of  the OSCE exam in 
the context of  undergraduate medical education. 
The remaining requirements stated by the GMC 
(2011) namely, feasibility, cost effectiveness and 
opportunities for formative feedback are object 
of  another study also related to the same 
BEMER (Patricio et al. Is OSCE a feasible tool for 
assessing competencies? Evidence from a BEME Systematic 
Review. Medical Teacher. In press).    
 
 
Methods 
 
BEME methodology as described in BEME 
protocol (http://www.bemecollaboration.org) 
was applied by two independent coders who 
collected and examined literature from 1975 until 
the end of  2008.  Given the available resources, it 
was decided to limit the analysis to studies in 
English, reporting on OSCEs that use the 
traditional definition (Harden et al. 1975) and 
utilization of  OSCEs performed in undergraduate 
medical education. A study was coded as ‘non-
classical’ when it did not conform in general 
terms to the classical approach of  the OSCE, as 
described by Harden et al. in 1975. Studies coded 
as ‘non classical’ include those in which the 
candidate was a ‘team’ or a ‘group’ instead of  an 
individual, where assessment was based on video 
instead of  direct observation, where there were 
only written stations, tasks were only peer-rated, 
and the exam contained only one or two stations. 
‘non-classical’ studies were not included in our 
analysis. 
From the 1065 studies identified in the initial 
literature review, 366 reported on OSCEs used in 
undergraduate medical education. From them we 
considered 212 papers (58%) to be relevant to the 
analysis included in this report with evidence 
surrounding reliability (60 studies, 16%), validity 
(200, 55%), fairness  (34, 9%), acceptability (78, 
21%) based on OSCE relevance (31, 8%) and/or 
satisfaction (47, 13%)  and educational impact 
(55, 15%) based on information on OSCE 
steering effect on learning (21, 6%) and/or 
teaching (34, 9%). 
Since most reported OSCEs consisted of  
multiple stations with one rater each (examiner or 
SP), the most commonly reported reliability index 
was inter-station reliability. Generally this was 
reported as the reliability of  the entire test (the 
reliability of  the OSCE given ‘n’ stations included 
in the examination). Since the number of  stations 
varied, we used a variant on the Spearman-Brown 
formula to return the total test reliability to an 
average inter-station reliability. Statistical tests 
were performed both as an ‘unpaired tests’ using 
all available data and as ‘paired tests’ where 
individual studies did, for example, report on 
comparable data sources (such as examinations 
that used both global and checklist evaluation 
grids).  Evidence for validity in OSCEs most 
typically included concurrent validity evidence, 
where OSCE grades were correlated with a 
variety of  other assessment methods, but also 
with multiple choice examinations. Studies were 
also scrutinised on face/content validity, with 
specific focus on the process of  station design as 
a measure of  whole test. 
Evidence on OSCE requirements namely on 
fairness, acceptability and educational impact was 
based on published feedback provided by teachers, 
students, patients and examiners, as reported in 
individual publications. Opinions were collected 
through informal or formal feedback (when based 
on a structured questionnaire complemented or 
not by a subsequent interview).  Feedback was 
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analysed and categorized as positive or negative 
accordingly to their content using ‘a posteriori’ 
content analysis technique (Bardin 1998) i.e. the 
analysis was made without the definition of  a 
prior conceptual framework. 
A summary of  findings is presented for each 
requirement with some quotations given as 
examples. When the results were based on 
surveys, the relevant percentage of  respondents is 
indicated. 
Consistency between the coders was checked 
throughout the entire process, with agreement of  
97% for reliability and of  98% for validity.   
 
 
Results 
 
Results are presented for OSCE reliability, 
validity, fairness (as defined by feedback of  
students, teachers and examiners), acceptability 
(students, teachers, examiners and patients’ 
feedback on satisfaction and relevance regarding 
the OSCE) and educational impact (OSCE 
steering effect on students’ learning and teachers’ 
teaching). The remaining assessment requirements 
stated by the GMC (2011) - namely the OSCE 
feasibility, cost effectiveness and opportunities for 
formative feedback - were object of  another 
publication also related to the same BEMER. 
 
Reliability 
 
From the 366 accepted studies, 60 (16%), 
reporting on 78 OSCE exams, were included in 
this analysis. Data on reliability was presented in 
terms of  inter-station reliability, inter-rater 
reliability and expected overall reliability (with a 
varying number of  stations). The references 
concerning the papers contributing to the 
reliability analysis are presented in Appendix 1. 
 
• Inter-station reliability 
As the Cronbach's alpha coefficient (overall 
reliability) is directly related to the number of  
stations included in any assessment, longer 
OSCEs will have higher reliability coefficients. In 
order to control for this, we computed the 
average inter-station reliability. By using this 
metric as our data point of  interest, we then 
render reliability coefficients comparable between 
studies (i.e. OSCE exams) regardless of  the 
number of  the stations. Through the Spearman-
Brown formula it is possible to convert the test 
reliability R to the average inter-station reliability r 
if  the number of  stations is known: 
 
 
As an example, for a 12-station OSCE (average 
number of  stations observed) with overall 
reliability of  0.74 (weighted average of  the 
observed overall reliability) the average inter-
station reliability would be 0.19. 
Mean inter-station reliability values and sample 
sizes (meaning the number of  students included 
in the analysis) for OSCE examinations can be 
found in Table 1. In order to compare different 
examiner groups (expert examiners and 
standardized patients) and different types of  
evaluation approaches (global ratings and station-
specific checklists), the 4 variants of  OSCE formats 
(examiner/checklist, examiner/global rating, 
standardized patient/checklist, standardized 
patient/global rating) are presented in Table 1. 
When two methods were calculated in the same 
study, paired comparisons were made. The most 
common form of  evaluation used in OSCE 
examinations was a station-specific checklist, 
completed by an examiner. 
Statistical tests were performed both as ‘unpaired 
tests’ and as ‘paired tests’. Several comparisons are 
of  interest in the application and use of  OSCEs, 
and were tested for significance: 
 
• Reliability of  global ratings compared to station-specific 
checklists  
Global ratings showed significantly higher 
average inter-station reliability than station-specific 
checklists (.207 vs. .168 for examiners, .233 vs. .168 
for Standardized patients (SPs); t (82) = 8.84, 
p<.0001; t (12) = 3.99, p<.005 paired). The higher 
average inter-station reliability for global ratings 
was consistent for both examiners and SPs. 
 
• Reliability of  expert examiners compared to 
standardized patients evaluators 
The common concern regarding the use of  
SPs is that they may not be as reliable as 
examiners, particularly when global ratings are 
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used. In terms of  average inter-station reliability, 
there was no significant difference between SPs 
and expert examiners, when checklists were used 
(0.168 vs. 0.168). When using global ratings, the 
reliability of  SPs was slightly higher than the expert 
examiner’s (0.233 vs. 0.207; t (17) = 3.16, p <.01). 
 
 
Table 1. Inter-station reliability* 
*Statistical tests were performed both as unpaired tests’ using all available data, and as ‘paired’ tests, 
where individual studies did, for example, report both global and checklist. 
 
 
Additionally, we compared the average inter-
station reliability between OSCEs conducted with 
different underlying purposes, namely comparing 
OSCEs performed specifically to evaluate 
students, curriculum or intervention with OSCEs 
implemented to examine the psychometric 
properties of  the OSCE itself. Furthermore, we 
compared the average inter-station reliability for 
summative vs. formative OSCEs and high stakes 
vs. non-high stakes OSCEs. These analyses were 
made because higher reliability was expected in 
OSCE exams with higher consequences in terms 
of  students’ assessment. 
Due to missing or unclear data, these 
comparisons were only performed using studies 
that reported on examiners using checklists, in 
order to ensure data remained comparable 
across the above mentioned contexts (60, 23%). 
Mean values, sample sizes, F-statistics and p-
values for each variable of  interest are reported 
in Table 2. 
 
There were no significant differences for 
average inter-station reliability (for examiners 
using checklists) for any of  the analysed contrasts. 
 
• Inter-rater reliability 
Relatively few studies reported inter-rater 
reliability, since this requires multiple raters per 
station (by definition).  For those studies that did 
report inter-rater reliability, results are 
summarized in Table 3. Data is presented 
separately for examiners and SPs, and for 
checklists and global ratings. 
The inter-rater reliability of  examiners using 
global ratings was significantly lower than using 
checklists (t = 2.59; p=0, 01) which contrasts with 
findings related to average inter-station reliability. 
 
• Predicted overall reliability with varying station number  
Predicted reliability for a various number of  
stations was estimated and is presented in Figure 1.
 
  
OSCE design Mean S.D Number of OSCE exams 
Examiner Checklist 
All .168 .108 60 
Paired .134 .078 11 
Examiner Global rating 
All .207 .121 14 
Paired .184 .096 11 
Standardized Patient 
Checklist 
All .168 .146 5 
Paired .290 .183 2 
Standardized Patient 
Global rating 
All .233 .178 5 
Paired .220 .042 2 
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Table 2. Effect of context variables on inter-station examiner/checklist reliability   
 
 
 
Table 3. Inter-rater Reliability 
OSCE design Mean S.D Number of  OSCE exams 
Examiner Checklist .716 .126 18 
Examiner Global rating .577 .104 7 
SP Checklist .655 .007 2 
SP Global rating n/a n/a - 
Examiner – SP Checklist .595 .148 2 
Examiner – SP Global rating .505 .106 2 
Examiner checklist – SP Global rating .510 .0233 3 
Examiner Global rating  –SP checklist  n/a n/a - 
 
 
 
 
Figure 1. Expected overall reliability vs. number of stations 
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0,18 0,0129 47
Both 0,13 0,0052 5
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Due to lower average inter-station reliability, 
OSCEs using checklist-based assessment grids 
would require a higher number of  stations than 
identical OSCE using global rating-based 
assessment grids to result in the same expected 
test reliability. As an example, for an inter-station 
reliability of  .80, fifteen stations would be 
required when using global ratings (for examiner 
or SPs) and twenty when using checklists (Figure 1). 
 
Validity 
 
From the 366 studies included in our analysis, 200 
(55%) present data to support the analysis of  
validity of  the OSCE. Some papers were 
excluded (7, 2%), when authors made statements 
on the validity of  the study without presenting 
supporting data, or where validity of  the OSCE 
was assumed based on other studies (4, 1%). 
 
• Validity against criterion measure (concurrent validity) 
Evidence on validity was collected from studies 
where performance on the OSCE was compared 
to a variety of  criterion measures. Those with 
multiple comparisons of  criterion measures (30, 
8%), reporting on a total of  38 OSCE exams, are 
summarized in Table 4. The references 
concerning papers included in this analysis are 
reported in Appendix 2. 
Although correlations with multiple choice 
questions (MCQ) were in the low to medium 
range, the five studies that reported disattenuated 
correlations showed higher values, near 0.70. The 
highest correlation (0.82) was found in the 
comparison with short answer-style exams. The 
low correlation between OSCE and clinical 
grades may be explained by the poor reliability of  
the latter (Streiner et al. 1986). 
 
Table 4. Validity against criterion measure 
Criterion 
Checklist Global Ratings 
n 
Mean  correlation 
with criterion SD n 
Mean  correlation 
with criterion SD 
Multiple choice  questions 24 0.415 .20 4 0.245 .107 
(disattenuated)  4 0.685 .14 1 0.770  
Short answer 2 0.820 .085 - -  
Clinical grade  13 0.367 .13 - -  
NBMECSE 2 0.09 .14 1 0.100  
Written Licensing Exam  - - - 1 0.39  
Patient satisfaction - - - 1 0.24  
 
 
• Face/content validity 
A test has face validity when it appears to measure 
what it is supposed to measure i.e. when ‘it appears 
as a valid test in the absence of  empirical testing’ 
(Cook et al. 2006). Face validity is a type of  
content validity, determining the ‘suitability of  a given 
instrument as a source of  data on the subject under 
investigation using common-sense criteria’ (Saunders 
2003). When an examination is carefully designed 
through good selection and weighting of  the 
topics to be assessed it is described as having 
content validity (van der Vleuten 2000).  
References to face and content validity were 
found in 82 reports of  OSCE exams (22%).  
Compared to other measures, face and content 
validity are usually not considered a very robust 
criterion for validity, but, as stated by Schuwirth 
and van der Vleuten in 2011 the ‘validity of  an 
assessment instrument is generally not determined by its 
format but by its content’, we decided to scrutinize 
the process of  designing the OSCE stations. 
Evidence was searched in terms of  1) who was 
involved in designing the station 2) if  stations were 
blueprinted for selection of  content and 3) how was 
agreement reached for decision on final content. 
A summary of  findings is found in Table 5.  
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Table 5. Station design 
Who was involved in the process of station design? n % 
OSCE designers + other  teachers (from same or other departments) 47 18 
OSCE designers + other teachers + other experts 29 11 
OSCE designers + other experts 11 4 
Only OSCE designers (staff appointed to design the OSCE) 7 3 
OSCE designers + other teachers + other experts + students 3 1 
Total 97 37 
How was final content determined??  n % 
Incorporation of feedback from other teachers without establishment  of consensus 46 17 
Final decision reached after consensus meetings 40 15 
No incorporation of feedback from others than OSCE designers (just information on the content) 5 2 
Total 91 35 
How was station content generated?  n % 
Proceeding from a clear blueprint for the content for selection.  54 21 
No blueprint 16 6 
Total 70 27 
 
 
Very few studies (7, 2%) reported on stations 
designed without the contribution of  other 
teachers and experts. Decisions on content were 
based most commonly on a process of  
incorporating contributions and feedback from 
other teachers and/or other experts, and 47 
studies (13%) report a formal process (including 
formal meetings) to reach consensus on station 
content.  Interestingly, 3 studies (1%) reported that 
students’ contributed to stations design, which 
supports the educational value of  the OSCE and 
may contribute to OSCE fairness.  
In 24 studies (7%), stations were blueprinted, 
contributions from other teachers and/or other 
experts were incorporated and final decisions 
regarding station content were taken by 
consensus. These results show that medical 
schools appear to make substantial investments to 
support the process of  station design. This may 
be related to the complexity of  designing and 
implementing an OSCE and, simultaneously, the 
recognition of  the importance of  the process for 
the validity of  the OSCE.   
The evidence on other assessment requisites, as 
proposed by the GMC (2011), implied to report 
on OSCE fairness, acceptability (relevance or 
satisfaction) and educational impact (OSCE effect 
on steering learning or steering teaching). The 
major difficulty found when doing this analysis 
was the existence of  a considerable overlap between 
those categories, namely in terms of  relevance 
and satisfaction with the OSCE. To overcome 
this problem each category was defined with 
examples of  the comments to be considered. 
When results were based on a survey or focus 
groups (formal feedback) the relevant percentage 
of  respondents is indicated.  For informal 
feedback we transcribe the feedback reported by 
authors regarding the different participants. 
 
OSCE Fairness 
 
Feedback was considered when reports clearly 
mentioned OSCE fairness or something similar 
(for example, OSCE evaluated what it should be 
evaluating, reflected course objectives, 
corresponded to curriculum, to what was taught, 
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to what was expected or was based on realistic and 
appropriated stations. 
Thirty four studies (9%) contributed to the 
analysis of  OSCE fairness. Evidence included 
feedback received from students (18 studies, 5%), 
students and examiners (9, 2%), students and 
faculty (5, 1%) and from faculty (2, 1%). A 
summary of  findings is reported in Table 6 with 
quotations presented as examples. Some studies 
contributed to more than one category. 
 
 
Table 6. OSCE fairness*    
Feedback  from Students  (n= 18 studies) Study 
‘Is a fairest exam when compared with other methods (80%)’ Pierre et al. 2004        
‘The OSCE shows a high degree of fairness’; ‘globally  rated as highly  fair’ 
 
[in the study from Rahman 2001, students rated the OSCE  as 4.7 in a 1-5 scale] 
Hart et al. 1987         
Malik  et al. 1988 
Rahman 2001          
‘Is a fair exam’  
 
 
 
 
[Percentages were indicated in the following studies: Allen et al.1998 (61%); Hodges et al. 1998 (93%); 
Grand’Maison et al. 1996 (89%); Pierre et al. 2004 (68%); Thomson, 1987 (43%)] 
 
  
Allen et al. 1998  
Durak et al. 2007  
Frost et al. 1986  
Grand’Maison et al. 1996  
Hodges & Lofchy 1997a  
Hodges et al. 1998  
Jewell 1988                                
Martin et al. 2000  
Newble et al. 1978  
Petrusa et al. 1991  
Pierre et al. 2004   
Thomson 1987  
Wilkinson et al. 2000  
‘Is as fairer as other traditional methods’ Raga & Coovadia 1985 
‘It  adequately reflect course objectives ’ Murray et al. 1997  
‘It corresponds to what was expected ... we  feel confident and able to perform the required tasks’ Allen et al. 1998  
Feedback  from Students  and Examiners  (n= 9 studies) Study 
‘Students (80%) felt the OSCE to be a fairer system and external examiners commented favourably ... OSCE is 
perceived  as more fair and less stressful than other formats’ 
Smith et al. 1984 
 
‘The majority of students saw the OSCE as a fairer method of assessing clinical competence. Examiners 
preferred the OSCE  than the  long case (reduced examiner bias , similar test to all students) 
McFaul & Howie 1993 
Searle 2000   
‘Fair exam appropriated to assess students’ skills’ Ainsworth et al. 1995  
‘Students considered the OSCE as a fair exam and 13% firer than Long case, short answer and MCQ; examiners 
are supportive and initial scepticism was removed’  Collins & Gamble 1996  
‘Students (94%) and  Faculty observers (97%) agreed the OSCE measured the skills third year students should 
possess’  Prislin et al. 1998   
‘Survey show a remarkable degree of confidence on OSCE (based on surveys over 3 years and five years later) 
by students and examiners [one of the reasons is OSCE fairness]Examiners  considered the OSCE highly fair 
(30%) or fair (54%) which contrast with ward ratings respectively 9/% and 47%’  
Newble 1988   
 
‘Scenarios very realistic coded by 70% students and 94% of examiners  and 70% students and 88% of examiners 
felt that each station difficulty was appropriated’  
Hodges 1997b 
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‘Students consistently appraised the OSCE as a fair assessment. They commented that it reflected their course 
and curriculum and was well organized, clinically relevant and more equitable than other forms of assessment.’ Walters 2005 
Feedback from Students  and Faculty (n= 5 studies) Study 
‘Highly relevant level of acceptance by students and staff. The reason seems to be the highlevel of perceived 
fairness’ Provide addicional information on studennts deficiencies not available in PE No differences in 
relevance to course material, , level of examination difficulty and enjoyment  Students felt the OSCE as a high 
degree of objectivity and simulation when compared with PE’ 
Lunenfeld 1991 
 
 
‘It is perceived as a fair method of assessing. The use of checklist ensures its fairness’  Adeyemi 2001  
‘90% of students and 91% of faculty agreed that the OSCE represented an appropriate and fair evaluation 
method’ Simon 2002  
‘The Majority of students (generally)  considered the OSCE as ‘more  fair and  more objective when compared 
to other assessment methods:  (Mean scores  in a scale from 1 to 6: OSCE= 5.02 ; MCQ= 4,01;  Oral=2,18; 
Essays=3,07; Clinicals  3,29;  In Course= 4,48).  Faculty considered the OSCE  adequate to the course’ 
Lazarus & Kent 1983   
‘The OSCE Gives an objective measure of the skills we try to teach’ and students considered the OSCE as a ‘fair 
exam’ Johnson & Reynard 1994  
Feedback from Faculty (n= 2 studies) Study 
‘It is accurate and effective for assessing what is taught by different tutors and how this is learned’ Troncon 2004  
‘OSCE was fair and appropriate in assessing clinical ability was confirmed’  Rudland et al.2008      
*Percentages are reported when feedback is based in a survey.  
 
 
Despite the global tendency, documented in 
the above table, of  reporting the OSCE as a fair 
or highly fair exam, in a study from Brazil 
(Troncon et al. 2004) a contradictory view was 
obtained with faculty reporting the OSCE as an 
‘accurate and effective [exam] for assessing what is taught’ 
but, simultaneously, as an ‘inconsistent exam because 
the examinees were excessively stressed’. 
 
OSCE Acceptability 
 
According to the GMC’s criteria (2011), evidence 
on OSCE acceptability should be based on 
studies reporting on perceptions of  OSCE as a 
relevant exam and satisfaction with the OSCE. 
Sixty two studies (17%) contributed to this analysis, 
with 16 studies (4%) reporting simultaneously on 
OSCE relevance and satisfaction. 
 
• OSCE Relevance  
Thirty one studies (8%) were included in the 
analysis when reporting on OSCE as a relevant, 
effective, important, valid, objective exam, worth-
while to be used despite its disadvantages or 
associated effort, to be adopted in other disciplines 
or areas, better than other assessment formats. 
 
Feedback was given by students in 15 studies 
(4%), students and faculty (5, 1%), students and 
examiners (4, 1%), examiners (3, 1%), faculty (3, 
1%) and students, examiners and SPs’ (1, 0,2%).  
A summary of  findings is presented on Table 7 
where quotations from different participants were 
reported as examples.   
OSCE acceptance from students, teachers, 
examiners and SPs appeared as very positive 
globally, with high relevance levels. However, low 
percentages of  less positive comments were 
identified, namely in the study from Roy et al. 
(2004) reporting that 3% of  the students 
considered the OSCE as ‘not able to test adequately 
either the knowledge or practical skills’. Newble in 1988 
reported that 13% of  the examiners saw the 
‘OSCE as less appropriated than traditional formats’ and 
Lazarus & Kent, in 1983, reported ‘a moderate to low 
support of  the OSCEs’ capacity to evaluate essential skills’ 
(with OSCE rated 0.82 in a scale from -2 to +2) 
and finally in a paper from Troncon (2004) one 
faculty member criticized the ‘limitation of  the 
OSCE for assessing the integrated approach to 
patients, emphasizing that this aspect might 
represent a dissociation between the examination 
and the objectives of  the main course’. 
 
  
CHAPTER 5  Evidence on OSCE reliability and validity 
 
92 
Table 7. OSCE Relevance* 
Feedback from Students  (n=15 studies) Study 
‘ The most relevant and stimulating aspect of their training’   Knowles et al. 2001                 
 ‘An important component of overall measurement of clinical competence’ A-Latif 1992                               
‘More accurate assessment’ Newble et al. 1978                    
‘An important part of assessment’ (80%) Watson et al. 1982                   
‘Most relevant; high relevance’ (Wilkinson /95%) or high-moderate (Newble 95%) 
 
 
 
Elnicki et al. 1993                      
Jewell 1988                                
Newble et al. 1981                    
Wilkinson et al. 2000                
‘An outstanding method, more relevant than ABSITE  [American Board of Surgery In-Training Examination]  and  
Mock Oral Examinations’ ...  also  rated as highly overall   Sloan et al. 1996                       
‘A worthwhile method’ (86 %)   Hoole et al. 1987                         
‘A comprehensive exam’ Pierre et al. 2004  
‘When compared with other formats the OSCE was considered to be ‘most objective/ most effective with 
advantages over long cases’ and MCQ’ Cuschieri et al. 1979  
‘Recognized the OSCE’s  for its objectivity and effectiveness’; ‘Characteristics of OSCE were considered to be 
objectivity’ 
Adeyemi 2001  
A-Latif 1992  
‘The students felt OSPE to be a better method of assessment 64%).  The main reason given for this was great 
objectivity and more uniform evaluation than the conventional’.    Roy et al. 2004                           
‘Students report advantages of OSCEs compared to ‘Long case [examinations]: [as OSCEs evaluate a] wide 
range of Knowledge and Skills, comparable test for all students, reduced examiner bias, opportunity for 
feedback and they see the OSCE as an excellent alternative’ 
Lazarus & Kent. 1983   
‘A valid  test’ Martin et al. 2000              
‘It measured important outcomes not measured by other tests  (4.1 in a 1-5 scale) Joorabchi 1991                       
Feedback from Students and Faculty  (n=5 studies) Study 
‘Highly relevant level of acceptance by students and staff.  Lunenfeld  1991  
‘A Relevant exam ...for teachers and students 
Consensus was reached among faculty that the use of OSCE  is worth wile ... acknowledge its usefulness  raised 
the question of incorporating the OSCE  in the National Medical Licensing 
Ban et al. 1997 
‘Majority of students  prefer the OSCE’ when compared to other assessment methods: (Mean score  in a scale 
from 1 to 6 were: OSCE= 4.65 ; MCQ= 2,43;  Oral=2,85; Essays=2,75; Clinicals  4,17 and In Course= 4,19).  
Teachers reported the OSCE as ‘an excellent alternative’ 
Lazarus & Kent. 1983   
‘Students (435) considered that other clerkships should adopt the OSCE exam with the majority of students and 
teachers see  the OSCE is a valuable exam Petrusa  et al. 1991 
‘Students stated  ‘They all had the feeling that the evaluation they received with OSCE was more objective than 
the one usually received with the summative evaluation form filled-in by teachers at the end of the rotation’ 
and ‘Teachers also agree with last point’   
Grand’Maison et al. 1985 
 
‘For teachers ‘Consensus was reached that it is worth wile to use the OSCE. For students ‘the OSCE should be 
part of skills training usually poorly evaluated’  Ban et al. 1997 
Feedback from Students and Examiners (n=4 studies) Study 
‘Surveys  carried over 3 years and again five years later to test stability with students and examiners showing a 
remarkable level of acceptance and support (namely due to OSCE relevance).. All examiners had experience 
with traditional formats: the majority saw the OSCE as more appropriated measured than traditional formats 
(55%). OSCE was seen as ‘very appropriate’ (42%) or ‘appropriate’ (53%) of measuring competences.   
In terms of students’ feedback – when  excluding the year of implementation, 50% considered the OSCE as high 
relevant to intern practice which contrasts with MCQs (high relevant for less than 5%  as high relevant and only 
30-40% as  moderate relevant’ 
Newble 1988.   
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‘For students (except for the first implementation where OSCE was felt as more artificial and less likely to 
provide a valid measure) the OSCE was seen as valid as written or oral tests). Examiners rate the OSCE as  
better than other examination formats’ 
Kirby & Curry 1982  
‘The majority of students saw prefer the OSCE when compared to the Long case exam  
Examiners  considered OSCE as a major improvement regarding traditional methods (advantage= range of skills 
and knowledge tested, reliable, valid, practical and flexible)’   
McFaul & Howie 1993    
‘The effort [implied by OSCE ] is worthwhile.....   In 1987, 1988  and  1989 surveys:  
 - 90%.98% and 92% of the evaluators considered the OSCE as an effective way to evaluate second year 
students’ and worthwhile to be implemented (97%, 98%, 97%);  
 - 92%,95% and 99% of the students  positively  rated the OSCE as a method of evaluation  
100%, 100%  and  100%  of the students reported it should be1 administered again’    
Kowlowitz et al. 1991  
Feedback from examiners (n=3 studies) Study 
‘Examiners and raters (who are students of other curriculum  years) or faculty raters found  OSCE as a relevant 
/effective examination and an effective way of assessment’ 
Feickert et al. 1992                     
 
‘There was some variation in the opinion of examiners on the relevance of individual items [of the score sheet 
system]’   Johnson & Reynard 1994   
‘Favoured OSCE when compared to other assessments’ Hart et al. 1987 
Feedback from Faculty (n= 3 study) Study 
‘The technique is highly relevant and more accurate than previous examination methods ….is an effective 
[exam]’’ Troncon 2004                         
 ‘A worthwhile’ exam’ Adeyemi 2001  
‘The use of OSCE is confirmed in spite of disadvantages’  Smith et al. 1984  
Feedback from Students, Examiners and SPs (n= 1 study) Study 
‘More relevant than other formats’ Walters et al. 2005  
*Percentages are reported when feedback is based in a survey.  Some studies contributed to more than one category.  
 
 
 
• Satisfaction with OSCE 
 
Evidence on satisfaction was based on 47 studies 
(13%) where participants welcomed the OSCE 
as an enjoyable experience (felt enthusiastic 
about the OSCE, considered the OSCE as a 
valuable, favourable, useful, fun experience, 
which should be continued or repeated in a 
more regular basis) or express satisfaction with 
what resulted from the OSCE exam (for 
instance OSCE feedback). 
Findings were globally very positive, with 
evidence based on support drawn from students 
(28 studies, 8%), examiners (7, 2%), faculty (6, 2%), 
SPs (2, 0.2%), faculty, examiners and simulated 
patients (1, 0.2%), and real patients (1, 0.2%). A 
summary of  comments is presented in Table 8 
where quotations from participants were reported 
as examples. 
Five studies reported mixed acceptability 
evidence, with students from the same study 
expressing contradictory attitudes, namely rating 
the OSCE as ‘poor’ and simultaneously as an 
‘excellent exam’ (Newble et al. 1978; Elnicki et al. 
1993), ‘as an exam creating strong anxiety, intimidation 
and stress’ and simultaneously as a ‘well-structured 
and well administered exam’ (Pierre et al. 2004), as an 
exam  ‘better than the conventional exams (70% of  the 
students) when  simultaneously 3% criticized this 
style of  exam’  (Roy et al. 2004), as a ‘useful 
exam’ and simultaneously expressing ‘dissatisfaction 
with organization, station time available and degree of  
emotional stress elicited by examination’ (Troncon 
2004). 
In a very few number of  studies, the OSCE 
was perceived less positively: ‘the majority of  the 
students do not like to do the OSCE again’ (Allen 
et al. 1998), ‘the OSCE is too hard’ 
(Thistlethwaite 2002), and ‘there is pre and intra 
examination emotional tension’ (Kirby and Curry 
1982). Finally, for 5% of  the 69% students 
surveyed in a study from Watson et al. 1982, the 
OSCE was found as a ‘waste of  time’. It is of  
interest to observe that if  in the study from Malik 
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et al. (1988) the OSCE is seen as ‘mentally taxing’ 
this was not confirmed in the study by Rahman et 
al. 2001 (where identical dimension the OSCE was 
rated 2.5 in a scale from 1 to 5). 
Those less positive remarks highlight changes 
in attitude from early days to current opinions.
 
 
Table 8. Satisfaction regarding the OSCE* 
Feedback from Students’   (n=28 studies) Study 
’A high degree of satisfaction [with OSCE] ’ Murray et al. 1997 
‘The majority of the students welcome the OSCE’ 
Cuschieri et al. 1979  
Hodges et al. 1997b 
Students ‘receive the [OSCE] exam enthusiastically’/’well received’  
 
 
Adeyemi 2001   
Feickert et al. 1992  
Hodges et al. 1997b  
Hoole et al. 1987   
Kent & Lazarus 1983  
Smith et al. 1984 
Tervo et al. 1997 
Volkan et al. 2004 
‘A valuable,  favourable experience  /very positive attitudes towards OSCE’ 
 
 
In the study from Malik et al.1988  high rank students show higher intensity in positive attitudes  towards OSPE 
 
Adeyemi 2001  
Lazarus & Kent 1983   
Malik et al. 1988  
Nalesnick et al. 2005  
Raga & Coovadia 1985 
Rahman 2001   
Verma & Singh 1993a   
‘Globally  rated as highly  effective,  exciting, varied, active good,  skills oriented   as a interesting and 
challenging examination’ Malik et al. 1988 
‘An enjoyable experience’   (4.1 in a 1-5 scale/ Joorabchi. 1991  ); most enjoyable’ 
 
Hodges et al. 1997b  
Joorabchi 1991 
Sloan et al. 1996  
‘An acceptable exam’ Walters 2005   
‘A fun experience’ 
Hodges & Lofchy 1997a 
Jewell 1988   
‘An useful[exam]’ 
Malik et al. 1988  
Troncon 2004 
‘Should ‘be continued’ Collins & Gamble 1996  
‘Students expressed  ‘they wish to repeat a drill every Friday’ Durak et al. 2007 
‘To be run again next year ....is  a  valuable method (90%)  a worthwhile method  (86%)’ Hoole et al. 1987  
 ‘The OSCE exam should be extended to other courses’ Feickert et al. 1992  
OSCE ‘as an improvement’ [regarding other methods of assessment’ Cuschieri et al. 1979  
 ‘The easiest format when compared with MCQ,’ 
Johnson & Reynard 1994  
Pierre et al. 2004 
Students expressed satisfaction with ‘faculty observation and  feedback’ providing ‘valuable feedback’ ; 
‘feedback is more valid than with other exams’   
Hoole et al. 1987                   
Grand’Maison et al. 1985  
Morag et al. 2001      
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Students were satisfied (95%) or very satisfied (25-50%) with OSCE.  Satisfaction is higher than with MCQ 
(satisfied 70% and very satisfied 5-10%) or ward ratings (with barely 50% even being satisfied).  Over 4 years 
students start by considering MCQ more influent to their study habits than the OSCE but over four years this 
influence is decreasing simultaneously with  increase of OSCE Influence’  
Newble 1988.  
 
Feedback from Examiners (n=7  studies) Study 
‘[The OSCE is] better than traditional exams due to the variety of skills and similar test to all students’ McFaul & Howie 1993  
‘[The OSCE was  reported] ‘as enthusiastic’; ‘enthusiastic about OSCE concept and practice’ 
Smith et al. 1984 
Kent & Lazarus 1983  
‘The OSCE advantages were recognized’ 
Feickert et al. 1992  
Smith et al. 1984 
‘Acceptable exam ……’ positive about the content of stations at the interactive stations’  Walters 2005 
The OSCE should ‘be continued’ Mossey & Newton 2001  
‘The level of stress induced by participation in an OSCE as adequate’ Collins & Gamble 1996  
Feedback from Faculty (n=6 studies) Study 
‘Acceptability was high amongst studies that reported on  teachers’ perceptions of the OSCE’ Hodges et al. 1997b 
‘With OSCE being considered ‘an enjoyable experience’; ‘Most enjoyable’ 
Hodges et al. 1997b 
Tervo  et al. 1997  
‘Received with enthusiasm and recognition of its advantages’ 
Kent & Lazarus 1983 
Newble et al. 1978 
Tervo et al. 1997 
 ‘A great exam’  Ainsworth et al. 1995   
‘A highly appropriate and acceptable method of education and evaluation’  Hamann et al. 2002  
Feedback from Sp’s  (n=2 studies) Study 
‘The feedback received from SPs was generally positive’ 
Walters et al. 2005  
Sloan et al. 2001  
‘Acceptable exam ……’  at the interactive stations SPs were positive about the content of stations’  Walters 2005   
Feedback from Students and Faculty   (n=2 studies) Study 
‘Teachers considered the OSCE as relevant and 90% of the students rated the 90% as a valuable tool (very 
valuable 28% and valuable 62%)   Ban et al. 1997  
‘Teachers and students  expressed interest in ‘participating in a [OSCE] blueprint exercise’ [i.e. to design 
stations according to course objectives] 
Newble et al. 1978 
 
Feedback from Students Faculty, Examiners, Simulated Patients   (n=1 study) Author(s) /Date 
‘They enjoyed the experience’ ... Teachers and students agree that the content validity of the OSCE was high in 
spite of its limitations’ Grand’Maison et al. 1985 
Feedback from Real Patients  (n=1 study) Author(s) /Date 
‘The feedback received from Real patients  was generally positive’ Sloan et al. 2001.   
*Percentages are reported when feedback is based in a survey.  Some studies contributed to more than one category.  
 
 
OSCE Educational impact 
 
Educational impact, recognized as one of  the 
most valuable characteristics of  any assessment 
(Roediger et al. 2011; McDaniel et al. 2011), was 
analysed in terms of  OSCE impact on students’ 
learning priorities namely on their habits of  study. 
Forty six studies (13%) were examined in terms 
of  the reported ability of  the OSCE to 
support/steer learning and to support/steer 
teaching.  
 
• Steering effect on learning  
Twenty one studies (6%) supported the conclusion 
that OSCE exams steer learning, with the authors 
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using a variety of  terms to express this effect (how 
students learn better the subjects in which they are 
examined, the strong messages students got from 
OSCE on important learning, the environment 
created by OSCE to facilitate learning, the impact 
of  OSCE in students’ habits of  studies, i.e. on 
how OSCE provides a focus for relevant learning). 
A summary of  results is reported in Table 9 where 
quotations illustrate the feedback given by the 
different participants namely by faculty (15 studies, 
4%), students and faculty (3, 1%), students (2, 
1%), and examiners (1, 0.2%). 
 
 
Table 9. OSCE steering effect on learning* 
Feedback from Faculty   (n=15 studies) Study 
‘The major effect of the OSCE on learning behaviours of students was mainly to encourage them to practise 
clinical skills on each other, to rehearse routines, and to work in groups’ Rudl et al. 2008      
‘Probably OSCE students would have spent more time improving clinical skills…  
(a desirable effect)’ Wilkinson & Frampton 2004   
‘ OSPE helps better learning ...OSPE made students  more attentive in practice classes and encourages them to  
practice skills and steps of a procedure thoroughly which helped them  in  better learning ... A distinct 
advantage  was in the change of students learning behaviour’  
Malik et al. 1988  
‘[the OSCE] resulted in a focusing of the students upon the importance of clinical skills’ Ribin & Philip 1998     
[the OSCE] motivates [students ]to participate more in problems of patient management’ ... Students learn 
better the subjects in which they are examined’  
Afroza 1985  
Peden et al. 1985  
‘[the OSCE)Encourages emphasis on learning practical skills ( rather than the acquisition from books)’  
Afroza 2000 
Johnson & Reynard 1994   
‘The great advantage is the strong messages conveyed to learners of what programs values as important and 
desirable outcomes’ Joorabchi 1991   
‘Students were encouraged to draw on existing knowledge  and direct further learning towards  solve the 
clinical problem presented’  Knowles et al. 2001     
‘[the OSCE sent a ] message on what knowledge they [students] should acquire’ Hoole et al. 1987    
‘Implementing the OSCE has created an environment in which the learning of basic skills becomes 
important.....’  Kowlowitz et al. 1991 
‘We believe this study has contributed to students self assessment and foster self directed learning...’ Pierre et al. 2005  
‘[the OSCE] contributes to students self assessment and fostered self directed learning’ Weinreb  et al. 1998 
‘[OSCE] has potential impact to change..... students habits’ Ban et al. 1997 
‘The OSCE brought students  to realize how important are basic clinical skills’  Grand’Maison et al. 1985 
Feedback from Students and Faculty  (n= 3 studies) Study 
‘The [OSCE] examination may be useful for transmitting to students what skills are important to learn. Faculty 
members also reported ‘the OSCE possibly had a positive effect on students’ drive to actually study and 
practice…. This effect was felt to be greater than what could be associated with the previous examination 
method’. 
Troncon 2004  
Teachers stated that students learn better the subjects in which they are examined   ….. [the OSCE ] encourages 
practice skills’ while students found the OSCE as ‘a useful learning experience’  (69% )   
Watson et al. 1082 
 
‘[The OSCE] has influenced study patterns of three-quarters of the student s[75%] who replied to the survey’ 
Teachers stated that ‘[the OSCE] helped direct student learning’ Collins & Gamble 1996  
Feedback from Students   (n=2 studies) Study 
‘[The OSCE] helps motivation, allows most useful learning when compared with other exams (60%)’ Pierre et al. 2004  
 ‘it  can act as a guidance examination (4.5 in a 1-5 Likert scale)’ Rahman 2001  
Feedback from Students and Examiners (n= 1study) Study 
‘Results of the survey show remarkable degree of confidence [on OSCE ] over 8 year period by students and 
examiners and direct learning [is among the reasons for such evaluation]’ Newble 1988  
*Percentages are reported when feedback is based in a survey.  Some studies contributed to more than one category.  
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It is worth to mention that although Rudland 
et al. (2008) reported on OSCE steering 
learning, as documented above, the authors 
highlighted ‘that performance on the OSCE can 
not necessarily be regarded as a direct marker of  
clinical experience’ and that ‘the assumption that 
an OSCE will stimulate students to spend more 
time seeing patients was not supported [by their 
study]’. Simultaneously they reported an 
unexpected effect of  the OSCE namely a 
‘beneficial side-effect to drive more collaborative learning’. 
Of  interest is also to notice that their findings 
were based on a survey followed by focus 
groups. 
In addition to the steering effect of  the OSCE 
on students’ habits, 11 studies (3%) also pointed 
to the value of  the OSCE as an educational 
activity. Results are presented in Table 10. 
 
 
Table 10. OSCE educational value* 
Feedback from Students (n=7  studies) Study 
‘Was a good and helpful learning  experience’ Allen et al. 1998 
‘Valuable learning experience for students;  provide a teaching learning experience  Harris et al. 1997   
‘95%, 98% and 94% of the students  positively  rated the OSCE educational value’ Kowlowitz et al. 1991  
‘Justified in terms of opportunity for learning’  Long  1997      
‘Help motivation / most useful learning ( 62%) when compared with other exams’ Pierre et al. 2004 
‘Opportunity for learning’ (Students: 78% to 94.5%) Wilkinson et al. 2000  
‘Provide useful feedback’ Ytterberg et al. 1998     
Feedback from Faculty  (n=2  studies) Study 
‘Participants  enjoyed the OSCE and  rated the OSCE highly overall  with 74% of them believing that it was 
above average or outstanding as an educational method Although the OSCE is fundamentally an examination it 
does provide excellent opportunities for clinical teaching’   
Sloan et al. 1996          
‘Students meet with their small-group faculty leader to bring failed skill up to a passing performance’ Duerson et al. 2000 
Feedback from Students and Faculty  (n=1  study) Study 
‘Teachers  stated the ‘ OSCE can promote relevant learning in paediatrics’ while  students  rated the OSCE in a 
very positive way, helpful for learning skills (mean= 4.5)  and helpful for learning attitudes (mean 4.6)’  (1-5 
Likert scale with 5 as maximum positive)     
Rahman 2001 
Feedback from Examiners and Students  (n=1 study) Study 
‘Examiners and students  found the OSCE very formative’  Grand’Maison et al. 1985 
*Percentages are reported when feedback is based in a survey.  Some studies contributed to more than one category.  
 
 
• Steering effect on teaching 
OSCE was described as influencing and supporting 
teaching in 34 studies (9%). Some reported the 
OSCE influenced teaching in a very general 
manner, others report the structure and content of  
OSCE can influence teaching in specific ways 
(examples were given) and some even refer to 
OSCE as a teaching technique due to its impact on 
learning. The most common reported influence of  
the OSCE on teaching was as a diagnostic tool for 
strengths and weaknesses, with several studies 
reporting the use of  students’ performance on the 
OSCE to redesign teaching and curriculum. 
A summary of  results is reported in Table 11 
where quotations from different participants 
were presented to document the OSCE steering 
effect on teaching.  
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Table 11. OSCE steering effect on teaching* 
Feedback from Faculty (n=34 studies) Study 
‘Suitable to improve undergraduate education’ Johnson & Reynard 1994      
‘OSCE have been useful in helping to identify areas of weaknesses that could benefit from remediation …. Have 
has also helped identify those parts of the curriculum students have  difficulty mastering  Station scores 
identified specific content needing improvement in students skills and in teaching those skills’; ‘[the OSCE 
allows to] review scores to identify weaknesses and strengths, provide guidance for remediation’ 
Morag et al. 2001  
Pierre et al. 2005  
Hamann et al. 2002  
 ‘Proved to be an efficient and effective means of improving cancer education’  Battles et al. 1997    
‘The impact of the  OSCE on the content of medical education in Japan may be the more important effect of 
the OSCE  ...  OSCEC has potential impact to change faculty  teaching ...’ 
Ban et al. 1997 
 
‘The experience change their  ways of teaching ...  the criteria used now serving as reference points for their 
teaching and direct observation of students in action’ 
‘The experience with the OSCE prompted the Department to define more clearly the learning objectives to plan 
activities and to change the evaluation  system’ 
Grand’Maison et al. 1985 
 
‘One of its most valuable application is as a teaching technique’ Thomson 1987  
‘It allows to identify weaknesses in our teaching ‘....  ‘to identify areas of deficiencies’ 
 
Adeyemi 2001  
Sloan et al. 1996   
Szerlip et al. 1998 
‘The OSCE can identify areas of strengths in terms of students’  
Watson et al. 1982  
Schenk et al. 1999  
Humphrey-Murto et al. 2005  
Feather & Kopelman 1997  
Ainsworth et al. 1995  
‘The OSCE can ‘identify areas of strengths in terms of curriculum or site characteristics ‘ 
Young et al. 1995   
Duerson et al. 2000  
Singer et al. 1996   
‘The OSCE can ‘identify areas of strengths in terms of faculty teaching’ 
 
 
Cuschieri et al. 1979    
Peden et al. 1985  
Watson et al. 1982   
Tervo et al. 1997  
Collins et al. 1994    
 ‘[The OSCE shows ] how to redesign teaching and curriculum’ Singer et al. 1994  
 ‘A tool where poor performances were investigated and causative factors are identified, identification of areas 
where methods and content are deficient, review scores to identify weaknesses and strengths’  McFaul & Howie 1993  
‘Awareness of students abilities[and in addition]  the results of the OSCE affect curriculum’  Hoole et al. 1987  
 ‘[The OSCE provides] specific information on each student’s clinical weaknesses which could guide an 
educational plan’ Petrusa et al. 1987  
‘[The OSCE] motivates changes in curriculum... modules are being developed’ Kowlowitz et al. 1991  
‘[The OSCE provides] relevant information is given to course director that inform him in curriculum change’ Heard et al. 1996  
‘[The OSCE provides] guidance for curriculum planning’; ‘the OSCE provided the impetus for curriculum change’ 
Duerson et al. 2000  
Stillman et al. 1991  
‘Observing stations deleted by low reliability we understood that they can be due to student who didn't 
acquire or were not taught... content was then examined  ... ‘[ The OSCE] indicates where there should be a 
remediation of the station and further change in the curriculum’ 
Auewarakul et al. 2005b  
‘[The OSCE is an opportunity of]  concerted effort to improve aspects of students´ education [and]  specific 
teaching changes has been made due to OSCE’ Elnick et al. 1993   
‘[The OSCE] examination may help to achieve more uniform teaching’ 
Ainsworth et al. 1995  
Troncon 2004   
‘OSCE information provides a foundation on which  structured teaching will be based’ Sloan et al. 2001  
*Percentages are reported when feedback is based in a survey.  Some studies contributed to more than one category.  
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Discussion 
 
The intention of  this BEMER was to provide 
evidence on OSCE reliability, validity and other 
assessment requisites namely, OSCE fairness, 
acceptability and educational impact.  
Underlying these broad research questions are 
the multiple specific questions teachers face in 
their daily practice: Is the OSCE feasible to 
accommodate low and high number of  students?, 
Could standardized patients be as effective as 
experts in assessing students?, Should global ratings 
be used instead of  checklists?, How many stations 
do we need to achieve a reliability of  0.80?, How 
does the OSCE correlate with other assessment 
methods?, How do students and teachers evaluate 
the OSCE?, How fair is the OSCE in students’ 
perspectives?, How does the OSCE correlate with 
other assessment formats?, Is the OSCE a 
relevant exam capable of  educational impact?   
These are just some examples that still persist 
and this study hopefully introduced evidence to 
support some answers. Below we present a 
summary of  main results. 
 
Evidence on OSCE reliability 
  
• Evidence on inter-rater reliability was found 
and previous concerns, regarding the reliability 
of  the exam when using SPs (instead of  expert 
examiners) and global ratings (instead of  
checklists) were not confirmed in our study 
• Evidence suggests the use of  global ratings and 
the coordinated use of  standardized patients 
and expert evaluators 
• Although expected, no differences were found 
when comparing the average inter-station 
reliability between OSCEs conducted with 
different underlying purposes in terms of  
consequences  of  students’ assessment:  
- Highs takes vs. low stakes  
- Summative vs. formative 
- OSCEs implemented to evaluate students, 
curriculum or an intervention vs. to 
examine/appraise the OSCE itself 
• The inter-rater reliability of  examiners using 
global ratings was significantly lower than the 
checklists, which contrasts with findings related 
to average inter-station reliability.  
• To result in the same expected test reliability, 
the OSCEs using checklist-based assessment 
grids would require a higher number of  
stations than identical OSCE using global 
rating-based assessment grids. 
 
Evidence on OSCE validity  
 
• OSCE has established criterion validity 
showing higher correlations with studies that 
reported disattenuated correlations  
• Evidence on face/content validity was  found 
suggesting  
- the OSCE stations are sampled against 
blueprinting and course objectives 
- stations design incorporates contributions 
from other teachers and experts 
- final decisions on content of  stations are 
reached through consensus meetings 
 
Evidence on OSCE fairness 
 
Results suggest the OSCE is a fair exam with 
students globally reporting the OSCE as such. 
When compared with other traditional methods, 
the OSCE is generally perceived as a fairer exam 
adequate to the course objectives and curriculum, 
corresponding to what was expected with 
students feeling confident they are able to perform 
the required tasks. Similar positive comments 
were found in studies reporting on students and 
examiners or students and faculty feedback. 
 
Evidence on OSCE acceptability 
 
The OSCE was generally reported as a relevant 
and satisfactory exam, supporting its acceptability. 
Examiners perceived the OSCE as being a ‘valid 
examination and an effective way of  assessment’. Students’ 
acceptance of  the OSCE also appeared globally 
positive, with the majority welcoming the OSCE 
and receiving the exam with enthusiasm and 
confidence. When comparing the exam with other 
assessment formats, OSCE is frequently reported 
as being better and an important component of  
overall measurement of  clinical competence. 
 
Evidence on OSCE educational impact 
 
Students and teachers perceive the OSCE as an 
exam capable of  steering learning and teaching. 
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The OSCE is recognized as providing a focus 
for relevant and useful learning, because it 
conveys strong messages to learners on what 
should be valued in terms of  curriculum and 
learning outcomes. It is also seen as a source of  
motivation, creating an environment which 
favours students’ attitudes and approaches to 
learning, as well as being capable of  changing 
studying habits. 
OSCE is also described as influencing and 
supporting teaching, with some studies reporting 
capacity to redesign methods and curriculum 
based on students’ strengths and weaknesses. 
The most commonly reported influence of  the 
OSCE on teaching was as a ‘diagnostic tool’ 
capable of  identifying areas of  students’ 
deficiencies or strengths, and thus become a 
starting point to reformulate curriculum and 
teaching methods. 
The findings reported above are globally positive 
(or very positive) with few studies reporting less 
positive comments, usually based on feedback 
given by a minority of  participants. 
However and as highlighted in a previous study 
(Patricio and Carneiro, 2012) the need for 
multiple approaches when dealing with scientific 
research in medical education implies that 
knowledge should take into account what is 
already known. 
This was why we searched for other perspectives 
on the OSCE criteria as an assessment tool, not 
only during the period covered by this study but 
also until April 2012, to investigate the existence 
of  other systematic reviews on OSCE requisites 
as an assessment method (namely on its reliability, 
validity, feasibility, fairness, acceptability and 
educational impact.). Two hundred and ninety 
three studies (corresponding to 74 studies in 2009; 
73 studies in 2010; 105 studies in 2011; 41 studies 
in 2012) were retrieved and scrutinized to identify 
the existence of  any review and/or systematic 
review. Some studies were retrieved (for example 
Barman 2005) reporting on OSCE reliability and 
validity but as they were not primary studies, 
neither systematic reviews, they were not 
considered in present study. 
Only one systematic review was identified - 
‘The reliability of  the objective structured clinical 
examination scores’ - from Brannick et al. (2011). 
Taking this review into consideration we now 
present an analysis comparing the two studies. A 
summary is reported in Table 12. 
 
 
Table 12. Comparison the reliability results with Brannick et al. 2011 
Dimension under analysis A systematic review of the reliability of objective 
structured clinical examination scores 
 
(Brannick et al. 2011) 
Is the OSCE a  reliable and valid tool to assess 
learning competencies in undergraduate  
medical studies Evidence from a BEME 
Systematic Review 
Scope of studies included OSCE studies OSCE performed  in undergraduate medical education 
Number of studies and reliability values  
for Cronbach's alpha coefficient  
considered for analysis  
39 studies with 188 reliability values 
Note - There was 64 studies with 457 reliability 
values, but most  reported on reliability values 
other than Cronbach’s alpha coefficient 
60 studies with 127 reliability values 
Characterization of Reliability values 
(Cronbach’s alpha coefficient) 
100 values – for inter-station reliability 
53 values – on across-item reliability 
35 values  –  n/c what type  is reported 
91 values  –  on inter-station reliability 
36 values  – on inter-rater reliability 
Regarding the inter-station reliability 
Reliabilities considered for analysis 
Note – inter-station Reliability was the 
only type of reliability that is comparable 
across the 2 papers) 
Overall reliability (corrected for the number of 
stations through weighting) 
Inter-station reliability for 4 variants of OSCE 
formats:  
- examiner /checklist 
- examiner / global rating, 
- standardized patient /checklist 
- standardized patient /global rating 
Reliability values On average the overall alpha coefficients reported was of 0,66 
On average the inter-station reliability was 
0,19 (which represents an overall reliability of 
0,74) 
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Other effect analysed 
Analysis of the effect on the overall alpha 
coefficient for: 
- Type of examiner (SP, faculty, etc…) 
- Number of examiner 
- Type of scale (check-list vs. gl. rating) 
- Content (communication or clinical) 
- Context (research or high-stakes 
Analysis of the effect on inter-station 
reliability of OSCE with examiners/checklist 
for: 
- OSCE aim (evaluate /examine OSCE) 
- OSCE station (history-taking Yes/no) 
- Type of exam (high / low-stakes)  
- OSCE purpose (formative /summative) 
Effect of type of examiners (SPs or 
examiner) 
No significant difference was identified. 
Note - for inter-item there was a significant 
difference, but one could not really identify if it 
was due to the type of exams or the content, as all 
examiners were evaluating clinical skills and most 
of the SPs communication skills) 
No significant difference was identified 
when using a checklist, 
When using global ratings SPs reported to 
be more reliable than examiners (at a 
significance level of 10%) 
Effect of type of scale (check-list or global 
rating) 
No significant differences were identified 
 
 
NOTE – for inter-item there was a significant 
difference with higher reliability for global ratings, 
but as reported on the paper: Items on a checklist 
are often rather easily observed. Items on a Likert 
scale are subject to interpretation to a greater 
degree and call for graded responses to a set of 
behaviours observed over a longer period of time. 
Because a single judge typically rates all of the 
communication items in a station, any global 
impression of the examinee’s performance in that 
station is likely to colour all the evaluative ratings 
for that examinee (…).There are other possible 
explanations for differences between checklist and 
Likert scale scores, including the occurrence of 
ceiling effects for some checklist items, as well as 
possible differences in underlying causes of 
behaviour. It may be, for example, that the clinical 
skills evaluated in the checklist depend upon a 
great number of underlying factors than the skills 
required for communication” 
Global ratings showed consistently significant 
higher inter-station reliability than checklists 
(for both SPs and examiners) 
 
NOTE – The first explanation presented by 
Brannick et al. (2011) to this unexpected result 
(global ratings being more reliable that 
checklists) is the fact of having a single judge 
for which “any global impression on the 
examiner performance is likely to colour all 
the evaluative ratings”. This explanation was 
on an inter-item context, which is not 
observed here. In our perspective, this result 
can be explained by the existence of an 
underlying effect, for example 
sympathy/empathy with examiner or the 
overall personality of the examinee, which 
might influence (“colour” in the same sense 
used by Brannick et al., (2011) the global 
rating outcome but is not possible to report on 
a checklist. 
Effect of other variables 
Content (evaluating communication or clinical 
skills) and number of raters (1 or 2) reported to be 
significant with 
- Evaluating clinical skills was significantly more 
reliable than evaluating communication skills 
(the inverse relationship was observed within 
the inter-item where evaluating communication 
skills was more reliable) 
- 2 raters were significantly more reliable than 1 
rater 
None of the 4 context (OSCE aim; Including an 
history-taking station; OSCE Purpose and Type 
of exam)analysed showed significant 
differences between its settings 
 
 
Brannick’s (2011) systematic review considered 
all OSCE studies, while our BEMER only 
considered the OSCE studies performed in 
undergraduate medical education. Regarding the 
reliability values analysed (Cronbach's alpha 
coefficient) Brannick’s review reported 100 values 
for inter-station and 53 values for inter-items, 
while in our study we analysed 91 inter-station 
and 36 inter-rater values, therefore the only 
comparable analysis are those addressing the 
inter-station reliability or overall reliability. 
Both studies reported a positive relationship 
between the number of  stations and the overall 
reliability. 
While we tested whether the type of  examiner 
(SPs or examiners) and type of  scale (global 
rating or check-list) were significantly different, 
Brannick et al. tested each of  these variables 
separately. In term of  conclusions we identified 
that SPs were signifycantly more reliable than 
examiners when using global ratings, and with any 
type of  examiner, global ratings were significantly 
more reliable than check-lists. None of  these 
variables reported to be significantly different in 
Brannick’s test. 
Analysing the effect of  other variables (high 
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stakes vs. non high stakes OSCEs, summative vs. 
formative, implemented to evaluate vs. to analyse 
the OSCE itself) we did not identify any other 
significant effect on reliability.  However, due to 
information limitations (namely missing or 
unusable data) we could only study the effects on 
inter-station reliability of  OSCEs with examiners 
and checklist while Brannick et al. reported that 
clinical skills were significantly more reliable than 
communication skills and two raters were 
significantly more reliable than one rater. 
 
 
Conclusions 
 
Evidence was obtained showing the OSCE has 
high reliability and established validity. This was 
expected, since by its nature the OSCE should be 
more reliable and more valid to assess clinical 
outcomes than the ‘traditional methods’, due to 
its standardized format with students required to 
perform tasks, not only to report knowledge on 
how those tasks should be performed. 
Findings also pointed to the OSCE as an exam 
meeting the GMC (2011) assessment requirements 
namely as a fair, acceptable (relevant and 
satisfactory) exam with educational value.  
The evidence on OSCE educational impact - 
namely its capacity to steer students’ learning 
priorities, suggests the OSCE meets the highest 
level of  practical use of  an evaluation process, 
which according to Prislin et al. (1988) depends 
on how an exam is capable of  influencing 
subsequent learning. 
Of  interest is the fact that the few negative 
comments are from quite old studies. The 
Troncon’ paper (2004) for example assumes that 
OSCE stations are short and not integrated 
(history, examination, diagnosis and management) 
but they can be - especially as developed in the 
last 5 years - longer stations allowing more 
authentic examination. 
 
 
Limitations of the Study  
 
We acknowledge intrinsic and external limitations 
to this study. Technical constraints determined 
that only the papers published in English were 
included in the analysis and coders’ constraints 
determined the period covered by literature search.  
The major difficulty found when analysing 
validity and reliability of  the OSCE relates to the 
quality of  primary reports, where data is 
sometimes missing or unusable. In terms of  
reliability, for example, only 60 studies (16%) 
contributed to this analysis. In addition to 7 
studies (2%) that have statements on reliability 
without supportive data, there were two main 
reasons for exclusion:  
• Use of  a non standard reliability metric (for 
example not using the Cronbach's alpha 
coefficient as a measure of  reliability) 
• Use of  a non standard Cronbach's alpha 
coefficient (i.e. computing a Cronbach's 
alpha using all the checklist items for all the 
stations together, instead of  computing it by 
looking at the Cronbach's alpha coefficient 
of  each station based on the individual 
checklist items). See Appendix 3 for more 
detailed information.  
 
Similar difficulties occurred when analysing 
validity. As for fairness, relevance, satisfaction and 
educational impact of  OSCE, information is 
usually clear but only a small number of  papers 
contribute to those criteria.  Another limitation is 
due to the nature of  data, since for the latest 
criteria (fairness, relevance, satisfaction and 
educational impact) we rely on self-perceptions 
from students, faculty, examiners and SPS.    
Finally, a word of  caution is also needed in 
terms of  potential publication bias. The studies 
show a tendency to report successful achievements 
and journals have tendency to publish mostly 
successful studies. These may explain how 
comments are in general so favourable. 
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Studies contributing to reliability  
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Fazio, Roberts, & Schwartzstein, 2008; Benbow, Harrison, 
Dornan, & ONeill, 1998; Blue, Stratton, Plymale, DeGnore, 
Schwartz, & Sloan, 1998; Campos-Outcalt, Rutala, Witzke, & 
Fulginiti, 1994; Campos-Outcalt, Watkins, Fulginiti, Kutob, 
& Gordon, 1999; Carpenter, Battles, McIntire, & Sprankell, 
1992; Carpenter, McIntire, Battles, & Wagner, 1993; Chenot, 
Simmenroth-Nayda, Koch, et al., 2007; Chesser, Laing, 
Miedzybrodzka, Brittenden, & Heys, 2004; Coutts-van Dijk, 
Bray, Moore, & Rogers, 1997; Coutts & Rogers, 1999; 
Cunnington, Neville, & Norman, 1997; Dacre, 1993; Doig, 
Harasym, Fick, & Baumber, 2000; Elzubeir & Rizk, 2001; 
Fox, Dacre, & Mclure, 2001; Gruppen, Davis, Fitzgerald, & 
McQuillan, 1997; Hanson, Hodges, McNaughton, & Regehr, 
1998; Hodges, Turnbull, Cohen, Bienenstock, & Norman, 
1996; Hodges & Lofchy, 1997a; Hodges, Regehr, Hanson, & 
McNaughton, 1997b; Hoelker, Breukelmann, Saur, & 
Nippert, 2004; Humphrey-Murto, Smith, Touchie, & Wood, 
2004; Humphris & Kaney, 2001; Jefferies, Simmons, & 
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Schellberg, Friedman Ben-David, & Nikendei, 2005; 
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McGaghie, Renner, Kowlowitz, Sauter, Hoole, & Schuh, 
1994; McKinley, Strand, Gray, Schuwirth, Alun-Jones, & 
Miller, 2008; Newble, Hoare, & Elmslie, 1981; Newble & 
Swanson, 1988; Newble & Swanson, 1998; OConnor & 
McGraw, 1997; Park, Chibnall, Blaskiewicz, Furman, Powell, 
& Mohr, 2004; Regehr, Freeman, Robb, Missiha, & Heissey. 
1999b); Rutala, Witzke, Leko, Fulginiti, & Taylor. 1990; 
Shatzer, Darosa, Colliver, & Barkmeier. 1993; Schwartz, & 
Strodel, 1994; Sloan, Donnelly, Johnson, Schwartz, & 
Strodel. 1994; Sloan, Donnelly, Schwartz, Felts, Blue, & 
Strodel, 1996; Stern, Committee, & Fitzgerald, 1998; Tann, 
Amiel, Bitterman, Ber, & Cohen, 1997; Thomson, 1987; 
Verhoeven, Hamers, Scherpbier, Hoogenboom, & van der 
Vleuten, 2000; Verma & Singh, 1993b; Wass, Jones, & van 
der Vleuten, 2001b; Wilkinson, Newble Wilson, Carter, & 
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Appendix 2 
Studies contributing to validity  
 
A-Latif, 1992; Auewarakul, Downing, Jaturatamrong, & 
Praditsuwan, 2005a; Bell, Krupat, Fazio, Roberts, & 
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Schwartzstein, 2008; Benbow, Harrison, Dornan, & ONeill, 
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Zachariah, & Ilechukwu, 1991; Gilson, George, Qualls, 
Sarto, Obenshain, & Boulet, 1998; Jolly, Jones, Dacre, 
Elzubeir, Kopelman, & Hitman, 1996; Joorabchi, 1991; 
Kirby & Curry, 1982; Matsell, Wolfish, & Hsu, 1991; 
Mazor, Ockene, Rogers, Carlin, & Quirk, 2005; Newble & 
Swanson, 1988; Park, Chibnall, Blaskiewicz, Furman, 
Powell, & Mohr, 2004; Petrusa, Blackwell, Rogers, Saydari, 
Parcel, & Guckian, 1987; Regehr, Freeman, Hodges, & 
Russell, 1999a; Remmen, Scherpbier, Denekens, et al.,  2001; 
Rosebraugh, Speer, Solomon, et al.,  1997; Rutala, Fulginiti, 
McGeagh, Leko, Koff, & Witzke, 1992; Schwartz, 
Donnelly, Sloan, & Young, 1994; Simon, Volkan, Hamann, 
Duffey, & Fletcher, 2002; Smith, Price, & Houston, 1984; 
Thomson, 1987; Verhoeven, Hamers, Scherpbier, 
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2001a; Wass, McGibbon, & van der Vleuten, 2001c; Woolf, 
Haq, McManus, Higham, & Dacre, 2008. 
 
 
Appendix 3 
Major difficulties when reporting reliability 
and validity 
 
Some problems were found in terms of evidence on 
reliability: Commonly, studies of OSCE will report the 
overall test reliability, frequently calling it a ‘Cronbach's 
alpha’ (i.e. Cronbach's alpha coefficient).  The terminology 
is confusing. Typically, this results from treating each station 
score as an item and computing the reliability of the ‘n’ item 
(station) test. However in its original form, alpha was 
developed for personality and achievement tests, where it 
really was items. The problem arises because occasionally 
OSCE studies will actually look at an alpha for each station 
based on the individual checklist items. And one paper put 
all checklist items for all stations together and computed 
alpha. The primary problem with this loose terminology is 
that it confounds error variance from items within stations 
(which is typically small) with error from different stations 
(which is large).    
 
A second problem is that alpha is directly related to the 
number of stations – longer OSCEs have higher reliability. 
This comes out of the Spearman-Brown formula which 
related the test reliability R to the average inter-station 
reliability r and the number of stations, n. 
 
 
In order to look at the reliability of a checklist, for example, 
we work backwards from the test reliability to the average 
inter-station reliability 
 
 
So for a 10 station OSCE with overall reliability of .8, the 
inter-station reliability is: 
 
  .8 / [10 - 9x.8] = .8 / 2.8 = .286  
 
More information on difficulties found when looking for 
evidence on OSCE feasibility, reliability and validity after 
analysing the first 400 studies of this BEMME systematic 
review were reported in 2009 by Patricio et al. 
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A Best Evidence Medical Education (BEME) Systematic Review 
on the feasibility, reliability and validity of the Objective 
Structured Clinical Examination (OSCE) in undergraduate 
medical studies.  
 
Concluding Remarks  
 
 
The structure of  the final chapter of  a dissertation reporting on a systematic review justifies the 
inclusion of  a summary of  the work done so far, from the research questions to results. Also 
mandatory is to reflect on the results of  the critical appraisal of  the BEMER process, the limitations of  
the study and a last section on the future ‘looking forward to the OSCE exam as a ‘five star exam’. 
 
 
Summary of the BEMER process: from questions to results 
 
The aim of  the study was to produce scientific evidence about the OSCE, by means of  a BEMER, on 
its suitability to assess learning outcomes in undergraduate medical studies. Two instrumental objectives 
were defined: to characterize OSCE technical and economic feasibility and to get evidence on the 
reliability, validity, fairness, acceptability and educational impact of  the exam. 
BEME methodology (full details in Chapter 1) was applied by two independent coders who 
scrutinized the 1065 primary studies retrieved from the 1083 identified. 
A summary of  main results is given below (complete description reported in Chapters 4 and 5).    
 
• Evidence on OSCE technical feasibility 
Evidence on OSCE as a technical feasible exam was based in 1065 studies reporting on the 
implementation of  the OSCE to assess multiple learning outcomes, in a range of  several contexts 
(hospital vs. community, high vs. low stakes exams, etc.) to serve multiple purposes (formative vs. 
summative exams), implemented to evaluate (students, curriculum or an intervention) or to examine the 
OSCE itself, used by a range of  26 professions.  
OSCE flexibility in terms of  underlying designs and formats (accommodating a high and low 
number of  students, performed in one or several venues, with one or multiple circuits, with a high and 
low number of  real patients, standardized patients and examiners) was also documented as one of  the 
major OSCE advantages and a major reason for its adoption.  
The flexibility of  OSCE is probably the responsible factor for teachers’ ownership since, in spite of  
being a standardized exam, teachers have the possibility of  designing the OSCE according to their 
specific contexts and objectives. This means that, without losing its characteristics to increase reliability 
and validity of  the exam, each OSCE can be designed to meet specific needs. 
 
• Evidence on OSCE economic feasibility 
Evidence was also obtained on OSCE economic feasibility, with the OSCE being recommended 
because of  its unique benefits, in spite of, in some circumstances, being expensive to administer  
Evidence also suggests that there are alternative ways to decrease costs and transparent categories are 
needed for reporting OSCE, namely to distinguish direct and indirect costs. Editors should request high 
quality of  OSCE primary reports namely reporting on economic viability to support schools’ decisions. 
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• Evidence on OSCE reliability 
Throughout previous chapters we highlighted some questions regarding the reliability of  the OSCE. 
Among them we were interested in the reliability of  the OSCE when using standardized patients (SPs) 
instead of  examiners and using global ratings instead of  checklists. Our results show that previous 
concerns with lower reliability when using SPs and global ratings were not confirmed. 
These findings should assist evaluators when designing OSCEs, namely in terms of  background of  
examiners and type of  scoring tools, with evidence supporting the use of  global ratings and the co-
ordinated use of  standardized patients and experts when using evaluators. 
 
• Evidence on OSCE validity 
Evidence was found on face-content validity, with a significant percentage of  OSCE exams having the 
stations sampled against blueprinting and course objectives, with contents based on contributions from 
other teachers and experts and where final decisions were reached through consensus meetings. If  the 
way stations are designed cannot assure per se the validity of  the OSCE, the evidence on a highly formal 
process for designing the stations shows how much some schools are investing on reaching OSCE 
validity through a demanding design of  respective stations. 
Evidence was found on validity against other criterion measures with correlations on the low to 
medium range. This  area needs more research, namely to understand what we are correlating when 
doing such analyses, because we usually do not know exactly what kind of  learning outcome are 
assessed by a ‘short answer’, a ‘clinical grade’, or any other format. 
We expect that, when analysing OSCE exams performed in other phases of  medical education 
(namely on postgraduate), we will found studies investigating construct and predictive validity which 
were not so frequent in undergraduate medical studies and when available do not report enough quality 
data to allow further analysis.   
 
• Evidence on OSCE fairness  
Results on OSCE fairness were based on feedback received from students’ teachers and examiners, 
who reported the OSCE as a fair exam even when compared with traditional exams or other exams. 
Students express their confidence because ‘the exam corresponds to what they expected and feel 
prepared to perform the OSCE’. 
 
• Evidence on OSCE acceptability  
Evidence on acceptability is based on OSCE relevance and satisfaction with the OSCE. The OSCE was 
reported by students, teachers and examiners as a relevant, effective exam, capable of  measuring the 
skills the students are expected to have acquired. 
In what concerns satisfaction, feedback was received from students, teachers, examiners, SPs and real 
patients who globally welcomed the OSCE, considered as a ‘gold standard exam’ by Norman already in 
2002, with favourable comments namely when compared with other formats.    
 
• Evidence on OSCE impact on learning and teaching 
Evidence also points to the OSCE being capable of  educational impact, which is one of  the most 
important findings of  this BEMER. OSCE appears as capable of  driving teaching and, above all, driving 
learning, which makes the OSCE not only as an ‘assessment OF learning’ but also as an ‘assessment FOR 
learning’ (Lorna & Katz 2006; Schuwirth & van der Vlauten 2011) and ‘assessment AS learning’ (Lorna & 
Katz 2006). 
 
Before concluding this short overview it is important to mention that less favourable comments on 
the OSCE fairness and acceptability were found only in a very few studies. Of  interest is to highlight that 
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they appear in schools where other students rate the OSCE very favourably, so they never represent the 
global opinion of  candidates performing a certain OSCE but just as the opinion of  a small cohort.  
 
 
Critical appraisal of the BEMER   
 
Every systematic review must critically examine the quality of  obtained evidence (Guyatt et al. 2008) 
which is done through examining the quality of  the main methodological steps.  
For this purpose results are presented below in terms of  pertinence of  the research question, rigour 
of  localization and selection of  the evidence, critical appraisal of  the literature, integration of  findings 
with educational judgment and transfer of  results into practice. 
  
• How pertinent was the educational research question? 
Despite the extraordinary expansion of  OSCE, many questions persist in teachers’ daily practice in 
terms of  OSCE being a valid, reliable and feasible approach to assess learning outcomes. At a time 
when it is well accepted that teacher’s decisions should be informed by the best available evidence, the 
research question in this systematic review appears to be pertinent in looking for evidence on the 
OSCE assessment criteria for undergraduate medical studies.   
Consisting of  multiple objective ‘stations’ designed to assess a range of  clinical and practical skills, 
under similar circumstances (same assessment, same patients, and same examiners), the OSCE was used 
all over the world and was immediately considered as a revolutionary exam - with students requested to 
demonstrate skills and not only knowledge.  
Therefore, the decision for looking comprehensively at the OSCE feasibility, reliability, validity, 
fairness, acceptability and educational impact was justified by the existent lack of  systematic reviews to 
encompass OSCE exponential use after its introduction. The arguments behind OSCE creation – 
namely its psychometrics qualities - have not been investigated in a systematic way until November 
2011, when a first review on OSCE reliability was published (Brannick et al. 2011).  
This is why the educational research question seemed to be highly pertinent, since using the OSCE 
all over the world during more than three decades does not guarantee it to be a feasible, reliable, valid, 
fair and acceptable exam with educational impact when assessing clinical competences.   
The research question was even more pertinent if  we consider that assessment is a topic of  high 
importance on the medical education agenda, and within assessment the ‘assessment of  clinical skills’ is 
probably the most challenging educational area with teachers, students and researchers involved in 
intense debates all over the world concerning what is known as a ‘community of  assessors‘. 
 
• How exhaustive was the process of  localizing and selecting the evidence?  
Literature was searched since 1975 (date OSCE was created) until the end of  2008 (see criteria for 
inclusion in Chapter 4) through a very exigent search process described in Chapter 1 (see 
methodology). Attention to cross referencing when coding the studies confirmed the search process 
was trustful to obtain exhaustive and sensitive data.  
 
• How rigorous was the critical appraisal of  the evidence? 
The quality control of  the evidence obtained in this systematic review implied three steps: a) examining 
the quality of  the BEME as a credible approach to get evidence; b) examining the quality of  the 
primary studies; c) examining the quality of  the process to extract data from primary studies. 
  
a) Examining the quality of  BEME as a credible approach to obtain evidence 
The quality of  the BEME methodology as a credible process to obtain evidence was examined, to 
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see if  BEME would be a trustful means to produce evidence on the psychometric characteristics of  the 
OSCE.  
The conclusion (reported in Chapter 2) was that differences between BEME and Cochrane reviews 
are perhaps more a matter of  degree of  the supporting evidence than the existence of  fundamental 
differences. BEME and Cochrane reviews will remain, in the foreseeable future, very demanding tasks 
and the medical education community is aware of  difficulties regarding BEME reviews - common to all 
human sciences – due to the holistic nature of  the object of  the study, in addition to the lack of  
resources associated with the expected financial constraints.  
In a time when it is already accepted that teacher’s decisions should be informed by the best available 
evidence, and not only by individual opinions, the crux of  the question is that BEME evidence should 
translate scientific knowledge into practice. This was achieved in this BEMER namely through the 
practice points mentioned in chapters reporting on results (Chapters 4 and 5).  
 
b) Examining the quality of  primary studies in which the evidence is based 
The quality of  primary studies was also investigated, because they determine the quality of  the 
obtained evidence namely in terms of  its applicability.  Major problems identified in primary studies 
were reported - lack of  information, heterogeneity when reporting data, lack of  standardized 
vocabulary and weak structure within reports - suggesting a significant concern for readers (if  they 
wish to transfer the results to their daily practice), for researchers (when interpreting or replicating a 
study) and also for reviewers (when conducting a systematic review).  
These problems, fully described in Chapter 3, prevented us from using all the studies selected to 
answer the research questions. Nevertheless, we believe that these difficulties do not compromise the 
overall quality of  the findings. In chapters reporting the results of  this BEMER (Chapters 4 and 5) 
information was provided in terms of  missing or non-usable data. 
In the future, attention needs to be paid to the way OSCEs are reported in the literature concerning 
the problems above referred. In Chapter 3 a checklist was proposed to assist authors in the preparation 
of  OSCE reports. As already mentioned, it is important to have high quality of  primary studies 
reporting more detailed information namely on OSCE economic viability.  
 
c) Examining the quality of  data analysis to extract the evidence  
The process of  extracting data was performed by two independent coders. There were three levels 
of  analysis when scrutinising papers (full description given in Chapter 4).  
A preliminary level was based in all retrieved studies (1065) to identify: 
- ‘When and where were the studies published’ (date, country and continent) 
- ‘Who published the studies’ (name and type of  institution)  
- ‘Who used the OSCE ‘(phase of  education and professional groups performing the OSCE).  
A second level of  analysis was performed in all accepted studies (n=366) to collect evidence on the 
purpose of  the OSCE exam.   
Finally, a third level was based in all studies with data on BEME questions, (n=212 studies 
representing 263 exams) which were scrutinized in terms of: 
- Learning outcomes assessed by the OSCE (history taking, physical examination, etc. 
- Subject areas under assessment (medicine, dentistry etc.)  
- Underlying elements regarding OSCE design/format: 
- Type of  exams (high stakes vs. non high stakes) 
- Purpose of  exam (formative vs. summative) 
- Feedback  provided (to whom, by whom, when and how) 
- Number of  students (total number and maximum number per circuit) 
- Number of  venues 
Concluding remarks  CHAPTER 6 
  
115 
- Number of  parallel OSCEs 
- Number of  cycles  
- Number of  days 
- Number of  stations  
- Total time 
- Duration of  individual stations 
- Scoring tools (checklists vs. global ratings) 
- Number and background of  examiners  
- Number and background of  standardized patients (SPs) 
- Number of  real patients 
- Number and background of  staff  involved  
- Use of  mannequins and videos 
- Training process for real patients,  SPs and examiners 
- Existence of  a pilot study 
- Data on research questions (feasibility, reliability and validity). 
 
The level of  agreement for evidence on OSCE feasibility, reliability and validity between coders 
(reported in Chapter 4 and 5) attests to the reliability of  the coding process. 
Having examined all process through these steps – examining BEME as an approach to get evidence, 
examining the primary studies in which evidence is based and examining the way data was extracted 
from studies - the obtained evidence appears to be trustworthy. 
 
• How trustworthy was the integration of  findings with educational judgment? 
For a high quality BEMER, integration of  results should be made with careful judgement. The details 
of  this integration were given in Chapters 4 and 5 and one example is that further research questions 
were added to the initial question. In fact we started this BEMER to answer the question ‘Is the OSCE 
a feasible, reliable and valid exam to assess learning outcomes in undergraduate medical studies’ but at a 
later phase - according to educational trends regarding assessment criteria - other requisites were 
incorporated and a decision was taken to also examine ‘OSCE fairness, acceptability (relevance and 
satisfaction with OSCE) and educational impact (steering effect on learning and teaching)’. 
 
• How comprehensive was the transfer of  evidence to induce changes in practice? 
It is not enough for a BEME of  high quality to answer a pertinent question, to perform an exhaustive 
and sensitive search, to implement a rigorous method of  extracting the evidence, and to have a good 
integration with educational judgment. As previously mentioned, the crux of  the BEMER is to 
translate evidence into practice and this was why particular attention was paid to practice points 
regarding the findings of  this work (full description given in Chapters 4 and 5). 
The working team tried to posit a hierarchy of  evidence to guide educational decisions on the OSCE 
assessment criteria, being aware that evidence alone is never sufficient to make an educational decision. 
 
 
Final considerations on BEMER  
 
As Aristotle stated in Metaphysica ‘the whole is greater than the sum of  its parts’ and this was why a 
global critical evaluation of  this systematic review was performed at the end of  the process to check 
‘BEMER validity’ (i.e. its closeness to the truth), ‘BEMER impact’ (i.e. the size of  its effects), ‘BEMER 
reliability‘ (i.e. the precision of  the findings) and ‘BEMER applicability‘ (i.e. the potential for improving 
outcomes). This was performed using the guides presented on the table below. 
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Table 1. Overall quality control of the BEMER process   
Validity of  BEME process * 
Was the BEME study well designed? 
Was the BEME methodology well applied? 
Was data available to support evidence on OSCE feasibility  
Was data available reported to support evidence on OSCE reliability 
Was data available reported to support evidence on OSCE validity  
Was data available reported to support evidence on OSCE fairness 
Was data available reported to support evidence on OSCE acceptability 
Was data available reported to support evidence on OSCE drive learning 
Was data available reported to support evidence on OSCE drive teaching  
Was the analysis of primary studies made by independent coders  
Was the analysis made by coders based on identical criteria  
Was consensus reached through discussion between coders when needed   
Reliability of  BEME results * 
Which was the precision of findings  
Importance of BEME results 
Which are the findings?  
Which was the dimension of findings?  
Were the benefits educationally significant?  
Applicability of  BEME results * 
Are the OSCE exams under analysis similar to OSCES exams in current practice? 
Are all educational important outcomes included in the final report?  
Are the benefits bigger than the drawbacks? 
Will BEME results impact in terms of changing  daily practice ? 
 Will OSCE as a clinical assessment method be better as a result of this BEME  
*It is important to highlight that here we are talking about the validity, reliability and applicability of BEME findings 
and not scrutinizing the OSCE reliability, validity and feasibility.  
 
 
Results point to this BEMER as a credible method to search evidence, where primary studies showed 
enough quality to provide evidence, where a valid and reliable analysis was used to extract data and 
where evidence points to important findings which can be transferred into practice. 
 
 
Limitations of the study 
 
We acknowledge intrinsic and external limitations to this study. Poor quality of  OSCE reports, with 
unclear or missing data, and lack of  human resources, were major limitations.  
In terms of  problems with data, several analyses which were initially foreseen, for example ‘the 
influence on OSCE reliability of  training patients and training evaluators’, were not made, due to 
missing or non-usable data. The same occurred in terms of  reliability associated with different types of  
learning outcomes assessed (for example history taking, physical examination, diagnosis, management, 
etc.), number of  venues, number of  exams within the same OSCE or existence of  a pilot, just to 
mention some of  them. Since information on reliability of  individual stations was insufficient to 
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perform such analyses. We also expected to have collected evidence on construct and predictive validity 
but this information was almost unavailable (and when available has not enough quality) on the studies 
analysed in the context of  this BEMER. 
Practical constraints determined that only the papers published in English were included in the 
analysis, because there were no resources for translating other studies.  
As previously reported, the problem of  finding coders in systematic reviews was a serious one, since 
coding of  primary studies is very demanding in terms of  time and resources, and coders’ profile is also 
a very limiting factor.  
The difficulties regarding reports of  primary studies were mentioned in previous chapters (Chapter 4 
and 5) but a final a word of  caution is needed in terms of  comprehensiveness of  findings, because not 
only have the studies a tendency to report successful achievements, but also, journals have a tendency 
to publish mostly positive studies.  
We are aware of  this possible bias and this is why we dare suggest that criteria for accepting/rejecting 
studies submitted to publication also take into account the ‘educational lessons to be taken from the 
study‘ and not only on the ‘success of  the study’. Important educational lessons can be learnt from a 
non-successful study. 
The work done so far is the first step of  a more comprehensive BEMER which should look at the 
293 studies published after the end of  2008,  at OSCEs performed in other phases of  medical 
education (postgraduate and CME), and OSCES used in some of  the other 25 health related 
professions identified in this systematic review.  
This further analysis is extremely important to complete the evidence on the OSCE assessment criteria. 
 
 
OSCE: The way forward  
 
The evidence obtained with this BEMER points to the OSCE as a ‘gold standard for clinical assessment’ as 
stated by Norman in 2002.  Emerging from our results are some OSCE features which may justify 
Norman’s statement. From them, it appears that OSCE has a more important role to play in the future, 
namely in terms of:  
 
• OSCE as an ‘authentic exam’  
Evidence points to the OSCE as an ‘authentic exam’ and this is why its inception was a really ‘new take’ 
in terms of  clinical skills assessment. OSCE is per se a valid exam because it requests the ‘demonstration 
of  students’ competencies’ and not only the ‘demonstration of  students’ knowledge’. It certifies the 
clinical skills the student must acquire and this is of  utmost importance, namely in the context of  
Outcome Based Education where clear learning outcomes are defined and where OSCE may play a 
major role assessing a broad range of  competencies. This is essential, at a time where more 
accountability is needed from medical schools to reassure society that doctors have the necessary skills 
for practice. (Harden 1999). 
 
• OSCE as ‘assessment for learning’, not just ‘assessment of  learning’  
Evidence points to the OSCE as an ‘assessment for learning’ and not just an ‘assessment of  learning’ 
since it tackles the full roles of  assessment, namely in terms of  having a steering effect on learning. 
Teachers may have different perceptions and different expectations regarding the educational impact of  
assessment, which can be incorporated in formative OSCEs, given at different stages (during the 
OSCE, immediately after and sometime later) encouraging and creating diverse opportunities to 
provide feedback to students (usually highly valued by them).  This would respond to students’ long-
standing complaints about not receiving enough feedback while being assessed and would allow them 
to identify gaps and mistakes they made, showing what they should do to remedy their deficiencies. 
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• OSCE as an ‘exam with wide applicability’  
Evidence points to OSCE not just addressing a small niche of  teachers’ requests but meeting the needs 
of  a large community of  different professional bodies who are using it all over the world, with no 
apparent geographical limitations, for multiple purposes (formative and summative), to certify a range 
of  multiple competencies, which is extremely relevant in a time when curricula and assessment are 
moving to ‘Competency Based Education’ and ‘Competency Based Assessment’ (Schumway & Harden 
2003). 
 
• OSCE as a ‘response to the continuum of  education’  
Evidence points to OSCE being used at all levels of  education (undergraduate, postgraduate and 
continuing professional development (CPD). We will witness in the future the design of  more OSCE 
stations recognizing the continuum of  education, since what a first year student is expected to do and 
achieve is very different from a final year student, a postgraduate or a specialist.  
  
• OSCE as a ‘feasibility exam used in a wide range of  contexts’  
Evidence points to the OSCE implemented in a wide range of  contexts (community, hospital, medical 
schools), with-high or low-stakes exams, including high and low number of  students, and allowing 
multiple formats (in terms of   number of  venues, circuits, type of  stations, duration, number and 
background of  examiners, use of  real or standardized patients). 
  
• OSCE  as a ‘flexible exam contributing to teachers ownership’ 
Evidence points to the OSCE having great flexibility. It is impressive how OSCE, being a highly 
standardized exam (same tasks, same examiners, same patients and same duration), allows teachers to 
adapt to the format they wish, with almost no limitations in terms of  its design to fit their needs. This 
is probably why teachers feel as ‘major stakeholders’ when implementing an OSCE.   
 
• OCSE  as an ‘exam capable of  assessing professionalization in a global world’ 
The other important thing is that in the future we will be moving to professionalization, and the OSCE 
exam - designed to reflect ‘team work’ and ‘different professions working together’ - will be a means to 
that end.  
We will assist to OSCE exams incorporating ‘standard stations’ to assess and recognize global 
standards (as specified by the ‘Global Essential Minimum Requirements’), which will contribute to 
certification of  the competencies needed by a doctor in a global world with its mobility that students 
and professionals have to face. (Core Committee Institute for International Medical Education 2002; 
Schwarz & Wojtczak 2002) 
 
• OCSE  as an ‘exam where new technologies will bring new improvements’   
Presently the OSCE patients can be represented in different ways (real, simulated, models and computer 
simulations) and, in spite of  the undeniable importance of  real patients, we have to acknowledge the 
future impact of  new technologies and virtual reality will have on OSCE patient representation,  as well 
as on recording and scoring students’ performance. 
  
• OCSE as an ‘exam where students will be used as examiners’  
In an educational environment where curriculum is a major topic in the medical education agenda, 
more attention is likely to be paid in the future to the role of  students in this exam - not just as 
‘learners’ or ‘examinees’ but also as ‘examiners’ with peer assessment being part of  the procedure.     
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• OSCE  as an ‘overall assessment’  
By its structure and format the OSCE, when assessing multiple competencies in a single exam, is 
contributing to students’ overall examination (van der Vleuten et al. 2012), namely when providing 
relevant data related to different learning outcomes.    
 
• OSCE  as an ‘exam contributing to research in medical education’   
 
As research in medical education is also very much in the agenda, as well as the need  for evidence to 
inform decisions, the OSCE can be used to assess not only ‘students’ competencies’  but also 
‘interventions in the curriculum’. We anticipate the emphasis on research will even become more 
important in the future, and therefore the role of  OSCE will also be emphasized in terms of  
nearcoming contributions to medical education research.   
 
These perspectives when ‘looking forward to the OSCE exam’ allow us to anticipate its future potential 
role and impact in medical education. However, it is important to clarify that the OSCE also has its 
limitations, as previously reported, and should never be considered as the ‘only exam’. 
 
The evidence brought up by this BEMER on OSCE feasibility, reliability, validity, fairness, acceptability 
and educational impact justifies the OSCE being considered a ‘6 Star Exam’.  
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Chapter 4 
Appendix 1 – BEME methodology 
 
 
 
BEME methodology - as described in the BEME protocol (www.bemecollaboration.org) was 
undertaken based on the following steps: 
(1) Establishment of  a working Systematic Review Group 
(2) Framing the research question(s) 
(3) Defining inclusion/exclusion criteria  
(4) Developing a search strategy 
(5) Retrieving the material under analysis   
(6) Developing an OSCE Reference Manager database  
(7) Developing an OSCE electronic database  
(8) Coders’ training and pilot phase 
(9) Analysing and coding of  primary studies 
(10) Establishment of  consensus  
(11) Analysing data   
(12) Discussion and synthesis 
(13) Conclusions and application to practice 
 
1. Establishment of a working Systematic Review Group 
A working group in Lisbon was constituted by the coordinator (a MD-PhD and MSc in Medical 
Education), a research director (Educationalist and MSc in Medical Education - also acting as a coder), 
two coders (final-year medical students) and two administrative assistants.  
Included in the team there was two international consultants: a PhD from the Department of  
Clinical Epidemiology and Biostatistics at McMaster University, Canada, and a PhD from the Centre 
for Medical Education at McGill University, Canada. 
2. Framing the research question(s)   
Whether the OSCE is feasible, reliable and valid as a method of  assessment of  learning outcomes in 
undergraduate medical studies were the initial research questions for this BEME Systematic Review. 
Later, due to current educational developments, other questions were added concerning new 
assessment criteria requirements, introduced by the GMC in 2011: fairness, acceptability (i.e. OSCE 
relevance and satisfaction with the OSCE) and educational impact (i.e. OSCE capacity of  steering 
learning and teaching).  
3. Defining inclusion/exclusion criteria   
Only English studies reporting on ‘classical OSCE exams’ performed in undergraduate medical 
education were included in the study.  Therefore the following primary studies were excluded: 
- Non undergraduate studies 
- Non medical studies 
- Non English studies  
- Non ‘classical’ OSCEs 
- Non primary studies 
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- OSCE studies for teaching students  
- OSCE studies for training teachers. 
 
A study was coded ‘non-classical’ when it did not conform in general terms with the classical 
approach of  the OSCE, as described by Harden et al. in 1975. Among them we found studies where 
the candidate was a ‘team’ or ‘group’ instead of  an individual - for example, TOSCE (Singleton et al. 
1999), G-OSCE (Hill et al. 1994), GOSCE (Elliot et al. 1994; Fields et al. 1995; Vooijs et al. 1997), 
GOSPE (Biran 1991), when assessment was based on video instead of  direct observation, for example 
VIPSCE (Shallaly & Ali 2004), OSVE (Humphris & Kaney 2000), where exams had only written 
stations (Akici et al. 2004), where exams were only peer-rated (Geddes & Crowe 1998) and ‘non-
classical’ formats, for example OSCEs with only one or two stations (van Dalen et al. 2001; Robins et 
al. 2001). ‘non-classical’ studies were excluded, to avoid a bias when calculating the reliability of  the 
OSCE. 
Secondary studies were excluded because systematic reviews must be based on primary studies only. 
Also excluded were studies where OSCEs’ objectives were ‘to teach students or train teachers’, because 
the objective of  this BEMER concerns the feasibility, reliability and validity of  the OSCE when 
implemented for assessing learning outcomes. 
Long case exams and OSLERs which appear as a result of  the search were also excluded from 
analysis. 
4. Developing a search strategy 
Literature was searched by a BEME information scientist, from 1975 (date of  the first publication on 
the OSCE) until the end of  2008. All identified references were inserted into a Reference Manager 
database.  
Two different phases were considered: 
 
• Phase I - Literature search from 1975 to end of  2001  
We started with the OSCE database material published by Harden et al. in 2003, which covered the 
OSCE literature from 1975 till the end of  2001. The 712 references were identified through: 
- Electronic search of  medical, educational & related databases; 
- Hand search on 6 key medical education journals; 
- Search of  TIMELIT reference database; 
- Search of  Gray Literature (for example the Proceedings of  Ottawa Conference); 
- Search on specialised literature collections, at the Medical Education Centre, University of  
Dundee. 
The key journals selected for searching were: Academic Medicine, Medical Education, Medical 
Teacher, Teaching & Learning in Medicine, Advances in Health Sciences Education and Education 
for Health. 
 
• Phase II - Literature Search from 2002 to the end of  2008 
Previous search was updated until the end of  2008 by the same BEME information scientist who 
made the initial search. These references were electronically identified (electronic searches have 
improved considerably since the initial run and there was no need to repeat the intensive hand 
searches labour) and TIMELIT (used in phase I) was abandoned later. 
The key words used in both phases were base terms which were tested and adapted: ‘OSCE’, 
‘OSPE’, ‘GOSPE’, ‘objective structured clinical exam$’, ‘objective structured practical exam$’, 
‘structured clinical exam$’, ‘structured clinical interview$’ (the truncation symbolic $ is fairly generic 
and is used to pick up all alternative endings). 
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5. Retrieving the material under analysis   
When a reference was identified the process of  retrieving the paper started immediately. This was easier 
in Phase I because the papers were sent by the Medical Education Centre at the University of  Dundee. 
For Phase II the process was more difficult: the majority was obtained through the libraries of  the 
University of  Lisbon and the University of  Columbia. Finally, the editors of  journals of  non-retrieved 
papers were also approached to obtain missing papers.  
6. Developing an OSCE Reference Manager database  
An OSCE Reference Manager database was created to include the list of  identified references. The 
objective was to facilitate a quick identification of  a study through its author(s), date, journal, title, etc., 
and the insertion of  references in publications.  
The software Reference Manager is one of  the most reliable databases management programs 
available to the academic world and has the advantage to be compatible with most bibliographic 
databases. All elements of  the working team were trained in its development and use. 
7. Developing an OSCE electronic database  
A new ‘online database’ (Lotus software) was developed, since the existing BEME coding sheet was not 
applicable in our systematic review. Items for the new coding sheet were defined by the whole team 
according to research questions. Literature was blueprinted and the new database served as a coding 
sheet supporting the coding and establishment of  consensus on line. The database was structured upon 
four main sections: 1) information on publication, 2) background of  OSCE exam, 3) results on OSCE 
feasibility, reliability and validity, and 4) study problems, solutions and conclusions, each of  them 
including several fields.  Full description of  this software is presented in Chapter 4. 
One of  the most important characteristics of  the new OSCE database was its dynamic structure i.e. 
a structure, which could be modified during the coding process by adding or reformulating a field. 
Moreover, the majority of  the fields were ‘open fields’ which could be fed by new items when they 
show up during the coding process. These features were extremely important since when a systematic 
review starts its impossible for researchers to have the full picture of  what is under investigation.  
Fields such as ‘existence of  a previous pilot’, ‘number of  sub-stations under analysis’, ‘sub-sample of  
students under analysis’, ‘total number of  students in the course’, ‘relevance’, ‘fairness’, are examples of  
fields inserted later during the coding process. They implied a second review of  the papers analysed 
until that date.  In what concerns the number of  options within the same field, we found, for instance, 
266 different types of  OSCE aims, 273 Institutions responsible for OSCE publications and 45 different 
stations organized in 156 different combinations (depending on the studies).  
These are just some examples showing that it would be extremely difficult to code such a complex 
exam with the traditional paper based coding sheet, as the fields of  the coding sheet are defined before 
the coding process starts. 
This new database allowed independent coding by each coder and establishing of  consensus online. 
8. Coders’ training and pilot phase 
Two coders were trained by the research director in the BEMER systematic methodology. Background 
literature was made available to them and several meetings took place to discuss the process of  coding 
and how to reach consensus.  
After the initial ‘theoretical training period’, a ‘pilot phase’ started concerning the coding of  the first 
75 papers.  During the ‘pilot phase’ each paper was reviewed and inserted in the database by each 
independent coder. A discussion followed to justify each decision, before consensus was established 
leading to the coding of  a ‘consensus record’. 
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9. Analysing and coding of primary studies  
Each paper was coded by two independent reviewers. As already stated, the new electronic OSCE 
database was used to support coding.  
10. Establishment of consensus 
A ‘consensus meeting’ occurred after independent coding of  a certain number of  records (usually no 
more than twenty) was made.  Consensus was reached by comparing the classification of  the two 
coders and as a result of  the discussion a ‘consensus record’ was created for each record in the online 
OSCE database. Consensus could be achieved face to face or electronically.  
Disagreements were discussed until consensus was achieved. When disagreements occurred, a 
discussion took place and, frequently, this implied the coders had to reread the paper before consensus 
could be established at the next session. During the pilot phase the establishment of  consensus for a 
single paper could easily take more than one hour.  Progressively the time allocated to establish 
consensus diminished and within an hour it was possible to code 4-6 papers depending on its 
complexity. 
Consistency among coders was established throughout the process excluding the pilot phase (see 
results in Chapters 3, 4 and 5).   
11. Analysing  data 
The procedures for data analysis were determined by each research question. For detailed information 
on the different levels of  analysis see Chapters 3, 4, and 5. The analysis was supported by the 
Department of  Clinical Epidemiology and Biostatistics at McMaster University and the Centre for 
Medical Education & Department of  Medicine, McGill University, both in Canada 
12. Discussion and Synthesis 
The discussion and synthesis of  results was done in the context of  each research question, involving 
the whole team. Results are presented in Chapters 3, 4, and 5.  
13. Conclusions and application to practice 
Conclusions were established in order to facilitate the transfer of  results into practice when taking into 
account the limitations of  the study. 
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Chapter 4 
Appendix 3 – Structure of OSCE electronic coding sheet 
 
 
 
Section 1   Information on the record  
Paper Code  Reference attributed to each study under analysis 
Paper Sub-code Sub reference- when the study reports on more than one OSCE exam 
Justification Justification regarding sub-codes  
Coder Coder identification  
Doubts Aspects still to be decided  
Reference Manager Code number regarding the Reference Manager Database  
Source Searcher identification 
Section 2   Information on the publication 
Date Date of publication 
Publication title Title of publication 
Publication Type Description of publication format  
Authors Paper published by one or more authors: 
Country Country of authors 
City City of authors 
Institution Authors’ affiliation  
Section 3   Information on OSCE Background 
Course Area Medicine, Nursing, Dentistry, etc. 
Medical Education level  Undergraduate, Postgraduate and CME/PCD 
Inclusion /Exclusion Justification for accepting rejecting papers  
Rejected due  Identifying the sources for rejection 
Other Designation  Other designation than OSCE (TOSCE, GOSCE, and VOSPE) etc. 
Aim of Paper Description of the aim of the paper 
Aim Quant. Coding in terms of Detecting Results or Examining OSCE 
Focus on Validity Study focus (fully, incidental, none) mentioned in the Abstract  & introduction 
Focus on Reliability  Study focus (fully, incidental, none) mentioned in the Abstract  & introduction 
Focus on Feasibility  Study focus (fully, incidental, none) mentioned in the Abstract  & introduction 
Section  4 Information on OSCE Design 
Subjects  Subject and specialty areas being assessed  (specific & transversal areas)  
Pilot Information on pre-test of stations  (past or Present pilot) 
Training  Information on Coders and patients training 
Briefing  Information on Briefing the students / teachers on OSCE structure, process,  
Reported elsewhere When information on the OSCE was already given in other paper(s) 
Assessment Type  Type of assessment (High stakes, Moderate, volunteer etc.)  
Purpose Role of assessment (formative, Summative, both 
Feedback given TO Feedback on performance was to Students, SPs, Examiners etc. 
Description of feedback  Description of feedback given to students  
Learning Outcomes/ station type  Learning outcomes being assessed  (History-taking, Physical examination, etc.) 
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Coding Recording on scoring students’ performance (Checklist, Global ratings) 
Venue Number of different locations where the same OSCE exam takes place 
Days Number of days when the OSCE was performed 
Parallel Number of circuits to accommodate all students. 
Parallel Description Run simultaneously or sequentially  
Cycles How many circuits in each parallel 
Station number Number of stations included in the OSCE 
Rest Stations  Number of rest stations included in the OSCE 
Subset stations When authors report results just for some stations (sub-set of stations)  
Exam Number Number of different OSCE exams reported in the paper  
Students total Total number of students in the course under assessment 
Undergraduate students Number of undergraduate students performing the OSCE 
Postgraduate candidates Number of postgraduate students performing the OSCE 
CPD candidates Number of CPD candidates performing the OSCE 
Clerks Information on OSCE performed in the context of a clerkship  
Subset of students When OSCE results are reported only for a subset of students 
Maximum number of students Maximum number of students performing the OSCE in each circuit 
Duration Information on the total time spent in each OSCE 
Station Time  Duration of each station (identical or non-identical in all stations) 
Station description  When details on non-identical stations are reported 
Course year ‘Course year’ students attending  
Curriculum Number of curriculum years 
Subset stations When authors report results just for some stations (sub-set of stations)  
Exam Number Number of different OSCE exams reported in the paper  
Students total Total number of students in the course under assessment 
Faculty Number Staff involved in the planning / development / implementation of the OSCE 
Faculty Description Description of respective background 
Examiner Number Number of examiners in charge of assessing students’ performance  
Examiner description Description of respective background, level of seniority (senior, junior) 
Simulated Patients Number of simulated patients 
Standardized SP Information regarding if they were standardized / Information on training process 
Standardized SP description  Information on background (teachers, other students, nurses, other people)  
Real Patients Number of real patients involved in the OSCE 
Real Patients standard.  Information regarding if they were standardized / training process 
Real Patient description Information on background (teachers, other students, nurses, other people)  
Mannequin Information on mannequins, models, etc.   
Video Case(s) presented on video or computer  
Section 5   Evidence on OSCE Feasibility, Reliability and Validity  
Validity data Information on Validity results and process 
Reliability data  Information on Reliability results 
Relevance data Information on how students, teachers, patients etc. evaluate the OSCE relevance  
Fairness data Information on how students evaluate OSCE fairness according to what was taught in class, opportunities for training etc. during the course  
Drive Learning 
Information regarding drive learning: i.e. data concerning students and teachers report on how the 
OSCE determined specifically directed learning that occurred specifically focused on the OSCE 
objectives  
Drive Teaching 
Information regarding drive Teaching: i.e. data concerning teachers reporting that OSCE highlight 
students’ weaknesses and strengths and from this information curriculum and or teaching methods 
were modified 
OSCEE  technical viability  Information from students, teachers, examiners, simulated patients, real patients  
OSCEE  economic  viability  Information on ‘cost’ and ‘time taken’ (planning and development) 
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Section 6. Information on OSCE global results versus initial aims, problems, solutions 
OSCE global results  Results highlighted by authors concerning initial aims  
OSCE problems /difficulties  Major difficulties related to the OSCE implementation 
OSCE solutions  Possible, how to overcome them 
Bibliography Bibliographic references mentioned in the article which could be of special interest  
7.  Final section 
Section for notes Open area for notes etc. 
Study uploaded  Digital or scan version of the study  
 
 
 
