1. Introduction and summary. Let J be a field of characteristic zero, and let Rm (m = 0, 1, • • • , r) be nXn matrices with elements in J. M. H. Ingraham [l] 1 has shown that the unilateral matrix equation y_X=o^>»Xm = 0 may have an infinitude of solutions. In this paper a study is made of the conditions under which such an infinitude of solutions will exist. All matrices considered in this paper will be square and of order n unless otherwise specified.
The matrix X\ is similar to the matrix Xt if there exists a nonsingular matrix T such that TXiT~1 = XI and the elements of X\, Xt and T are in J. The polynomial domain J [X] of J is a principal ideal ring. The matrix Zm=o-R»>Xm is a \-matrix, that is, its elements are in 7 [X] . A square X-matrix is unimodular if it has an inverse which is also a X-matrix. Two X-matrices A and B are left associates if there is a unimodular matrix U such that UA=B. The relationship of left associativity is an equals relationship. Every square X-matrix is a left associate of a unique matrix which is in canonical triangular form. This matrix has all elements below the main diagonal equal to zero. If a diagonal element is zero, its row consists entirely of zeros. The leading coefficient of each nonzero diagonal element is unity, and the elements in that column are reduced modulo the diagonal element. 2 If M, P, and A are X-matrices such that M =PA, then A is said to be a right divisor of M, and M is a left multiple of A. Every pair of X-matrices has a greatest common right divisor (g.c.r.d.) D and every pair of nonsingular X-matrices has a least common left multiple (l.c.l.m.) M which is unique up to left associates [2] . 
1949.
1 Numbers in brackets refer to the bibliography at the end of the paper. s For these definitions and terms see MacDuffee [2] . The Hermite normal form as defined by MacDuffee is the form generally used. The canonical triangular form defined here is used in keeping with that used by Ingraham [l] . It is obtained in the same manner as the Hermite normal form except the operations are carried out in the columns in reverse order.
3 The proof of the factor theorem for polynomials with coefficients in a ring with an identity element is given by Albert Thus, a study of the above problem yields results applicable to the unilateral matrix equation. The X-matrix A is a right divisor of the X-matrix M if and only if its canonical triangular form is a right divisor of the canonical triangular form of M. Consequently, the matrices A, B, and M will be considered as being in canonical triangular form. If the X-matrix i?(X) has a set of right divisors whose canonical triangular forms have the same main diagonal, then the set will be called a family of right divisors of i?(X). A matrix of the form \I -X where X has elements in J will be called a monic matrix of degree one. It is easily shown that two monic matrices are left associates if and only if they are identical. If a family of right divisors of i?(X) are the left associates of monic matrices of degree one, the matrices X obtained from the monic matrices are solutions of R(X)=Q and will be called a family of solutions of R(X) = 0.
It is shown that a necessary and sufficient condition for the existence of an infinite family of solutions of the unilateral matrix equation is that there be two distinct solutions which are similar. 2. Families of solutions. The following theorem provides a basis for the results obtained in this paper.
Theorem
1. If P = QA, where P is a nonsingular \-matrix, P and A being in canonical triangular form, and if for some values j and k, where j>k, it is true that qkk and a^ are not relatively prime; then there exists a family of right divisors of P which are not left associates. Furthermore, if A is the left associate of a monic matrix of degree one, then the mem-bers of the family, with a finite number of exceptions, are also left associates of monic matrices of degree one.
Since P and A are triangular matrices and P is nonsingular, it follows that Q and A are nonsingular, and Q is also triangular. Hence,
Consider a possible factorization of P into P = BA', where A' has the same diagonal elements as A and is in canonical triangular form. One such factorization exists, namely P = QA. The matrix B will be a triangular matrix.
Represent the greatest common divisor of two polynomials /(X) and g(X) by the symbol (/(X), g(X)). where xi(X) and /i(X) are uniquely determined, p is the degree of (ff**. ciji) and am (m = 1, 2, • • • , p) are arbitrary parameters.
The remaining elements of A' are uniquely determined in terms of Oy and the other elements previously found, since (qmm, 0/y)=T (m<k), and (qmm, app) = l (p>j, p>m).
Therefore, in solving for A' an infinite family of right divisors of P is obtained. Furthermore, each member of the family is in canonical triangular form. Hence, no two distinct members of the family may be left associates.
The existence of a family of right divisors of P has been shown. In the construction above the parameters first occur in and may occur in the elements a'mp (m<k, p=j; P=j+1,
•••,»). When the parameters occur in an element, they will appear in the coefficients of the various powers of X in that element. In this case the coefficients will be polynomials in the parameters. A certain combination of values for the parameters will yield A from A'. Assign these values to all but one of the parameters. The modified matrix A' will involve only one parameter, and by assigning the proper value to this parameter A will be obtained from A'.
If there is a unimodular matrix T such that TA =\I-X, then it is true that A' will be the left associate of a matrix \I-X' except possibly for a finite set of values of the parameter. The necessary and sufficient conditions that the canonical triangular matrix A = ^y>n-oAm\m be the left associate of a monic matrix of degree one are: The degree of n"_1amm should equal n, the degree of IJm=ia»»» should be equal to or less than j (j<n), and the matrix W\ Then <Xyy=/(X)A(X) and 0,v = g(X)Ä(X) where (/(X), g(X)) = l. Since mji = Pj}<1ii~q.iihi it follows that g(X) divides pa and/(X) divides gg.
Because Yln=jdmm= YLm-ibmm, it follows that some factor of g(X)
divides some element avv (p>j), and some factor of/(X) divides some element bkk (k >j). That is, (bkk, g,,) A1 (k >j) and (a,,, i>") A1 (p >/).
By Theorem 1, there exists a family of solutions whose corresponding canonical triangular forms have the same main diagonal as A, and another family, whose corresponding canonical triangular forms have the same main diagonal as B.
If there is a family of solutions, let Xi be one of the solutions. All members of the family will satisfy the scalar equation |X7 -X\\ = 0. A scalar equation of finite degree may have only a finite number of dissimilar solutions [2] . Therefore, there must exist at least two similar solutions. Furthermore, there must be at least one class of similar solutions which is infinite in number. This completes the proof of Theorem 3. The above condition will certainly be true if the elements of Zm=o^mX'" have a common divisor whose degree is a divisor of n. To prove the converse, let X2 = SXiS~1. Since every matrix similar to Xi is a solution, it follows that 5 is a solution of ^Tm=0RmSX? = Q. This is true for every nonsingular S.
The equation ^m=-oRmSX^ = 0 is equivalent to n2 equations in the unknowns 5,7 (i, j=l, 2, • • • , n). The matrix S may be considered as a vector in n2 space. If there are n2 nonsingular solutions S of ^fm=oRmSXT = 0, and if these matrices, considered as vectors in n2 space, are linearly independent, then it follows that .X(Zf)»»0.
Let En be the nXn matrix which has 1 in the ith row and jth column and zeros elsewhere. The n2 -n matrices I+Ea Since (qmm, a"") = 1 (m<k), the remaining terms of A' may be expressed uniquely in terms of a'tn. As in Theorem 1, it follows that there is a family of right divisors of P with the same diagonal as A, and hence a family of solutions of the unilateral equation. In the final case k = n, and (qmm, apv) = l(m <p). Choose a!m = alm (I, m = l, 2, ■ • • , re -1). If a'm is chosen to be ann, a unique factorization is obtained namely P = QA. Since qn" = 0, may be chosen arbitrarily.
Choose a'm to be identical with ann except in the constant term which will be a parameter. It may easily be shown that if there is given a finite set of irreducible polynomials, and a given polynomial of fixed degree with an arbitrary constant, then for an infinite set of values of the arbitrary constant, the polynomial will be relatively prime to all of the polynomials in the given finite set. This follows from an application of Euclid's algorithm and the fact that the field is of characteristic zero. If the finite set of irreducible polynomials is taken to be the factors of the elements qL^ (m = l, 2, • • • , n -1), then for an infinite set of values of the constant (g^m. aL>) -1 ■ Since (qim, a»n) = l, o»n will be one of the (4. A unique factorization of P exists for each a^,. Therefore, there is an infinite set of right divisors of P. Since A is included in the set, there is an infinite set of right divisors of P which are left associates of monic matrices of degree 1. It follows that there is an infinite set of solutions of the unilateral equation. Note that in Case 3 the set of solutions, as defined, is not a family.
It may be possible in certain cases to factor P in such a way as to get a family of right divisors which leads to a family of solutions. That this is not always true is shown by the following example in which J is the rational field R. Let 
