Abstract-Consider a large database of n data items that need to be stored using m servers. We study how to encode information so that a large number k of read requests can be performed in parallel while the rate remains constant (and ideally approaches one). This problem is equivalent to the design of multiset Batch Codes introduced by Ishai, Kushilevitz, Ostrovsky and Sahai [1] .
I. INTRODUCTION
Batch codes were introduced by Ishai, Kushilevitz, Ostrovsky and Sahai in [1] , motivated by applications to load balancing in distributed storage and private information retrieval. In this paper we study batch codes in the context of their ability to support parallel accesses (reads) to the information stored on a distributed storage system. In particular, we are interested in multiset batch codes. An (n, N, k, m) multiset batch code C encodes a string of n information symbols (x 1 , x 2 , . . . , x n ) over a finite alphabet Σ into N code symbols over the alphabet Σ. These N code symbols are then stored on m servers (also called buckets) so that arbitrary k parallel requests can be supported. This includes k requests to read one item, k/2 requests to read any two items, k/3 requests for three items etc. In general a pattern of k parallel read requests (k-request pattern) can be represented by a multiset with its elements from the set [n] := {1, 2, . . . , n}, the index set of the information symbols. With this multiset representation, an (n, N, k, m) multiset batch code ensures the following: Given any k-request pattern {i 1 , i 2 , . . . , i k } which corresponds to requests for information symbols (not necessarily distinct) x i1 , . . . , x i k , there must be a partition of the m servers into k disjoint groups S 1 , . . . , S k ⊆ [m], such that the j-th request x ij can be recovered by reading at most 1 symbol (in general at most t symbols) from each server of the group S j .
Thus, in the context of distributed storage, multiset batch codes allow multiple parallel reads, a very useful property when storing hot data or frequently accessed information. For example, if the information symbol x 1 is requested by k different users, it can be retrieved simultaneously, by accessing k disjoint groups of servers and reading only at most one symbol from each server. The simplest and most frequently used way of introducing redundancy in distributed storage systems is replication. Assume that the whole database is replicated k times using m = k servers. One advantage of k-replication is that any k read requests can be processed in parallel. The disadvantage, of course, is that the rate of this storage scheme is vanishing as 1/k. This large storage overhead of replication is a major cost bottleneck for largescale storage clusters that motivates the use of other erasure codes in systems like Windows Azure and Hadoop [2] , [3] .
The central design question for multiset batch codes involves minimizing the number of servers m while maximizing the rate of the code ρ = n/N for a given length of information string n and a required number of parallel reads k. Clearly, for any multiset batch code m ≥ k. Note that m = k is achievable by k-replication but with vanishing rate ρ = 1/k. We are interested in the setting where scaling number k of read requests can be performed in parallel while the rate remains constant (and ideally approaches one).
A. Our contributions and organization
We introduce the first families of multiset batch codes with explicit and deterministic decoding algorithms and a polynomial number of servers with respect to k. Our codes also achieve asymptotically optimal rates 1 − o k (1) 1 , and asymptotically optimal fault tolerance.
Our main technical innovation is a graph-theoretic method of designing multiset batch codes using dense bipartite graphs with no short cycles. We first consider the mutliset batch codes where each server stores one symbol (i.e., N = m), called a primitive batch codes. Primitive batch codes are subsequently used as building blocks to construct general batch codes. In Sec. II, we associate a bipartite graph with a systematic code. We then show that an [n, N ] systematic code that encodes n information symbols over a finte alphabet Σ to length-N 
TABLE I: Summary of the constructions of multiset batch codes presented in this paper. For the codes constructed in Sec. III-B,˜ < is a rational number which depends on . Also, c ≥ 2 is a fixed integer.
codewords over Σ is an (n, N, k, m = N ) primitive multiset batch code if the associated bipartite graph has an induced subgraph with girth at least 8 and left degree at least k.
We then resort to the rich literature on explicit constructions of dense bipartite graphs of high girth and in particular bipartite graphs without 4 and 6-cycles. Based on the existing construction of such bipartite graphs in literature [4] - [6] , we obtain several constructions for multiset batch codes that give different trade-offs which are summarized in Table I . Note that we achieve close to optimal tradeoffs for bipartite graphs based multiset batch codes as discussed in Sec. III-D. In Sec. IV, we address the issue of fault tolerance in our batch codes. Specifically, we show how to augment the code with extra parity symbols to provide distance asymptotically approaching to the Singleton bound. We note that while this transformation can be applied to any batch code, batch codes with rate 1 − o k (1) are necessary to obtain asymptotically optimal fault tolerance.
B. Related work
In [1] , Ishai et al. introduce the notion of batch codes. An important contribution of [1] was the design of codes that for any constant rate ρ < 1 achieve polynomial dependency of the number of servers on k, that is m = k c for some constant c that depends on the rate ρ. One limitation is that this exponent c is fairly large and grows arbitrarily large as the rate ρ approaches 1. It remained open if it is possible to construct multiset batch codes with rates approaching ρ = 1 − o k (1). Further, it would be ideal to achieve this using few servers, i.e., m = k c for some small exponent c. By a connection between multiset batch codes and smooth codes observed by Ishai et al. (Theorem 3.9 in [1] ), the recent constructions of high rate locally decodable codes by Kopparty et al. [7] imply multiset batch codes with these properties, e.g. rate 1 − O(log log k/ log k) achieved with m < k 1+O(1/ log log k) , however this has not been explicitly mentioned in the literature. Other constructions of high rate locally decodable codes appear in [8] , [9] .
As far as we know, other than batch codes that implicitly follow by the connection to smooth codes (Theorem 3.9 in [1] ) and recent constructions of high rate locally decodable codes (e.g. [7] - [9] ) the only constructions of batch codes published after [1] have been replication based batch codes -referred to as combinatorial batch codes in the literature (see e.g. [10] - [16] ). Note that combinatorial batch codes do not provide multiset batch codes.
A limitation of most previous multiset batch codes including the batch codes implied by [7] - [9] and all multiset batch codes of [1] with polynomial number of servers m = poly(k) is that they do not have explicit deterministic decoders. They provide randomized decoding algorithms, and imply the existence of the disjoint groups of servers required for decoding, but do not construct the disjoint groups, and do not identify which servers to use for the parallel reads explicitly. The multiset batch codes with deterministic decoders in [1] have superpolynomial number of servers with respect to k. Moreover, prior batch code constructions with good rates have very poor distance properties, namely d = o(n). We construct batch codes that have near-optimal distance, linear in n and asymptotically approaching the Singleton bound.
The weaker problem of enabling multiple parallel reads of a single symbol was recently investigated in [17] - [19] . This line of work generalizes the literature on locally repairable codes [20] - [24] , where one is interested in reconstructing a single code symbol by contacting a small number of other code symbols. Here, we also note that the constructions that we present in this paper resolve an open question stated in [17] .
II. OBTAINING MULTISET BATCH CODES FROM BIPARTITE GRAPHS
This section presents the primary technical contribution of this paper. For the remainder of the paper, we assume Σ to be a finite field over which our linear codes are defined. Here, we focus on systematic linear codes and provide a sufficient condition for such a code to be a primitive multiset batch code. Remember that primitive batch codes correspond to the setting where N = m, i.e., each server stores a single code symbol. In A. Graph representation for systematic codes
The n left nodes and the N − n right nodes in the graph G C respresent the n information symbols and the N − n parity symbols of the code C, respectively. Moreover, there exists an edge (i, j) ∈ E ⊆ V 1 × V 2 iff the i-th information symbol participates in the j-th parity symbol. Alternatively, given G = [I n×n | E n×(N −n) ] as the n × N generator matrix of the code C, the matrix E is supported on the incidence matrix of the bipartite graph G C . Example 1. Let C be a [3, 8] systematic code which encodes the information symbols x = (x 1 , x 2 , x 3 ) to a length-8 
B. Repair groups of a systematic code
We now define the notion of repair groups for a systematic linear code C. For i ∈ [n], let c i1 , c i2 , . . . , c i u(i) denote the u(i) parity symbols that involve the information symbol x i . For j ∈ {i 1 , i 2 , . . . , i u(i) }, we use x Γ(i,j) ⊆ {x 1 , . . . , x i−1 , x i+1 , . . . , x n } to represent the collection of the information symbols other than x i that participate in the construction of the parity symbol c j . This implies that for each j ∈ {i 1 , i 2 , . . . , i u(i) }, one can obtain x i by removing the contributions of the symbols in x Γ(i,j) from c j . Noting this, we refer to the u(i) collections of the symbols x Γ(i,j) ∪ {c j } j∈{i1,i2,...,i u(i) } as u(i) repair groups for the information symbol x i .
In terms of the graph representation G C , for i ∈ [n], the left node x i has degree u(i). The right nodes associated with the parity symbols c i1 , c i2 , . . . , c i u(i) constitute the u(i) neighbors of the left node x i . Moreover, for j ∈ {i 1 , i 2 , . . . , i u(i) }, the left nodes associated with the information symbols x Γ(i,j) correspond to all the neighbors of the right node c j other than the left node x i . For the [3, 8] code described in Example 1 (see Figure 1) , the information symbol x 1 participates in four parity symbols c 4 , c 5 , c 7 , c 8 . Therefore, the information symbol x 1 has the following four repair groups, {x 2 , c 4 }, {c 5 }, {x 3 , c 7 }, {x 2 , x 3 , c 8 }.
C. Sufficient condition for multiset batch codes
As our main technical contribution, the following result presents a sufficient condition for a linear systematic code to be a primitive multiset batch code. Theorem 2. Let C be an [n, N ] systematic code with the graph representation G C = (V 1 , V 2 , E). Assume that there exists an induced subgraph
3 ⊆ G C such that the following two conditions hold.
(i) Each node in V 1 has degree at least k in the bipartite graph G C . (ii) The bipartite graph G C ⊆ G C has girth (length of the shortest cycle) at least 8. Then, C is an (n, N, k, m = N ) primitive multiset batch code.
Before proceeding to establish Theorem 2, we present Lemma 3 without proof. (Please refer to [25] for the proof.) This lemma characterizes the interaction among those repair groups of the information symbols that are associated with a suitable induced subgraph G C ⊆ G C .
Lemma 3. Let C be an [n, N ] systematic code with the graph representation G C = (V 1 , V 2 , E). Assume that there exists an induced subgraph G C = (V 1 , V 2 ⊆ V 2 , E) ⊆ G C such that the two conditions stated in Theorem 2 hold. Then, each information symbol has at least k disjoint repair groups. Moreover, for any i, j ∈ [n] with i = j, any one of the disjoint repair groups for the information symbol x i has common symbols with at most one of the disjoint repair groups for the information symbol x j .
We now present a brief sketch of the proof of Theorem 2. The detailed proof can be found in [25] .
Sketch of the proof of Theorem 2. It follows from Lemma 3 that for a code which satisfies the requirements of the theorem, each information symbol has at least k disjoint repair groups. Moreover, Lemma 3 also implies that given an induced subgraph G G with girth at least 8, among the repair groups associated with G C , each repair group of one information symbol can block at most one repair group of any other information symbol. Now, given a k-request pattern we sequentially map each request (for an information symbol) to one of the associated disjointed repair groups which involves only code symbols that have not been used to serve previous requests. For (j + 1)-th request, where j ≤ k − 1, greedily assigning each of the previous j request to one of their associated repair groups can block (i.e., use code symbols from) at most j of at least k disjoint repair groups of the information symbol corresponding to the (j + 1)-th request. Therefore, (j + 1)-th request can be assigned to one of its unblocked repair groups. This argument establishes Theorem 2.
Remark 1. Note that the proof of Theorem 2 involves showing that for a systematic code satisying the graph theoretic constraints stated in the theorem, any k-request pattern can be assigned to disjoint sets of code symbols using a greedy and efficient algorithm.
III. NEW CONSTRUCTIONS OF MULTISET BATCH CODES
We now utilize Theorem 2 to obtain new constructions of (n, N, k, m) multiset batch codes with rate 1 − o k (1) . Note that the requirement (i) in Theorem 2 translates to the graph being dense, while the requirement (ii) demands that the graph be not too desnse. In this section we take known explicit constructions of dense bipartite graphs with girth at least 8 and study the parameters of multiset batch codes obtained from these graphs. These graphs strike a balance between the two counteracting requirements stated in Theorem 2.
A. Constructions based on the Balbuena graphs [6]
In [6] , Balbuena proposed a method based on Latin Squares to construct the adjacency matrices of regular bipartite graphs of girth 8. The construction of these graphs involves the concept of quasi row-disjoint matrices from [26] . The main result in [6] can be summarized as follows: Proposition 4.
[6] Let q be a prime power and w be an integer such that 3 ≤ w ≤ q. Then, there exists an explicit w-regular balanced bipartite graph of girth 8 on 2(wq 2 − q) nodes.
The bipartite graphs from [6] along with Theorem 2 yield multiset batch codes with the following parameters. Theorem 5. For any prime power k, and a large enough integer n, there is an explicit (n, N, k, m) multiset batch code with rate
3 − 2k, and N = n/(k 3 − k) m. Proof. Apply Proposition 4 and set w = q = k to obtain an
primitive multiset batch code employing Theorem 2. Now, we can complete the proof by utilizing the gadget lemma.
As we have seen, using the graphs from [6] directly, we obtain multiset batch codes with rate 1/2. We can modify the graph construction of [6] , and obtain multiset batch codes with rate 1 − o k (1) as follows. Theorem 6. For any > 0, any large enough prime power q, and large enough integer n, there is an explicit (n, N, k, m) multiset batch code with rate at least 1 −
β and β = 1 3 4+ . Proof. We start with the 4 and 6-cycle free regular bipatite graph G = (V 1 , V 2 , E) obtained by applying Proposition 4 and setting w = q = k. We now obtain a new graph G from G such that the number of vertices on the right side in G remains the same as in G. However, for each left side vertex in G, we have b "copies" associated with it as left vertices in G . We distribute the edges adjacent to the left nodes of the graph G among the corresponding "copies" in the graph G so that the degree of every vertex in V 1 in G is either q/b or q/b +1. The degree of every vertex in V 2 in the graph G remains q. We first show that the graph G also has girth at least 8. We then utilize Theorem 2 and the gadget lemma to conclude the proof. See [25] for the detailed proof. Theorem 7. For any integer c ≥ 2, any large enough prime power q, and large enough integer n, there is an explicit (n, N, k, m) multiset batch code with rate 1
Here, k = q/b and b = c − 1. Here, we present the construction of bipartite graphs with girth at least 8 from [4] . These graphs allow for a left degree k which is polynomial in the number of left nodes n while achieving the rate 1 − o k (1). First, we briefly describe the construction of these bipartite graphs and then comment on the parameters of the multiset batch codes obtained based on these graphs.
Lazebnik et al. construction : Given an odd prime power q, let t ∈ (0, 2] and s ∈ (0, 1] be such that q t and q s are integers. The bipartite graph B s,t (q) = G = (V 1 , V 2 , E) with q 3+t left nodes and q 3+s right nodes is constructed as follows. Let T ⊆ F q 2 and S ⊆ F q with |T | = q t and |S| = q s . Associate q 3+t left nodes with 3-dimensional vectors such that
The q 3+s right nodes of the bipartite graph G are denoted by 3-dimensional vectors such that
In the graph G, there exists an edge between the left node l = (l 1 , l 2 , l 3 ) and the right node v = (v 1 , v 2 , v 3 ), i.e., (l, v) ∈ E, iff we the following two conditions are satisfied
Here, f : x → f (x) represents the involutive automorphism of F q 2 with fixed field F q . Lazebnik et al. establish that the graph B s,t (q) has girth at least 8 [4, Theorem 3] . We now present the main result of this subsection.
Theorem 8. For any 0 < ≤ 1, one can find an infinite sequence of odd prime powers k such that for large enough integer n, there is an explicit (n, N, k, m) multiset batch code with rate at least 1 −
Here,˜ is a rational number which can be taken arbitrarily close to .
Proof. The proof follows from Theorem 2 and the gadget lemma. See [25] for the detailed proof.
C. Constructions based on the de Caen, Székely graphs
In [5] , de Caen and Székely used known constructions of generalized quadrangles to construct bipartite graphs with maximum number of edges and no 4 and 6-cycles. The following result describes the multiset batch codes obtained from generalized quadrangles of order (q 2 , q 3 ). Please refer to [25] for the proof of the result. Theorem 9. Let q be any prime power, and let k = q 2 . Then for any large enough integer n there is an explicit (n, N, k, m) multiset batch code with rate at least
4 , and N = n/k 4 m.
D. Limitations of the bipartite graph based constructions
We note that the bipartite graph based constructions described above exhibit a tradeoff between the parameter m (the number of servers) as a function of k (the number of read requests that can be supported), and the rate of the codes obtained as a function of k. Ideally, we would like to minimize m as a function of k and maximize the rate as a function of k. Based on the following estimates of de Caen and Székely [5] , we argue that our constructions achieve close to optimal tradeoffs between m and k. Proposition 10. [5] , [27] Let G = (V 1 , V 2 , E) be a bipartite graph without 4 and 6-cycles, where
2 ). Note that we can assume n 2 ≥ √ n 1 , since otherwise |E| = O(n 1 ) [27] which would only allow a constant number of read requests k. These estimates imply that assuming rate at least 1/2 the number of servers m has to be at least Ω(k 3 ) in multiset batch codes based on bipartite graphs without 4 and 6-cycles. More precisely, assuming rate at least 1 −
. Thus, our results give close to optimal tradeoffs for multiset batch codes based on bipartite graphs.
We also note that any systematic primitive multiset batch code where decoding uses at most one non-systematic code symbol for every request (as in our code constructions) must have an associated bipartite graph without 4 and 6-cycles. Thus, our results in Sections III-A and III-C give close to optimal tradeoffs between the number of servers and the rate for multiset batch codes of this type.
IV. ON FAULT TOLERANCE OF BATCH CODES
In [1] , Ishai et al. study batch codes with load balancing as the primary focus of their work. However, in practice the codes for distributed storage systems need to allow for mechanisms to protect data against catastrophic failure events. Therefore, it is desirable to work with codes that have large minimum distance. Here, we describe a straightforward yet powerful way to combine the notion of load balancing in batch codes with the issue of fault tolerance. We show that one can modify a given batch code to get a code with large minimum distance at the cost of rate loss. In particular, given a field of large enough size and a batch code with rate 1 − o k (1), one can get a code which is also a batch code and has minimum distance arbitrarily close to the Singleton bound. Please refer to [25] for the proofs of the results presented in this section. Taking Σ to be a field with large enough size and C G to a systematic MDS code, we obtain the following result. Lemma 12. For large enough integers k and n, let C B be an (n, N B , k, m B = N B ) systematic primitive batch code with
