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Abstract
Outer automorphism groups of RAAGs, denoted Out(AΓ), interpolate between
Out(Fn) and GLn(Z). We consider several vastness properties for which Out(Fn)
behaves very differently from GLn(Z): virtually mapping onto all finite groups, SQ-
universality, virtually having an infinite dimensional space of homogeneous quasi-
morphisms, and not being boundedly generated.
We give a neccessary and sufficient condition in terms of the defining graph Γ for
each of these properties to hold. Notably, the condition for all four properties is the
same, meaning Out(AΓ) will either satisfy all four, or none. In proving this result,
we describe conditions on Γ that imply Out(AΓ) is large.
Techniques used in this work are then applied to the case of McCool groups,
defined as subgroups of Out(Fn) that preserve a given family of conjugacy classes. In
particular we show that any McCool group that is not virtually abelian virtually maps
onto all finite groups, is SQ-universal, is not boundedly generated, and has a finite
index subgroup whose space of homogeneous quasimorphisms is infinite dimensional.
Right-angled Artin groups (or RAAGs, and also known as partially commutative
groups, or graph groups) are an important class of groups, containing free groups and
free abelian groups as their extreme examples. These groups are defined by a finite
presentation whose set of relations is a subset of the set of commutation relations among
generators. Such a group AΓ is conveniently defined by a finite graph Γ whose vertex
set is the set of generators of the presentation, and where there is an edge between two
generators when their commutator is a relation.
The fundamental group of a special cube complex embeds into a right-angled Artin
group, giving them a rich and important collection of subgroups, thanks to theory of
Haglund and Wise [HW08].
In this paper, it is not the right-angled Artin groups themselves that we study, but
rather their outer automorphism groups. Free groups and free abelian groups being the
extreme examples of right-angled Artin groups, these automorphism groups interpolate
in some sense between the groups Out(Fn) and GLn(Z).
In many senses, GLn(Z) and Out(Fn) exhibit very different types of behaviour (for
n ≥ 3). For instance, GLn(Z) is not far from being simple for n ≥ 3 since, except for
PGLn(Z), all its quotients are finite by Margulis’ normal subgroup theorem [Mar91]. At
the other extreme, Out(Fn) is SQ-universal for n ≥ 2: any countable group embeds in
some quotient of Out(Fn). Being virtually free, GL2(Z) is also SQ-universal.
There are many other senses in which Out(Fn) is vaster than GLn(Z). Say that
a finitely generated group G involves all finite groups if for every finite group F there
exists a finite index subgroup of G that maps onto F . For example, non-abelian free
groups involve all finite groups, but virtually polycyclic groups, or more generally groups
satisfying a law, do not. It is well known (thanks to the congruence subgroup property)
that for n ≥ 3, GLn(Z) does not involve all finite groups (see for instance [LR05, Ch. 4]).
On the other hand, GL2(Z) does involve all finite groups, since it is virtually free, as do
mapping class groups and Out(Fn) for n ≥ 2 [MR12, GL09].
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Another such vastness property is related to bounded cohomology. Say that a finitely
generated group G has many quasimorphisms if the set of homogeneous quasimorphisms
on G is infinite dimensional. If G is finitely generated, then this implies that its bounded
cohomology space H2b (G;R) is infinite dimensional. It is known that every homogeneous
quasimorphism on GLn(Z) is trivial, for n ≥ 3 [New87, BM99]. Meanwhile SL2(Z) and
Out(Fn) have many quasimorphisms, for each n ≥ 2 [BF10].
We can also consider bounded generation: one says that G is boundedly generated
if there exist g1, . . . , gk ∈ G such that any g ∈ G can be written as g = gα11 . . . gαkk for
some α1, . . . , αk ∈ Z. It is known since Carter–Keller [CK83] that GLn(Z) is boundedly
generated. At the other extreme, it follows from [BF10] that Out(Fn) is not boundedly
generated.
Since the groups Out(AΓ) of outer automorphisms of RAAGs interpolate between
GLn(Z) and Out(Fn), for each of these properties it is natural to ask what is the “bound-
ary” (in the space of all finite graphs Γ) between the vast behaviour, and the skimpy
one.
Our main result shows that the four properties above give rise to the same boundary,
and we describe it precisely in terms of the graph Γ.
A stronger property of groups that implies each of the above vastness properties is
that of being large. A group G is said to be large if it has a finite index subgroup that
maps onto a non-abelian free group. The question of whether Out(Fn) is large is still
open for n > 3, with it known to be large for n = 2, 3 [GL09]. Part of our main result
describes properties of Γ that imply that Out(AΓ) is large.
Before stating our theorems, let us first recall a result by M. Day saying which graphs
Γ are such that Out(AΓ) contains a free group [Day11]. This involves the following two
features of a graph that were introduced by Servatius [Ser89] and by Gutierrez–Piggott–
Ruane [GPR12].
The first feature is a preordering ≤ on the vertex set of Γ defined by u ≤ v if
lk(u) ⊂ lk(v) ∪ {v} (where lk(u) is the set of vertices of Γ \ {u} joined by an edge
to u; see Section 1.1.1 for more on the preordering). Servatius introduced this notion
(though not in this language) as it is the right condition that allows the existence of
transvection automorphisms Rvu, L
v
u sending u to uv or vu respectively, and fixing all the
other generators. Associated to this preordering is an equivalence relation: u ∼ v if u ≤ v
and v ≤ u. Note that the equivalence classes determined by the preordering are either
abelian, if the equivalence class forms a clique in Γ, or free, if there is no edge between
any pair of vertices in the equivalence class (it is both free and abelian if it contains a
single vertex).
If there exist two distinct vertices u and v such that u ∼ v, the transvections Rvu, Ruv ,
Lvu, L
u
v exist in Out(AΓ), and one easily checks that the subgroup of Out(AΓ) they gen-
erate contains a free group: according to whether u commutes with v or not, it naturally
maps onto to SL2(Z) or to Out+(F2) (these two groups being in fact isomorphic), where
Out+(Fn) is the index 2 subgroup of Out(Fn) containing the elements whose action on
the abelianisation has determinant 1.
The second feature is called a separating intersection of links (SIL). It was intro-
duced by Gutierrez–Piggott–Ruane [GPR12], who showed that the subgroup generated
by partial conjugations is abelian if and only if Γ has no SIL (in fact their results concern
more general graph products). In this paper, a SIL is a triple (x, y | z) of pairwise non-
commuting vertices x, y, z ∈ Γ, such that the connected component Z of Γ \ lk(x)∩ lk(y)
containing z contains neither x nor y (see Section 3.1 for more details). This feature
allows one to define two partial conjugations CxZ , C
y
Z that act as the identity on the
generators in Γ \ Z, and conjugates all the generators in Z by x (resp. by y). By a
normal form argument, one easily checks that these two partial conjugations generate a
2
free group in Out(AΓ).
In [Day11], Day shows that these two sources suffice to explain the existence of free
subgroups: Out(AΓ) contains a free group if and only if it contains an equivalence class
of size at least 2 or a SIL; moreover, Day proves that otherwise, Out(AΓ) is virtually
nilpotent.
We are now ready to state our main result.
Theorem 1. Given a finite graph Γ, the following are equivalent:
• (∗)

Γ has a SIL,
or a non-abelian equivalence class,
or an abelian equivalence class of size 2;
• Out(AΓ) is SQ-universal;
• Out(AΓ) involves all finite groups;
• Out(AΓ) virtually has many quasimorphisms;
• Out(AΓ) is not boundedly generated.
Note that there is no obvious general relation between the four group theoretic prop-
erties in Theorem 1, except that boundedly generated groups don’t have many quasi-
morphisms. For example, the free product of two infinite simple groups is SQ-universal,
but does not involve every finite group. Hence, the fact that these four properties share
the same boundary looks like a coincidence. It can be explained thanks to the following
trichotomy concerning Out(AΓ).
Theorem 2. Let Γ be a finite graph. Then there is a finite index subgroup Out0(AΓ) of
Out(AΓ) such that:
(1a). if Γ has a non-abelian free equivalence class of size n ≥ 2, or an abelian equivalence
class of size 2, then Out0(AΓ) maps onto Out+(Fn) or SL2(Z) accordingly;
(1b). if all equivalence classes of Γ are abelian, and Γ has a SIL, then Out(AΓ) is large;
(2). if Γ has no SIL, and all its equivalence classes are abelian of sizes n1, . . . , nk 6= 2,
then Out0(AΓ) fits in a short exact sequence
1→ P → Out0(AΓ)→
k∏
i=1
SLni(Z)→ 1
where P is finitely generated and nilpotent.
The finite index subgroup Out0(AΓ) is the subgroup generated by transvections and
partial conjugations (see Definition 1.2). Slightly enlarging Out0(AΓ) (by including in-
versions) will instead yield a map onto Out(Fn) or GL2(Z) in assertion (1a) above. See
Remark 2.2.
We note that assertions (1a) or (1b) hold if and only if (∗) holds, while assertion (2)
holds if and only if (∗) does not hold.
In fact, assertions (1a) and (2) are particular cases of more general statements.
Proposition 2.1 says that for any equivalence class [u], there is a natural epimorphism
Out0(AΓ)  Out0(A[u]). Proposition 4.1 shows that the statement in assertion (2) also
holds under the sole assumption that Γ has no SIL, in which case some ni may equal 2.
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In fact, this assumption implies there is no free equivalence class of size at least 3 and one
can prove that the free equivalence classes of size 2 have to correspond to direct products
with free groups (see Lemma 4.2).
Since Out(F2) ' GL2(Z) and Out(F3) are large [GL09], we deduce:
Corollary 3. For every finite graph Γ, either Out(AΓ) has a finite index subgroup that
fits in a short exact sequence as in Theorem 2 (2), or Out(AΓ) is large, or Out(AΓ) has
a finite index subgroup that surjects onto Out(Fn) for some n ≥ 4.
Formally, Theorem 2 only gives a virtual map onto Out+(Fn), but as noted above,
Remark 2.2 yields a virtual map to Out(Fn).
To deduce Theorem 1 from Theorem 2, we observe that the four vastness properties
in Theorem 1 hold for assertions (1a), (1b) of Theorem 2 because they do so for Out(Fn),
SL2(Z), and any large group. On the other hand, if assertion (2) holds, then Out0(AΓ)
maps with finitely generated nilpotent kernel onto a product of SLni(Z) with ni 6= 2;
since SLni(Z) does not satisfy these vastness properties, one easily deduces that neither
does Out0(AΓ) (see Section 1.2 for more details).
One can in fact place these properties in an abstract framework.
Definition 4. We say a vastness property of a group is a property P that satisfies the
following conditions:
(V1). If G G′ and G′ has P, then so does G.
(V2). Let H be a finite index subgroup in a group G. Then G has P if and only if H
does.
(V3). Not having P is stable under extensions: if 1 → N → G → Q → 1 is an exact
sequence where N and Q do not have P, then G does not have P.
SQ-universality, involving all finite groups, virtually having many quasimorphisms,
and not being boundedly generated are all vastness properties in this sense (see Section
1), and they are not satisfied by Z. Note that if a vastness property is not satisfied by
Z, then it is not satisfied by any virtually polycyclic group, including finitely generated
nilpotent groups (being infinite, or virtually mapping onto Z being examples of vastness
properties satisfied by Z). Thus, Theorem 1 can be viewed as a particular case of the
following:
Corollary 5. Let P be any vastness property that is satisfied by Out(Fn) for all n ≥ 2,
but not by Z or by SLn(Z) for n ≥ 3.
Then Out(AΓ) satisfies P if and only if the graph Γ satisfies (∗).
Finally, we give conditions on the graph Γ that imply the outer automorphism group
to be large.
Theorem 6. If Γ has an equivalence class of size two (abelian or not), or a non-abelian
equivalence class of size three, or if all equivalences classes are abelian and there is a SIL,
then Out(AΓ) is large.
In particular, under the hypotheses of Theorem 6, Out(AΓ) does not have Kazhdan’s
property (T); see also the results of Aramayona and Martinez-Perez about the same
question [AMP16].
In addition, we apply our techniques to study vastness properties of McCool groups.
A McCool group Mc(Fn; C) of the free group Fn is a subgroup of Out(Fn) defined as the
stabilizer of a finite set C of conjugacy classes in Fn (see [GL15a] for seemingly more
general but equivalent definitions, particularly Corollary 1.6 therein). For this class of
groups, we prove the following:
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Theorem 7. Let M = Mc(Fn; C) be a McCool group of Fn.
If M is not virtually abelian, then
• it is SQ-universal,
• it involve all finite groups,
• it virtually has many quasimorphisms,
• it isn’t boundedly generated.
This result follows from the following alternative:
Theorem 8. Let C be a finite set of conjugacy classes in Fn. Then either
• Mc(Fn; C) is large,
• Mc(Fn; C) maps onto Out(Fr), where Fr is a free group of rank r with 2 ≤ r ≤ n,
• Mc(Fn; C) maps onto a non-virtually abelian mapping class group of a (not neces-
sarily orientable) hyperbolic surface with at least one puncture,
• Mc(Fn; C) is virtually abelian.
A more precise version of Theorem 8 is given later in the text, as Theorem 5.1. In
particular, we explain how the nature of the Grushko decomposition of Fn relative to C
influences the possible outcomes.
A consequence of Theorem 8 is the following:
Corollary 9. Let P be any vastness property that holds for Out(Fn), for n ≥ 2, and for
all non-virtually abelian mapping class groups of punctured hyperbolic surfaces.
Then any McCool group of F is either virtually abelian or satisfies P.
In particular we show in Proposition 5.3 that all such mapping class groups are either
virtually abelian or involve all finite groups (see [MR12] for the orientable case, including
for non-punctured surfaces). We also explain therein how [BF02, BF07, DGO] imply the
other three vastness properties also hold. Hence Corollary 9 leads to the following.
Corollary 10. Any McCool group of a free group F which is not virtually abelian in-
volves all finite groups, is SQ-universal, virtually has many quasimorphisms, and is not
boundedly generated.
We now outline the structure of the paper. The necessary preliminary materials are
given in Section 1, before giving way to the proof of Theorem 2 in Sections 2–4. The
proofs of the alternatives of the trichotomy are essentially independent and occupy a
section each.
In Section 2, we make the observation that for any equivalence class [v] ⊂ Γ of
size n, Out0(AΓ) always surjects onto the group Out0(A[v]), which is either isomorphic to
Out+(Fn) or to SLn(Z), according to whether [v] is abelian or not. Although not difficult,
this observation seems to be new as we did not find it in the literature (see [CV09] when
[v] is maximal).
In Section 3, we take care of assertion (1b) of the trichotomy, showing that if all
equivalence classes are abelian, then the existence of a SIL implies that Out(AΓ) is
large. This is proved by looking for a SIL (x1, x2 |x3) that is in some sense minimal,
which yields a homomorphism of Out0(AΓ) onto a subgroup O of Out(Zn1 ∗ Zn2 ∗ Zn3)
that has a well-understood set of generators (where ni is the size of the equivalence
class [xi]). To prove that the subgroup O is large, we use a linear representation of
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Out(Zn1 ∗Zn2 ∗Zn3) coming from the action on the first rational homology of an index 2
subgroup of Zn1 ∗Zn2 ∗Zn3 , similar to the representations constructed by Looijenga and
Grunewald–Larsen–Lubotzky–Malestein for mapping class groups, and by Grunewald–
Lubotzky for Out(Fn) [Loo97, GLLM15, GL09]. In some cases, the image of O in this
representation is too small to imply largeness, but we are instead able to show that O
splits as an amalgam or an HNN extension that allows us to deduce largeness.
In Section 4, we cover the last case of the trichotomy. We use that when there is no
SIL the group IA(AΓ) is abelian, where IA(AΓ) ⊂ Out(AΓ) is defined as the kernel of
the map Out(AΓ)→ GL#Γ(Z) induced by the abelianisation (we give a short proof, see
also [CRSV10, GPR12]). This uses a generating set of IA(AΓ) given by Day [Day09], see
also [Wad12]. Since the image of Out0(AΓ) in GL#Γ(Z) is block triangular with diagonal
blocks of size ni, where the integers ni are the sizes of the equivalence classes in Γ, we
get a short exact sequence as in (2) with P polycyclic. An argument by Day allows to
show that P is in fact nilpotent.
Finally, Section 5 deals with McCool groups. One aspect we need to deal with here is
to show that the vastness properties hold for mapping class groups that are not virtually
abelian, and the surface is punctured and hyperbolic, and may not be orientable. To
show all finite groups are involved, we use the Birman exact sequence [Bir69, Kor02] (see
also [MR12] for orientable surfaces, punctured or not). The remaining three properties
follow from acylindrical hyperbolicity.
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1 Preliminaries
The material we cover in the section is as follows: after describing the pertinent fea-
tures of RAAGs, Section 1.2 discusses the proposed vastness properties, Section 1.3 gives
some basic properties of McCool groups, needed in Section 5, and Section 1.4 contains
some useful properties of groups of outer automorphisms of both free products and HNN
extensions over the trivial group.
1.1 Right-angled Artin groups
Given a simplicial graph Γ, we define the associated RAAG, denoted AΓ. The generating
set of AΓ is the set of vertices of Γ. A set of defining relators consists of commutators
[u, v] for all pairs u, v of adjacent vertices in Γ. That is, two generators commute if and
only if they correspond to adjacent vertices.
Given a subset V of vertices of Γ, we define AV as the RAAG associated to the induced
subgraph. Since AV naturally embeds into AΓ, we identify AV with the subgroup of AΓ
generated by the vertices of V .
1.1.1 The partial preordering
We make use of a partial preordering, introduced as domination by Servatius [Ser89],
and also described in [CV09]. Let u, v be vertices in Γ. We say:
u ≤ v whenever lk(u) ⊆ st(v)
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where lk(u) is the link of u, namely the set of all vertices connected to u by a single edge,
and st(v) = lk(v) ∪ {v} is the star of v. We note that if u and v are distinct, adjacent
vertices then u ≤ v is equivalent to st(u) ⊆ st(v). If they are distinct, non-adjacent
vertices then u ≤ v is equivalent to lk(u) ⊆ lk(v).
The partial preordering defines equivalence classes: u ∼ v if u ≤ v and v ≤ u. We
denote by [u] the equivalence class of u. If an equivalence class [u] contains two adjacent
vertices, then all vertices in [u] have the same star, so [u] is a clique (any two vertices are
adjacent). Otherwise, all vertices in [u] share the same link and generate a free group.
We therefore say that [u] is abelian if all its vertices are adjacent, (i. e. if the subgroup
generated by [u] is abelian), and we say that [u] is free if it contains no adjacent pair of
vertices (i. e. if the subgroup generated by [u] is free). An equivalence class of size 1 is
both abelian and free. Since vertices of a free equivalence class share the same link, we
may think of this link as being the link of the equivalence class, and similarly for the star
of an abelian equivalence class. For more details on this partial preordering, we refer the
reader to [CV09].
1.1.2 Automorphisms
A finite set of generators for the (outer) automorphism group of a right-angled Artin
group was given by Servatius and Laurence [Ser89, Lau95]. The generators may be
viewed as automorphisms, however we will take them to represent their class in Out(AΓ),
unless explicitly stated otherwise. The generating set consists of the following elements:
• involution of a generator: sends one generator v to its inverse v−1 and fixes all
others;
• graph symmetry : permute the generating set according to a symmetry of Γ;
• transvections: if v ≤ w then define the left-transvection Lwv (respectively right-
transvection Rwv ) by
Lwv (v) = wv (respectively R
w
v (v) = vw)
while fixing all other generators. The multiplier of Lwv and R
w
v is the vertex w.
• partial conjugations: for v ∈ V , let Z be a union of connected components of
Γ \ st(v). Define the partial conjugation CvZ by sending z to vzv−1 if z ∈ Z and
fixing z otherwise. The multiplier of the partial conjugation is the vertex v.
Remark 1.1. Often, one restricts partial conjugations to the case where Z is connected.
However our definition agrees with the definition given by Laurence, where he used the
name locally inner for partial conjugations [Lau95]. Clearly, our partial conjugations
include these automorphisms, and also those that are products of partial conjugations in
the restricted sense. It will be more convenient for us to use this more flexible notion, as
then the inverse of a partial conjugation is again a partial conjugation (in Out(AΓ)), and
the restriction and factor maps defined below will send partial conjugations to partial
conjugations.
The inner automorphisms of Aut(AΓ) are denoted by adg : h 7→ ghg−1.
Definition 1.2. We will consider the subgroup Out0(AΓ) of Out(AΓ) that is generated
by transvections and partial conjugations.
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The generating set of Out0(AΓ) does not include the graph symmetries and invo-
lutions, and it is not hard to see that Out0(AΓ) is a normal subgroup of finite in-
dex in Out(AΓ). For instance, for AΓ = Zn, Out0(AΓ) = SLn(Z), and for AΓ = Fn,
Out0(AΓ) = Out+(Fn), the index 2 subgroup of Out(Fn) consisting of outer automor-
phisms of Fn inducing an automorphism of Zn with determinant 1.
We note that in the literature, Out0(AΓ) often also includes inversions.
1.1.3 The standard representation of Out(AΓ)
In the following, we describe a representation of Out(AΓ), which we shall hereupon call
the standard representation. It is obtained by having Aut(AΓ) act on the abelianisation
of AΓ, and we denote it by σ : Out(AΓ) → GL#Γ(Z). Fix an enumeration v1, . . . , vn
of the vertices of Γ that agrees with the partial preordering defined above: vertices of
an equivalence class have adjacent indices, and if vi ≤ vj with vi 6∼ vj then i ≤ j.
Left and right transvections are mapped to elementary matrices in SL#Γ(Z), and, since
partial conjugations are in the kernel of σ, we see that the image of Out0(AΓ) has a block
lower-triangular form.
Indeed, define the algebraic group
G = {(xu,v)u,v∈Γ ∈ SL#Γ(R) | xu,v = 0 if v  u}.
With this notation, the image of Out0(AΓ) under σ coincides with GZ = G ∩ SL#Γ(Z).
There is a diagonal block SLd(Z) for each equivalence class of size d, and an off-diagonal
block of integer matrices Md,d′(Z) for each pair of equivalence classes [v] ≤ [v′] of sizes
d, d′.
1.1.4 The Torelli group
We denote by IA(AΓ) the kernel of the standard representation. This is sometimes
called the Torelli group of AΓ. Day [Day09, §3] showed that IA(AΓ) is finitely generated,
describing explicitly a finite generating setMΓ. We also refer the reader to Wade [Wad12]
who independently proved the same result.
The setMΓ consists of all partial conjugations along with the commutator transvec-
tions K
[v,w]
u , whenever u, v, w are all distinct, [v, w] 6= 1, and u ≤ v, w, defined as
K [v,w]u (y) =
{
u[v, w] if y = u;
y otherwise.
1.2 Vastness properties
Recall that we say a property of groups is a vastness property if it satisfies (V1), (V2),
and (V3), from the introduction. In light of Corollary 5, we are particularly interested
in those vastness properties that are satisfied by Out(Fn), for n ≥ 2, but not by SLn(Z)
for n ≥ 3.
1.2.1 Involving all finite groups
Definition 1.3. We say that a group G involves all finite groups if for every finite group
F there exists a finite index subgroup G0 < G and an epimorphism G0  F .
For instance, the free group F2 involves all finite groups. Clearly if a quotient of G,
or a finite index subgroup of G involves all finite groups, then so does G. In particular,
(V1) holds, and one direction of (V2) also holds. Note that if G is large then it involves
all finite groups.
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On the other hand, if G is abelian, nilpotent, or virtually solvable (and more generally
any group satisfying a law) then G does not involve all finite groups, since some finite
groups will not satisfy the law(s).
Remark 1.4. Note that all finite groups are involved in a group G if and only if there
exist infinitely many integers n such that there is a finite-index subgroup Gn < G with
an epimorphism of Gn onto the alternating group An. Indeed, any finite group F embeds
into a symmetric group Sk, for some k, which can then be embedded into Ak+2. Given
an epimorphism p : G  Ak+2, p−1(F ) is a finite-index subgroup of G that maps onto
F .
The following lemma gives the behaviour of this property under group extensions,
and is proved below.
Lemma 1.5. Let 1→ N → G→ Q→ 1 be a short exact sequence.
1. If G involves all finite groups, then so does either N or Q.
2. If N is finitely generated and involves all finite groups, then so does G.
The first part is sufficient to imply property (V3), thus leading to the following.
Corollary 1.6. Having all finite groups involved is a vastness property.
Proof. Lemma 1.5 implies assertion (V3) of vastness properties. The only non-obvious
property remaining to check is that if G involves all finite groups, then so does any finite
index subgroup H. Passing to a further finite index subgroup, we can assume that H is
normal in G. Since G/H is finite it cannot have all finite groups involved, so Lemma 1.5
implies H does.
Proof of Lemma 1.5. Assume that G involves all finite groups, but N does not. This
means, by Remark 1.4, there exists some n0 such that for all n ≥ n0, there is no virtual
homomorphism from N onto An. Let n ≥ n0 and G0 be a finite index subgroup with an
epimorphism p : G0  An. Restrict the short exact sequence to
1→ N0 → G0 → Q0 → 1.
The group p(N0) is a normal subgroup of An and can’t be An, so it must be trivial.
Hence p factors through Q0 and consequently, Q involves all finite groups. This proves
the first part.
For the second part, we want to show that G virtually surjects onto An for all n
large enough, assuming this is true of N and N is finitely generated. Take N0 < N of
finite index with an epimorphism ϕ : N0  An. Let G1 be the normalizer of N0, so
that N0 C G1. Then G1 has finite index in G since, being finitely generated, N has only
finitely many subgroups of a given index and each coset of G1 in G determines a different
subgroup of N that is a conjugate of N0.
Consider the family of epimorphisms
ϕg = ϕ ◦ adg : N0  An, g ∈ G1
where adg is an inner automorphism of G1. Since N0 is finitely generated, it has only
finitely many homomorphisms to An, so there are only finitely many (say k) distinct
maps in this family. Let N1 = ∩g∈G1 kerϕg, which is normal in G1. Upon taking the
quotient, we get N0/N1 C G1/N1, and N0/N1 is a finite group that embeds into (An)k as
a subgroup that surjects onto each factor. In particular, N0/N1 has trivial centre. Now
let G1/N1 act by conjugation on N0/N1. This gives us the second map in the following:
G1  G1/N1 → Aut(N0/N1).
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The image in Aut(N0/N1) contains Inn(N0/N1) ' N0/N1. We take G0 to be the preimage
of Inn(N0/N1) in G1. Then G0 surjects onto N0/N1, and hence onto An, as required.
Lemma 1.5 implies the following proposition, saying that the automorphism group
of any RAAG AΓ involves all finite groups, except maybe for AΓ ' Zn. Note that the
argument says nothing about the group of outer automorphisms.
Proposition 1.7. If AΓ is a non-abelian RAAG, then Aut(AΓ) involves all finite groups.
Proof. Considering the automorphism group of a RAAG AΓ, we have the short exact
sequence
1→ AΓ/Z(AΓ)→ Aut(AΓ)→ Out(AΓ)→ 1
where Z(AΓ) is the centre of AΓ, and AΓ/Z(AΓ) ∼= Inn(AΓ). Since AΓ is non-abelian, it
maps onto F2, and the kernel of this map necessarily contains Z(AΓ). Hence AΓ/Z(AΓ)
involves all finite groups, and so does Aut(AΓ) by the second part of Lemma 1.5.
On the other hand, it is well known that because of the congruence subgroup property,
for n ≥ 3, not all finite subgroups are involved in SLn(Z) (see for instance [LR05], using
[LS03, Prop 16.4.10 p.348] or [DM96, Thm 5.7A]).
Theorem 1.8 ([LR05, DM96]). For n ≥ 3, not all finite groups are involved in SLn(Z).
Proposition 1.7 says nothing about the outer automorphism group of a RAAG. For
the group Out(Fn), Grunewald and Lubotzky have exhibited a nice sequence of repre-
sentations.
Theorem 1.9 ([GL09, Th 9.2]). Let Fn be a free group of rank n ≥ 2. For every h ≥ 1
there is a finite index subgroup Gh of Out(Fn) and a representation
ρh : Gh → SL(n−1)h(Q)
whose image is commensurable with SL(n−1)h(Z).
In contrast with SLn(Z), this implies:
Corollary 1.10 (Grunewald–Lubotzky).
• Out(F2) and Out(F3) are large.
• For any n ≥ 2, all finite groups are involved in Out(Fn).
Proof. The first assertion is clear for Out(F2) ' GL2(Z). Theorem 1.9 applied to Out(F3)
for h = 1 shows that Out(F3) is large.
The second assertion also follows from Theorem 1.9. Indeed, by strong approximation,
any finite index subgroup H < SL(n−1)h(Z) maps onto SL(n−1)h(Z/pZ) for some prime
number p [MVW84]. Since this finite group contains the alternating group A(n−1)h, H
has finite index subgroup that surjects onto A(n−1)h. Applying this to Γ = ρh(Gh) proves
the corollary, via Remark 1.4.
We will use strategies similar to the construction used in the proof of Theorem 1.9
to prove the largeness of the group of outer automorphism group of some RAAGs, see
Lemma 3.19.
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1.2.2 SQ-universality
Definition 1.11. A group G is SQ-universal if any countable group embeds in some
quotient of G.
Clearly, any group that has an SQ-universal quotient is itself SQ-universal, thus
satisfying (V1). A result of P. Neumann shows that if H is a finite index subgroup of G,
then G is SQ-universal if and only if H is as well [Neu73], giving (V2). The following
lemma confirms that (V3) holds, and thus SQ-universality is a vastness property.
Lemma 1.12. Consider a short exact sequence of groups 1→ N → G→ Q→ 1.
If G is SQ-universal, then so is either N or Q.
Proof. Suppose neither N nor Q is SQ-universal. Let A (resp. B) be a countable group
that does not embed in a quotient of Q (resp. N). By Hall [Hal74], A∗B can be embedded
in a countable simple group C. If G is SQ-universal there is a quotient p : G H such
that C embeds in H. Then p(N) is a normal subgroup of H, so p(N) ∩ C is normal
in C. If p(N) ⊃ C, then p(N) is a quotient of N containing B, a contradiction. Thus
p(N)∩C = 1, and C embeds in H/p(N). Thus H/p(N) is a quotient of Q containing A,
a contradiction.
Corollary 1.13. SQ-universality is a vastness property.
The fact that any countable group embeds in a two generator group says that F2 is
SQ-universal, and hence so is any large group. In fact, every hyperbolic group, and more
generally, any group with a proper hyperbolically embedded subgroup is SQ-universal
[Ol′95, DGO]. Since for n ≥ 2, Out(Fn) contains a proper hyperbolically embedded
subgroup [BF10, DGO], we get:
Theorem 1.14 ([DGO]). For all n ≥ 2, Out(Fn) is SQ-universal.
On the other hand, for n ≥ 3, every normal subgroup of SLn(Z) is either central or
has finite index, by the Margulis normal subgroup theorem, implying:
Theorem 1.15 (Margulis). For n ≥ 3, SLn(Z) is not SQ-universal.
1.2.3 Quasimorphisms
Definition 1.16. A quasimorphism is a map ϕ : G → R such that there exists C ≥ 0
for which |ϕ(gh)− ϕ(g)− ϕ(h)| ≤ C for all g, h ∈ G.
The quasimorphism is homogeneous if for all g ∈ G and all k ∈ Z, ϕ(gk) = kϕ(g).
The set of all homogeneous quasimorphisms is an R–vector space which we denote by
QH(G).
Definition 1.17. Say that G virtually has many quasimorphisms if G has a finite index
subgroup H such that QH(H) is infinite dimensional.
Assume that H is finitely generated. Then the space Hom(H;R) of all true ho-
momorphisms H → R is a finite dimensional subspace of QH(H), and the quotient
Q(H) = QH(H)/Hom(H;R) is isomorphic to the kernel EH2b(H;R) of the comparison
map H2b (H;R) → H2(H;R) from bounded cohomology to usual cohomology. Thus, a
finitely generated group G virtually has many quasimorphisms if and only if EH2b(H;R)
is infinite dimensional for some finite index subgroup H.
Proposition 1.18. Virtually having many quasimorphisms is a vastness property.
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Proof. If p : G  G′ is an epimorphism, and if H ′ < G′ has finite index, consider the
finite index subgroup H = p−1(H ′) < G. Then composition by p yields an injective map
QH(H ′)→ QH(H). (V1) follows.
If H < G has finite index d, the restriction map QH(G) → QH(H) is injective.
Indeed, assume that the restriction of ϕ ∈ QH(G) to H is trivial. Then, for g ∈ G, since
gd ∈ H, it follows that 0 = ϕ(gd) = dϕ(g). Thus ϕ is trivial on G. This implies that
if QH(G) is infinite dimensional, then so is QH(H). Using this, it is not hard to verify
(V2).
Let us prove assertion (V3) (c.f. Gromov’s mapping theorem [Gro82]). Consider a
short exact sequence
1→ N → G→ Q→ 1
with N not virtually having many quasimorphisms, and consider H < G a finite index
subgroup. By restriction, we get a short exact sequence
1→ N ′ → H → Q′ → 1
where N ′ = H∩N and Q′ is the image of H in Q. Assuming that QH(H) is infinite dimen-
sional, we will prove that QH(Q′) is infinite dimensional. Since N does not virtually have
many quasimorphisms, QH(N ′) is finite dimensional, so the kernel QH0(H) ⊂ QH(H) of
the restriction map to N ′ is infinite dimensional.
Consider a quasimorphism ϕ ∈ QH0(H), and let C be such that |ϕ(gh)−ϕ(g)−ϕ(h)| <
C for all g, h ∈ G. Since ϕ vanishes on N ′, the values of ϕ on a coset gN ′ differ by at
most C from ϕ(g). In particular, ϕ(gN ′) is bounded, and we define ψˆ : Q′ → R by
ψˆ(gN ′) := inf{ϕ(gk) | k ∈ N ′}.
It follows that |ψˆ(ghN ′)− ψˆ(gN ′)− ψˆ(hN ′)| < 4C. We can then make ψˆ homogeneous
in the usual way, by taking
ψ(g) := lim
n→∞
ψˆ(gn)
n
, for g ∈ Q′.
Then ψ is the unique homogeneous quasimorphism on Q′ that is a bounded distance from
ψˆ. The map ϕ 7→ ψ from QH0(H) → QH(Q′) is injective: if ψ = 0, then ψˆ is bounded,
so ϕ is bounded too. Since ϕ is homogeneous, ϕ = 0.
By [Bro81] any non-abelian free group G has an infinite dimensional space of homoge-
neous quasimorphisms. It follows from the above that any large group virtually has many
quasimorphisms. This was generalized to hyperbolic groups by Epstein–Fujiwara [EF97],
and to groups acting on a hyperbolic space with a WPD element by Bestvina-Fujiwara
[BF07]. By [BF10], Out(Fn) has such an action on a hyperbolic space. Therefore:
Theorem 1.19 ([BF10]). QH(Out(Fn)) is infinite dimensional for n ≥ 2.
On the other hand, for n ≥ 3, every homogeneous quasimorphism on SLn(Z) is trivial
[New87]. This also holds for any finite index subgroup of SLn(Z) by [BM02, Th. 21].
Alternatively, by [Mor07, Thm. 6.1] every finite index subgroup H of SLn(Z) contains a
finite index subgroup H0 that is boundedly generated by elementary matrices. Triviality
of QH(H) then follows since it embeds into QH(H0). Indeed, Steinberg relations,
[Eij(λ), Ekl(µ)] =
{
Eil(λµ) if j=k,
1 otherwise,
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where Eij(λ) represents the elementary matrix which differs from the identity matrix by
a λ in the (i, j)–entry, show that elementary matrices in H0 have a power that is a single
commutator, and quasi-morphisms are uniformly bounded on commutators.
Hence we get:
Theorem 1.20 ([New87, BM02, Mor07]).
For n ≥ 3, and any finite index subgroup H < SLn(Z), QH(H) = {0}.
1.2.4 Bounded generation
Definition 1.21. A group G is said to be boundedly generated if there are elements
g1, . . . , gk ∈ G such that any g ∈ G can be written in the form g = gα11 . . . gαkk for some
α1, . . . , αk ∈ Z.
Proposition 1.22 ([Tav90, Prop. 7]). Not being boundedly generated is a vastness prop-
erty.
Proof. Since bounded generation is stable under epimorphism, (V1) is clear. The con-
dition (V3) holds since an extension of two boundedly generated groups is boundedly
generated.
It remains to check (V2). If H < G is of finite index, and H is boundedly generated
by h1, . . . , hk, then for a set of coset representatives g1, . . . , gr of H in G, we get that
G is boundedly generated by g1, . . . , gr, h1, . . . hk. We refer the reader to [Tav90] for
verification of the final part, that if G is boundedly generated then so are its finite index
subgroups.
It is well known, since Carter–Keller [CK83] that the groups SLn(Z) are boundedly
generated for n ≥ 3. On the other hand, since Out(Fn) has an infinite dimensional space
of homogeneous quasimorphisms, it is not boundedly generated. Indeed, if a group is
boundedly generated by g1, . . . , gk, then each homogeneous quasimorphism is determined,
up to a bounded error, by its value on each gi.
Theorem 1.23 ([CK83, BF10]).
1. For n ≥ 2, the groups Out(Fn) are not boundedly generated.
2. For n ≥ 3, the groups SLn(Z) are boundedly generated.
1.3 McCool groups
Let F be a finitely generated free group, and C = {[c1], . . . , [cs]} a finite set of conjugacy
classes of elements of F. One defines the McCool group Mc(F, C) ⊂ Out(F) as the set of
all outer automorphisms in Out(F) that preserve each conjugacy class [ci]. In fact, if we
are given a family of subgroups (Ki)i∈I of F, where I may be infinite, one can consider
the set of all outer automorphisms Φ such that for all i, Φ has a representative in Aut(F)
fixing Ki. This seemingly more general class of subgroups of Out(F) actually coincides
with the class of McCool groups of F [GL15a].
A graph of groups decomposition of F is relative to C if for each [c] ∈ C, c is contained
in a conjugate of a vertex group; equivalently, c is elliptic in the Bass-Serre tree of the
splitting. If H < F is a free factor of F, and if c ∈ F has a conjugate in H, then H ∩ [c]
is an H–conjugacy class. We denote by C|H the set of conjugacy classes obtained in this
way from C (note that C|H might be empty even if C 6= ∅).
A group G is said to be freely indecomposable relative to C if G does not admit a free
product decomposition G = G1 ∗G2 relative to C. A Grushko decomposition of F relative
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to C is a free product decomposition F = H1 ∗ · · · ∗Hk ∗Fr relative to C such that each Hi
is freely indecomposable relative to C|Hi . In the Grushko decomposition, the free product
with Fr should be thought of as r HNN extensions over the trivial group. We refer to
[GL15a] or to [GL] for further details.
The following is a special case of a result of the first author and Levitt for our situation
[GL15b, Thm 4.6].
Theorem 1.24 ([GL15b]). Suppose F is freely indecomposable relative to C. Then there
is a finite index subgroup M0 in Mc(F; C) which fits in a short exact sequence
1→ T →M0 →
s∏
j=1
MCG(Sj)→ 1
where T is a finitely generated abelian group, and MCG(Sj) is the group of isotopy classes
of homeomorphisms of a (maybe non-orientable) hyperbolic surface Sj, which map each
boundary component to itself in an orientation-preserving way.
Remark 1.25. The short exact sequence comes from the analysis of the cyclic JSJ de-
composition of F relative to C, and T is a group of twists on the edges. In particular,
if the JSJ decomposition is trivial then T is trivial, and M is either finite (if the JSJ
decomposition consists of a single rigid vertex in which case s = 0), or M is isomorphic
to some MCG(S) for some surface as above (if the JSJ decomposition consists of a single
quadratically hanging vertex, in which case s = 1). In the latter case, one can take
M = M0 but we won’t need this fact.
1.4 Automorphisms of splittings
We give here two technical results concerning the structure of certain (outer and non-
outer) automorphism groups of free products of HNN extensions.
All the G–trees T we will consider will be minimal : there is no invariant subtree.
A G–tree T is non-trivial when T is not a point. In all cases we consider, T will be
irreducible meaning that there exist two hyperbolic elements whose axes have compact
intersection.
Definition 1.26. The G–tree T is invariant under an automorphism ϕ ∈ Aut(G) if there
exists a map Jϕ : T → T which is ϕ–equivariant: Jϕ(gx) = ϕ(g)Jϕ(x).
The map Jϕ is unique when T is irreducible.
Note that T is always invariant under every inner automorphism adg as one can take
Jadg(x) = gx. Thus, one also says that T is invariant under an outer automorphism
Φ ∈ Out(G) if T is invariant under any representative of Φ in Aut(G).
Consider a G–tree T which is invariant under a group A ⊂ Aut(G) containing Inn(G).
Then one gets an action of A on T where ϕ ∈ A acts through Jϕ. In particular, this
action of A extends the action of G in the following sense: for each g ∈ G, the action of
g coincides with the action of the inner automorphism adg ∈ A.
We remind the reader that the deformation space of a G–tree T consists of all G–trees
T ′ which have the same elliptic subgroups as T . For instance, if T is the F-tree associated
to a Grushko decomposition of F relative to C as above, then in general, T is not invariant
under Mc(F, C), but its deformation space is.
However, in the particular case where the relative Grushko decomposition is of the
form F = A ∗ B or F = A∗〈1〉, then its Bass-Serre tree T is in fact invariant under
Mc(F, C). The reason is that T is the unique reduced tree in its deformation space by
[Lev05]. Here, a G–tree T is reduced if whenever the stabiliser of an edge e in T is equal
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to the vertex stabiliser of one of its end-points, then both end-points of e lie in the same
G–orbit. We refer the reader to [Lev05] for details.
The following results describe consequences of this invariance for the structure of cer-
tain groups of (outer and non-outer) automorphisms of free products or HNN extensions,
showing that they themselves split as amalgamated products or HNN extensions. Note
that these results would not extend to graphs of groups with more factors.
Lemma 1.27. Let H = A ∗ B with A,B non-trivial groups. Let O be a group of outer
automorphisms of H that preserve the conjugacy classes of A and of B. Let A be the
preimage of O in Aut(H). Then
1. O ↪→ Aut(A) × Aut(B). The image of Φ ∈ O is obtained as follows: there is a
unique respresentative Φ˜ ∈ Aut(H) preserving A and B (not just their conjugacy
classes) simultaneously. Then the image of Φ is given by (Φ˜|A, Φ˜|B), the restrictions
of Φ˜ to A and B.
2. A splits as the amalgam
A '
[
O nA
]
∗O
[
O nB
]
where the action of O on A and B is given by the embedding in Aut(A)×Aut(B).
Proof. Let T be the Bass–Serre tree of the decomposition H = A∗B. Since the conjugacy
classes of A and B are O–invariant, O preserves the deformation space of this splitting.
By [Lev05], T is the unique reduced tree in its deformation space, so T is A–invariant.
As above, the isometries Jϕ for ϕ ∈ A yield an action of A on T which extends the action
of H.
Let a, b ∈ T be the vertices fixed by A and B, and e the edge joining them. For
Φ ∈ O, let Φ˜ ∈ A be the unique preimage of Φ in Aut(H) such that JΦ˜ fixes e. Such
Φ˜ exists because there is only one H–orbit of edges and because Φ does not exchange
the conjugacy classes of A and B, while uniqueness is a consequence of the fact that the
H–stabilizer of e is trivial. Note that Φ˜ can be alternatively described as in the statement
of the lemma. The mapping Φ 7→ (Φ˜|A, Φ˜|B) ∈ Aut(A) × Aut(B) is a homomorphism,
and it is one-to-one because if Φ is in the kernel, then Φ˜ fixes A and B and is therefore
the identity. This proves the first part.
To prove the second part, we use the action of A on T described above. Since A
contains Inn(H) and contains no element exchanging a and b, the quotient graph T/A
is a single edge, so the action of A on T yields a splitting of A as an amalgamated
product. The stabilizer A(e) of the edge e is exactly the set of lifts Φ˜, as defined above,
for Φ ∈ O. The stabilizer A(a) of a is the set of automorphisms ϕ ∈ A preserving A.
It it is generated by A(e) and A˜ := {adx | x ∈ A} ⊂ Aut(H), with A˜ ' A since H has
trivial center. The group A˜ is normal in A(a), and under the identification of A(e) with
O and of A˜ with A, one has A(a) ' O n A. A similar statement holds for the stabilizer
of b, and the lemma follows.
The following lemma gives a similar result for HNN extensions over the trivial group.
As we will see in the proof, the subgroup O0 is actually the subgroup (of index at most
2) of O that does not switch the orientation of the edge of the quotient graph.
Lemma 1.28. Let H = A∗{1} be an HNN extension over the trivial group, and O a
group of outer automorphisms of H, preserving the conjugacy class of A. Denote by t
the stable letter of the HNN extension.
Let O0 ⊂ O be the set of all Φ ∈ O sending the conjugacy class of the stable letter
t to the conjugacy class of an element of tA. Let A0 be the preimage of O0 in Aut(H).
Then
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1. O0 is a subgroup of index at most 2 in O, and O0 ↪→ Aut(A)nA. The image of Φ ∈
O0 is obtained as follows: there is a unique representative Φ˜ ∈ Aut(H) preserving
A and sending t to ta for some a ∈ A. The image of Φ is (Φ˜|A, a) ∈ Aut(A)nA.
2. Suppose that A is abelian, and let A′ be the image of O0 in Out(A) = Aut(A).
Then A0 embeds in the HNN extension
A0 ↪→
[
A′ n (A×A)
]
∗A′nA
where the embeddings j1, j2 defining the HNN extension are the natural embeddings
j1 : A′ nA ↪→ A′ n
[
{1} ×A
]
and j2 : A′ nA ↪→ A′ n
[
A× {1}
]
.
Whenever A contains all automorphisms that are the identity on A and send t to
atb, for all a, b ∈ A, we have equality between A0 and the HNN extension.
Remark 1.29. We note that the assumption that A is abelian in the second part of Lemma
1.28 could be avoided, but with a more complicated description of j1, j2.
Proof. Let T be the Bass-Serre tree of the HNN decomposition H = A∗{1}. Since the
conjugacy class of A is O–invariant, O preserves the deformation space of this splitting.
By [Lev05], T is the unique reduced tree in its deformation space, so T is A–invariant.
As above, the isometries Jϕ for ϕ ∈ A yield an action of A on T which extends the
action of H. In particular, O acts on the quotient circle T/H and the subgroup O0 is
the subgroup of index at most 2 preserving the orientation of the edge.
Let v ∈ T be the vertex fixed by A, and e the edge joining v to tv. For Φ ∈ O0,
let Φ˜ ∈ A0 be the unique representative fixing e. Since JΦ˜ fixes e, it fixes its endpoint
tv, so tv = JΦ˜(tv) = Φ˜(t)JΦ˜(v) = Φ˜(t)v, so Φ˜(t) = ta for some a ∈ A. The mapping
Φ 7→ (Φ˜|A, a) ∈ Aut(A) n A is a homomorphism, and it is one-to-one because if Φ is in
the kernel then Φ˜ fixes A and t and is therefore the identity. This proves the first part.
To prove the second part, as a first step we show that the action of A0 on T , as
described above, gives the splitting of A0 as the HNN extension A0 = [A0(A)] ∗O0 ,
where A0(A) ⊂ Aut(H) is the subgroup of automorphisms in A0 preserving the group A
(not up to conjugacy), and where the two embeddings i1, i2 : O0 → A0(A) defining the
HNN extension are i1 : Φ 7→ Φ˜ and i2 : Φ 7→ adt−1 ◦ Φ˜ ◦ adt. Since A0 contains Inn(H),
and since no element of O0 flips the edge in T/H, the quotient graph T/A0 is a circle, so
we get a splitting of A0 as an HNN extension. The stabilizer of the edge e is exactly the
set of lifts Φ˜ for Φ ∈ O0, and the stabilizer of the vertex v is A0(A). Since the endpoints
of e are v and tv, one can take for i1 and i2 the maps induced by the inclusion and by
the conjugation by ad−1t .
Now suppose A is abelian. Given ϕ ∈ A0(A), consider aϕ, bϕ ∈ A the unique elements
such that ϕ(t) = aϕtbϕ. This is possible because Jϕ fixes v and sends tv to a neighbour
of v, so ϕ(t)v = Jϕ(tv) = aϕtv for some aϕ ∈ A.
This yields a homomorphism A0(A)→ Aut(A)n(A×A) defined by ϕ 7→ (ϕ|A, aϕ, bϕ)
(if A was not abelian, we would rather need to use ϕ 7→ (ϕ|A, aϕ, b−1ϕ ), and this would
require changing the description of the embeddings j1, j2). This homomorphism is clearly
injective, and it is onto whenever A contains all automorphisms fixing A and sending t
to atb, for all a, b ∈ A.
The subgroup A0(e) consists of the automorphisms in A0(A) with aϕ = 1, so the
inclusion A0(e) ⊂ A0(A) corresponds to the embedding into Aut(A) n ({1} × A). Con-
jugation by adt−1 yields another embedding of A0(e) into A0(A): if ϕ ∈ A0(e) sends t to
tbϕ, then adt−1 ◦ ϕ ◦ adt sends t to adt−1(tbϕ) = bϕt. This yields the embedding j2.
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2 Using equivalence classes
In this section we prove the first alternative of the trichotomy. It is based on the following
simple observation, which we did not find in the literature (compare with [CV09, §3]).
Recall that Out0(AΓ) is the finite index subgroup of Out(AΓ) generated by transvec-
tions and partial conjugations.
Proposition 2.1. Let [v] be an equivalence class of Γ of size n ≥ 2.
Then there is a natural epimorphism Out0(AΓ)  Out0(A[v]) where Out0(A[v]) is
isomorphic to SLn(Z) or Out+(Fn) according to whether [v] is abelian or not.
Remark 2.2. If we consider the finite index subgroup Out1(AΓ) of Out(AΓ) generated by
transvections, partial conjugations, and inversions, then Proposition 2.1 can be modified
to show Out1(AΓ) maps onto GLn(Z) or Out(Fn) instead.
The proof of Proposition 2.1 will be given below, after defining and discussing the
restriction and factor maps.
2.1 Restriction and factor maps
Let Γ′ be an induced subgraph of Γ. The inclusion induces a monomorphism AΓ′ ↪→ AΓ,
allowing us to identify AΓ′ with a subgroup of AΓ.
Given any outer automorphism Φ ∈ Out(AΓ) preserving the conjugacy class of AΓ′ ,
choose a representative ϕ ∈ Aut(AΓ) of Φ preserving AΓ′ , and look at its restriction ϕ|AΓ′ .
The choice of ϕ is well defined up to the normalizer of AΓ′ . Since by [CCV07, Prop 2.2],
the normalizer of AΓ′ is generated by AΓ′ and its centralizer, it follows that the class of
ϕ|AΓ′ in Out(AΓ′) does not depend on the choice of the representative ϕ. Denoting by
Out(AΓ;AΓ′) the group of outer automorphisms that preserve the conjugacy class of AΓ′ ,
we thus get a restriction map (as considered in [CV09], for instance)
Res : Out(AΓ;AΓ′)→ Out(AΓ′).
In some situations, the whole group Out0(AΓ) preserves the conjugacy class of AΓ′ .
This happens precisely when for every u ∈ Γ \ Γ′ we have both:
• u 6≥ v for any v ∈ Γ′,
• there is a connected component Z of Γ \ st(u) such that the vertex set of Γ′ is
contained in Z ∪ st(u).
The former ensures that all transvections preserve AΓ′ , while the latter says all partial
conjugations preserve AΓ′ , up to conjugacy. In such a situation, Out0(AΓ) = Out0(AΓ;AΓ′),
so the restriction map is indeed
Res : Out0(AΓ)→ Out0(AΓ′).
In addition to the inclusion AΓ′ ↪→ AΓ, there is also an epimorphism κ : AΓ → AΓ′
obtained by killing every vertex in Γ \Γ′ (κ is a retraction of the inclusion). If the kernel
of κ is preserved by Out0(AΓ), then one gets a homomorphism
Fact : Out0(AΓ)→ Out0(AΓ′)
which we call a factor map. Since partial conjugations always factor through κ, the factor
map is well-defined precisely if the following condition holds:
v ∈ Γ′, u ≤ v ⇒ u ∈ Γ′.
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Thus, given any set of vertices S in Γ, and defining Γ≤S to be the subgraph of Γ induced
by vertices u ≤ v for some v ∈ S, then Fact : Out0(AΓ) → Out0(AΓ≤S ) is always well-
defined.
We note that Fact and Res send transvections to transvections or to the identity, and
send partial conjugations to partial conjugations or the identity.
2.2 Mapping to automorphisms of equivalence classes
We are now ready to prove Proposition 2.1.
Proof of Proposition 2.1. Suppose V = [v] has size at least two and consider Γ≤V and
the factor map Fact : Out0(AΓ)→ Out0(AΓ≤V ) as defined above.
We claim that the image of Out0(AΓ) in Out0(AΓ≤V ) preserves the conjugacy class
of AV . Indeed, if τ ∈ Out0(AΓ) is a transvection with multiplier u, then Fact(τ) = id
whenever u 6≤ v; if u ≤ v but u /∈ V , then Fact(τ) is the identity on AV ; in the remaining
case, u ∈ V so Fact(τ) stabilizes AV .
Let c be a partial conjugation of AΓ with multiplier w, and let us prove that the
conjugacy class of V is invariant under c. This holds whenever V is contained in Z∪st(w)
for some connected component Z of Γ≤V \ st(w). Assume the contrary, that x, y ∈ V are
separated by st(w). Then V must be a free equivalence class, and lk(x) = lk(y) ⊂ st(w),
so v ≤ w. If w ∈ V , then Fact(c) preserves AV . If w /∈ V then w /∈ Γ≤V , so c maps to
the identity in Out0(AΓ≤V ) and we are done.
Thus one can compose Fact with the restriction map Res : Out0(AΓ′ ;AV )→ Out0(AV ),
and get the desired homomorphism Res ◦ Fact : Out0(AΓ) → Out0(AV ). To see that it
is surjective, we just observe that all transvections and partial conjugations of AV are in
the image.
3 Separating intersections of links
The goal of this section is the second alternative of our trichotomy.
Proposition 3.1. Let Γ be a graph which contains a SIL, and in which all equivalence
classes are abelian.
Then Out(AΓ) is large.
To prove this result, we first introduce a particular kind of SIL, which we call a
special SIL. We then prove that if Γ satisfies the hypotheses of Proposition 3.1 then it
has a special SIL (Proposition 3.9). We complete this section by showing that if Γ has
a special SIL, then Out(AΓ) is large. This last part does not use the fact that all the
equivalence classes are abelian, see Proposition 3.15.
3.1 SILs and special SILs
Definition 3.2 ([GPR12]). A separating intersection of links (SIL) is a triple (x1, x2 |x3)
of vertices in Γ which pairwise do not commute, and such that the connected component
of Γ \ (lk(x1) ∩ lk(x2)) containing x3 avoids x1 and x2.
Note that (x1, x2 |x3) is a SIL if and only if (x2, x1 |x3) is a SIL. Other permutations
of the triple do not necessarily preserve the SIL.
Consider a SIL S = (x1, x2 |x3) and Z the connected component of Γ\(lk(x1)∩lk(x2))
containing x3. We recall from the introduction that the two partial conjugations C
x1
Z , C
x2
Z
generate a free group in Out(AΓ). We call them the SIL automorphisms of S.
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We proceed to give, in Lemma 3.4, an alternative definition of a SIL that will some-
times be more convenient. It says that when you have a SIL (x1, x2 |x3), there is a subset
of Γ that appears as a connected component of each of the three sets Γ\st(x1), Γ\st(x2),
and Γ \ (lk(x1) ∩ lk(x2)). It follows from [GPR12, Lemma 4.5], and we also refer the
reader to [DW, Section 2.3], however we include a short proof for completeness.
We first establish some notation. Given u, v ∈ Γ that don’t commute, denote by
Γvu the connected component Γ \ st(v) containing u. With this notation, the partial
conjugation CvU that acts non-trivially on u has support U = Γ
v
u.
We define the external boundary ∂Z of a subset Z ⊂ Γ to be the set of vertices in
Γ \ Z that have a neighbour in Z.
Remark 3.3. The set Γvu is characterised as being the connected subgraph of Γ that
contains u, does not intersect lk(v), and whose external boundary ∂Γvu is contained in
lk(v).
Lemma 3.4. A triple (x, y | z) is a SIL if and only if x, y, z don’t pairwise commute and
Γxz = Γ
y
z .
Proof. If (x, y | z) is a SIL, let Z be the connected component of Γ \ (lk(x) ∩ lk(y))
containing z. We claim that Γxz = Z. By definition, for every v ∈ Z, all of its neighbours
are in Z ∪ (lk(x) ∩ lk(y)). In particular, its external boundary ∂Z is contained in lk(x).
Since (x, y | z) is a SIL, Z does not intersect st(x). It follows from Remark 3.3 that
Z = Γxz . Similarly Z = Γ
y
z . This proves the first implication.
Conversely, assume that Γxz = Γ
y
z , and denote this set by Z. Then ∂Z ⊆ lk(x), and
∂Z ⊆ lk(y), hence ∂Z ⊆ lk(x) ∩ lk(y). Since also Z does not intersect lk(x) ∩ lk(y), this
implies that Z is a connected component of Γ \ (lk(x) ∩ lk(y)). Since x, y /∈ Z, (x, y | z)
is a SIL.
Let ΓS ⊂ Γ be the subgraph induced by the equivalence classes [x1] ∪ [x2] ∪ [x3].
Assuming that each equivalence class [xi] is abelian (maybe cyclic), then AΓS is the free
product of three abelian groups. Note that, in this case, the definition of a SIL then
implies that the three equivalence classes are distinct.
Let Γ≤S ⊂ Γ be the subgraph induced by {u ∈ Γ | u ≤ xi for some i ≤ 3} and
consider the corresponding factor map, Fact : Out0(AΓ) → Out0(AΓ≤S ), as defined in
Section 2.1. Next consider the restriction map Res : Out0(AΓ≤S ;AΓS )→ Out0(AΓS ). In
order to be able to compose these maps, we need that the image of Fact preserves the
conjugacy class of AΓS .
Definition 3.5. A SIL S = (x1, x2 |x3) is a special SIL if each equivalence class [xi] is
abelian and the image of Fact : Out0(AΓ)→ Out0(AΓ≤S ) is contained in Out(AΓ≤S ;AΓS ).
In particular, the map ρ = Res ◦ Fact : Out0(AΓ)→ Out0(AΓS ) is well-defined.
Remark 3.6. If S = (x1, x2 |x3) is a SIL where each equivalence class [xi] is abelian and
with Γ≤S = ΓS , then it is obviously a special SIL.
Remark 3.7. It is an immediate consequence of the definition that if (x1, x2 |x3) is a
special SIL, and if (x3, x2 |x1) happens to be a SIL, then it is necessarily also special.
Lemma 3.8. Consider a SIL S = (x1, x2 |x3) where the equivalence classes [xi] are
abelian.
Then S is a special SIL if and only if the following hold:
(Sp1). for any u ∈ Γ≤S, if xi ≤ u ≤ xj for some i 6= j ∈ {1, 2, 3}, then u ∈ ΓS
(Sp2). if u ∈ Γ≤S \ ΓS, there is a connected component Z of Γ \ st(u) such that x1, x2, x3
lie in Z ∪ st(u); equivalently, [x1] ∪ [x2] ∪ [x3] ⊂ Z ∪ st(u).
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Proof. Assume (Sp1) and (Sp2) hold. Let τ ∈ Out0(AΓ) be a transvection with multiplier
u. If u /∈ Γ≤S , its image in Out0(AΓ≤S ) under the factor map is the identity. Otherwise,
u ≤ xj for some j. We can assume that some element of ΓS not fixed by τ , so xi ≤ u for
some i. Condition (Sp1) guaranties that u ∈ ΓS if i 6= j. This also holds if i = j, as this
implies u ∈ [xi] ⊂ ΓS . It follows that Fact(τ) preserves the conjugacy class of ΓS . Now
consider a partial conjugation CuY of Γ. If u /∈ Γ≤S , then Fact(CuY ) = id. If u ∈ ΓS , then
Fact(CuY ) clearly preserves the conjugacy class of AΓS . Otherwise, (Sp2) gives us that
[x1]∪ [x2]∪ [x3] ⊂ Z ∪ st(u) for some connected component Z of Γ \ st(u), so CuY is inner
on AΓS .
Let us now check the equivalence mentioned in (Sp2). Assume that Z∪st(u) contains
{x1, x2, x3}. Then if xi ∈ st(u), then so is any x′i ∼ xi, so [xi] ⊂ st(u). If xi ∈ Z and
x′i is another vertex in [xi], then x
′
i and xi are joined by an edge because [xi] is abelian.
Since Z is a connected component of Γ \ st(u), and xi, x′i /∈ st(u), it follows that x′i ∈ Z.
Let us now prove the converse implication (which won’t be used in the sequel). As-
sume that (Sp2) does not hold, so that there exists u ∈ Γ≤S \ ΓS such that there are
i, j ∈ {1, 2, 3} with xi, xj in two distinct connected components Y, Y ′, respectively, of
Γ\ st(u). Then the partial conjugation CuY sends xixj to uxiu−1xj , and one easily checks
that it is not conjugate in AΓ≤S to an element of AΓS using, for example, Servatius’
solution to the conjugacy problem [Ser89, p. 38].
When (Sp1) does not hold, we have a transvection Luxi for some i ∈ {1, 2, 3} and some
u ∈ Γ≤S \ΓS . Then Luxi sends xi to xiu, which, similarly, is not conjugate in AΓ≤S to an
element of AΓS .
3.2 Finding special SILs
In this section, we consider a graph Γ in which all equivalence classes are abelian, and
we prove the existence of a special SIL as soon as there is a SIL.
Proposition 3.9. Suppose that in a graph Γ all equivalence classes are abelian.
If Γ has a SIL, then it has a special SIL.
The general strategy to prove Proposition 3.9 is to choose a SIL S = (x, y | z) satisfying
some minimality assumption (implying that Γ≤S is minimal for inclusion among all SILs).
We will verify that such a SIL is special.
The following easy fact will be used several times.
Fact 3.10. Consider u, x, y ∈ Γ such that x, y do not commute.
If u ≤ x then u does not commute with y.
Proof. If u commutes with y, then y ∈ lk(u) ⊂ st(x) contradicting that x and y don’t
commute.
Lemma 3.11. Let Γ be any graph. If (x, y | z) is a SIL and z′ ≤ z is such that z′ /∈ [x]∪[y],
then (x, y | z′) is a SIL.
Proof. By Fact 3.10, z′ does not commute with x or y. Let Z be the connected component
of Γ \ (lk(x) ∩ lk(y)) containing z. If z′ ∈ Z, then (x, y | z′) is a SIL and we are done. If
on the other hand z′ /∈ Z, then lk(x)∩ lk(y) separates z from z′, and since lk(z′) ⊂ st(z),
one deduces lk(z′) ⊂ lk(x) ∩ lk(y), see Figure 1. Thus {z′} forms its own connected
component in Γ \ (lk(x) ∩ lk(y)), hence (x, y | z′) is a SIL.
Lemma 3.12. Let Γ be any graph. If (x, y | z) is a SIL with x ≤ z, then (z, y |x) is also
a SIL.
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Proof. Since x ≤ z, and since x and z don’t commute by the definition of a SIL, lk(x) ⊂
lk(z). We thus have (see Figure 2)
lk(x) = lk(x) ∩ lk(z) ⊆ lk(x) ∩ lk(y) ⊆ lk(z) ∩ lk(y)
where the first inclusion follows from the fact that lk(x)∩ lk(y) separates x from z. This
proves that (z, y |x) is a SIL.
x
yz
z′
Z
lk(x) ∩ lk(z)
lk(z′)
Figure 1: If the set lk(x) ∩ lk(y) separates z from z′, and lk(z′) ⊂ st(z), then
lk(z′) ⊂ lk(x) ∩ lk(y).
x
y
z
lk(x) = lk(y) ∩ lk(z)
Figure 2: If x ≤ z then lk(x) ⊂ lk(z), and since (x, y | z) is a SIL, the inter-
section lk(x) ∩ lk(z) = lk(x) must be contained in lk(x) ∩ lk(y), and hence in
lk(z) ∩ lk(y).
For the following, recall that Γuz denotes the connected component of Γ \ st(u) that
contains z.
Lemma 3.13. Let Γ be any graph. Let S = (x, y | z) be a SIL and u ∈ Γ be such that
either z ≤ u ≤ x or y ≤ u ≤ x.
Then (u, y | z) is a SIL.
Proof. In both cases, as u ≤ x, Fact 3.10 shows that u does not commute with y or z.
Assume first that z ≤ u ≤ x. Since z ≤ x, the connected component Γxz is reduced
to {z}. Since z ≤ u, one similarly has Γuz = {z}. Since (x, y | z) is a SIL, one has
Γyz = Γxz = {z}. One concludes that Γuz = Γyz , so (u, y | z) is a SIL by Lemma 3.4.
Assume now that y ≤ u ≤ x. Let Z = Γxz = Γyz . Then the external boundary of
Z satisfies ∂Z ⊂ lk(y) ⊂ lk(u) and Z does not intersect lk(u) since lk(u) ⊂ st(x). This
shows that Z = Γuz by Remark 3.3. It follows that (u, y | z) is a SIL.
Lemma 3.14. Let Γ be any graph. Suppose S = (x, y | z) is a SIL and there is a vertex
u such that u ≤ x and u /∈ [z]. Then exactly one of the following holds:
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• the triple (u, y | z) is a SIL, or
• there is a connected component Z of Γ \ st(u) such that x, y, z ∈ Z ∪ st(u).
Proof. As above, the inequality u ≤ x implies, by Fact 3.10, that u does not commute
with y or z.
Let Z = Γuz . We claim that either x, y ∈ Z or (u, y | z) is a SIL, but not both. Clearly,
if (u, y | z) is a SIL then y /∈ Z, so both cannot occur. Now assume (u, y | z) is not a SIL.
Then there is a path from z to {u, y} avoiding lk(u) ∩ lk(y). Let p be such a path of
minimal length, and let z = p0, p1, . . . , pk be the vertices of p. This choice of p ensures
that for all i ≤ k − 2, pi /∈ lk(u) and pi /∈ lk(y).
We first claim that pk 6= u. Indeed, if pk = u, then pk−1 ∈ lk(u) ⊆ st(x), so either
(p0, . . . , pk−1) or (p0, . . . , pk−1, x) defines a path from z to x. Since (x, y | z) is a SIL, this
path must go through lk(x)∩lk(y). Since pi /∈ lk(y) for i ≤ k−2, we get that pk−1 ∈ lk(y)
and in particular pk−1 ∈ lk(u) ∩ lk(y), contradicting our choice of p.
Thus we assume p joins z to y. Since (x, y | z) is a SIL, there is some i ≤ k − 1 with
pi ∈ lk(x)∩ lk(y). As above, since pi /∈ lk(y) for i ≤ k−2, we get that pk−1 ∈ lk(x)∩ lk(y).
Since p avoids lk(u) ∩ lk(y), it follows that pk−1 /∈ lk(u), hence pi /∈ lk(u) for all i ≤ k.
It follows that the path p connects z to y in the complement of lk(u), and the path
(p0, . . . , pk−1, x) connects z to x in the complement of lk(u) unless x ∈ lk(u). We conclude
that x, y ∈ Z ∪ st(u).
Proof of Proposition 3.9. Consider a SIL S = (x1, x2 |x3) with {x1, x2, x3} minimal in
the following sense: if (x′1, x′2 |x′3) is another SIL such that there is a permutation σ of
{1, 2, 3} with x′i ≤ xσ(i) for all i = 1, 2, 3, then x′i ∼ xσ(i) for all i. We prove that S is
special using Lemma 3.8.
Since equivalence classes are abelian, [x1], [x2], and [x3] are distinct. If x1 ≤ x3,
then Lemma 3.12 allows us to exchange their roles, and since the equivalences classes are
distinct, we can assume that x1 6≤ x3 and x2 6≤ x3.
To prove (Sp1) in Lemma 3.8, suppose that xi ≤ u ≤ xj , for some i 6= j ∈ {1, 2, 3},
and let us prove that u ∈ ΓS . Firstly, from above, we may assume j 6= 3. Then, by
Lemma 3.13, one can replace xj by u in S, so minimality implies that u ∈ [xj ] ⊂ ΓS and
(Sp1) follows.
To prove (Sp2), consider u ∈ Γ≤S \ΓS . By Lemma 3.11, if u ≤ x3 then (x1, x2 |u) is a
SIL, contradicting minimality. If u ≤ x1, then by Lemma 3.14, either (u, x2 |x3) is a SIL
which contradicts our minimality assumption, or there exists a component Z of Γ \ st(u)
such that x1, x2, x3 ∈ Z∪st(u), and (Sp2) follows in this case. The same argument works
if u ≤ x2.
3.3 Special SILs imply largeness
The goal of this subsection is the following result. It does not assume that all equiva-
lence classes of Γ are abelian, though we recall that if (x, y | z) is a special SIL then, by
definition, [x], [y], [z] are each abelian.
Proposition 3.15. Assume that the graph Γ has a special SIL.
Then Out0(AΓ) is large.
Let (x, y | z) be a special SIL in Γ. Recall from Definition 3.5 that ΓS is the induced
graph with vertex set S = [x] ∪ [y] ∪ [z], and that AΓS is the free product of the three
abelian groups generated by [x], [y] and [z]. A special SIL comes with a map
ρ = Res ◦ Fact : Out0(AΓ)→ Out0(AΓS )
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transiting through Out0(AΓ≤S ). Proposition 3.15 is a direct consequence of the following
lemma showing that the image of ρ in Out0(AΓS ) is large.
Lemma 3.16. Let O ⊂ Out0(AΓS ) be the image of ρ.
Then O is large.
The remainder of this section is devoted to proving Lemma 3.16.
From now on, we use the following notations: X = [x] = {x1, . . . , xa}, Y = [y] =
{y1, . . . , yb}, and Z = [z] = {z1, . . . , zc}, so that S = X ∪ Y ∪Z, and AΓS ' Za ∗Zb ∗Zc.
Thanks to Lemma 3.12 and Remark 3.7, we assume without loss of generality that
x 6≤ z and y 6≤ z. Similarly, up to exchanging x and y, we can assume that x 6≤ y.
Lemma 3.17. Let S be the generating set of O consisting of non-trivial images under ρ
of all transvections and partial conjugations of AΓ. Then S consists of the following list
of outer automorphisms of AΓS (up to taking inverses):
(S1). The SIL automorphisms: CxiZ : z 7→ xizx−1i , C
yj
Z : z 7→ yjzy−1j for z ∈ Z;
(S2). The internal transvections Rxi′xi , Lxi′xi ; R
yj′
yj , L
yj′
yj ; R
zk′
zk , L
zk′
zk , whenever #X,#Y,#Z ≥
2 respectively.
(S3). If st(zk) separates X from Y , the other partial conjugations CzkX : x 7→ zkxz−1k for
x ∈ X;
(S4). If y ≤ x, the transvections Rxiyj : yj 7→ yjxi, Lxiyj : yj 7→ xiyj;
(S5). If z ≤ x, the transvections Rxizk : zk 7→ zkxi, Lxizk : zk 7→ xizk;
(S6). If z ≤ y, the transvections Ryjzk : zk 7→ zkyj, Lyjzk : zk 7→ yjzk.
Proof. We check the image of all transvections and partial conjugations fit in the list
above.
Each left transvection Lwv (respectively R
w
v ) of AΓ is mapped by ρ to the corresponding
transvection of AΓS if v, w ∈ ΓS , and to the identity otherwise. Since we assume that
x 6≤ z, y 6≤ z, and x 6≤ y, any transvection not in the kernel of ρ is mapped to one of the
automorphisms of (S2), (S4), (S5), or (S6).
Any partial conjugation CwW of AΓ with multiplier w is mapped to the identity under
ρ if w /∈ S. If w ∈ S, then its image under ρ is trivial if its support W does not
intersect S or if it contains the two equivalence classes from {X,Y, Z} which do not
contain w (in the latter case, the image under ρ will be an inner automorphism of AΓS ).
Alternatively, W ∩S contains precisely one of the equivalence classes from {X,Y, Z} not
containing w. Note that in Out(AΓS ), we have the equalities CxZ = (CxY )−1, and similarly
CyX = (C
y
Z)
−1, CzX = (C
z
Y )
−1, so that up to taking inverses, there are only 3 kinds of
partial conjugations in S, according to whether their multiplier lies in X,Y or Z. Hence
partial conjugations are mapped under ρ to either the identity or (up to taking inverse)
one of the automorphisms of (S1) or (S3).
Finally, the necessity of the automorphisms in (S1) follows because (x, y | z) is a SIL,
meanwhile the necessity of the internal transvections in (S2) is clear.
Remark 3.18. Since all zk are equivalent, if S contains one partial conjugation CzkX for
some k ≤ c as in (S3), it contains CzkX for all k ≤ c. A similar comment applies to (S4),
(S5), (S6).
We distinguish two cases according to whether S contains the partial conjugations
CzkX or not.
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3.3.1 Case 1: when CzkX ∈ S
In this case S contains all the partial conjugations CxiZ , C
yj
Z and C
zk
X for i ≤ a, j ≤ b,
k ≤ c. Largeness of Out(AΓS ) then follows from the following lemma, the proof of which
uses a variation of the representations of Looijenga [Loo97] and Grunewald–Lubotzky
[GL09].
Lemma 3.19. Let a, b, c ≥ 1. Suppose a subgroup O of Out0(Za ∗ Zb ∗ Zc) contains the
partial conjugations CyX , C
z
Y , C
x
Z for some x ∈ X, y ∈ Y, z ∈ Z.
Then O is large.
Proof. Recall that AΓS = 〈X〉 ∗ 〈Y 〉 ∗ 〈Z〉 ' Za ∗ Zb ∗ Zc. Let
pi : AΓS → Z2 = 〈g〉
be the homomorphism sending each generator in S to the non-trivial element g of the
cyclic group Z2. Let A˜ = kerpi and Autpi(AΓS ) be the finite index subgroup of Aut(AΓS )
of automorphisms ϕ such that pi ◦ ϕ = pi.
The Grunewald–Lubotzky representation comes from the action of Autpi(AΓS ) on the
homology group H1(A˜;Q). Let K be the Salvetti complex of AΓS , i. e. the wedge of three
tori TX , TY and TZ of dimensions a, b and c respectively. Consider the corresponding
double cover K˜pi of X, so that Z2 acts on K˜pi by deck transformations (see Figure 3).
The 1–skeleton of K˜pi can be identified with the Cayley graph of Z2 with generating set
pi(S) = pi(X ∪ Y ∪ Z). For each w ∈ X ∪ Y ∪ Z, let ew denote the oriented edge in K˜pi
joining 1 to g labelled by w. The edge joining g to 1 labelled by w is the translate gew.
Topologically, K˜pi is the disjoint union of two-sheeted covers T˜X , T˜Y , and T˜Z of TX , TY
and TZ , identified at two distinct points (1 and g).
Each automorphism in Autpi(AΓS ) is induced by a homotopy equivalence of K, which
lifts uniquely to a homotopy equivalence of K˜pi fixing the vertices of K˜pi, and commuting
with the action of Z2 by deck transformation. At the level of homology, we get an action
of Autpi(AΓS ) on H1(K˜pi;Q) = H1(A˜;Q) which commutes with the action of Z2, and
preserves the lattice H1(A˜;Z).
The action of 〈g〉 = Z2 splits H1(A˜;Q) into the direct sum of eigenspaces H1(A˜;Q) =
V+1 ⊕ V−1 corresponding to the eigenvalues +1 and −1. We will show that V−1 ' Q2
(this is an extension of a result of Ga¨schutz [Gas54], which applies when a = b = c = 1).
TX
TY
TZ
K
K˜pi
1
g
x1
g.ex1
ex1
x1 x1
x2
x2
ex1 g.ex1
g.ex2
ex2
ex2
g.ex2
x2
Figure 3: The 2-fold cover K˜pi of the Salvetti complex K, and the lift of a
2-cell.
Denote by Ci the Q–vector space of i–dimensional chains in K˜pi, by C
(+1)
i and C
(−1)
i
the corresponding eigenspaces for the action of Z2. We denote by ∂i : Ci → Ci−1
the boundary morphism. It commutes with the action of Z2, so by restriction we get
morphisms ∂
(+1)
i : C
(+1)
i → C(+1)i−1 and ∂(−1)i : C(−1)i → C(−1)i−1 . This decomposition of the
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space of chains gives the decomposition of H1(K˜pi;Q) into eigenspaces, and V−1 is the
quotient ker ∂
(−1)
1 /∂
(−1)
2 (C
(−1)
2 ). A basis of C
(−1)
1 is given by {(1 − g)eu | u ∈ S}, so its
dimension is a+ b+ c. We have that ∂1(C1) = C
(−1)
0 ' Q, so ker ∂(−1)1 has codimension
1, i.e. dim(ker ∂
(−1)
1 ) = a+ b+ c− 1. The image ∂2(C2) is the subspace of C1 generated
by (1 − g)(eu − ev) for u, v ∈ S in the same equivalence class (see Figure 3). All these
elements are in C−11 so ∂2(C2) = ∂
(−1)
2 (C
(−1)
2 ) has dimension a+ b+ c−3. It follows that
dim(V−1) = 2 and the two cycles
v1 := (1− g)(ex − ez), v2 := (1− g)(ey − ez)
form a basis of V−1.
We thus get a representation σ : Autpi(AΓS ) → PGL(V−1) ' PGL(2,Q). Since the
lattice H1(A˜;Z) is preserved, a finite index subgroup of Autpi(AΓS ) preserves Zv1⊕Zv2,
and thus has a representation in PGL(2,Z).
One can check that all inner automorphisms act as ±id on v1,v2, and hence lie in
the kernel of σ. This therefore gives a representation
σˆ : Outpi(AΓS )→ PGL(2,Q)
where Outpi(AΓS ) = Autpi(AΓS )/Inn(AΓS ), which contains a finite index subgroup which
maps into PGL(2,Z).
We claim that the partial conjugations of Za ∗ Zb ∗ Zc are in Autpi(AΓS ), that their
images preserve Zv1⊕Zv2, and that the group they generate in PGL(2,Z) is virtually a
non-abelian free group.
Lifting a homotopy equivalence of K inducing one of the partial conjugations, one
can describe their action on V−1 as follows:
C
yj
X (ex) = (1− g)eyj + gex = (1− g)ey + gex, C
yj
X (ey) = ey, and C
yj
X (ez) = ez.
Using relations like (1− g)(gex) = (1− g)(−ex), we therefore get
C
yj
X (v1) = (1− g)(gex + (1− g)ey − ez) = −v1 + 2v2
and
C
yj
X (v2) = (1− g)(ey − ez) = v2
so
σˆ(C
yj
X ) =
( −1 0
2 1
)
.
With similar calculations we see that
σˆ(CzkY ) =
(
1 0
0 −1
)
, σˆ(CxiZ ) =
( −1 −2
0 1
)
.
We thus have
σˆ(CyXC
z
Y ) =
( −1 0
2 −1
)
, σˆ(CzY C
x
Z) =
( −1 −2
0 −1
)
.
In particular the image of 〈CyX , CzY , CxZ〉 under σˆ in PGL(2,Z) contains a non-abelian
free group. The lemma follows.
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3.3.2 Case 2: when CzkX /∈ S
In this case, S contains no partial conjugation of the form CzkX (i. e. in (S3)). The
representation used in case 1 has virtually abelian image, and does not help us.
Consider the subgroup U = 〈X〉 ∗ 〈Y 〉 ⊂ AΓS . Since all generators in (S1), (S2),
(S4)–(S6) preserve the conjugacy class of U , so does every automorphism in O = 〈S〉.
By restricting to U , we get a homomorphism O → Out(U) as in Section 2.1.
In Lemma 3.21 we will show that this homomorphism lifts to a homomorphism O →
Aut(U). Before proving this, we note the following easy, but useful, fact.
Lemma 3.20. Consider u ≤ v, and assume that [u] is abelian with #[u] ≥ 2.
Then u commutes with v.
Proof. Consider u′ ∼ u with u′ 6= u. Since [u] is abelian, u ∈ lk(u′) ⊂ st(v), so u and v
commute.
Note that in the following, the notation for the generators from Section 1.1.2 is used
to represent both outer automorphisms (when they are in O) and honest automorphisms
(when they are in, for example, A1).
Lemma 3.21. There is a homomorphism ρ1 : O → Aut(U), with image A1 generated by
•
{
adxi , adyj , R
xi′
xi , L
xi′
xi , R
yj′
yj , L
yj′
yj : 1 ≤ i, i′ ≤ a, 1 ≤ j, j′ ≤ b
}
if y 6≤ x,
• {adxi , ady, Rxi′xi , Lxi′xi , Lxiy , Rxiy : 1 ≤ i, i′ ≤ a} if y ≤ x.
Proof. We first consider the case where z 6≤ x and z 6≤ y, so that S contains no generator
in (S5), (S6). Since the other generators preserve the conjugacy class of 〈Z〉, applying
Lemma 1.27 to the decomposition ΓS = U ∗〈Z〉, we get an embedding of O into Aut(U)×
Aut(Z), and hence, by projection, a homomorphism ρ1 : O → Aut(U). As mentionned in
Lemma 1.27, given Φ ∈ O ⊂ Out(ΓS), ρ1(Φ) is defined by choosing the representative Φ˜ ∈
Aut(ΓS) that preserves simultaneously U and 〈Z〉, and taking for ρ1(Φ) the restriction
of Φ˜ to U .
For a SIL automorphism Φ = [CxiZ ] ∈ Out(ΓS) in (S1), one gets Φ˜ = ad−1xi ◦ CxiZ
so ρ1(Φ) = ad
−1
xi ∈ Aut(U). Similarly, ρ1([C
yj
Z ]) = ad
−1
yj . The internal transvections
in (S2) readily preserve U and 〈Z〉, and their restrictions to U give the automorphisms
R
xi′
xi , L
xi′
xi , R
yj′
yj , L
yj′
yj (the internal transvections on Z restrict to the identity).
If y 6≤ x, then there is no other generator in S and we are done. If y ≤ x, then
Y = {y} by Lemma 3.20, so there are no internal transvections on Y . The transvections
Lxiy and R
xi
y in (S4) preserve U and 〈Z〉, so their image under ρ1 are Lxiy and Rxiy .
There remains to consider the case where z ≤ x or z ≤ y. In either situation, the
equivalence class Z is reduced to {z} by Lemma 3.20, so AΓS can be written as an HNN
extension AΓS = U∗{1} with stable letter z. The first part of Lemma 1.28 then yields a
homomorphism O → Aut(U)n U , hence a homomorphism ρ1 : O → Aut(U), defined as
follows: given Φ ∈ O ⊂ Out(ΓS), choose Φ˜ ∈ Aut(AΓS ) that preserves U and sends z
into zU , then ρ1(Φ) = Φ˜|U .
One checks as above that the image of the SIL automorphisms in (S1) under ρ1 are
the inner automorphisms ad−1xi , ad
−1
yj , and that internal transvections in (S2) yield all the
transvections R
xi′
xi , L
xi′
xi , R
yj′
yj , and L
yj′
yj . The right transvections R
xi
z , R
yj
z in (S5), (S6)
are mapped to the identity while the left transvections Lxiz , L
yj
z are mapped to ad
−1
xi , ad
−1
yj
respectively (this is because ad−1xi ◦ Lxiz is the representative that sends z to zxi ∈ zU).
This all applies when y 6≤ x. If y ≤ x, then as above Y = {y} and the transvections Lxiy
and Rxiy are mapped under ρ1 to L
xi
y and R
xi
y in Aut(U).
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Before treating the general case, let’s first give a simpler argument showing largeness
of A1 in the particular case where a = b = 1 (this argument is not needed as the argument
below will include this case). If y 6≤ x, we see from Lemma 3.21 that A1 = 〈adx, ady〉.
Since x, y do not commute, this is isomorphic to a free group, giving largeness in this
instance. If y ≤ x, then A1 = 〈adx, ady, Lxy , Rxy〉. Writing x = adx, y = ady, L = Lxy , R =
Rxy , since R = x
−1L, A1 is isomorphic to the semidirect product 〈L〉 n 〈x, y〉 which can
be presented as
〈x, y, L | [L, x] = 1, LyL−1 = xy〉.
Since this presentation has deficiency one and includes a commutator, and since 〈x, L〉
has infinite index in the abelianisation of A1, this group is large by a result of Button
[But08, Theorem 3.1].
Lemma 3.22. Let A1 be the subgroup of Aut(U) given in Lemma 3.21, where U =
〈X〉 ∗ 〈Y 〉 ' Za ∗ Zb.
Then one of the following holds:
• either y 6≤ x, and A1 splits as an amalgam A1 '
[
O1 n Za
]
∗O1
[
O1 n Zb
]
with
O1 = SLa(Z)× SLb(Z) acting on Za and on Zb in the natural way;
• or y ≤ x, b = 1 and A1 splits as an HNN extension A1 '
[
SLa(Z)n (Za×Za)
]
∗O1
where O1 = SLa(Z)nZa, and the two embeddings of O1 defining the HNN extension
are the natural maps j1, j2 defined by
j1 : O1 ' SLa(Z)n (Za × {1}) ↪→ SLa(Z)n (Za × Za)
and
j2 : O1 ' SLa(Z)n ({1} × Za) ↪→ SLa(Z)n (Za × Za).
We give the proof of Lemma 3.22 after the following corollary, which will conclude
the proof of Lemma 3.16.
Corollary 3.23. The group A1 is large, and hence so are O and Out(AΓ).
Proof of Corollary 3.23. Assume first that A1 =
[
O1 n Za
]
∗O1
[
O1 n Zb
]
with O1 =
SLa(Z)×SLb(Z). Consider O¯1 = SLa(Z3)×SLb(Z3), a finite quotient of O1. Then define
A¯1 =
[
O¯1 n Za3
]
∗O¯1
[
O¯1 n Zb3
]
.
This quotient of A1 is virtually free, and not virtually cyclic (even if a = 1 or b = 1).
This implies that A1 is large. The case of an HNN extension is similar.
Proof of Lemma 3.22. We denote by O1 the image of A1 in Out(U), and show that it is
SLa(Z)× SLb(Z), or SLa(Z)n Za respectively.
First consider the case where y 6≤ x, so that A1 has a generating set given by the
first possibility in Lemma 3.21. The first assertion of Lemma 1.27 shows that O1 ↪→
Aut(Za)×Aut(Zb) and looking at the image of the generating set of A1, we see that the
image of O1 is precisely SLa(Z) × SLb(Z). The second assertion of Lemma 1.27 shows
that A1 splits as an amalgam
A1 '
[
O1 n Za
]
∗O1
[
O1 n Zb
]
.
Since the actions are the natural ones, this concludes the lemma in this case.
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In the case where y ≤ x, Y = {y} by Lemma 3.20, so U splits as an HNN extension
U = 〈X〉∗{1}, and y is a stable letter. The group A1 has a generating set given by
the second possibility in Lemma 3.21. Let A′ ⊂ Aut(〈X〉) be the image of A1 under
the natural map to Out(〈X〉) = Aut(〈X〉). In view of the generating set, we see that
A′ ' SLa(Z). Then the second part of Lemma 1.28 applies to A1, and says that A1 splits
as an HNN extension
A1 =
[
A′ n (〈X〉 × 〈X〉)
]
∗A′n〈X〉
'
[
SLa(Z)n (Za × Za)
]
∗SLa(Z)nZa .
The lemma follows.
4 A short exact sequence when there is no SIL
In this section, we prove the third alternative of the trichotomy.
Proposition 4.1. Let Γ be a finite graph with no SIL.
Then Out0(AΓ) fits in a short exact sequence
1→ P → Out0(AΓ)→
k∏
i=1
SLni(Z)→ 1
where P is finitely generated nilpotent, and n1, . . . , nk are the sizes of the equivalence
classes in Γ.
Since any free equivalence class of size 3 or more yields a SIL, the assumptions of
the Proposition imply that free equivalence classes have size at most two. The follow-
ing lemma shows that the absence of SILs also puts strong constraints on these free
equivalence classes. It won’t be needed in the sequel.
Lemma 4.2. If Γ has no SIL then AΓ = (F2)k × AΛ, where Λ is a graph with no non-
abelian free equivalence class and k ≥ 0 is the number of non-abelian free equivalence
classes in Γ.
Proof. We proceed by induction on k. The case k = 0 is immediate. Suppose we have
x ∼ y, with [x, y] 6= 1. Let Γ′ = lk(x) = lk(y). Any vertex z ∈ Γ \ ({x, y} ∪ Γ′), yields a
SIL (x, y | z) so Γ = Γ′ ∪ {x, y}, and AΓ = F2 ×AΓ′ .
Since for any v ∈ Γ′, lkΓ(v) = lkΓ′(v) ∪ {x, y}, two vertices of Γ′ are equivalent in Γ′
if and only if they are in Γ. Thus Γ′ has k − 1 non-abelian free equivalence classes so by
induction, AΓ′ = (F2)k−1 × AΛ, with Λ as in the lemma. This completes the proof.
We will make use of the standard representation of Out(AΓ), see Section 1.1.3. Recall
that its kernel is denoted by IA(AΓ). We will show that having no SIL implies that
IA(AΓ) is abelian. As a first step towards this, we give the following simple lemma.
Lemma 4.3. Suppose Γ contains no SIL, and there are distinct vertices v, x, y such that
v ≤ x, y.
Then [x, y] = 1.
Proof. If x commutes with v, then x ∈ lk(v) ⊂ st(y), so [x, y] = 1. So we can assume that
x, y /∈ st(v). This therefore implies that lk(v) ⊂ lk(x) ∩ lk(y), so in particular (x, y | v)
will form a SIL whenever [x, y] 6= 1.
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Proposition 4.4. Suppose Γ has no SIL.
Then IA(AΓ) is abelian.
Proof. A generating set MΓ for IA(AΓ) of Day and Wade is given in Section 1.1.4. It
consists of all partial conjugations, along with commutator transvections
K [x,y]v : v 7→ v[x, y], when v ≤ x, y, v /∈ {x, y}.
However, by Lemma 4.3, all commutator transvections are trivial when there is no SIL.
There remains to check that the group generated by all partial conjugations is abelian.
This is due to [CRSV10, Thm. 3.8] and [GPR12, Thm. 1.4], and also follows from [Day11,
Lemma 2.5]. We give a simple self-contained proof.
st(x1)
st(x2)
lk(x1) ∩ lk(x2)
Z1 ∩ Z2
Z1
Z2z
p1
pj
pn−1
x1
x2
Figure 4: If the partial conjugations Cx1Z1 and C
x1
Z1
do not commute, then any
path from Z1 ∩ Z2 to {x1, x2} passes through lk(x1) ∩ lk(x2), forming a SIL.
Let Cx1Z1 , C
x2
Z2
be two partial conjugations where Zi is a union of connected components
of Γ \ st(xi), and let’s prove that they commute in Out(AΓ). If one changes Zi to
Z ′i = Γ \ (st(xi) ∪ Zi), then CxiZ′i = (C
xi
Zi
)−1 in Out(AΓ). Thus, up to changing Zi to Z ′i,
one may assume that x1 /∈ Z2 and x2 /∈ Z1. If Z1 ∩ Z2 = ∅, then Cx1Z1 , Cx2Z2 commute. If
x1 and x2 commute then C
x1
Z1
, Cx2Z2 also commute.
So assume that x1, x2 don’t commute and consider z ∈ Z1 ∩ Z2. We claim that
(x1, x2 | z) is a SIL, thus concluding the proof. If not, then there is a path joining z to
x1 or x2 which does not meet lk(x1) ∩ lk(x2). Choose a shortest such path p, and up
to exchanging the roles of x1 and x2, write this path as z = p0, p1, . . . , pn = x1, see
Figure 4. Since z ∈ Z2 and x1 /∈ Z2, the path p has to meet st(x2), and therefore lk(x2).
Let j be the smallest index such that pj ∈ lk(x2). We have j 6= n because x2 does not
commute with x1, and j 6= n− 1 since otherwise, pn−1 ∈ lk(x1) ∩ lk(x2). Thus, the path
z = p0, p1, . . . , pj , x2 is a shorter path which contradicts the choice of p.
The standard representation yields the short exact sequence
1→ IA(AΓ)→ Out0(AΓ)→ GZ → 1
where GZ is a subgroup of the group of block lower-triangular unipotent matrices with in-
teger entries, where each block corresponds to an equivalence class (see Section 1.1.3). De-
note by n1, . . . , nk the sizes of the equivalence classes. Then GZ maps onto
∏k
i=1 SLni(Z)
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with kernel U consisting of lower-triangular unipotent matrices. In particular, U is nilpo-
tent and, since IA(AΓ) is abelian by Proposition 4.4, its preimage P in Out0(AΓ) is
abelian-by-nilpotent. We thus get the short exact sequence
1→ P → Out0(AΓ)→
k∏
i=1
SLni(Z)→ 1.
It remains to prove that P is in fact nilpotent. To do so, we first verify it has a nice
generating set.
Lemma 4.5. The subgroup P is generated by partial conjugations and transvections Ruv
for u ≥ v, u 6∼ v.
Proof. Let q denote the projection map from GZ onto
∏k
i=1 SLni(Z). Then P is the kernel
of q ◦ σ, where σ is the standard representation. Since ker(q) is the group generated by
the elementary matrices Eu,v with u ≥ v but u 6∼ v, P is generated by IA(AΓ) and by
the transvections Ruv with u ≥ v but u 6∼ v. Since, by Lemma 4.3, IA(AΓ) is generated
by partial conjugations, the lemma follows.
The final step in proving Proposition 4.1 is the following. The result can in fact be
inferred from Day’s proof that having no SIL and no equivalence class of size 2 or more
implies that Out0(AΓ) is nilpotent [Day11, Prop. 2.11]. We give the relevant part here
for completeness.
Lemma 4.6. The subgroup P is nilpotent.
Proof. In view of Lemma 4.5, we need to understand commutators of transvections and
partial conjugations, and their inverses. We note though that the inverse in Out(AΓ) of a
partial conjugation CyY is also a partial conjugation, namely C
y
Y ′ where Y
′ = Γ\(Y ∪st(y)),
so these do not require special attention.
By [Day11, Lemma 2.5], having no SIL implies that any two generators (partial
conjugation or transvection) that fix each other’s multiplier commute. For any x ∈ Γ,
any partial conjugation CwW has a representative in Aut(AΓ) that fixes x. This shows
that partial conjugations commute with each other and with transvections fixing their
multiplier.
For the remaining pairs of generators, we have the following relations, that were
proved by Day in the case when there is no SIL and all equivalence classes have size one
[Day11, Lemma 2.7].
[Rxy , C
y
Y ] = C
x
Y for x ≥ y, x 6∼ y (1)
[Rxy , (R
y
z)
±1] = (Rxz )
±1 for x ≥ y ≥ z with x 6∼ y 6∼ z. (2)
In (1), Y is assumed to be a union of connected components of Γ\ st(y). Since x ≥ y,
Y is also a union of connected components of Γ \ st(x), together with elements of st(x)
(on which conjugation by x has no effect), so CxY is well defined. To prove these relations,
we claim that [x, y] = 1 in both cases. The relations (1)–(2) then easily follow by a direct
computation (left to the reader).
In (2), the fact that [x, y] = 1 follows from Lemma 4.3. The relation (1) is clear if CyY
is inner because then so is CxY . So we may assume that C
y
Y is not inner and that st(y)
disconnects Γ into two different non-empty sets Y and Y ′ = Γ \ (Y ∪ st(y)). Without
loss of generality, we can assume that x ∈ Y . Assuming for contradiction that [x, y] 6= 1,
since lk(x) ⊃ lk(y), we get that any z ∈ Y ′ yields a SIL (x, y | z), a contradiction.
We now verify these relations imply that P is nilpotent. Given a vertex x, its depth,
denoted depth(x), is defined to be the maximal m such that there are vertices x2, . . . , xm
30
satisfying x = x1 ≥ x2 ≥ . . . ≥ xm and xi 6∼ xi+1 for 1 ≤ i < m. Let K be the maximal
depth of vertices in Γ. For 1 ≤ i ≤ K, let Si be the set consisting of partial conjugations
CwW with depth(w) ≥ i, and of transvections Rxy with y 6∼ x and depth(x)−depth(y) ≥ i,
y ≤ x. Then Si ⊆ Si−1, and SK+1 is empty.
Consider X ∈ Si and Y ∈ Sj , for some 1 ≤ i, j ≤ K. It follows from the commutator
relations (when each others multipliers are fixed) and from (1) and (2) that [X,Y ±1] ∈
〈Si+j〉. Thus it follows that P is nilpotent.
5 McCool groups
Let F be a finitely generated free group and C a finite set of conjugacy classes of elements
in F. For the McCool group of F corresponding to C, we prove the following alternative.
(See Section 1.3 for definitions).
Theorem 5.1. Let M = Mc(F, C) be a McCool group and F = H1 ∗ · · · ∗Hk ∗ Fr be the
Grushko decomposition of F relative to C. Then one of the following holds.
(M1). If r ≥ 2, then M maps onto Out(Fr).
(M2). If either k = 2 and r = 1, or k ≥ 3, then M is large.
(M3). If k + r = 2 and r ≤ 1, then either M is large, or it maps onto a non-virtually
abelian mapping class group of a (maybe non-orientable) hyperbolic surface with at
least one puncture, or M is virtually abelian.
(M4). If k + r = 1, then some finite index subgroup M0 of M fits into a short exact
sequence
1→ T →M0 →
s∏
j=1
MCG(Sj)→ 1
where T is finitely generated and abelian, and MCG(Sj) is the mapping class group
of a (maybe non-orientable) hyperbolic surface with at least one puncture.
Remark 5.2. In the last assertion, it may happen that s = 0, in which case G is virtually
abelian. The mapping class group MCG(Sj) mentioned in this assertion is the group of
homeomorphisms that preserve each boundary component and its orientation, modulo
the connected component of the identity. This can be viewed as the pure mapping class
group of a punctured surface (fixing each puncture, and preserving the local orientation
at each puncture).
In some sporadic cases, the mapping class groups appearing in Theorem 5.1 above
may happen to be virtually abelian. The following proposition gathers some known
results showing that they are otherwise vast.
Proposition 5.3. Let S be a hyperbolic (maybe non-orientable) surface, with at least
one puncture. Then:
(i) MCG(S) is finite (or trivial) if and only if S is a sphere with at most three punctures,
or a projective plane with at most two punctures;
(ii) MCG(S) is infinite virtually abelian if and only if S is a once punctured Klein bottle;
(iii) In all other cases, MCG(S) involves all finite groups, is SQ-universal, virtually has
many quasimorphisms, and is not boundedly generated.
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Proof. The mapping class group of a sphere with three punctures is trivial. A projective
plane with two punctures has finite mapping class group [Kor02, Cor. 4.6]. For the once
punctured Klein bottle, its mapping class group is virtually cyclic [Stu06, Thm. A.5].
When S is not as in (i) or (ii), then it contains two simple closed curves α, β not
bounding a disk, a punctured disk or a Mo¨bius band, and with non-zero geometric inter-
section number. By [Stu06, Prop. 4.7], the corresponding Dehn twists tα, tβ don’t have
commuting powers, so MCG(S) is not virtually abelian.
Now suppose MCG(S) is not virtually abelian. Bestvina–Fujiwara proved that they
admit an action on a hyperbolic space with WPD elements [BF02, BF07] and deduce
that they have many quasimorphisms (and hence are not boundedly generated). SQ-
universality follows by [DGO].
By Masbaum and Reid [MR12], (see also [GLLM15]), mapping class groups of closed
orientable surfaces of genus at least one involve all finite groups. We give below a (differ-
ent) proof that this is the case for non-virtually abelian mapping class groups of hyperbolic
surfaces with at least one puncture, orientable or not.
With our notations, MCG(S) is a finite index subgroup of the pure mapping class
group G = PM(S) of homeomorphisms fixing all the marked points (with no condition
on the orientation). It is enough to prove that G is virtually abelian or involves all finite
groups.
Let S′ be obtained from S by forgetting one marked point. We use the Birman exact
sequence
pi1(S
′) −→
δ
G→ G′ → 1
where G′ is the pure mapping class group of S′ ([Bir69], see [Kor02] for the non-orientable
case).
If S′ has negative Euler characteristic then pi1(S′) is large. If moreover δ is injective,
then pi1(S
′) is a large finitely generated normal subgroup of G, so G involves all finite
groups by Lemma 1.5.
It may happen that δ is not injective (e.g. if S is a punctured torus). By [Bir69, Th.1],
[Kor02], the kernel of δ is the image of pi1(Homeo(S
′)). Since the fundamental group of
any topological group is abelian, the kernel of δ is abelian. But if S′ has negative Euler
characteristic, its fundamental group has no non-trivial abelian normal subgroup, so δ is
injective, and the argument applies.
By parts (i) and (ii), the only remaining case to consider is when S is a once punctured
torus. Then MCG(S) ' SL2(Z) and it involves all finite groups.
Proof of Theorem 5.1. If k + r = 1, then F is freely indecomposable relative to C (the
case where F = Z being trivial). By Theorem 1.24 [GL15b, Th 4.6], M has a finite index
subgroup that fits in a short exact sequence as in assertion (M4).
Since M preserves the conjugacy class of each c ∈ C, it follows that the conjugacy
class of each Hi is also preserved under any automorphism in M . Hence the normal
subgroup of F generated by H1, . . . ,Hk is M–invariant, so induces an automorphism of
the quotient group Fr. This yields a map M → Out(Fr) which is clearly onto. Thus if
r ≥ 2, assertion (M1) holds.
Now assume that either r = 1 and k = 2, or k ≥ 3 and r ≥ 0. Since the conjugacy class
of each factor Hi is M–invariant, we may construct a map from M to Out(H1 ∗H2 ∗H3)
or Out(H1 ∗H2 ∗ Z) (using the former if k ≥ 3 and the latter otherwise) by taking the
quotient of F by the normal closure of the unused Hi factors (if there are any). The image
of M still preserves the conjugacy classes of H1, H2 (and H3 if k ≥ 3). Abelianising each
Hi yields a map from M to Out(Zn1 ∗ Zn2 ∗ Zn3), with ni ≥ 1 and n3 = 1 if k = 2. Note
that for each i 6= j and each h ∈ Hi, M contains the partial conjugation that restricts to
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adh on Hj and to the identity on all other factors (when k = 2 this also holds if i or j
corresponds to the last factor Z). This implies that the image of M in Out(Zn1 ∗Zn2 ∗Zn3)
contains the three partial conjugations required in the hypotheses of Lemma 3.19. This
lemma then says that the image of M is large, and so assertion (M2) holds.
There remains to consider the case where k + r = 2 and r ≤ 1, ie F = H1 ∗ H2 or
F = H1 ∗ Z. Then the embedding of Lemma 1.27 (resp. Lemma 1.28) gives
M ∼= Aut(H1; C|H1)×Aut(H2; C|H2) if r = 0,
M ∼= Aut(H1; C|H1)nH1 if r = 1.
where Aut(Hi; C|Hi) denotes the group of automorphisms preserving each conjugacy class
in C|Hi (C|Hi is defined in Section 1.3). If H1 and H2 are both cyclic (resp. H1 is cyclic
and r = 1), then M is virtually abelian. So assume without loss of generality that H1
has rank at least 2. Denote by A = Aut(H1; C|H1), and O its image in Out(H1). We are
going to distinguish several cases, and in each case, we will prove that A is large or maps
onto a non-virtually abelian mapping class group. Since in both cases M maps onto A,
this will show that M satisfies assertion (M3) and will conclude the proof.
The separate cases are identified according to the nature of the canonical cyclic JSJ
decomposition Γ of H1 relative to C|H1 . If Γ is trivial, consisting of a rigid vertex, then
O is finite by Theorem 1.24 (see Remark 1.25). In this case, A contains H1 with finite
index, so is virtually free, hence large.
If Γ is a trivial decomposition consisting of a QH vertex whose mapping class group is
finite (like a twice punctured projective plane), A is virtually free for the same reason. If
Γ is a trivial decomposition consisting of a QH vertex whose mapping class group is not
virtually abelian, then A maps onto this mapping class group and we are done. If Γ is a
trivial decomposition consisting of a QH vertex whose mapping class group is infinite and
virtually abelian, then the underlying surface is a punctured Klein bottle by Proposition
5.3. We’ll take care of this case at the end of the argument.
Now assume that Γ is a non-trivial decomposition. More generally, this argument will
apply as soon as H1 has a non-trivial cyclic splitting relative to C that is invariant under
A (as in Section 1.4). First assume that the first Betti number of Γ (as a plain graph)
is at least 2. The fact that Γ is A–invariant implies that A acts on the Bass-Serre tree
T of Γ, where the action of inner automorphisms of H1 coincides with the action of H1
under the natural identification. Then let A0 ⊂ A be the finite index subgroup acting
trivially on T/H1. Then the quotient graph T/A0 is homeomorphic to T/H1. Thus A0
is the fundamental group of a graph of groups whose first Betti number is at least 2, so
A0 has an epimorphism onto F2.
In general, we will replace H1 by a finite index subgroup, to get another splitting
with Betti number at least 2.
We first construct a splitting whose edge group is generated by a primitive element
(i. e. which is part of a basis of the free group H1). Let a ∈ H1 be the generator of the
stabilizer of some edge e in T . By Hall’s theorem [Hal49] there is a finite index subgroup
H ′ of H1 containing a and in which a is primitive. Note for future use that witout loss
of generality, we can assume that H ′ is a free group of rank at least 3. Let A1 ⊂ A be
the finite index subgroup made up of automorphisms that preserve H ′. Then A1 ⊂ A
still acts on T , and let let A′ ⊂ A1 be the finite index subgroup acting trivially on the
quotient graph T/H ′. Let Te be the tree obtained from T by collapsing every edge that
is not in the H ′–orbit of e. Then the action H ′ y Te is dual to a one-edge splitting of
H ′ whose edge stabilizer is generated by the primitive element a ∈ H ′, and this splitting
is A′–invariant.
We now construct a finite index subgroup H ′′ ⊂ H ′ such that the first Betti number
of Te/H
′′ is at least 2. Write the splitting of H ′ dual to its action on Te as the amalgam
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H ′ = A ∗〈a〉 B or as the HNN extension H ′ = C∗〈a〉. Then A and B have rank at least
2. Since the rank of H1 is at least 3, so is the rank of H
′, and C has rank at least 3. It
follows that there exists a epimorphism pi : H ′  Z/3Z that kills a and is such that the
restriction of pi to each factor A, B or C is onto. Now take H ′′ = kerpi, and Γ′′ = Te/H ′′.
Since pi(a) = 1, Γ′′ has 3 edges, and since the restriction of pi to each factor is onto, Γ′′
has the same number of vertices as Te/H
′ (i. e. either 1 or 2). Thus Γ′′ has first Betti
number at least 2. Now the finite index subgroup A′′ ⊂ A′ of automorphisms preserving
H ′′ and acting trivially on Te/H ′′ maps onto F2.
Finally, we now treat the case where the JSJ decomposition Γ is a trivial decompo-
sition consisting of a QH vertex corresponding to a punctured Klein bottle. By [Stu06,
Prop. A.3], the punctured Klein bottle has a unique isotopy class of essential 2-sided
simple closed curves which does not bound a Mobius band. Thus, the splitting Γ0 over
this curve is invariant under A, and one can argue using Γ0 as we did with the JSJ
decomposition Γ.
We can now give a proof of Corollary 9, which says that any vastness property P
that holds for Out(Fn), for n ≥ 2, and for all non-virtually abelian mapping class groups
of punctured hyperbolic surfaces will hold for any McCool group that is not virtually
abelian.
Proof of Corollary 9. If M = Mc(F, C) does not satisfy P, then the only possibilities in
Theorem 5.1 are the assertion (M3) with M virtually abelian, or the assertion (M4) with
each MCG(Sj) virtually abelian. It follows that M0 is a virtually polycyclic subgroup of
Out(F), hence virtually abelian by [BFH04].
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