A novel fault detection technique is proposed to explicitly account for the nonlinear, dynamic, and multimodal problems existed in the practical and complex dynamic processes. Just-in-time JIT detection method and k-nearest neighbor KNN rule-based statistical process control SPC approach are integrated to construct a flexible and adaptive detection scheme for the control process with nonlinear, dynamic, and multimodal cases. Mahalanobis distance, representing the correlation among samples, is used to simplify and update the raw data set, which is the first merit in this paper. Based on it, the control limit is computed in terms of both KNN rule and SPC method, such that we can identify whether the current data is normal or not by online approach. Noted that the control limit obtained changes with updating database such that an adaptive fault detection technique that can effectively eliminate the impact of data drift and shift on the performance of detection process is obtained, which is the second merit in this paper. The efficiency of the developed method is demonstrated by the numerical examples and an industrial case.
Introduction
Fault has been a constant topic of research for several decades 1-4 . Several fault detection methods have been developed to solve problems since there exists a growing need for fault detection in the real process engineering not only from the plant's safety perspective but also from considering the quality of the process products 5-7 . Moreover, the existing methods used to fault detection have been applied into a broad range of areas such as chemical process, in the practical complex dynamic process inevitably, which can be produced due to much more insuperable causes, such as aging of instrument, variation of temperature, effect of environment, and difference in the coming materials, and so forth 30 . In this case, some of queries with drift and shift that might be normal are mistaken for faults, or that might be fault are falsely identified as normalities. Then, it is of paramount importance to actively regulate the control limit CL by on-line approach, which will surely improve the quality of fault detection. However, to the best of authors' knowledge, how to simplify and update the raw samples set to light the computation load and realize high performance have not been investigated fully to date. Especially for data-driven fault detection with time-varying control limit, few results have been available in the literature so far, which motivates the present study. The overall goal in this paper is to propose a flexible, adaptive JIT scheme of fault detection. By computing the Mahalanobis distance between normal samples, as well as Mahalanobis distance from the query to the normal operation data stored in the database, the raw data set is simplified and updated. Moreover, the updated database-based time-varying CL is derived in terms of KNN rule combined with SPC method, such that the judgment is conducted every time when fault detection is required as shown in Figure 2 . Moreover, the integration of JIT method and KNN technique is well suited for the nonlinear, dynamic and multimodal fault detection process. Finally, simulation results and industrial case illustrate the efficiency of the method proposed.
Simplifying the Raw Data Set
In this section, we will describe the method of simplifying the raw data set.
In the practical detection of the process, the huge amounts of raw data bring the serious calculation load and cost spending for fault detection, identification, and diagnosis.
Since the closer Mahalanobis distance between two samples is, the more similar their basic features are, we take mean of them to retain the common characteristics, and this mean is put into the raw data set to replace the original two samples, which can keep the characteristics of raw data set to the greatest extent 29 . Let X denotes the raw data matrix with n samples rows and m variables columms . The specific procedure is as follows.
Algorithm 2.1.
Step 1. Let Z n×m X n×m , and the covariance matrix of X is defined as: V v ij x i − x i x j − x j / n − 1 . Where x i , x j i, j 1, 2, . . . , m denote the stochastic variables, and x i and x j denote the mean of them.
Step 2. Calculate the Mahalanobis distance between every sample and all the other samples stored in data set Z, which is denoted as md ij i, j 1, 2, . . . , n and is placed in Mahalanobis distance matrix MD n × n md ij .
Step 3. Find out the minimum and nonzero element in each raw in the matrix MD, which is placed in row vector v 1 × n , and the place column number of each minimum element in each row is recorded in row vector p 1 × n . Based on it, finding out the minimum value in v 1×n , and if it's place in v 1×n is i and No. i element is j in vector p 1×n , then md ij is the minimum value in the matrix MD n × n , which presents the minimum Mahalanobis distance between the sample i and the sample j in raw data set.
Step 4. Let M Z, and we use the mean of the sample i and the sample j to replace the sample i, and delete the sample j, then the row number of the matrix Z is reduced a line. Define PCA 10, 19, 31 , where combination of variables that capture the largest amount of information in data set is found, the inequality 1 ≥ Trace Γ /Trace V ≥ realizes the preservation and update of the original information to the greatest extent in Algorithm 2.1. Note that Trace Γ and Trace V denote the trace of covariance matrix of simplified or update data set and original data set, respectively, and well known that Trace V is equal to the sum of all the eigenvalues of matrix V. In this sense that the threshold is selected to maximize the retention of the originally statistical information. For example, 0.98 means that 98% of the variance in raw data set is represented by the new simplified data set Z. Obviously, Algorithm 2.1 is a kind of logical and promising way for the datadriven fault detection. Remark 2.3. Different from 29 , in which though the raw data is reduced based on Mahalanobis distance between samples, the subjectively determined number of simplified data has an essential effect on high-performance detection process. In this paper, the threshold that limits the extent of reducing the raw data is given, which is a preferable way that compromises the accuracy of fault detection and the computation complexity as well as lower cost.
Remark 2.4. Apparently, simplification and update scheme of raw data set presented for fault detection also apply to data-driven fault monitoring, diagnosis, and isolation, since the proper number of raw data still need to be determined and data drift and shift still needs to be Journal of Applied Mathematics coped with. In this sense that the simplification and update technique suggested in this paper is quite general.
Detection Method
In this section, we will give the fault detection method including off-line and on-line cases as shown in Figure 3 .
Off-Line Model Building
Algorithm 3.1.
Step 1. Set i 1, and s is the number of simplified data set.
Step 2. Find k nearest neighbors see 30 for each sample i in the simplified data set and calculate the distances between sample i and its k-nearest neighbors.
Step 3. Estimate the cumulative density function of the above-squared distances by the function "ksdensity" in Matlab, which is denoted as f i x .
Step 4. Calculate expectation of the KNN-squared distance based on the obtained cumulative density function in terms of the definition of expectation, and the expectation is denoted as X i .
Step 5. Set i i 1. If i ≤ s, go to Step 2; otherwise, go to Step 6.
Step 6. Estimate the cumulative distribution function of the expectation to obtain the CL.
Remark 3.2. At
Step 2, Euclidean distance is used, which is simple and easy, but any other distance is also suitable for the method proposed. The obtained CL in Algorithm 3.1 is based on the statistical test concept in the same way as SPC, in this sense off-line model is constructed by the KNN rule-based SPC approach.
Remark 3.3.
In general, the estimation of probability density function in multidimensional space is difficultly derived 12 . To overcome this difficulty, we try to estimate the probability density functions of squared distance and expectation of squared distance in Step 3 and Step 4 from stochastic variable point of view. In addition, expectation of squared distance can be also obtained by taking an average over squared distances.
Remark 3.4.
Since there are similar statistical characteristics for the normal samples and the distance between the fault sample and the nearest neighboring samples must be greater than the normal sample's distance to the nearest neighboring samples 9, 10, 12 , setting CL to detect faults in terms of cumulative distribution function of the expectation is sound and effective. CL proposed in this paper means that the expectation values of vast majority distance for the normal samples do not exceed it. For example, 95% control limit means that the value within which 95% of population of normal operation data expectation values is included. Here, 95% is also called confidence level based on probability and statistical theory.
On-Line Fault Detection
Algorithm 3.5.
Step 1. Calculate the distance between the query and k nearest neighbors in the simplified data set.
Step 2. Estimate the cumulative density function of the above-squared distances.
Step 3. Calculate expectation based on the obtained cumulative density function.
Step 4. The query is abnormal if the expectation is beyond its CL, otherwise, this query is normal.
Step 5. If the query is normal, to update, it can be put into the normal samples database, which will be also simplified by using the technique described in Algorithm 2.1. In this case, the updated database is used to compute the new CL to continue to identify the next query in Step 1.
Remark 3.6. Compared with 9, 10, 12, 19 , the technique that simplifies and updates raw data set is a main contribution in this paper. More importantly, the time-varying CL can be derived, such that adaptive fault detection can be implemented by on-line approach, which will eliminate the impact of data drift and shift on the quality of fault detection. Different from 18 wherein just-in-time-learning JITL along with two-step independent component analysis and principal component analysis was studied, in this paper, the database is updated and simplified. Moreover, note that the amount of database will not randomly increase when normal queries are added to it. The reason is that Algorithm 2.1 is implemented once the on-line detection process is completed. In other words, the updated database still can be simplified 
Numerical Examples
In this section, two examples are given to show the effectiveness of the fault detection technique. The first example aims at the single modal case to show the efficacy of simplified data set based detection procedure presented in this paper. The second example is used in the multimodal case to compare with JIT method 12 .
Example 4.1. Consider the following dominant nonlinear process mode 9, 10 :
noise.
4.1
Firstly, 30 normal runs are operated for verifying the method of simplifying raw data set. Here threshold 0.95 is set. By Algorithm 2.1, the 28 samples are left. Figures 4 and 5 show the raw data set and the simplified data set, respectively.
Continue to operate the system 4.1 , we obtain 300 normal data used for the raw data, 5 normal runs used for validation, and 5 faults introduced, which is shown in Figure 6 . The number of nearest neighbors k is set to be 10, and the confidence level is chosen as 99% to obtain the CL. Table 1 gives the number of left raw data set used for training, the maximum Mahalanobis distance, and the CL under the different thresholds , and the histogram of simplified raw data and fault detection is shown in Figure 7 , where the percentages of left date to raw data and detected faults to total faults are clearly seen. Here, the maximum Mahalanobis distance means that the samples with smaller distance than it can be merged based on Algorithm 2.1. Correspondingly, the detection results under thresholds 0.99, 0.95, and 0.6 are also shown in Figures 8, 9 , and 10, respectively. As illustrated in Figures 7-10 , the amount of left data become gradually less and less and the CL is increasing with the decrease in threshold, consequently, the effect of fault detection becomes bad as expected.
Note that the threshold decided has a significant impact on the detection results, obviously, the bigger the threshold is, the more accurate detection operates. Simulation results presented illustrate that defection performance does not suffer degradation by virtue of the simplified data set. FD-KNN 9 is applied into this nonlinear case, and the detection result is shown in Figure 11 . It should be pointed out though a better detection result is also obtained by using FD-KNN approach 9 , the raw data set is simplified before implementing the detection in this paper, which will contribute to the saving storage space and reducing the computational complexity. The above two cases are operated to produce 200 normal samples, respectively, and continue to be operated to produce 100 normal samples and 10 faults that are used for the validation and fault defection, respectively, which is given in Figure 12 . For comparative analysis, 5 normal data and 10 fault data are marked. Similar to Example 4.1, the number of nearest neighbors k is set to be 10, and the confidence level is chosen as 99% to obtain the CL. By Algorithm 2.1, the raw data set is simplified. Moreover, the simplified data set is updated by on-line approach when the 100 normal data and 10 faults are detected. As shown in Table 2 , at the end of the detection, the number of left raw data is 358, it is obvious that the amount of data set is not increased unlimitedly due to the threshold ε 0.9. There is no doubt that the on-line and update method proposed in this paper can surely reduce the cost of data storage and computation load. The detection results by the method in this paper and JIT method 12 are presented in Figures 13 and 14 , respectively. Moreover, the embedded son figures in Figures 13 and 14 are used to emphasize the CL and the verification of training data and validation. From Figure 12 , the CL is time-varying as the normal and fault data are identified. Note that since only normal data 33, 34, and 47 are mistaken for faults by the method proposed, whereas normal data 33, 34, 47, 6, and 62 are mistaken for faults by the JIT method 12 , the better detection result is obtained in this paper using the original and update CL than the one in 12 . Here, the original CL means CL that is obtained in terms of simplified database by off-line approach. Comparatively speaking, the threshold determined subjectively in advance during calculating the sparse distance might partially degrade the performance of fault detection. Likewise, the tradeoff of storage cost and high detection performance is realized.
Case Study
In the unique characteristics associated with semiconductor process different from other production processes include the unequal batch duration, unequal step duration, and process drift and shift, therefore, data from the different experiments of the same resource have different mean and different covariance structures, which can be seen more clearly in the case of different resources. Due to the multimodal characteristic, the detection process based on the method proposed in this paper is as follows.
Step 1. Data preprocessing: we choose 10 normal batches and 10 process variables selected from the three data resources, such that the meaningful results can be obtained. Then, 30 normal batches are stored in the raw database. Further, the data is unfolded as the 2-D array by using the way in 9 .
Step 2. The data set is simplified by Algorithm 2.1.
Step 3. The CL is computed by Algorithm 3.1.
Step 4. Another 15 normal batches are selected for the validation from the three different resources, in which 5 normal batches are used from each of resources. Moreover, 5 faults are also chosen from the intentionally induced during the experiments in the above resources for detection. Note that Algorithm 2.1 still can be used to undate the raw data set to produce the time-varying CL. Following the aforementioned steps, threshold ε 0.9 is determined in the detection for the etch process, and 29 normal batches can be obtained after Step 2. Moreover, the CL 7.9682e 009 is computed as original CL under confidence level 0.99. Known that if the query is normal, then it will be put into the simplified data set during identifying the normal data and fault data. It is worth pointing out the number of data in the database will be not surely increasing unlimitedly at the same time of updating the database due to Step 4. In this case, the final number of samples in the database is 36. The detection result is shown in Figure 15 , where all of faults are identified correctly under the time-varying control limit by the method proposed in this paper. However, note that if raw data set is not updated, all of 5 faults can not be detected under the original CL computed. It is certain that some original faults with small data drift due to the effect of temperature and environment can be identified more easily in terms of the method of updating raw data set by online approach than the methods without applying the technology of update data set.
Conclusion
This research presented aims at highlighting the following two aspects: on one hand, the raw data set is simplified and updated by JIT approach based on the Mahalanobis distance between samples; on the other hand, combining the KNN rule with SPC method, the timevarying CL can be obtained to solve the nonlinear, multimodal, and data drift and shift problems existed in the practical case study. Numerical examples and an industrial case study show that the method proposed is an adaptive, flexible, and high-performance fault detection technique.
