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Abstract
The design and optimization of entrained flow gasifiers is conducted more and more via
computational fluid dynamics (CFD). A detailed resolution of single coal particles within
such simulations is nowadays not possible due to computational limitations. Therefore the
coal particle conversion is often represented by simple 0-D models. For an optimization of
such 0-D models a precise understanding of the physical processes at the boundary layer and
within the particle is necessary.
In real gasifiers the particles experience Reynolds numbers up to 10000. However in the
literature the conversion of coal particles is mainly regarded under quiescent conditions.
Therefore an analysis of the conversion of single particles is needed. Thereto the computa-
tional fluid dynamics can be used.
For the detailed analysis of single reacting particles under flow conditions a CFD model is
presented. Practice-oriented parameters as well as features of the CFD model result from
CFD simulations of a Siemens 200 MW entrained flow gasifier. The CFD model is validated
against an analytical model as well as two experimental data-sets taken from the literature.
In all cases good agreement between the CFD and the analytics/experiments is shown.
The numerical model is used to study single moving solid particles under combustion condi-
tions. The analyzed parameters are namely the Reynolds number, the ambient temperature,
the particle size, the operating pressure, the particle shape, the coal type and the composition
of the gas. It is shown that for a wide range of the analyzed parameter range no complete
flame exists around moving particles. This is in contrast to observations made by other au-
thors for particles in quiescent atmospheres. For high operating pressures, low Reynolds
numbers, large particle diameters and high ambient temperatures a flame exists in the wake
of the particle. The impact of such a flame on the conversion of the particle is low. For
high steam concentrations in the gas a flame appears, which interacts with the particle and
influences its conversion.
Furthermore the impact of the Stefan-flow on the boundary layer of the particle is studied.
It is demonstrated that the Stefan-flow can reduce the drag coefficient and the Nusselt num-
ber for several orders of magnitude. On basis of the CFD results two new correlations are
presented for the drag coefficient and the Nusselt number. The comparison between the
correlations and the CFD shows a significant improvement of the new correlations in com-
parison to archived correlations.
The CFD-model is further used to study moving single porous particles under gasifying con-
ditions. Therefore a 2-D axis-symmetric system of non-touching tori as well as a complex
3-D geometry based on the an inverted settlement of monodisperse spheres is utilized. With
these geometries the influence of the Reynolds number, the ambient temperature, the poros-
ity, the intrinsic surface and the size of the radiating surface is analyzed. The studies show,
that the influence of the flow on the particle conversion is moderate. In particular the impact
of the flow on the intrinsic transport and conversion processes is mainly negligible. The size
of the radiating surface has a similar impact on the conversion as the flow in the regarded
parameter range.
XX Abstract
On basis of the CFD calculations two 0-D models for the combustion and gasification of
moving particles are presented. These models can reproduce the results predicted by the
CFD sufficiently for a wide parameter range.
11 Introduction
The process, in which syngas is produced by means of coal and other carbonaceous materi-
als, is called gasification. Pursuant to Higman [60] gasification is ’... the conversion of any
carbonaceous fuel to a gaseous product with a usable heating value’. Nowadays the gasifi-
cation process experiences a renaissance in China where since 2004 over thirty gasification
plants are licensed or under construction [30]. At the moment a price war as well as new
exploitation techniques drop the oil and gas prices. However in the long term the prices will
rise due the limited gas and oil occurrences and the rising demand. Therefore in the future
gasification will play a more important role. Especially in Germany exists a large strategic
potential for gasification based on the huge lignite reserves, which can be exploited easily
via open cast mining.
The gasifier principles are subdivided into three different types, which are namely the fixed
bed gasifier, the fluid-bed gasifier and the entrained flow gasifier [60], see Figure 1.1 for
graphical explanation.
(a) (b) (c)
Fig. 1.1: Fixed Bed Gasifier (a), Fluidized Bed Gasifier (b) and Entrained Flow Gasifier (adapted from [60]).
• The fixed bed gasifier (or moving bed gasifier) is characterized by a packed bed of
large coal lumps (6 − 50mm), in which the coal moves slowly downwards due to
gravitation. This gasifier is commonly operated in counter-current blast, which leads
to hydrocarbons in the syngas, but also to a very low oxygen consumption. The gas
outflow temperature is generally low (about 700−900K) compared to the other gasifier
types. Also inside the packed bed high temperature can occur, which are within the
slagging range [60].
• The fluidized bed gasifier is a counter current blasted gasifier, where the gas is not
only used as a reactant but also to elevate the particles in the bed. Depending on the
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gas velocity three different states in a fluidized bed gasifier can be distinguished, which
are stationary, expanding and circulating bed. The particles in the reactor are smaller
then in a fixed bed reactor (6− 10mm) [60] and the temperature of the outflow gas is
with about 1220K up to 1350K higher, but still below the ash softening temperature
[60].
• In the entrained flow gasifier a diluted particle stream is transported with the gas. The
particle size is varying between 1−100 µm [80]. The operating temperature is very high
and the outflow temperature (about 1500−1900K) is above the ash melting point [60].
Due to the high temperatures the throughput of the reactor is very high as well as the
carbon conversion rate. Another advantage is the high quality of the produced syngas.
A disadvantage is the high oxidizer consumption of this reactor type. This work is
mainly focused on applications in entrained flow gasifiers as this is the nowadays most
build gasifier type.
Also there has been a long history of scientific research on gasification, a part of the sub pro-
cesses occurring in a gasifier is still not well understood. The reasons for that can be mainly
seen in the high operating pressures and temperatures in a gasifier and the heterogeneity of
the feedstock coal, which makes systematic analysis difficult. The research in the field of
gasification in the past was mainly based on experimental works. Due to the rapid increase
of computational power nowadays more and more numerical methods as computational fluid
dynamics (CFD) are used for this purpose. This approach has several benefits:
• lower investment and operating costs due to the reduction of expensive experimental
setups and pilot reactors as well as working equipment.
• faster results as less test runs are needed.
• higher flexibility due to fast change of the numerical code or virtual geometry.
• Analysis of process details, which are not accessible with experimental tools
In gasifiers the spatial and time scales vary by several orders of magnitude. Regarding the
CFD-simulations of whole gasifiers this implies that it is not possible to resolve all processes
and physical effects in a reactor due to nowadays computational capacity. Main processes,
which cannot be resolved at the moment are the turbulence, the slag behavior and the par-
ticles as well as the particle-gas interaction. Instead so called sub-models are used for the
modeling of these effects [35]. For the modeling of the particles in entrained flow gasifiers
generally “discrete particle methods” (DPM) are utilized. The method calculates the particle
tracks of representative particles, where each model particle stands for thousands of particles
in a real reactor. This reduces the computational effort dramatically, see also Figure 1.2 for
illustration.
The particle specific features as particle temperature, carbon conversion and particle-gas
interaction are again represented by different sub-models within the DPM-model. Generally
several models are used thereto, which are serially connected. They represent the steps of
evolution of a particle entering a gasifier, namely heating, drying, pyrolysis, combustion and
gasification.
In detail, when a particle enters an entrained flow gasifier the particle heats up and its mois-
ture content is evaporated. When the particle temperature increases to values of about 600K
3[13], the chemical bonds of the lighter organic compounds in the particle break and form un-
stable fragments. These fragments weather react to form stable compounds or devolatilize.
The devolatilized gases are ignited and form a flame sheet around the particle. After the
devolatilization the particle consists mainly from the mineral matter (ash) and carbon. After
pyrolysis the carbon starts to react with the surrounding oxygen to carbon monoxide, which
is combusted with further oxygen to carbon dioxide. When the particle reaches oxygen lean
parts of the reactor, the reactions at the particle surface shift from exothermic to endothermic
ones and the particle gasifies producing a mixture consisting mainly of H2, H2O, CO and
CO2.
Fig. 1.2: Scheme of a gasifier and the modeling concepts at different scales. The graphic was adapted from
[110].
The focus of the work is on the numerical modeling of the last two steps of the particle
within an entrained flow gasifier, which are the particle combustion and gasification. The
sub-models, which represent these steps, are 0-D or rarely 1-D models. Due to computa-
tional reasons the sub-models have to be fast and numerically stable. Therefore they are
simply constructed and use a lot of assumptions. For the development of such models it is
essential, to have a deep understanding of the physical effects occurring around reacting coal
particles during their travel through the gasifier. With experimental methods it is possible
to obtain the integral parameters of these physical effects. However, due to the µm size of
the particles as well as the ambient conditions it is hardly possible to analyze them directly.
Therefore the analysis of the behavior of reacting coal particles by means of analytical and
numerical methods is needed. A review of the efforts on the analytical and numerical analy-
sis of combusting and gasifying coal particles can be found in the subsequent sections.
4 1 Introduction
1.1 State of the Art in Carbon Conversion Modeling
1.1.1 Combustion of Solid Particles
This section is based on chapter 8 of the book gasification processes [110].
The modeling of single combusting carbon particles has long time history in comparison
to modern computational modeling science. The first approaches were based on analytical
models. In particular, Nusselt [181] proposed an analytical one-film model (OFM) in 1924
and Burke and Schuman [17] presented a two-film model (TFM) in 1931. Nowadays, both
of these models are used basically for the validation of computer codes [174]. Recently,
some modifications of OFM and TFM (moving flame front model [199]) are utilized as
sub-models in complex simulations of gasifiers or combustors using computational fluid dy-
namics (CFD), e.g. see recent works [24, 76].
One of the first comprehensive numerical studies on chemically reacting coal particles were
carried out by Amundson and coworkers around 1980, e.g. see the fundamental works [20,
104]. A review of the works produced before 1980 can be found in the work [166] by Sun-
daresan and Amundson. Basically the so called pseudo-steady state (PSS) approach was
used assuming that the particle radius does not vary significantly with time during the com-
bustion process. In other words, the consumption time of a carbon particles is always large
compared to the convective and diffusive time scales for the gas phase. An acceptance of
this assumption was first discussed in experimental works by Smith and Gudmundsen [154].
Recently, Stauch & Maas [164] carried out transient detailed numerical simulations of the
combustion of carbon particles, which showed that ’the characteristic values of the burning
process are only dependent on the current particle diameter, independent of its previous evo-
lution’ [164].
Generally, most of the works cited above used so called quiescent ambient condition for
the modeling of chemically reacting char/carbon particles. However, applied to industrial
gasification technology the gas flow and relative particle velocity play significant effect on
the oxidation of coal and char particles. As an example of a discussion about importance of
gas flow phenomena in heterogeneous oxidation the reader is referred to the work by Matsui
et al. [97], who found that the experimental combustion rate can be correlated effectively
by expressing the combined chemical and fluid-mechanical effects in terms of the surface
Damköhler number and by reducing the combustion rate to a nondimensional one.
It should be noted that in spite of numerous works carried out between 1980-1990 about the
modeling of particle combustion and gasification, until now there are few numerical studies
about the influence of convection in such processes. An overview of the first efforts to take
into account the impact of particle velocity on the carbon consumption rates can be found
in [25]. This work presents general discussions about the importance of gas flow effects
during oxidation of solid carbonaceous materials including models developments for carbon
consumption and particle burnout.
One of the first attempts to study the oxidation of carbon particles in a convective environ-
ment numerically is presented in the work by Ha et al. [55]. He presented a 2-D model,
where particle mass, momentum, and energy conservation equations are solved simultane-
ously with the gas phase equations in order to study the influence of particle entrainment on
heat and mass transfer as well as combustion around a single spherical carbon particle. The
effect of particle size, carbon reactivity, initial relative velocity and oxygen concentration in
a free stream was also explored. The paper provided, however, no information about model
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validation and grid resolution used.
The impressive development of personal computers and computational software including
commercial CFD software has made it possible to perform sophisticated scientific computa-
tions on a standard PC. As a result, recently, a series of works [121, 61, 72, 194, 143, 111,
130] devoted to particle-resolved simulations of chemically reacting coal particles were pub-
lished.
In particular, convection phenomena around chemically reacting coal particles were investi-
gated by Raghavan et al. [121]. They performed a numerical and experimental study about
the burning of isolated spherical particles in a mixed convective environment at different
free-stream velocities and ambient temperatures. Raghavan et al developed correlations for
the critical Reynolds number at which transition from the envelope flame to the wake flame
occurs and also for the mass burning rates at sub-critical and super-critical Reynolds num-
ber regimes. However, only large millimeter-sized particles were investigated. The critical
Reynolds number was estimated in dependence on the ratio between the fuel evaporation ve-
locity and the free-stream gas velocity. This approach, while being physically correct, lacks
detailed coupling between heterogeneous kinetics and transport phenomena.
Recently Higuera [61] carried out a numerical study based on a simple chemistry, investi-
gating the influences of the size and velocity of a coal char particle, and the temperature
and the gas composition on the burning rate, the particle temperature and the extinction of
the flame. It was shown that the Reynolds number of the particle plays a significant role in
the establishment of the combustion or gasification regimes. In spite of the large number of
parameters and the wide range investigated, e.g. the particle diameter between 20 µm and
5mm, the Reynolds number related to the ambient temperature between 0.5 and 500, the
ambient temperature between 1000K and 3000K, no systematic analysis was carried out
regarding the influence of the inflow temperature on the behavior of the particle with a fixed
Reynolds number. Furthermore, no information was provided in the paper about the grid
resolution or the size of the computational domain, and there was no code validation.
A three-dimensional simulation of the unsteady combustion of a carbon particle at different
particle sizes, ambient temperatures and gas velocities was performed by Yi et al. [194].
This work confirmed the significant influence of the gas velocity on combustion regimes.
Although a numerical procedure was used for the gas flow calculation, the particle-gas inter-
action was taken into account using the semi-analytical one-film sub-model.
The influence of convection on the combustion regimes of a single coal particle in dry air
was also studied by Kestel et al. [72]. The existence of three basic regimes, namely the
gasification, transitional and combustion regimes, was shown in dependence on the inflow
temperature at a fixed Reynolds number. However, the transport properties of the gas were
set to constant values, leading to inconsistent Lewis numbers. The numerical study of the
influence of the heterogeneous kinetics on the carbon consumption rate under the influence
of convection has been carried out by Nikrityuk et al. [111] and Safronov et al. [137] for
dry air and by Richter et al [130] for O2/CO2 atmospheres. The work of Richter et al. aims
to summarize previous findings and demonstrate several computational validation test cases
applied to heterogeneous combustion/gasification under the influence of convection. Finally,
the influence on the particle oxidation behavior of the particle velocity in the form of the
particle Reynolds number, and the ambient temperature T∞ was studied. Different regimes
were explored and discussed using the heterogeneous Damköhler number.
In conclusion the analysis of solid combusting particles is mainly focused on non-moving
particles. A few articles include the effect of flow. However, these studies analyze mostly
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only single parameters. To the best knowledge of the author no widespread analysis of the
combustion of moving particles was done so far.
1.1.2 Gasification of Porous Particles
This section is partially based on Chapter 9 of the book gasification processes [110].
The early works regarding the reaction of single porous carbon particles were mainly ded-
icated to the combustion in oxidative environments. Remarkable findings of these works
were the description of the transition from kinetic to diffusion control by Tu et al. [173] and
a further separation between kinetic control, pore diffusion and film diffusion by Wicke and
coworkers [188, 131]. A good overview of pioneering works can be found in the extensive
reviews of Walker [182] as well as Mulcahy & Smith [105].
Further physical fundamentals derived from the catalyzer research, as the appearing phys-
ical processes within catalyzers are similar to the processes occuring in a gasified carbon
particle. Important discoveries from the catalyzer research were the definition of the Thiele
modulus Th, which describes the ratio between reaction rate and transport velocity in a
porous medium [169, 186], as well as the efficiency factor η that is an indicator for the used
reactive intrinsic surface [6].
Nowadays the sub-processes of gasification are well understood, which include the diffusion
of educts through the particle boundary layer, the further diffusion through the porous struc-
ture of the particle and the reaction of the gas with the particle solid [80].
The majority of the published studies for gasifying particles uses a macroscopic representa-
tion of the porosity or particle averaged approaches (0-D or 1-D models) for the modeling of
the carbon conversion, compare e.g. the reviews [167, 80, 38]. These studies use the porosity
ǫ and the volume specific surface ratio S ′′′ as input parameters. The porosity and the surface
ratio are not constant but develop during the particle gasification. Therefore since about 1960
the investigations concentrate on the correct transient prediction of ǫ and S ′′′ via pore growth
models. Many of such model have been proposed, see e.g. [116, 64, 58, 167, 45, 14, 203,
149, 152]. Three of the most popular approaches are sketched in the following.
Szekely et al. [167] proposed the so called grain model. This model assumes that the porous
structure of the particle consists of spherical, cylindrical or flat plates, which are loose or
connected via bindings [167]. The assumption of a packed bed like structure does not repre-
sent real char pore structures. However this representation allows for numerical simulations
and experiments, in which the parameters are clearly known [110].
Simons et al. published a series of papers in which the porous structure was modeled similar
to the ramification of a tree [149, 151, 150]. In this model each pore that reaches the particle
surface is depicted as trunk of a tree. A statistically derived distribution function specifies
the sizes of the pores on the surface [149]. The further branching within the particle volume
is a function of the skewed distance from the surface [149]. The pore structure is specified
by experimental data of the porosity, the surface ratio and the particle size [149]. However
the carbon conversion rate is very sensitive to the pore tree structure [149, 151, 150].
The statistically based random pore model by Bhatia and Perlmutter [14] predicts the pore
growth for gasifying particles under kinetic control. Therefore it assumes a distribution of
arbitrary sized cylindrical pores, which intersect due the pore growth [14]. It could be shown
that the random pore model subsumes different earlier models as special cases [14]. Nowa-
days the random pore model is the standard model for the prediction of pore growth.
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While there are numerous works available in the literature, which present new models for
pore growth, the number of publications examining the behavior of carbonaceous particles
under gasification conditions for varying ambient and particle structure parameters is low. In
most cases the authors are content with the validation of their models instead of using them
for systematic parameter analysis. Furthermore due to the use of 0-D or 1-D approaches
most of the previous and recent studies do not include the effect of flow and neglect the re-
actions within the gas phase. Therefore the particle-flow interaction as well as the role of
Stefan flow and the role of reactions within the porous structure are still not well understood.
From the modeling point of view a resolution of the complete pore structure is impossible
due to the geometrical complexity of the pores and the wide range of length scales [80].
However it is possible to analyze the mentioned questions more in detail by use of a Darcy
approach (e.g. see [32]) or by consideration of only large macropores. In these cases it is
feasible to represent the porous particle structure within a CFD code.
1.2 Classification of the Present Work
In conclusion the analysis of the literature about reacting coal/char particles reveals that in
most of the works simple 0-D or 1-Dmodels were used to represent the particle physics. With
such models the particle-gas interaction at the particle boundary layer can just be roughly
represented via integral transfer coefficients. It should be noted that most of the works men-
tioned above did not even include such coefficients assuming a quiescent atmosphere. It is
not possible with 0-D or 1-D models to get knowledge about specific flow effects as the Ste-
fan flow or flow separations, which can influence the mass and heat transfer to the particle
surface. Furthermore in case of combusting particles it is not possible to understand the flame
sheet-particle interaction under flow conditions. For entrained flow gasifier calculations un-
der atmospheric pressure conditions the assumption of a quiescent atmosphere around the
coal particles may be barely justified, as in such cases the Reynolds numbers are generally
between 1-10. Whereas in industrial entrained flow gasifiers, which are driven at 20−70 bar
[60] the particle Reynolds numbers can easily approach values of 1000 or more [176]. Under
such conditions the flow behavior in the particle vicinity differs drastically from a quiescent
atmosphere. Consequently the works employing 0-D and 1-D models can provide a well
insight to the general physical mechanisms occurring at reacting char particles. Furthermore
these models are essential for the modeling of whole gasifiers, but they are not capable to
explain the flow physics of char particles under real reactor conditions. Regarding the flow
resolved particle simulations there are few articles available in the literature. However, these
works either lack of a systematic validation and grid study or are based on a narrow range of
parameters pointing out just special aspects of the flow behavior.
Motivated by this fact, the present work is focused on the flow physics of reacting, moving
carbon particles and its effects on the carbon conversion during the stages of combustion and
gasification. Thereto the flow and the particle is resolved by a detailed CFD model.
1.3 Overview of the Work
This section gives an overview over the current work:
• Chapter 2: In this chapter the frame conditions regarding the interface processes dur-
ing combustion and gasification of char particles in an entrained flow gasifier are dis-
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cussed. On this basis assumptions are made and a basic numerical setup is presented.
• Chapter 3: The behavior of single combusting char particles in a flow is discussed.
Therefore different relevant parameters are varied systematically to analyze their im-
pact on the system as well as on different command variables. The varied parameters
are namely the gas temperature, the gas composition, the Reynolds number, the parti-
cle size, the gas pressure, the coal reactivity and the particle shape. The influence of
porosity on combusting particles can be neglected to the greatest possible extent [110].
Thus the particles are regarded as non-porous medium in this chapter. By means of the
data obtained from the numerical simulations, correlations and a sub-model are derived
and existing correlations from the literature are evaluated.
• Chapter 4: The chapter focuses on the gasification of single char particles. As the
particle porosity plays a major role at gasification conditions, the particles are regarded
as porous medium. In a first step 2-D axisymmetric simulations were carried out,
where the porosity was presented by a conglomerate of non-touching tori. By means
of the axisymmetric geometry different parameters as the gas temperature, the particle
Reynolds number, the porosity and the inner surface were varied to study their impact
on the carbon burnout. In a second step selected 2-D solutions were compared to the
results of 3-D numerical simulations to evaluate the impact of the “2-D simplification”.
From the solutions of the 2-D calculations different mechanisms depending on the var-
ied parameters are identified. The findings are used to extend the sub-model presented
in Chapter 3 for the representation of porous particles under gasification conditions.
92 Basic Theory and Model
Formulation
The main aim of this work is the analysis of the inter-phase phenomena, occurring on the
boundary between chemically reacting carbon particles and gas phase within the coal gasi-
fication process. For this reason both the conditions of the particle and the environment
(coal gasifier) have to be considered. In this context it makes sense to utilize so called di-
mensionless numbers. Dimensionless numbers are physical expressions, which are gained
by the nondimensionalization of the mathematical model of a physical process. A further
description of dimensionless number can be found in the work of [15].
2.1 Geometry and Length Scales of Coal Particles
The geometrical features of coal-char can be characterized by size, form and inner structure.
The coal particle diameters in an entrained flow reactor fluctuate between 1 µm and 100 µm
[80]. The particle size is distributed. Usually a Rosin-Rammler-distribution is used in reactor
simulations to represent the different particle sizes.
(a) 2mm (b) 160 µm
Fig. 2.1: Shape of 2mm (a) and 160 µm (b) monodisperse coal particles.
As pointed out in the last chapter coal particles are generally regarded as spherical in the
literature. Figure 2.1 shows the shape of coal particles. The picture reveals that in reality the
particle shapes conform rather to randomly shaped fragments than to spheres.
In addition coal features a complicated intrinsic porous structure. This is illustrated in Fig-
ure 2.2, which shows the close up of a char particle. One can see that the pore structures
inside coal can be magnitudes smaller than the particle diameter. Regarding the pore size σp
Laurendeau [80] divides between
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Fig. 2.2: Internal structure of a 10 µm coal particle after devolatilization. The photo was taken from [65].
macropores σp > 50 nm
mesopores 2 nm < σp < 50 nm
micropores σp < 2 nm
while assuming cylindrical pores. However, electron microscopy measurements have re-
vealed that also conical pore structures as well as flat cavities exist. The dominant pore size
range is dependent on the composition of the coal and the coalification. High rank coals that
have a high degree of coalification, are dominated by micropores. By contrast low rank coals
as lignites are favored by macropores [80]. During the process of pyrolysis the pore struc-
ture changes: The porosity increases, the macropore size increases as well and the micropore
size decreases due to volatile repolymerization. The impact of pyrolysis on the pore structure
depends mainly on the heating rate and the coal type (e.g. bituminous vs. non-bituminous
coals).
For 200µm particles combusting in an O2/CO2-atmosphere Richter et al. [126] showed
that the pore surface reactions play a minor role on the carbon conversion. In contrast for
devolatilization and gasification the processes inside the particle are not negligible and have
to be considered. The considerations about particle and pore size are crucial for the choice
of the modeling approach. In principle three different approaches are up for debate:
• At the molecular dynamics simulation the flow is resolved up to the atomic scale.
The description of the flow is effected by means of molecular or atomic interactions
like hits. This method is computational intensive. The modeling of larger systems is
just possible by use of semiempirical approaches or simplifications.
• Mesoscopic Methods (Lattice Boltzmann): These approaches are also based on the
molecular dynamic approach but do not regard the molecules and their interactions
themselves. Instead the probability is used, on which a molecule is moving at some
certain place with a certain velocity. The Lattice-Boltzmann method is useful to re-
solve complex structures as pores with a modest computational effort. Nevertheless
the method is hardly capable to process heat transport phenomena. Therefore it is
hardly applicable for the purpose of this work.
• For the continuum mechanical approach the fluid molecules are regarded as one ho-
mogeneous mass that is called continuum. In the continuum the physical properties are
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equal, if short distances are regarded. The continuum mechanical approach is widely
used in engineering due a good manageability and a low computational effort. How-
ever, in case that the length of the regarded structures is about two magnitudes higher
than the mean free path of the molecules, the approach loses its validity. The ratio
of the mean free path length Λ to the characteristic length of the structure l is called
Knudsen number
Kn =
Λ
l
. (2.1)
With the expression for the mean free path (taken from [52])
Λ =
kBT√
2d2molπp
, (2.2)
an assumed molecule diameter dmol of 3.65 · 10−10m for CO2 [79], a temperature of
1500K at standard pressure and the Boltzmann constant kB, which is 1, 38 ·10−23 J/K,
the mean free path can be calculated to 3.45 · 10−7m. With Kn ≤ 0.01 as limit for the
continuum approach, the characteristic length, at which the continuum approach loses
validity, results in 35 µm for standard pressure. For elevated pressures, which occur in
entrained flow reactors, the limit of the continuum approach sinks proportional to the
pressure (see Equation 2.2).
To resolve the micro and mesopores, the flow has to be simulated by means of either the
molecular dynamics or the Lattice-Boltzmann method as the continuum approach is not valid
for such length scales. However, from the computational point of view the resolution of the
micro pores is not feasible. This can be easily demonstrated by an estimation of the required
grid size of a micropore resolved particle. The smallest pore structures are in the size of 2 nm
or less [80]. Each structure shall be resolved at least by 5 computational cells. The particle
diameter is between 1 µm and 100 µm. Therefore between 2500 and 250000 cells are needed
to resolve the diameter in one dimension. The required number of cells for the discretization
of all three dimensions can be computed via the equation for the sphere volume to about
8 ·109 and 8 ·1015 cells, respectively. This number of cells does not even include the gas field
around the particle, which has to be discretized in addition. In comparison recent 3-D gasifier
simulations that are published in the literature use grid sizes below 1 million cells, e.g. see
works [95, 23, 76, 93]. For this reason the modeling of the porous structures is widely omitted
in this work. An exception is Chapter 4, where larger macro pore structures are resolved. As
the modeling of the meso- and micropores is omitted, the continuum approach was chosen
as modeling approach due to its good manageability and low computational effort.
2.2 Conditions in a Siemens Like 200 MW Entrained
Flow Gasifier
For the estimation of an appropriate parameter range as well as for the evaluation of the
occuring physical conditions the sufficiently documented Siemens SFG gasifier series was
chosen. This gasifier is a typical entrained flow gasifier that operates in downdraft mode.
Based on this gasifier type an in-house CFDmodel was developed, which is used as reference
for the parameter estimation. This model covers the geometrical features of the Siemens
SFG-200 gasifier. The operating conditions are not accessible to public and where therefore
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estimated via flowsheeting simulations. The flowsheeting data was published in [44]. The
the CFD gasifier model will be subsequently denoted with “Siemens like gasifier” and its
main features are listed in Table 2.1.
Characteristic Range Unit
Power 200 MW
Furnace length 5.4 m
Furnace diameter 2.3 m
Operating pressure 30 bar
Mean particle size 0.1 mm
Oxygen consumption 7 kg/s
Coal consumption 11 kg/s
Carbon Conversion 99 %
Tab. 2.1: Features of the Siemens like 200MW gasifier.
The results of the CFD calculations were only partially published by Safronov et al. [137].
However, the author of this work could use the calculated CFD data for individual analysis
[135]. This fact allows for a detailed analysis of data, which is hardly available in the litera-
ture.
2.2.1 Velocity Field
To illustrate the flow behavior inside a gasifier the velocity distribution complemented by
streamlines of the flow inside the Siemens like gasifier is depicted in Figure 2.3 (a). At the
oxidizer inlet at the top part of the gasifier a free jet enters the gasifier with velocities up to
130m/s. Downstream the jet develops and slows down to velocities between 40 and 80m/s.
At the exit at the bottom of the reactor the gas is partially discharged directly within the jet.
Circular around the jet part of the gas forms a recirculation zone, where the velocity is below
10m/s.
The parameter that particularly interests in the particle modeling, is this velocity difference
between particle up and fluid flow ugas. This parameter is called the relative velocity urel =
ugas − up. The path-way of a representative selection of particles colored with the relative
particle velocity is shown in Figure 2.3 (b). From the plot it can be seen that urel is similar to
the gas velocity at the injection zone but far lower in the main part of the reactor. The relative
velocity determines first, if the gas flow is compressible or incompressible, and second the
flow behavior in the vicinity of the particle.
To estimate, if the flow around the particle is compressible or not, the dimensionless Mach
number can be utilized. The Mach number describes the ratio between the velocity of a fluid
and the speed of sound. At Mach numbers above 0.3 compression effects are not negligible
any more and the flow has to be regarded as compressible. By substituting the speed of
sound, the Mach number can be written for the current conditions as:
Ma =
urel√
κRsT
, (2.3)
where Rs is the specific gas constant, T is the temperature and κ the isentropic exponent of
the gas. The isentropic exponent of the gases that appear in the reactor, fluctuates between
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(a) Velocity Magnitude [%] (b) Relative Particle Velocity
Fig. 2.3: Velocity magnitude [m/s] and stream lines (a) as well as particle tracks colored with the relative
particle velocity [m/s] (b) inside a Siemens like 200MW gasifier. The plots are based on calculations, which
were published in [137].
values of 1.2 and 1.4. Furthermore the temperature in the reactor is mainly above 1500K
(this will be discussed further in Section 2.2.2). Assuming a minimum κ of 1.2 and a temper-
ature of 1500K as well as the occuring maximum relative particle velocity, the mach number
can be calculated to 0.12. This value is far below ofMa = 0.3. For this reason the flow can
be regarded as incompressible.
The flow around a sphere can be distinct into six different flow regimes. For the deter-
mination of the particular flow regimes, it is useful to employ the Reynolds number. The
Reynolds number describes the ratio of inertial forces to viscous forces in a fluid and is
defined as
Re =
ρul
µ
, (2.4)
where ρ is the density, u the characteristic velocity and µ the dynamic viscosity of the fluid
that is used. l is the characteristic length of the regarded solid body that interacts with the
fluid. In case of spherical particles the characteristic length is determined as the diameter dp
of the sphere. For the determination of the Reynolds number of a sphere the relative velocity
urel between sphere and the undisturbed flow (far away from the sphere) and the fluid prop-
erties at this location are used as flow feature. Below the relative velocity will be indicated
with u∞.
The flow regimes can be distinguished as follows:
For Re < 24 the streamlines butt completely against the sphere body [67], see Figure 2.4 (a).
With an increase of the Reynolds number to values over 25 the streamlines separate from the
rear part of the sphere and form a separation zone, Figure 2.4 (b) and (c). In the front part
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(a) Re = 10 (b) Re = 100
(c) Re = 200 (d) Re = 250
Fig. 2.4: Streamlines around a sphere for Reynolds numbers between 10 and 250. The figures are based on
calculations published in [127].
a stagnation point develops. In this regime the separation zone is fully axis-symmetric and
the flow is stationary [67]. At Re ≥ 210 the wake loses axis-symmetry and develops two
streamwise vortical tails. These tails are plane symmetric and induce a lift force in direction
of the flow symmetry, Figure 2.4 (d). The flow stays still steady-state [66, 127, 67]. Beyond
Reynolds numbers of 263 transition occurs from a steady-state planar to an unsteady planar
wake, which forms planar symmetric interconnecting vortex loops. These vortex loops are
periodic [67]. In the range of 400 ≤ Re ≤ 3.8 · 105 the vortices start to oscillate in an irreg-
ular manner and symmetry is lost [67]. Re = 3.8 · 105 can be seen as the critical Reynolds
number. Above this value turbulence occurs [67].
To estimate, which of the described flow regimes is relevant for entrained flow gasifiers, the
particle Reynolds numbers inside the gasifier have to be known. Unfortunately the topic of
particle Reynolds numbers in entrained flow reactors is barely discussed in literature. There-
fore a widespread analysis of particle Reynolds numbers occurring in entrained flow reactors
is not possible. At least for the CFD-simulations of the 30 bar pressurized Siemens-like gasi-
fier [137], particle Reynolds data is available. In this distinct case the Reynolds numbers vary
in a range between 0-6000. Figure 2.5 (a) illustrates the particle tracks, colored with the par-
ticle Reynolds numbers for the specific gasifier simulation. The results reveal that the highest
Reynolds numbers occur within the oxidizer jet. In the inlet region of the jet the Reynolds
number reaches values of more than 1000. In the combustion zone the Reynolds numbers
decrease to values between 100-300 and in recirculation areas the Reynolds numbers are
mainly below 100.
While Figure 2.5 (a) focuses on the geometrical location of different Reynolds number
ranges, Figure 2.5 (b) shows a detailed apportionment of the occuring Reynolds number
ranges for combustion as well as gasification and for the sake of completeness for the pyrol-
ysis and the evaporation. Here the percentage of the time that the particles stay in a specific
Reynolds range, is distributed. The data for the distribution was obtained from about 400000
chronological DPM data points from 240 tracked particles. The sub model used in the CFD
gasifier calculations [137] does not divide between gasification and combustion. To divide
between gasification and combustion, gasification conditions were assumed, if the O2 mass
fraction of the numerical cell, in which the particle was situated, was below 10−5. For higher
oxygen concentrations combustion conditions were assumed.
The distribution reveals that the evaporation occurs at very high Reynolds numbers up to
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(a) Particle Tracks (b) Re Distribution
Fig. 2.5: Particle tracks colored with the particle Reynolds numbers (a) and distribution of Reynolds number
ranges (b) in a Siemens like 200MW gasifier. The plots are based on calculations, which were published in
[137].
6000. This is obvious, as the relative velocity reaches its maximum and the particle diam-
eters correspond to the initial size of the particles. The pyrolysis takes places in a large
Reynolds range between 10 an 2000. However, the main time the pyrolysis occurs in a
smaller Reynolds range of 100-400 resulting in a mean Reynolds number of 116. The com-
bustion is situated in a Reynolds range between 1-600 with an average value of 84. At the
gasification the lowest particle Reynolds numbers occur. In this case the Reynolds numbers
vary in a range between 0.1-400. The average Reynolds number is 34.
As the average Reynolds numbers for the combustion and gasification region indicate that
the Reynolds number is mainly below 200, the work will focus on the steady-state axis-
symmetric regimes.
It should be noted that the particle Reynolds numbers shown in Figure 2.5 are based on the
assumption of an isothermal flow in the vicinity of the particle. In the literature this standard
definition of the Reynolds number is also widely used for reactive carbon particles [143, 137,
61]. However, the definition lacks of accuracy in case of particle combustion/gasification.
The reason for that is the fact that the flow regimes strongly depend on the flow processes
occurring in the vicinity of the particle - the so called boundary layer. In case of combus-
tion/gasification large temperature differences occur in the boundary layer in comparison
to the ambient gas. This counts especially for combustion. As the density is according to
the ideal gas law inversely proportional to the temperature (compare Equation (2.31)) and µ
is a function of
√
T , the ratio of inertial to viscous forces differs significantly from that at
ambient conditions. Hence in case of combustion the Reynolds number is clearly overpre-
dicted due to the exothermic character of the reaction system, while for gasification Re is
underpredicted (endothermic reaction system).
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2.2.2 Temperature Distribution
Figure 2.6 shows the temperature distribution inside the Siemens like 200MW Gasifier. At
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(a) Spatial T Distribution (b) Axial T Distribution
Fig. 2.6: Spatial temperature [K] distribution (a) and temperature distribution along the centerline (b) for a
Siemens like 200MW gasifier. The plot is based on calculations, which were published in [137].
the injection zone the temperatures are moderate due to low temperatures of fuel and oxi-
dizer. In flow direction the temperature increases. When it reaches the ignition temperature
for the gases, the temperature increases rapidly to values up to 2500K due to exothermic
reactions. In the post combustion zone and the recirculation zone the temperature decreases
due to the endothermic gasification reactions to values between 2200K at the reactor cen-
terline and 1600K in the downstream area of the recirculation zone. The temperature in the
zones, where combustion and gasification occurs, is mainly above 1600K.
While the convective and conductive heat flux are linearly dependent on the temperature,
the temperature impact on the radiative heat transfer is of fourth order. Hence the impact of
radiation on the particle heat transfer has to be discussed. To estimate the influence of radi-
ation on the total heat flux of spherical particles under combustion/gasification conditions, a
simple heat balance for the particle surface As is obtained:
Q˙ = Asα(Ts − T∞) + Asεsσ(T 4s − T 4∞) (2.5)
In Equation (2.5) σ denotes the Stefan-Boltzmann constant and εs the radiative emissivity of
the particle, which was assumed to be one. The heat transfer coefficient α was calculated via
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the Nusselt number Nu:
Nu =
αl
λ
(2.6)
The Nusselt number is a dimensionless number that describes the ratio between heat con-
vection and conduction. It can be seen as a measure of the heat transfer quality between
surrounding gas and particle surface. For the Nusselt number numerous correlations exist.
One of the first and most cited correlations is that from Ranz and Marshall [123]
Nu = 2 + 0.6 ·
√
RePr1/3 (2.7)
In Equation (2.7) the Prandtl number Pr appears
Pr =
µcp
λ
, (2.8)
which describes the ratio between flow boundary layer and temperature boundary. At this
juncture the thermal boundary layer is the equivalent to the flow boundary layer for the
temperature. In Equation (2.8) two material properties appear, which are namely the heat
capacity cp and the heat conductivity λ.
The results of Equation (2.5) are illustrated in Figure 2.7 (a) for tracked particles in the
200 m 
2 m 
(a) Siemens Gasifier (b) Sphere
Fig. 2.7: Percentage of the radiative heat flux on the total heat flux for tracked particles within a Siemens like
200MW gasifier (a) as well as for a for a 200 µm and a 2 µm sphere in air for different∆T = Ts−T∞ and Re
(b). Plot (a) is based on calculations, which were published in [137].
Siemens like 200MW gasifier. The plot shows that in the injection zone of the gasifier the
percentage of the radiation on the heat flux is below 10 % and might be negligible. In the
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flame zone the percentage of the radiation is up to 60 % and in the gasification zone between
40-50 %. For this reason the inclusion of an accurate radiation model into the CFD model
is mandatory. To illustrate the dependency of the influence of the heat flux on particle size,
Reynolds number and temperature difference, Figure 2.5 (b) shows the percentage of the ra-
diative heat flux on the total heat flux over the ambient temperature for two different particle
diameters, two Reynolds numbers and two temperature differences∆T = Ts−T∞. The plots
reveal that the influence of the radiative heat transfer increases with increasing T∞, ∆T and
dp. It decreases with increasing Reynolds numbers. For high temperatures, low Reynolds
numbers and large particles the system is fully dominated by the radiative heat flux. How-
ever, also for small particles and high Reynolds numbers the radiation still amounts to some
percent of the total heat flux.
Another phenomena connected to the temperature field and possibly important for the coal
particle modeling is the buoyancy. Buoyancy is a contrary to the gravity acting force. It is
induced by the displacement of a denser object by a less dense object corresponding to the
Archimedes’ principle. In the current content the buoyancy is caused by the density differ-
ences due to temperature differences between flame and ambient gas in case of combustion.
Thereby the hot gases can be deflected contrary to the direction of the flow path that the
wake in an undisturbed flow would take. In the oxidizer jet of the Siemens like 200MW
gasifier the predominant direction is in direction of the gravity. Thus the buoyancy force
would mainly act in downstream direction of the particle. However, the main particle direc-
tion is superimposed by secondary movements. Thus the buoyancy force can principally act
from all sides of the particle.
To estimate the influence of buoyancy on the flow around the particle, the dimensionless
Richardson number Ri can be employed. The Richardson number describes the ratio be-
tween potential (buoyancy) and kinetic (flow) energy. In the context of natural convection
it can be expressed as the ratio between the dimensionless Grashof number Gr and the
Reynolds number:
Ri =
Gr
Re2
=
gγ(Tf − T∞)dp
|~u|2∞
. (2.9)
In Equation (2.9) g = 9.81m/s denotes the acceleration due to gravity, γ is the coefficient of
thermal expansion, T∞ the ambient temperature (outside the flame zone) and Tf the temper-
ature in the flame zone of the particle. The effect of buoyancy can be neglected for Ri < 0.1
[129].
In Figure 2.8 the particle tracks colored with the Richardson number within the Siemens
like 200MW gasifier are shown. The plot reveals that at the jet zone of the gasifier the
Richardson number is far below 0.1 and therefore the buoyancy is negligible. However in
the recirculation zone the Richardson number reaches values which are above the critical
value of 0.1. Therefore in this area the buoyancy cannot be neglected. However the rela-
tive particle velocities/Reynolds numbers are very low in this area, which explains the high
Richardson numbers, compare Figures 2.3 and 2.5. As this work focuses on reacting parti-
cles under flow conditions, the Richardson numbers occuring in the recirculation zone might
not overlap with the used parameter range in this work.
To estimate the Richardson number within the used parameter range, an assessment of Ri
was done. Preliminary studies have shown that Tf −T∞ is about 750K for a 200 µm particle
combusting in dry air at an ambient temperature of 2500K. In accordance to the ideal gas
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Fig. 2.8: Particle tracks colored with the particle Richardson number inside a Siemens like 200MW gasifier.
The plots are based on calculations, which were published in [137].
law the coefficient of thermal expansion can be calculated for ideal gases by
γ =
1
T
, (2.10)
which leads to γ = 0.0004 1/K. Thereby Ri equals to 6 · 10−4 for a Reynolds number of 1.
Consequently the effect of buoyancy force is negligible for the general conditions used in this
work. In Section 3.7 also larger particle diameters of up to 2mm are analyzed. Assuming
the same conditions as for the 200 µm particles, the buoyancy cannot be neglected any more
for Reynolds numbers below 6. Notwithstanding this fact the buoyancy will be ignored for
this cases due to comparability reasons.
2.2.3 Particle Volume Fraction
Coal particles enter an entrained flow gasifier under dense flow conditions. Thus the particles
interact with each other in this state. Numerous recent studies for different entrained flow
gasifiers [2, 148, 94, 153, 95] indicate that during drying, devolatilization and combustion the
particles are distributed within the developing jet. The detailed studies on the Siemens like
200MW gasifier [137] have revealed that the particle volume fraction is in the devolatiliza-
tion zone at around 1% and in the combustion zone around 0,1 %, compare Figure 2.9 (a).
At the gasification zone the particles can be seen as highly diluted (volume fraction≪ 0.1).
The particle density determines, if the particles have to be modeled as single particles or if
they interact with other particles and can therefore not seen as independent. To estimate, if
particle-particle interaction occurs in the flame zone, the mean distance of two particles is
compared with the boundary layer thickness of the particle. The boundary layer thickness
can be used as an indicator of the particle’s sphere of influence. To evaluate the mean particle
distance, the ratio between the particle diameter dp and the mean distance between two par-
ticles dp−p is calculated. Under the assumptions that the particles have a mean diameter of
dp = 100 µm and are uniformly distributed and arranged in a cubical packing, the distance
yields in the distribution, which is shown in Figure 2.9 (b). In the flame as well as in the
gasification zone the values are mainly below a value of 0.1. This means that the distance
between two particles is above ten particle diameters. Following Richter and Nikrityuk [127]
the thermal boundary layer thickness δT for a spherical particle can be calculated with:
δT =
2.84dp
PrRe0.6
(2.11)
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Flame 
zone 
(a) Particle Volume Fraction [%] (b) dp/dp−p
Fig. 2.9: Distribution of the particle volume fraction in % (a) and the ratio between particle diameter dp and
mean particle distance dp−p (b) for a Siemens like 200MW gasifier. The plots are based on calculations, which
were published in [137].
It was demonstrated in Figure 2.5 that inside the combustion zone the Reynolds numbers are
mainly in the range between 10-100. Assuming a minimum Reynolds number of 10 and a
Prandtl number of 0.8 the boundary layer thickness results in about δ = 90 µm. Hence the
distance between the spheres of influence of two particles is significantly smaller than their
mean distance. Also a uniform distribution of particles is unlikely as in a real reactor dp−p
will fluctuate around the calculated mean values, a detached approach assuming undisturbed
particles is rather appropriate than an approach including particle-particle interaction.
2.3 Time Scales of the Physical Processes
The transport and transformation processes that are involved in the gasification and com-
bustion of char particles have distinct time scales. These time scales can differ for several
orders of magnitude. In this regard, it is of interest, in which relation the global time scales
(combustion/gasification time scales and particle shrinking time scales) are to the local time
scales (convective/diffusive transport, reaction times). If the global time scales are much
larger than the local time scales, the condition of a particle at a certain time can be seen as
independent from its history. Therefore the condition at this time can be calculated as steady
state and the particle radius as constant. A sequence of such steady state calculations for a
infinite number of time steps would result in the same transient development of the particle
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as for a transient calculation. The described approach is called pseudo steady-state (PSS)
approach. The PSS approach is less computational expensive and easier to model than a
time dependent one. Therefore numerous previous studies assume PSS conditions [21, 165,
61, 72, 111]. However, Lee et al. [81] showed that at least for unsteady calculations a con-
stant particle radius can be seen critical. This fact in mind Stauch [163] could proof that the
temporal particle behavior is just dependent on the initial particle diameter but not on the
particle history. Nevertheless if the PSS approach shall be used, it has to be proved that the
conditions for PSS are fulfilled for the regarded system. Thereto in a first step the conversion
times are estimated: Smoot and Smith mention char conversion times of 30ms up to over an
hour [161]. Lewtak and Marek [85] made experimental investigations on the combustion of
2mm cubical bituminous coal particles in air at T∞ = 1223K. They could identify the time
of the flame combustion to 2.1 s via optical measuring. An analysis the previously mentioned
Siemens like 200MW gasifier revealed particle residence times of up to 20 seconds in com-
bination with a carbon burnout of about 99 %. However, this includes also the gasification
time of the particle. Bejarano et al. [12] published experimental data for single bituminous
coal particles obtained under similar conditions of that occuring in the combustion zone of a
gasifier (dp = 45 − 53 µm, T∞ = 1400K, 60% O2, 40 % N2). They presented figures that
reveal combustion times of about 30ms including the pyrolysis and 20ms without pyrolysis.
The time a species needs to pass through the boundary layer can be calculated with
t =
σ2D
D
, (2.12)
where σD is the thickness of the species boundary layer. The species boundary layer is the
equivalent of the flow boundary layer for the mass transfer. The species boundary layer
thickness can be calculated with Equation (2.11) by substituting the Prandtl number with
the dimensionless Schmidt number. The Schmidt number is the equivalent of the Prandtl
number for the mass transfer and is defined by
Sc =
µ
ρD
(2.13)
For the combustion the values of Prandtl and Schmidt number can be regarded as equal
(Pr = Sc ≈ 0.7− 0.8).
For a 50 µm particle the time needed for the species to pass the boundary can be calculated
to 2 ns. Taking experiments from Bejaranos et al. [12] as a reference, the species transport
is seven magnitudes faster then the conversion time. Therefore it is justified to use the PSS
approach.
2.4 Basic Assumptions
This section is based on chapter 8 of the book gasification processes [110], p. 208.
Based on the previous considerations the following simplifying assumptions are made:
1. The continuum approach is used to solve the flow.
2. The particle has a spherical shape. In Section 3.8 the topic of non-spherical particles is
discussed.
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3. In case of combustion the particle is a solid material and consists of carbon only (further
discussed in Section 3). In case of gasification the porous structure is simplified and
contains only large macropores.
4. The regression of the particle surface is not included due to the steady-state character
of the model.
5. The gas is considered to be a continuum and incompressible with pop = 10
5 Pa. In
Section 3.6 elevated pressures are considered.
6. The flow around the particle is axisymmetric and steady state, if not marked elsewise.
7. The buoyancy effect is neglected.
2.5 Conservation Equations
This section is partially based on [72].
The equations, which describe the flow of (continuous) Newtonian fluids are calledNavier-
Stokes equations. They consist of the mass transport equation [1]
∂ρm
∂t︸ ︷︷ ︸
time derivative
+∇ · (ρm~u)︸ ︷︷ ︸
convection
= SM (2.14)
and the momentum transport equation, which results from Newton’s second law of motion
[1]:
∂
∂t
(ρm~u)︸ ︷︷ ︸
time derivative
+ ∂∇ · (ρm~u~u)︸ ︷︷ ︸
convection
= − ∇p︸︷︷︸
pressure
+∇ · (¯¯τ)︸ ︷︷ ︸
friction
+SI (2.15)
It should be noted that in its original physical sense the Navier-Stokes equations describe
only the momentum conservation. However, in the computational fluid dynamics the mass
conservation equation is generally also counted to them. In Equation (2.14) ρ denotes the
density and ~u the velocity vector of the fluid. t is the time and the suffix m refers to the
gas mixture. S stands for an individually usable source term. The mass transport equation
consists of two terms. One spatial term for the mass that is transported via convection through
the regarded domain and one temporal term, which describes the variation of mass over the
time. These both terms appear in all of the presented transport equations 1. In the momentum
transport equation p stands for the pressure and ¯¯τ is the stress tensor given by [1]
¯¯τ = µeff
[(
∇~u+∇~uT
)
− 2
3
∇ · ~uI
]
, (2.16)
where µeff is the effective viscosity and I the unit tensor. The momentum transport equa-
tion is structured like the mass conservation equation. In case of steady state calculations the
first term can be omitted. In addition to the temporal and the convectional term a term for
the momentum due to pressure drop or gain and a momentum destruction term is added. The
destruction term represents the friction that is caused by the viscous forces.
1However, the form of the terms varies with the transport variable
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As the gas in the regarded system consists of several different species, which are not con-
stant over space and time due to chemical reactions, for every species a species conservation
equation has to be solved [1]:
∂
∂t
(ρmYi)︸ ︷︷ ︸
time derivative
+∇ · (ρ~uYi)︸ ︷︷ ︸
convection
= − ∇ · ~Ji︸ ︷︷ ︸
diffusion
+ Ri︸︷︷︸
reaction
+SS (2.17)
As transport variable in the species transport equation usually the species mass fraction Yi
of the species i is employed. The equation consists in addition to the time derivative and the
convection term of a diffusion term with the diffusion flux ~Ji. The diffusion flux is divided
into a part caused by mass diffusion and a part representing the Soret diffusion.
~Ji = − (ρmDeff)∇Yi︸ ︷︷ ︸
mass diffusion
− DT,i∇T
T︸ ︷︷ ︸
Soret diffusion
(2.18)
The terms contain the effective diffusion coefficient Deff as well as the Soret diffusion co-
efficient DT. To represent the chemical reactions in Equation (2.17) a reaction term Ri is
included. It describes the production or destruction of species i due to the rth chemical re-
action, in which the species is involved. ForN used species in the system justN − 1 species
conservation equations are solved. The mass fraction of the missing species Φ (usually an
inert species) is calculated via YΦ = 1−∑i Yi. Ri is computed as the sum of the Arrhenius
reaction sources over the NR reactions, in which the species i is involved:
Ri =Mw,i
NR∑
r=1
R̂i,r (2.19)
Here the Arrhenius molar rate of creation/destruction R̂i,r is calculated as [1]
R̂i,r =
(
ν ′′i,r − ν ′i,r
) kr N∏
j=1
[Cj,r]
(η′j,r−η′′j,r)
 , (2.20)
for a homogeneous reaction, where ν ′i,r is the stoichiometric coefficient for reactant i in
reaction r and ν ′′i,r is the stoichiometric coefficient for product i in reaction r. η
′
j,r and η
′′
j,r are
the forward and backward rate exponents for each reactant and product species j in reaction
r, respectively.
For the calculation of the reaction rate constant kr of the reaction r, a simple power law,
the so called Arrhenius equation is used:
kr = Ar T
nr e−
Er
RT (2.21)
The parameters for Equation (2.21) are further discussed in the subsequent chapters.
As during the chemical reactions chemical energy is transformed to thermal energy a trans-
port equation for the energy is needed. The transport variable that is used for that purpose is
either the temperature T or the sensible enthalpy h. In the current work the enthalpy is used
and therefore the transport equation is [1]:
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∂
∂t
(ρmE)︸ ︷︷ ︸
time derivative
+∇ · (~u(ρE + p))︸ ︷︷ ︸
convection
=
∇ · ( λeff∇T︸ ︷︷ ︸
heat conduction
−∑
i
hi ~Ji︸ ︷︷ ︸
diffusion
)−∇ · q˙r︸︷︷︸
radiation
−
NR∑
r
∆RHr,iRr,i︸ ︷︷ ︸
heat of reaction
+SE (2.22)
The total energy E can be written as
E = h− p
ρ
+
v2
2
, (2.23)
where h is defined as
h =
∑
i
Yihi +
p
ρ
. (2.24)
The sensible enthalpy hi of the species i is calculated via
hi =
∫ T
Tref
cp,idT, (2.25)
where cp,i is the specific heat capacity at constant pressure of species i. Tref is the reference
temperature, to which cp,i corresponds. In Fluent™ the reference temperature is 298.15K
[1]. The right side of Equation (2.22) consists of a term for the heat conduction of the re-
garded fluid. It includes the effective conductivity λeff , an expression for the radiative heat
transfer q˙r, and a term for the enthalpy transport due to diffusion. ~Ji is the diffusion flux from
Equation (2.17). Furthermore Equation (2.22) contains a source term for the heat occuring
due to the homogeneous chemical reactions in the fluid. The energy transport equation is the
only equation, which is also solved within the solid of the particle. For the description of
the intrinsic particle heat transport the terms for radiation and heat of reaction are omitted in
Equation (2.22).
The modeling of the radiative heat transfer q˙r demands sophisticated approaches. The used
CFD software Fluent™ provides only two radiation models, which take both the solid-gas
radiation and the gas-gas radiation into account. As the both the solid-gas radiation and the
gas-gas radiation cannot be neglected, those two models come under consideration for the
given task. These models are:
• P-1 Radiation Model
• Discrete Ordinates (DO) Radiation Model
The P-1 radiation model solves an additional transport equation for the incident radiation. In
contrast the DO model solves the radiative transport equation for a finite number of discrete
solid angles, which are each associated with a direction vector ~s. For each ~s a transport
equation is solved [1]. The DO model is said to be more accurate than the P-1 model [1].
However, comparative studies between the DO model, the P-1 model and experimental re-
sults from Bejarano [12] for a 90 µm particle in air like atmosphere (YO2 = 0.2, YN2 = 0.8)
at T∞ = 1600K have shown better agreement for the P-1 model. Here the deviations from
the experimental results for the surface temperature were 7.9% in case of the P-1 model and
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16.9% in case of the DO model. Furthermore the computational effort of the DO model
is much higher compared with the P-1 model. This can be explained by the fact that the
DO model solves several additional conservation equation instead of one in case of the P-1
model. The higher amount of transport equations leads principally to a higher instability of
the DO model in terms of convergency. These facts in mind the P-1 model was chosen for
application.
The P-1 model is the simplest case of the more general P-N model, which is based on the
expansion of the radiation intensity into an orthogonal series of spherical harmonics [1]. At
the P-1 model the transport equation for the incident radiation G is solved. Taking the as-
sumption into account that the effect of scattering is negligible, the transport equation can be
simplified to [1]:
∇ ·
∇G
3αr
− αG+ 4αrn2σT 4 = 0, (2.26)
where αr stands for the absorption coefficient, n for the refractive index of the medium
and σ for the Stefan-Boltzmann constant. The absorption coefficient is calculated using the
weighted-sum-of-gray-gases model (WSGGM). The WSGGM is a compromise between the
oversimplified grey gas model, which assumes that the wavelength is independent from the
optical thickness, and complete models, which take into account particular absorption bands.
In favor the WSGGM model uses fictive grey gases, which are weighted. Thereby α can be
calculated composition-dependent, where the local value of α corresponds to a function of
the water and carbon dioxide mass fraction [1]. The influence of CO on α is not considered
by the model. In Fluent™ [1] two different expressions for α are used dependent on the path
length s:
αr =
I∑
i=0
αε,iκip ; s ≤ 10−4m (2.27)
αr = − ln(1− ε)
s
; s > 10−4m (2.28)
The path length s corresponds to the mean beam length based on the average dimension of
the domain [1]. In Equation (2.27) and (2.28) αε,i denotes the emissivity weighting factor
and κi is the absorption coefficient of the ith grey gas. The values for αε,i and κi are taken
from [29] and [160]. The emissivity ε over the distance s is calculated via
ε =
I∑
i=0
αε,iκips (2.29)
Finally the expression for the radiative heat flux can be obtained from the previous equations
[1]:
−∇ · q˙r = αrG− 4αrn2σT 4 (2.30)
The expression−∇· q˙r is implemented in the energy conservation equation, Equation (2.22),
to represent heat sources or sinks due to radiation [1].
The numerical system is closed by an expression for the density. As the medium is regarded
as incompressible the density of the gas can be calculated via the ideal gas law:
ρ =
p
RT
∑
i
Yi
Mw,i
(2.31)
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It should be noted that the transport equations 2.14–2.26 are written in Cartesian coordinates.
In this work mainly cylindrical coordinate systems are used. An overview of the conservation
equations in cylindrical notation can be found in [1, 122, 70].
2.6 Gas Properties
This section is partially based on [72].
In the boundary layer of the particle, where the convective transport is almost negligible,
the properties play a major role in mass and heat transfer. For ideal gases µ and λ are not
pressure dependent for moderate pressures (0.1 − 10 bar) and cp is not pressure dependent
at all, while the diffusion coefficient is inversely proportional to the pressure for p < 10 bar
[22]. For higher pressures the viscosity increases weakly with the pressure [117]. For the
thermal conductivity a larger increase with the pressure than for the viscosity can be ob-
served [117]. In addition for P > 10 bar the diffusion coefficientD is not anymore inversely
proportional to the pressure. Instead D is disproportionately low decreasing with increasing
pressure [117]. Furthermore all regarded properties are strongly temperature dependent [22].
This will have a strong impact on the system, as especially during combustion high temper-
ature differences occur in the particle boundary layer. Therefore a temperature and pressure
dependent calculation of the properties is necessary.
There are different approaches described in the literature to determine the temperature de-
pendency of properties. The simplest approach is the use of archived polynomial data from
the literature. Alternatively the kinetic theory of gases can be utilized. The kinetic theory of
gases assumes the gas as a diluted cloud of independent molecules, which are moving due to
the Brownian motion. The molecules collide with each other and thereby transport impulse,
heat and species. The geometrical observation of the molecule interaction leads finally to the
determination of the properties. A detailed description of the kinetic theory would exceed the
scope of this work. However, the main assumptions of the theory shall be shortly sketched.
According to Turrel [175] there are four main assumptions, which characterize the kinetic
theory:
• The size of the molecules is small compared to the distance between them
• The molecules are in thermal agitation with a total energy that is proportional to an
absolute temperature
• There are no forces between the molecules, except when molecules collide with each
other
• All collision between the molecules are elastic. Therefore no energy is exchanged
Based on this assumptions different models with different levels of accuracy and computa-
tional effort are available, e.g. see [117]. In this work both archival polynomial data from the
literature as well as formulas based on the rigorous kinetic theory of Chapman and Enskog
where used to compute the thermodynamic properties. In detail the properties are calculated
as follows: The heat capacity at constant pressure cp of a single species i is calculated via a
piecewise-polynomial expression of 5th order
cp,i = Ai +BiT + CiT
2 +DiT
3 + EiT
4 (2.32)
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The polynomial coefficients A-E are taken from [99], which lists the cp coefficients of 1130
species taken from different sources amongst others. The coefficients are listed in the Ap-
pendix 6.1.
The heat capacity for the gas mixture is calculated by means of a simple mass fraction based
mixing law [1]
cp,m =
∑
i
Yicp,i. (2.33)
λ, µ and D of a species i are computed with the kinetic theory. In particular, the viscosity is
obtained from [1]
µi = 2.67 · 10−6
√
Mw,iT
σ2iΩµ,i
with Ωµ,i = Ωµ,i(T
∗
i ). (2.34)
Ωµ,i denotes the collision integral, which is a function of the reduced temperature
T ∗i =
T
(ǫ/kB)i
. (2.35)
Here ǫ is the energy of the Lennard-Jones potential, σ is the Lennard-Jones characteristic
length, Mw,i is the molecular weight of the particular species i and kB is the Boltzmann
constant. The thermal conductivity can be expressed as a function of the heat capacity and
the viscosity [1]
λi =
15
4
Rs
Mw,i
µi
[
4
15
cp,iMw,i
Rs
+
1
3
]
. (2.36)
The mixture properties for λm and µm are calculated by means of an ideal gas based mixing
law:
Φ =
∑
i
χiΦi∑
j χjψij
with ψij =
[
1 +
(
Φi
Φj
)1/2 (Mw,j
Mw,i
)1/4]2
[
8
(
1 + Mw,j
Mw,i
)]1/2 . (2.37)
In Equation (2.37) χi denotes the mole fraction of species i and Φ serves as placeholder for
µ and λ.
For multicomponent systems that involve several species, it is not possible to derive rela-
tions for the diffusion fluxes containing the gradient of only one component. Therefore the
diffusive mass flux vector ~Ji has to be summed up over the number of species N , compare
Equations (2.17) and (2.18):
~Ji =
N−1∑
j=1
ρmDeff
∂Yi
∂xj
(2.38)
The laminar part Dij of the effective diffusivity Deff corresponds to a (N − 1)× (N − 1)
matrix including the binary diffusion coefficients:
Dij = [A]
−1[B] (2.39)
with the matrix coefficients [1]
Aii = −
 XiDiN Mw,mMw,N +
N∑
j=1
j 6=i
Xj
Dij
Mw,m
Mw,i
 (2.40)
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Aij = Xi
(
1
Dij
Mw,m
Mw,j
− 1DiN
Mw,m
Mw,N
)
(2.41)
Bii = −
(
Xi
Mw,m
Mw,N
+ (1−Xi)Mw,m
Mw,i
)
(2.42)
Bij = Xi
(
Mw,m
Mw,j
− Mw,m
Mw,N
)
(2.43)
and the molecular weight for the mixture
Mw,m =
N∑
i=1
Yi
Mw,i
. (2.44)
The diffusion coefficient for the species i in species j of the binary mixture Dij is com-
puted via the kinetic theory [1]:
Dij = 0.0188
[T 3( 1
Mw,i
+ 1
Mw,j
)]
1
2
pabsσ2ijΩD
(2.45)
Here Dij is the diffusion coefficient for a binary mixture, ΩD is the diffusive collision
integral, which describes the interaction between molecules, and σij is the average collision
diameter for the binary mixture. Further details can be found in [15]. The values for the
Lennard-Jones parameters were taken from [5] as default values.
In addition to the effective diffusion coefficient, in Equation (2.17) the so called Soret dif-
fusion coefficient appears. This coefficient describes the diffusion due to thermophoresis.
The effect of thermophoresis describes diffusion processes that are driven by large temper-
ature gradients. The effect can be explained via the Brownian motion: In an isothermal gas
the impulse transfer to a specific gas molecule due to other molecules is statistically spa-
tially balanced. However, in case of a temperature gradient, the molecules on the hot side
of the specific molecule have a higher kinetic energy and therefore a higher impulse then
the molecules on the cold side. Thus the molecules get a net impulse towards the cold side.
The impact of the Soret diffusion is small compared to the laminar diffusivity. However, the
effect is not negligible in regions with large temperature gradients as the flame zone around a
combusting char particle. The Soret diffusion coefficient DT,i for the species i is calculated
by use of a semi-empirical expression, which is taken from [77]:
DT,i = −2.59 · 10−7T 0.659
[
M0.511w,i Xi∑N
i=1M
0.511
w,i Xi
− Yi
]
·
[∑N
i=1M
0.511
w,i Xi∑N
i=1M
0.489
w,i Xi
]
(2.46)
It should be noted, that the deviating pressure dependencies of λ, µ and D at elevated pres-
sures (P > 10 bar) are not considered by the kinetic gas theory. However it is expected that
the error due to this simplifications is acceptable, as the influence of the temperature on the
properties dominates over the deviations caused by the pressure dependencies. Furthermore
dissociation effects, which can occur at high temperatures, were not considered, as the used
chemical system does not include species in elemental state.
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2.7 Boundary Conditions
This section is partially based on [72].
From the assumptions in Section 2.4 a simple domain can be derived, which is shown in
Figure 2.10. The domain represents an axisymmetric flow field with an rotational axis at the
particle
rotation axis
outlet
side
inlet
L1 L2
L3
rs
r
z
Fig. 2.10: Domain for the representation of a solid particle in a moving gas stream. The graphic was taken
from [110].
bottom and a solid carbon particle next to the rotational axis. At the left side a gas inlet is
situated, where the gas enters the domain. At the right side a gas outlet is placed, where
the flow leaves the domain. At the upper side a symmetry boundary condition was chosen,
which represents a far field. The extensions of the domain were chosen in such a way that
the particle does not interact with the far field. Some calculations presented in this work used
2-D or 3-D Cartesian grids. In these cases the rotation axis did not exist.
The symmetry and the axis boundary conditions can be described by von Neumann boundary
conditions of the form
∂p
∂r
= 0 ,
∂~u
∂r
= 0 ,
∂Yi
∂r
= 0 ,
∂T
∂r
= 0 . (2.47)
The inlet accords to a Dirichlet boundary condition with fixed values for the gas velocity,
mass fractions and temperature:
~u = ~u∞ , Yi = Yi,∞ , T = T∞ . (2.48)
Please note that the net transport of species consists of both convection and diffusion compo-
nents. While the convective species flux is fixed by Equation (2.48), the diffusion component
depends on the gradients of the species concentration field. Thus at very small inlet veloci-
ties, a considerable mass flow can occur through the inlet due to the inlet diffusion [1]. The
diffusion field is part of the solution and therefore not known a priori. At the outlet boundary
so-called outflow boundary conditions with an overall mass balance correction are used. A
detailed description can be found in [1]. The heterogeneous reactions affect the mass and en-
ergy balance at the interface between the particle surface and the gas phase. Hence they have
a significant influence on the boundary conditions for the gas species and the temperature.
The convective and diffusive mass fluxes of the gas-phase species at the surface are balanced
by the production/destruction rates of the gas phase species by surface Reactions (R1)–(R3),
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see [70]:
ρsDi,m
∂Yi, s
∂~n︸ ︷︷ ︸
diffusive mass transfer
− m˙′′C Yi, s︸ ︷︷ ︸
Stefan flux
= Mi R̂i, s︸ ︷︷ ︸
production/destruction
, (2.49)
m˙′′C =
∑
i
Mi R̂i, s , (2.50)
~n · λ∇T
∣∣∣
gas︸ ︷︷ ︸
heat conduction (gas)
=
∑
r
∆RHr, j Rr, j, s︸ ︷︷ ︸
heat of reaction
+ q˙r,s︸︷︷︸
radiation
+ q˙solid︸ ︷︷ ︸
heat flux (solid)
, (2.51)
where Rr, j, s is the production rate of species j due to the surface reaction r and m˙
′′
C is the
net carbon mass flux between the surface and the gas in kgm−2 s−1. The index “gas” refers
to the gas side at the wall and ~n is the vector normal to the wall. The second term on the right
hand side of Equation (2.51) is the radiative heat flux on the surface, which is represented by
[1]
q˙r,s = − εs
2(2− εs)(4n
2σT 4s −Gs) (2.52)
Here εs stands for the emissivity of the particle surface, which is assumed to be unity. The
last term on the right hand side considers the heat flux from inside of the particle. The rate
constant for the surface reaction kr is computed using the extended Arrhenius expression,
Equation (2.21). The values of Ar, nr and Ea,r for the surface reactions correspond to the
values in Table 3.1, discussed in Section 3.1.1. The velocity in parallel direction of the
surface conforms to the well-known “no-slip” boundary condition:
~u = 0 (2.53)
Basically, on a chemically non reactive solid surface the fluid velocity normal to a solid wall
is zero as well. However, if a heterogeneous chemical reaction occurs on the solid surface,
then the velocity in normal direction from the surface can be nonzero. This heterogeneous
reaction-induced flow is called Stefan flow, and characterizes the net mass flux between the
surface and the gas. The Stefan velocity takes the following form
~n · ~u = m˙
′′
C
ρ
. (2.54)
2.8 Numerics and Solution Strategy
The commercial CFD software ANSYS™Fluent™ 14.0 [5] was adopted to solve the system
of conservation equations for the given domain. The use of a commercial Software provides
several advantages over an own code. However, the application range of commercial soft-
ware is limited due to the physical models and solver algorithms the software provides. In
case of Fluent™ this range can be extended within certain limits by use of customized func-
tions, which are called user defined functions (UDF).
In particular, Fluent™ solves the governing Equations (2.14)–(2.22) following an implicit
finite-volume technique. For pressure-velocity coupling, a pressure based coupled algorithm
was used, which solves the momentum and continuity equation together. This method pro-
vides a faster convergency then a pressure based segregated algorithm as for example the
SIMPLE algorithm. For further information about the coupled algorithm see [47]. The con-
vective terms in all equations were discretized using quadratic upstream interpolation for
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convective kinematics (QUICK) scheme [84]. This procedure is based on a weighted aver-
age of a second order upwind scheme and a central interpolation scheme, which results de
facto in a 2.5 order scheme.
As convergency criteria the residuals of the conservation equations as well as the reference
values m˙c and Tp,avg were utilized. The iterations were stopped, when m˙C and Tp,avg did not
change for at least 1000 iterations with an accuracy of four digits after the decimal point.
The number of iterations, which was necessary to reach convergency, was strongly case
dependent and varied between 10000 iterations and 80000 iterations. In case of convergency
problems different methods were combined to stabilize the calculation:
• Use of the more robust first order upwind scheme at the beginning of a calculation and
subsequent change to QUICK scheme.
• Setting of the under-relaxation factors for T and Yi variables to low values and step-
wise enhancement, in order to account for the strong coupling between the species and
energy conservation equations.
• Decoupling of the conservation equations by a stepwise deactivation of particular con-
servation equations.
• Deactivation of the Soret and multicomponent diffusion at the beginning of a calcula-
tion.
• Use of a “stiff chemistry” solver.
2.9 Mesh and Domain
The conservation equations (2.14)–(2.22) have to be discretized to resolve the regarded field.
To discretize an object, it is modeled geometrically2. Subsequently the geometrical model is
parted into pieces, which correspond to cells (3-D), faces (2-D), or edges (1-D). In case of
Fig. 2.11: Sketch of a discretized cube
finite volume methods the fragments are called control volumes (CV). The control volumes
form a grid or mesh and the intersections of the grid lines are called nodes, compare Figure
2.11. The gradients of the conservation equations are obtained from the cell centers of the
control volumes.
2e.g by a computer aided design (CAD) software
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The quality of the numerical solution is strongly dependent on the grid resolution. This is
illustrated in Figure 2.12 for a first order discretization of a 1-D problem. In Figure 2.12
Control Volume Center 
Physically Exact Curve 
Discretised Curve 
Control Volume Center 
Physically Exact Curve 
Discretised Curve 
(a) (b)
Fig. 2.12: Rough discretized curve (a) and sufficiently discretized curve (a).
(a) the discretization with a rough grid is shown. In this case the grid cannot resolve the
peak in the middle of the curve. In contrast the curve shown in Figure 2.12 (b) is better
resolved. Here the shape of the physical curve is well presented by the discretized values.
Furthermore it can be seen that at regions with high gradients larger deviations occur, than on
regions were the gradients are low. Therefore the grid should be refined in regions were large
gradients occur (e.g. boundary layer, flame zone). From Figure 2.12 it is obvious that the
discretized solution can reach the accurateness of a analytical solution only for a infinitely
small discretized grid. As this is not possible, the mesh has to be generated at least in such a
way that the regarded quantities do not change significantly from an ideal solution. To find
a grid, which fulfills this criteria a grid study was done. In a grid study grids with different
resolutions are compared with each other regarding a significant quantity of the regarded
system. In case that the regarded quantity does not change significantly between two grids,
the solution of both can be regarded as grid independent.
For the used domain, four different meshes were compared regarding five different quantities
at Reynolds numbers of 10 and 50. The cell numbers of the particular grids are listed in Table
2.2. For the grid study two different setups were simulated. The first one corresponds to a
Grid number 1 2 3 4
number of CV 1604 7688 25052 56800
Tab. 2.2: Grid sizes of the analyzed grids.
non reacting flow with ∆T = Tp − T∞ = 100K. In this case the Nusselt number was
analyzed to get an impression of the grid dependency on the thermal boundary layer. As
second quantity the drag coefficient cd was chosen, which is defined as the ratio of drag
force to dynamic pressure q on the projected area Ap of an object [4]:
cd =
Fd
qAp
with q = 0.5ρgasu
2
∞, (2.55)
where Fd denotes the force on the object due to friction and pressure drop and A is the cross-
sectional area of the object. The drag coefficient is a good criteria to measure the quality of
the boundary grid. The comparison between the different grids for the non-reactive particle
are shown in Table 2.3. The comparison shows, that regarding the Nusselt number and the
drag coefficient the solutions of all grids show a grid independence.
The other setup corresponds to combustion for dry air atmosphere at T∞ = 2000K (further
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Grid 1 2 3
Re = 10
cd 0.82 0.17 0.09
Nu 0.16 0.03 0.00
Re = 50
cd 0.01 0.08 0.04
Nu 0.10 0.03 0.00
Tab. 2.3: Deviation between the results of grid 4 and grids 1,2 and 3 in % for selected quantities using a
non-reactive particle.
described in Chapter 3). In this setup the maximum temperature Tmax, which denotes the
flame temperature, the surface temperature Ts and the carbon conversion rate m˙C where
analyzed. To evaluate the different grids, the quantities of grid 4 where compared with the
other grids. The results of the analysis are presented in Table 2.4.
Grid 1 2 3
Re = 10
Tmax 9.25 0.13 0.10
Ts 0.09 0.07 0.05
m˙C 0.65 0.50 0.37
Re = 50
Tmax 12.95 0.28 0.20
Ts 0.20 0.12 0.11
m˙C 0.77 0.65 0.64
Tab. 2.4: Deviation between the results of grid 4 and grids 1,2 and 3 in % for selected quantities using a
reactive particle.
The results reveal that the meshes 2 and 3 provide grid independence for all regarded
quantities. Grid 1 shows grid independence for all quantities that are related to the surface
or the vicinity of the surface but deviates at the maximum temperatures for about 10%. This
indicates that grid 1 is not sufficiently resolved at the flame sheet (≈ Tmax) and is therefore
inadequate. To be on the safe side grid 3 was chosen, as it cannot be excluded that for
different ambient conditions grid 2 fails to resolve the flame region sufficiently.
(a) R = 5dp (b) R = 40dp
Fig. 2.13: Zoomed view of the velocity distribution normalized with the inflow velocity for Re = 1. The
domain on the left side has a radial extension of 5 particle diameters (a) and the domain on the right side a
radial extension of 40 particle diameters (b).
The particle as well as the boundary layer, where the velocity is very small, represent a
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barrier for the flow. Thus the flow is accelerated around the boundary layer. This is called
blockage effect. In case that the size of the domain in radial direction is similar to the
size of the boundary layer, the flow is pinched between the symmetry boundary and the
boundary layer of the particle. In such a case the flow cannot be regarded any more as
undisturbed free stream. As the pinched flow deforms the boundary layer of the particle,
also the heat and mass transfer to the particle is changed. Thus errors occur in comparison
to an undisturbed flow. This is illustrated in Figure 2.13. The domain, which was used for
the calculation shown in Figure 2.13 (a), is too small. Therefore the boundary region is
squeezed in comparison to the flow field shown in Figure 2.13 (b). Figure 2.13 (b) is based
on calculations were a sufficiently large domain was used. To avoid this effect, a domain
size study was done. A domain study is similar to a grid study. Instead of the grid resolution
here domains of different expansions are compared. For the domain study five different grids
were compared with each other regarding the drag coefficient at Reynolds numbers of 1, 10
and 100. The extensions of the analyzed domains are listed in Table 2.5. To evaluate an
Domain X1/dp X2/dp R/dp
1 3.75 12.5 5
2 7.5 25 10
3 15 50 20
4 30 100 40
5 60 200 80
Tab. 2.5: Extensions of the domains that were used in the domain study. The labels X1, X2 and Y are normal-
ized with the particle diameter dp and explained in the sketch on the left side.
appropriate domain size the particular domains are compared with the largest domain, which
is domain 5. The results of the domain study are presented in Table 2.6. It can be seen that
Deviation from Domain 5 cd
Re Domain 1 Domain 2 Domain 3 Domain 4 Domain 5
1 10.68 2.88 0.76 0.22 27.3
10 3.65 0.87 0.23 0.03 4.30
100 2.04 0.40 0.07 0.02 1.09
Tab. 2.6: Values of cd for domain 5 and deviation of the drag coefficient between domain 5 and domains 1, 2,
3 and 4 for different Reynolds numbers in %.
the largest deviations occur for Re = 1. This can be explained by the fact that the boundary
layer decreases with increasing Re. While the deviations for domain 1 and 2 reach values
up to 10%, the deviations for domain 3 and 4 are beneath 1%. Therefore both domains are
sufficiently large to avoid the blockage effect for a non reactive flow. However, in case of
particle combustion/gasification the boundary layer can swell due to the effect of Stefan flow.
For this reason finally domain 4 was chosen to cover the impact of this effect. The validated
range for the selected domain is Re ≥ 1. However, in a few cases far lower Reynolds
numbers were used in this work. For these setups a different domain with extension of 75
particle diameters was used for X1, X2 and R. The selected mesh for Re ≥ 1 is shown in
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Fig. 2.14: Selected mesh for the further studies.
Figure 2.14. The graphics depicts that for the flow field a structured mesh was used, while
for the mesh within the particle a simple unstructured mesh was utilized. This is acceptable,
as within the particle only the energy equation is solved. Therefore a lower mesh quality
in this region will not influence the convergency significantly. To validate the geometrical
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Fig. 2.15: Drag coefficient (a) and Nusselt number (b) obtained from calculations with the selected mesh in
comparison to archival data. The legends correspond to the following references: (a) Clift - [28], Haider - [56],
Tabata - [168], Yow - [195], Richter - [127]; (b) Ranz - [123], Sparrow - [162], Bagchi - [10], Richter - [127].
setup, the Nu and cd data obtained from calculations using the selected grid for Re ≥ 1
was compared with data from the literature. For the CFD calculations a dry air atmosphere
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(Pr = 0.74) and a temperature difference of 100K between particle and environment was
assumed. CFD and archival data are compared in Figure 2.15. The comparison shows both
excellent agreement for the Nusselt number and the drag coefficient between the numerical
calculations and the archival data.
37
3 CFD-based Oxidation Modeling of
a Non-Porous Carbon Particle
The carbon conversion rate is influenced by miscellaneous parameters, which are mostly
not fully analyzed under flow conditions. Promising influence parameters are the ambient
temperature Ts, the Reynolds number Re, the operating pressure pop, the particle size dp, the
surface kinetics, the gas atmosphere and the particle shape. In the following these parameters
are analyzed via CFD calculations. Subsequently a sub model for the carbon conversion is
presented and evaluated by use of the CFD results.
3.1 Chemical Reaction System for Combustion
As the combustion is a chemical process, the chemical system has to be included in the
CFD model. In case of combustion the chemistry consists of a surface chemistry and a gas
chemistry, which are discussed separately in the subsequent sections.
3.1.1 Heterogeneous Reactions
The heterogeneous reaction system for coal combustion consists mainly on formation pro-
cesses of oxocarbons and hydrocarbons. The most used reaction system in the literature is
consisting of a carbon oxidation reaction (R1) for the formation of CO, the Boudouard reac-
tion (R2) and the gasification reaction (R3). In few works the hydrogenation reaction (RX)
as well as another carbon oxidation reaction for the formation of CO2 RXX are added. The
mentioned reactions can be written as follows
C(s) +
1
2
O2 −→ 2CO , ∆RH = −9.2MJkg−1C (R1)
C(s) + CO2 −→ 2CO , ∆RH = 14.4MJkg−1C (R2)
C(s) +H2O −→ CO+ H2 , ∆RH = 10.9MJkg−1C (R3)
C(s) + 2H2 −→ CH4 , ∆RH = 6.24MJkg−1C (RX)
C(s) +O2 −→ CO2 , ∆RH = −32.8MJkg−1C (RXX)
(3.1)
From the listed reactions the oxidation reaction (R1) is the fastest. The reaction speed of
the Boudouard reaction (R2) and the gasification reaction (R3) is in the same order of mag-
nitude [161]. The hydrogenation reaction is several orders of magnitudes slower [60]. The
Boudouard reaction as well as the gasification reaction are essential for gasification and un-
der certain circumstances also for coal combustion. Whereas the oxidation reaction is only
necessary for combustion modeling. The hydrogenation reaction is far slower than the other
reactions and not essential for the description of the system. Thus, it is omitted in numerous
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publications. In this work it is also not be used, as its contribution to the carbon consump-
tion of coal particles within entrained flow gasifiers is negligible. Reaction RXX is assumed
to occur mainly at low temperatures below the ignition temperature. A use of this reaction
might be useful. However, in this work only complete kinetic sets from the literature where
used. These sets where already discussed and validated by other authors. In none of the
chosen kinetic sets the Reaction RXX appeared. As it is assumed that an inclusion of the re-
action would lead to an unnecessary falsification of the given reaction sets, its use is omitted.
Nikrityuk et al. [111] and Gräbner [50] made an extensive analysis of numerous different
coal kinetics (R1–R3) resulting from a broad literature survey.
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Fig. 3.1: Comparison of the reaction rate constants kr for several carbon types reacting with O2 (a), CO2 (b)
and H2O (c). Sub-figure (d) compares kr for all three reactions selected for the present investigation. The
legends correspond to the following references: Chen at al. - [23], Dobner - [33], Dutta et al. - [34], Essenhigh
et al. - [37], Field et al. - [40, 39], Goetz et al. - [49], Hamor et al. - [57], Hla et al. - [62], Mayers - [98], Otto
et al. [113], Smith et al. [159, 158, 157, 156, 155, 146]. The figures were taken from [111].
Figure 3.1 (a-c) shows the scope of kinetics analyzed by Nikrityuk et al. for the Reactions
(R1) – (R3). It can be seen that the rate constants spread over several orders of magnitude
between the different coals. As it is not feasible, to use the whole scope of available kinetics
for the numerical simulations, four single characteristic kinetic sets were chosen. The first
reaction set of kinetics was proposed by Libby &Blake [87] and represents an average of coal
chars [111]. The set is a blend of kinetics from Field [40] and Dobner [33], which took the
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C +O2 C + CO2 C + H2O
Turns [174] (Bituminous coal char)
Ar (m/s) 3.007 · 105 4.02 · 108 1.21 · 109
Er (J/mol) 1.4937 · 105 2.48 · 105 2.48 · 105
nr 0 0 0
source [40], [20] [34], [104] [104]
Smoot & Smith [161] (American HV bituminous coal)
Ar (m/(sK)) 1.692 25.9 1.33
Er (J/mol) 0.852 · 105 2.25 · 105 1.47 · 105
nr 1 1 1
source [49] [49] [98]
Libby & Blake [87] (Average for coal char)
Ar (m/(sK
nr)) 3.007 · 105 4.605 11.25
Er (J/mol) 1.4937 · 105 1.751 · 105 1.751 · 105
nr 0 1 1
source [40], [20] [33] [33]
Hla et al. [62] (Australian HV bituminous coal)
Ar (m/(sK
nr)) 20.2 1.59 · 106 75900
Er (J/mol) 1.57 · 105 2.91 · 105 2.68 · 105
nr 0.8 0.3 0.4
reaction order 0.8 0.3 0.4
Tab. 3.1: Kinetic rate coefficients for heterogeneous reactions. If not indicated reaction order is unity. The
table was adapted from [111].
kinetics from non archived literature [111]. As it represents an average kinetics, it was used
as the standard kinetics in the subsequent sections. In Section 3.4 the Libby & Blake kinetics
were compared with three kinetics for specific coal types. The first of these coal specific sets
is a data combination for bituminous coal chars suggested by Turns [174] for combustion
modeling [111]. This reaction set was introduced by Field and Roberts [40] and Dutta [34]
and later recalculated by Mon and Amundson [104] to eliminate the linear dependency in
the Arrhenius expression. The second set by Smoot and Smith [161] refers to American high
volatile bituminous coal (Pittsburgh#8), which is appropriate for gasification purposes [111].
The last data set from Hla [62] is the only one obtained from one coal type (Australian high
volatile bituminous coal, CRC299). In this case the experimental conditions were similar,
and it was published by a single collective of authors [111]. The reaction kinetics of Hla is
also the only one that was measured at higher operating pressure. All other kinetics were
measured at standard state pressure [111]. The rate constants of the particular kinetic sets
are plotted in Figure 3.1 (d) and highlighted red at Figure 3.1 (a-c). The coefficients of the
Arrhenius expression are shown in Table 3.1.
It should be noted that the used kinetics are surface kinetics. This means that the measured
char consumption rates are related to the external char surface area, even when pore reactions
may occur [161]. In contrast so called intrinsic kinetics are related to the exact surface they
were measured. When such kinetics are used, the intrinsic surface has to be modeled, to
consider reactions within the pores.
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3.1.2 Homogeneous Reactions
The homogeneous reaction system describing the coal combustion consists of dozens of
species, which are connected via hundreds of chemical reactions. Most of the reactions in-
volving fugacious radicals that are existent in very low concentrations. In principle it is
possible to model the homogenous reactions with a detailed reaction mechanism that takes
all elementary reactions into account. However, detailed mechanisms are very CPU power
demanding and difficult to handle in terms of numerical stability.
Alternatively it is possible, to use reduced mechanisms, where some negligible species and
reactions are omitted. Such mechanisms still require a high computational effort and may
not converge for specific parameter constellations.
The least computational expensive alternative is the use of semi-global mechanisms. A semi-
global mechanism consists only of a basic reaction set that represents the main chemical re-
action principle. It does not involve any radicals and can be seen rather as a reaction model
than as a detailed physical description of the reaction system. This makes such mechanisms
quite robust. A disadvantage of the semi-global mechanisms is the lower accuracy compared
to detailed mechanisms. Also it is not possible to resolve specific effects, in which radicals
play a major role as for example the ignition process. Furthermore semi-global reactions are
only valid in a narrow range of conditions and should therefore used with care [111]. This
work focuses more on broad range parameter studies then on the analysis of single specific
physical processes as the ignition. Thus, the use of a detailed or reduced chemical mecha-
nism would be not productive, as it would make the reaction system complex and obscure.
The major effects could not be shown that clearly. Instead the chemistry is modeled using a
simple and robust semi-global reaction set.
In most previous works, covering the topic of single char particle combustion, the homoge-
neous reaction system consisted of one homogeneous reaction
CO+
1
2
O2 −→ CO2 (3.2)
Especially in earlier publications the reaction was assumed as infinitely fast, e.g. see [17].
Later publications used Arrhenius approaches to model the reaction, e.g. see [20, 104, 166].
In some cases also water was included as a moderator. In recent publications the trend is
to model the homogeneous chemistry more detailed. Several publications in the last years
even used reduced mechanisms [82, 21, 164, 172]. However, in all cited publications 1-D
models not including resolved flow effects as well as gas phase radiation were used for the
calculation. For flow related char combustion the amount of kinetic sets used in the literature
is low. Nikrityuk et al. [111] used a combination of Reaction (3.2), including water as
moderator, and the watergas-shift (WGS) reaction.
CO+
1
2
O2
H2O−−→ CO2 , ∆RH = −10.1MJkg−1CO, (R4)
CO+ H2O −→ CO2 +H2 , ∆RH = −1.47MJkg−1CO (R5)
CO2 +H2 −→ CO+ H2O , ∆RH = 1.47MJkg−1CO (R6)
The watergas-shift kinetics (R5)–(R6) were taken from a semi global reaction mechanism
introduced by Jones and Lindstedt [68], which was originally developed for hydrocarbon
combustion. The kinetics for the CO-combustion (R4) was taken from Turns [174]. In
Nikrityuk’s studies mainly large particles (2mm) were regarded. Comparative studies with
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reduced mechanisms have revealed that under such conditions the kinetic set used by Nikri-
tyuk et al. works very well. However, the studies also revealed that for 200 µm particles the
kinetics where too fast and produced temperature differences of up to several hundredth de-
grees. It could be shown that mainly the too fast Turns kinetics for the CO-combustion was
responsible for the temperature differences. Therefore in this work a different kinetics for
the CO-combustion (R4) was chosen, which was taken from Hottel el al. [63]. This reaction
kinetics is much slower than the kinetics from Turns and showed in preliminary studies far
better agreement with different reduced mechanisms for 200 µm particles. The Arrhenius
coefficients for the Reactions (R4)–(R6) are listed in Table 3.2.
Reac. R̂i,r [kmol m
−3 s−1] Ar corr. units EA [j kmol
−1] nr source
R4 kfCO [CO] [H2O]
0.5 [O2]
0.3 2.5 · 108 6.695 · 107 0 [63]
R5 kfshift [CO] [H2O] 2.75 · 109 8.368 · 107 0 [68]
R6 kbshift [CO2] [H2] 1.00 · 108 6.28 · 107 0 [68]
Tab. 3.2: Reaction rates for the homogeneous reactions in case of combustion
Note that the semi-global reactions combine a complete reaction system that includes
much more reactions and side species than represented by a semi-global reaction system.
Due to its model character the reaction order of a semi-global reaction is not necessarily
related to the stoichiometry of the reaction.
3.1.3 Comparison of the Semi-Global vs. Reduced Reaction
Mechanisms for the Gas Phase
The chosen semi-global homogeneous reaction system (R4-R6) represents a simplification
of the complex radical based reaction system. To evaluate the differences resulting from the
simplification, the homogeneous reaction system was compared for different Ts. As object
of comparison two reduced mechanisms were chosen. The first mechanism, the GRI-Mech
DRM 22 by Kazakov and Frenklach [69], was developed from the GRI-Mech 1.2 [42]. It
includes 22 species and 104 reactions and is often used for gasifier simulations, e.g. see
[178, 179]. The second mechanism is a blending of different kinetics from the literature
and was introduced by Yetter et al. [193]. The mechanism was used in several publications
dealing with single char particle combustion [82, 83, 21, 48, 81]. For the comparison a “dry
air” combustion set up with a Reynolds number of 10, three different ambient temperatures
(T∞ = 1500K, 2000K and 2500K) and a particle diameter of 200 µm was selected. As
heterogeneous kinetics system the reaction set up by Libby & Blake was used, see Table 3.1.
For the calculations the heat transfer within the particle was neglected.
The temperature distributions predicted by the semi-global and the reduced mechanisms for
T∞ = 1500K and T∞ = 2500K are shown in Figure 3.2. The figure reveals that the tem-
perature distribution resulting from the semi-global mechanism shows qualitative as well as
quantitative excellent agreement with both reduced mechanisms. In detail the deviation of
the particle surface temperature is in the range between 1 and 6 Kelvin and the deviation of
the maximum temperature between 1 and 5 Kelvin.
The CO2 mass fraction distribution depicted in Figure 3.3 shows differences in the CO2
mass fraction, but a comparable behavior. For an ambient temperature of 1500K all mech-
anisms predict the area with the maximum CO2 concentration at the rear stagnation point.
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1500K 2500K
DRM 22
(reduced
mech.)
Yetter
(reduced
mech.)
Hottel
(semi-
global)
Fig. 3.2: Temperature distribution for a combusting coal particle in “dry air” atmosphere at T∞ = 1500K and
T∞ = 2500K calculated by use of the semi-global (Table 3.2) and two reduced mechanisms, dp = 200 µm.
While the detailed mechanisms deliver similar large amounts of CO2, the CO2 mass frac-
tion in case of the semi-global mechanism is about 500 times higher. However, in all cases
the produced amounts of CO2 are negligible. In addition the CO2 field is more stretched
in case of the semi-global mechanism. At an ambient temperature of 2500K the area with
the highest CO2 mass fractions is detached from the particle for all reaction mechanisms.
The maximum mass fraction in the field differs of about factor three between the various
mechanisms. While the shape of the CO2 distribution is rather compact in case of the DRM
22, for the Yetter and semi- global mechanism the distribution is stretched. Also the temper-
ature and species distribution are important for the physical description and interpretation of
the processes, the carbon conversion is of final interest. Tirado et al. [172] showed that for
particles in quiescent atmosphere the modeling of the gas phase reaction system can have
an significant influence on the carbon conversion. This can be explained by the fact that the
heterogeneous reaction system is shifted away from Reaction (R1) to the Boudouard reac-
tion due to the possible appearance of a flame. Therefore the carbon mass flux is compared.
Table 3.3 lists the deviations in the carbon mass flux m˙′′C for the regarded test cases. Given
that the carbon consumption can change by order of magnitudes due to the change of the
relevant system parameters, the carbon consumption yield by the semi-global mechanism is
in excellent agreement with the results of the reduced mechanisms.
In summary the semi-global mechanism is noticeably faster at low temperatures and a slightly
too fast at high temperatures in comparison with the reduced mechanisms. This leads to
quantitative differences in the CO2 distribution. As the homogeneous reactions mainly take
place in the wake of the particle the temperature field and the carbon conversion are not
affected significantly. In summary the semi-global mechanism reflects the behavior of the
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(reduced
mech.)
Yetter
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global)
Fig. 3.3: CO2 distribution for a combusting coal particle in “dry air” atmosphere at Re = 10 calculated by
use of the semi-global mechanism (Table 3.2) and two reduced mechanisms, dp = 200 µm.
T∞ [K] 1500 2000 2500
m˙′′C predicted by DRM 22 machanism [kg m
−2s−1] 0.141 0.227 0.272
m˙′′C predicted by Yetter mechanism [kg m
−2s−1] 0.139 0.223 0.269
Deviation between DRM 22 and Hottel [%] 0.71 0.31 0.50
Deviation between Yetter and Hottel [%] 2.21 1.26 1.46
Tab. 3.3: Carbon mass flux predicted by the both reduced mechanisms and their relative deviations from the
semi-global mechanism for m˙′′C in %.
reduced mechanisms for a 200 µm in flow sufficiently.
3.2 Validation
3.2.1 Validation Against an Analytical Solution of the Two-Film
Model
The validation of the software Fluent™ and the set up was done in two steps. In a first
step the software is validated against an analytical model. Also analytical models represent
generally a strong simplification of the reality and are often valid just for special cases of
a physical problem, they are absolutely exact. For this reason they are an ideal object to
validate a numerical software in terms of numerical accuracy and consistency of the balance
equation systems. To validate Fluent™, an analytical solution for diffusive combustion (i.e.
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~u∞ = 0) of a coal particle in “dry air ”(YO2 = 0.232, YH2O = 0.001, YN2 = 0.767) based on
the two-film model of Burke and Schuman [17] is utilized. In the following a short descrip-
tion of this model is given. The two-film model considers two gas films: One at the particle
surface and one at the detached flame sheet. The homogeneous reaction (R4) at the flame
sheet is assumed to be infinitely fast and in stoichiometric equilibrium. Thus all oxygen and
carbon monoxide is consumed at the flame. From this assumptions, a set of equations can
be derived, which describes the combustion of a carbon particle in quiescent air. A detailed
description of the two-film model is given in Appendix 6.2.
The two film model is only valid for combustion regimes in which a detached and fully
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Fig. 3.4: Carbon consumption rate m˙′′C (a), CO2 surface mass fraction YCO2, s (b), maximum temperature
Tmax (c) and surface temperature Ts as functions of the inlet gas temperature T∞ predicted by the two-film and
the CFD model.
developed flame sheet exists. To get reliable conditions the ambient temperature for the nu-
merical calculations was varied in a range between 1400K and 3000K at intervals of 100K.
The particle diameter was set to 2mm, as for small particles the flame sheet is attached to
the particle surface, compare Figures 3.2 and 3.3. Furthermore the CFD model was reduced
to match the simplifications made in the analytical approach (e.g. constant properties). The
kinetic for the CO-oxidation reaction (R4) from Hottel that is listed in Table 3.2, is far too
slow to be called infinitely fast. Therefore it was substituted by the reaction kinetics from
Turns used by Nikrityuk et al. [111]. This reaction is orders of magnitudes faster than that of
Hottel. The Arrhenius parameters for the Turns kinetic are listed in Table 3.4.
Figure 3.4 shows the carbon consumption rate m˙′′C, the surface CO2 mass fraction YCO2, s,
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Reac. R̂i,r [
kmol
m3·s
] Ar (
m3
kmol·s·K
) EA (
j
kmol
) nr
(R4) kCO [CO] [H2O]
0.5 [O2]
0.25 2.24 · 1012 1.6736 · 108 0
Tab. 3.4: Reaction rates for the CO-combustion from [174]
the surface temperature Ts and the maximum temperature Tmax depending on the inlet tem-
perature T∞ predicted by the two-film and the CFD model. The comparison of the numerical
and analytical results shows good agreement for the whole temperature range considered in
the validation studies. In detail the deviations between analytic and numeric are constantly
about 1% for the carbon conversion rate and 2% for YCO2, s over the whole temperature range.
The temperature differences between both approaches are below 1K at the particle surface.
At the flame sheet the CFD model under-predicts the temperature for 55K at low T∞ and for
25K at high T∞. The temperature differences at the flame sheet can be explained by the fact
that for the numerical calculation a finitely fast reaction rate was used.
3.2.2 Validation Against Experiments I
This section is partially based on [71].
In a second step the numerical set up (e.g reaction mechanism, radiation model, properties
etc.) is validated. Thereto it is compared against two different experimental data sets. As
first set a benchmark experiment with focus on the carbon conversion by Makino et al. [96]
was chosen. In the experiment of Makino a high temperature airflow impinges on a solid
carbon rod of a diameter dp = 5mm as it is illustrated in Figure 3.5 (left-hand sketch). The
rod is heated and held on a constant surface temperature. At the forward stagnation point the
carbon consumption rate was measured via an optical measurement system, see Figure 3.5
(right-hand sketch). To repeat the experiments numerically, the domain shown in Figure
u in
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Fig. 3.5: Principal scheme of the experimental setup [96]. The graphic on the left was taken and the graphic
on the right was adopted from [71].
2.14 (a) was reflected on the axis, which led to a size of 80 rod diameters dr in crosswise flow
direction. The coordinate systemwas moved to 2-D Cartesian, which consists with an infinite
long rod. The ambient airflow temperature T∞ was set to 320K and 1280K, respectively.
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The composition of the “dry air” was assumed to be: YO2 = 0.233, YH2O = 0.001 and
YN2 = 0.766. The rod surface temperature Ts was varied between 1200− 2400K.
For the heterogeneous reactions the work of Makino provides an own kinetic for the Re-
actions (R1)–(R3). This kinetic set was used to get a better comparability between numeric
and experiments. The coefficients are listed in Table 3.5. The homogeneous reactions consist
to the set presented in Section 3.1.2. The velocity was expressed by Makino in terms of a
Reac. Ar (
m
s
) EA (
j
kmol
) nr
R1 1.1 · 108 2.70 · 108 0
R2 4.1 · 107 1.79 · 108 0
R3 2.0 · 108 2.71 · 108 0
Tab. 3.5: Reaction rates for the homogeneous reactions from Makino [96]
velocity gradient au (stretch rate) in the forward stagnation point, which is defined by:
au =
4u∞
dr
(3.3)
In Makino’s Experiments the velocity gradient was varied between 3300 s−1 and 40000 s−1.
This corresponds to Reynolds numbers from 40 to 2000 in dependence on the surface tem-
perature Ts.
Cylinders show a different flow behavior regarding the Reynolds number then spheres: Until
Reynolds numbers < 46.7 the flow is laminar and steady [119]. At higher Re the flow be-
comes unsteady and develops a so called von Karman vortex street. This flow phenomena
is characterized by counter-rotating vortices, which form behind the cylinder. At Re > 190
the vortex street becomes three-dimensional and for Re ≈ 400 the flow becomes turbulent
[118].
As the analyzed cases are in all three flow regimes, three different approaches where chosen.
• For Re < 47 the flow was calculated steady.
• For 47 < Re < 190 the flow was calculated unsteady. In case of unsteady calculations
the maximum Courant-Friedrich-Lewis (CFL) number, which is a measure for an
adequate time resolution, was 3.6. As the data from the experiments represents average
values, the numerical data was sampled in this cases over 20 cycles.
• For higher Reynolds numbers the flow was regarded as turbulent and modeled via a
RANS turbulence model.
To select an appropriate RANS model, a study was done comparing four different RANS
models - namely the k-ε realizable [147], the k-ω SST [100], the transitional k-kL-ω [183]
and the transitional SST model [101]. The numerical data was compared with archival cor-
relations from the literature for the Nusselt number at different Re. The comparison of
well-known closure relations for the surface-averaged Nu in dependence on Re is depicted
in Figure 3.6. It can be seen that at high Re numbers (Re ≈ 4 · 104) the deviation between
the published data takes up to 50%. Similar situation can be observed by the comparison of
Nu predicted using the selected RANS models. However, the transitional k-kL-ω model de-
veloped by Walters & Cokljat [183] demonstrated the best performance among other RANS
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Fig. 3.6: Surface-averaged Nu vs. Re predicted for a cylinder in cross flow using different RANS models
compared with published data (a). The legends correspond to the following references: VDI - [22], Sanitjai
- [139], Sparrow - [162], Whitaker - [187], Churchill - [26], Zukauskas - [202]; The comparison of local-Nu
values predicted numerically for Re = 4.48 · 104 against experimental data by Sanitjai & Goldstein [139] in
dependence of the angle θ between forward stagnation point and location on the surface (b). The graphics were
taken from [71].
models relating adequate prediction of the surface-averaged Nusselt number at Reynolds
numbers below 10000, see Figure 3.6 (a). In the comparison with the other models the k-kL-
ω showed furthermore a similar performance for the local Nusselt number in the front and
middle part of the particle, but a better agreement in the rear part of the particle. Thus, this
model was chosen to calculate the graphite cylinder reacting under turbulent flow conditions.
A detailed description of the model can be found in [71].
Figure 3.7 shows the temperature and CO2 distribution for the different regimes that occur
in the simulations. The plots reveal that the flame is in all cases mainly situated in the rear
a = 3300 s−1 (laminar) a = 10000 s−1 (transitional) a = 40000 s−1 (turbulent)
Fig. 3.7: Contour plots of the temperature (upper line) and CO2 mass fraction (lower line) predicted numeri-
cally for different flow regimes: laminar, transitional and turbulent. Here Ts = 2000K.
part of the particle. Only in the laminar regime a rudimentary flame can be observed in the
front stagnation region. This means that the carbon conversion at the front stagnation point
is only influenced in the laminar case by the homogenous reaction rates. However, at the
transitional and the turbulent regime the carbon conversion rate is mainly dominated by the
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transport processes and the heterogeneous reaction system.
Figure 3.8 depicts the comparison of the combustion rates at the stagnation point predicted
numerically and experimentally by [96] for different velocity gradients a as a function of the
surface temperature Ts, with airflow temperatures of T∞ = 320K and T∞ = 1280K. The
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Fig. 3.8: Carbon mass fluxes at the stagnation point in dependence on the rod surface temperature predicted
numerically and experimentally [96] at T∞ = 320K and 1280K and different a.
plots include the laminar regime (Figure 3.8 ((a), (b)), the unsteady wake regime (Figure 3.8
(c)), and the turbulent regime (Figure 3.8 (c), (d)). The analysis of the results reveals rela-
tive good agreement between numerical and experimental data for all three flow regimes. In
particular, as expected, all results show a distinct, non-linear dependency between Ts and the
carbon consumption at the stagnation region. At higher surface temperatures the carbon con-
sumption rate is slightly underpredicted by the numerical simulation. In case of the laminar
regime it is expected that this is caused by the homogeneous reaction system, in case of the
turbulent regime by the turbulence model. In plot 3.8 (a) the results of Makino show a de-
cline of the carbon conversion rate at about 1700K. This decline is caused by the developing
flame sheet in the stagnation region. Here the developing flame cuts off the oxygen supply
at the surface, while the Boudouard reaction is still not strong enough to compensate the
carbon consumption outage via the produced CO2. Due to the semi-global character of the
homogeneous reaction system, this effect cannot be reflected by the numerical simulations.
Therefore the numerical curve shows a straight envelope in this temperature region.
In summary the numeric can reflect the experimental results both qualitatively and quanti-
tatively for a wide range of Reynolds numbers and temperatures. However, some effects as
the ignition cannot be described due to the limited chemical system.
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3.2.3 Validation Against Experiments II
To validate the temperature field, an experimental series of Bejarano and Levendis [12] was
used. This experimental set was already used by Richter et al. [130] for the validation of a
set up similar to that used in this work. However, in their case the radiation boundary con-
dition as well as the used homogeneous kinetics differed from the set up used in this work.
Therefore the comparison is repeated with the current model set up.
In the study of Bejarano and Levendis [12] the temperature evolution of single coal particles
in O2/N2 and O2/CO2 atmospheres within a drop tube reactor was investigated by dint of a
three-color pyrometer. For the comparison two data sets with a varying O2/N2 atmosphere
for a bituminous and a lignite coal were selected. The diameter of the particles was varied in
the range of 75 − 90 µm and the furnace operating temperature accorded to 1400K. In the
corresponding data sets theO2 mole-fraction was varied between 0.2 and 1. However, due to
stability reasons of the numerical model only mole-fractions between 0.2 and 0.8 were con-
sidered within the CFD study. In addition a low amount of water vapor (XH2O = 0.001) was
added to the gas composition. Plots of the temperature evolution presented in [12] showed
that for the bituminous coal two combustion phases (volatile and char combustion) were dis-
tinguishable. For the lignite just one temperature peak existed. In this case the authors were
not sure, if this peak is caused by an enveloped flame due to the volatile combustion or by
the heterogeneous combustion of the char.
Preliminary calculations showed that the terminal velocity is reached for both coals before
the combustion starts. Thus, the terminal velocity was used as inflow velocity. The terminal
velocity was determined in a range between 0.1 − 0.2m/s, which consists to a Reynolds
number of about 0.1 for the given ambient conditions.
As the authors of the study did not provide a kinetic set for the char reactions in their work, a
kinetic set from Tirado et al. [171] for an Indonesian sub-bituminous coal was chosen. It was
expected that the kinetic rates of the chosen set are situated between them of a lignite and a
bituminous coal. Therefore only one kinetic set was considered for the CFD calculations to
represent both coal types used by Bejarano. The rate of reaction provided by Tirado is based
on the partial pressure Pi of the gaseous reactant i and can be written in the form of
R̂i,r =
ArP
ng
i e
−EA
RuTs
(ν ′′i,r − ν ′i,r)Mw,i
, (3.4)
Due to the form of the expression the kinetics was implemented via UDF to the solver. The
kinetic parameters for Equation (3.4) are listed in Table 3.6. As it can be seen from Table 3.6,
Reac. Ar (
kg
m2·s·Pang
) EA (
j
kmol
) ng
R1 9.5 · 10−2 1.08 · 108 1
R2 7.55 · 100 1.49 · 108 0.45
Tab. 3.6: Reaction rates for the heterogeneous reactions from Tirado et al. [171]
the kinetic set consists only of the heterogeneous oxidation reaction (R1) and the Boudouard
reaction (R2). Due to the low water content of the atmospheres used in the experimental
setup of Bejarano a negligence of the heterogeneous water-gas reaction is acceptable and it
is therefore not considered.
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Figure 3.9 shows the measured average particle temperatures in comparison with the numer-
ical results for different ambient O2 mole-fractions. Here two different approaches for the
radiation modeling were considered. The first model is the P-1 approach that was used in this
work, see Section 2.5. For comparison an additional setup was regarded, were the gas phase
radiation was neglected, and the particle radiation was modeled via the Stefan-Boltzmann
law, see Equation (2.5). This approach is generally used for 0-D or 1-D models to take the
radiation into account. However, also in recent works [172, 164, 85], which use more so-
phisticated modeling approaches, the Stefan-Boltzmann law is prevalent.
The plot reveals that the set up using the P-1 radiation model can predict both the tem-
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Fig. 3.9: Particle temperatures in dependence of the ambient O2 mole-fraction measured by [12] for bitumi-
nous coal and lignite and predicted numerically by use of the P-1 radiation model (P-1) and Stefan-Boltzmann
radiation at the particle surface (SB), respectively.
perature range and the temperature behavior due to the increase in oxygen. In detail the
numerical model underestimates the particle temperatures at low O2 mole-fractions, while
for the maximum O2 concentration the temperatures are slightly higher in comparison to
the lignite and about 100K higher then for the bituminous coal. However, all numerically
predicted temperatures are within the standard deviation reported by Bejarano and Levendis,
if a combined confidence level of both coals is assumed. It is assumed that the stronger de-
pendency of the temperature on the oxygen level is caused by the fact that the used kinetics
accords not thoroughly with the coals used by Bejarano. While the rate exponent for the
chosen heterogeneous oxidation kinetics has a rate exponent of 1, the coals of Bejarano will
presumably lead to a rate coefficient smaller than one.
The comparison of the experimental data with the numerical results, gained with the Stefan-
Boltzmann approach, shows that the Stefan-Boltzmann radiation law fails to predict the tem-
perature correctly. For low oxygen contents the deviations are still within the confidence
level of Bejarano. In this case no flame occurs around the particle. This indicates that for
such cases the gas radiation may be negligible. However, with an increase of the oxygen
concentration also the deviations increase. For an O2 mole-fraction of 0.8 the temperature
predicted by the Stefan-Boltzmann law is more then 400K above the upper confidence level
given by Bejarano. In this case a weak gas flame around the particle is noticeable. In conclu-
sion the gas phase radiation may negligible for cases where a gas flame is completely absent.
However, for cases where a flame occurs the inclusion of gas radiation is necessary.
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3.3 Influence of Ambient Temperature and Reynolds
Number
According to different fundamental works [20, 166] dedicated to the modeling of a non-
movable spherical particle in a quiescent dry-gas environment, for the combustion of a car-
bon particle two combustion systems can be distinguished. The first case involves the dif-
fusion of O2 through a stagnant layer and its reaction at the particle surface to produce CO
according to the reaction (R1). For certain parameter combinations (e.g low Ts, small dp) the
produced CO does not further react with the ambient oxygen. This combustion type can be
described by the so-called single film model that considers only the surface processes.
At a certain ignition temperature, which is dependent on the gas composition and the particle
radius, a flame establishes around the particle. Now the CO produced at the surface diffuses
outwards and is consumed in the flame sheet, producing CO2 in reaction (R4). At the same
time the resulting CO2 diffuses towards the carbon surface and produces additional CO in
reaction (R2). Since the CO oxidation occurs very fast, both CO and O2 are nearly zero at
the flame sheet. There is no CO leakage through the flame sheet into the gas phase. The
existence of the gas-phase flame also cuts off most of the supply of oxygen to the surface
such that the reaction (R1) is now suppressed. This mechanism accords to the analytical
two-film model by Burke and Schuman [17] described on page 43. The temperature T and
CO2 concentration profiles peak at the flame sheet. This behavior is illustrated in Figure
3.10. In the plot the temperature, YCO2 , YCO and YO2 distribution are shown for a 200 µm
particle at a Reynolds number of 0 in “dry air” at T∞ = 2800K. At the temperature and YCO2
distribution, the flame sheet can be clearly identified. In case of the YCO and YO2 distribution
the border, where the reactants are consumed, is visible. The “flame combustion” accords to
the so-called two film model, where the surface and the flame-zone are taken into account,
compare Appendix 6.2. In most cases, the reality is located somewhere between the single
film approach and the two film approach [172].
The velocity of the integral system is ruled by two mechanisms, which are concurring with
each other:
• The different heterogeneous reactions
• The transport of species to the surface
The heterogeneous reaction velocity is a function of the surface temperature Ts, while the
transport velocity of the species to the particle surface depends on the boundary layer thick-
ness and the diffusion coefficient. The ratio between diffusion coefficient and the boundary
layer thickness is called mass transfer coefficient β:
βi =
Di
δD
(3.5)
The mass transfer coefficient can also be expressed via the dimensionless Sherwood number
βi =
ShDi
l
, (3.6)
which is an analogon to the Nusselt number and describes the ratio of convective to diffusive
mass transport.
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Fig. 3.10: Temperature, YCO
2
, YCO and YO
2
distribution for a combusting particle at quiescent atmosphere at
T∞ = 2800K, dp = 200 µm.
The ratio between the consumed species due to reaction and the species that is transported
to the surface, can be expressed via a simple balance:
βi(∆Ci) = krC
η′r
i,s , (3.7)
where η′r is the reaction order and ∆Ci is the difference between ambient and surface con-
centration.
To find a relation between both sides of the equation the dimensional analysis can be used.
Thereto the infinite small value ∆Ci is substituted by a finite value Ci,s. Now Ci,s can be
eliminated and both sides divided by β. The result is a non-dimensional number, which de-
scribes the ratio of the chemical reaction rate to the mass transfer rate. It is called the second
Damköhler number (DaII), named after the German chemist Gerhard Damköhler
DaII,r =
krC
η′r−1
i,s
βi
. (3.8)
It is important to understand that for each of the Reactions (R1)–(R3) an own second Damköh-
ler number exists. As the Arrhenius expressions differ significantly between the reactions,
the second Damköhler numbers can also differ significantly. Thus, it is necessary, to distin-
guish the behavior of every reaction regarding the second Damköhler number. For simplicity
the second Damköhler number is denoted in the following with DaII instead DaII,r.
Following the description, given in the book of Szekely [167], depending on the second
Damköhler number three different regimes for combustion can be divided:
• Kinetically-controlled regime: DaII ≪ 1 occurs, when the chemical kinetic rate is
much slower than the mass transfer (diffusion) rate. The kinetically-controlled regime
is characterized by a homogeneous temperature and species distribution in the vicinity
of the particle. Flow effects are widely negligible.
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• Diffusion-controlled regime : DaII ≫ 1 occurs when the mass transfer rate is very
slow compared to the kinetic rate. The regime is characterized by large temperature
and species gradients in the particle boundary layer. In the diffusion-controlled regime
flow processes play an important role for the combustion behavior.
• Transitional regime: It occurs, when the surficial mass transfer and kinetic rates are
comparable leading to DaII ≈ 1. This regime is not trivial for modeling, because both
effects must be taken into account [110].
The transitional regime corresponds to the so called pore diffusion regime, which is discussed
further in Section 4.2.2 in conjunction with the gasification process. For the combustion the
consideration of the pore diffusion is generally omitted.
To analyze these mechanism more in detail and to determine the influence of the ambient
temperature and Reynolds number, a set of CFD calculations was conducted. Thereto a
200 µm particle combusting in “dry air” was regarded. The composition of the “dry air”
atmosphere is listed in Table 3.7. The size of the particle is at the upper limit of the par-
Species O2 H2O N2
Yi 0.232 0.001 0.767
Tab. 3.7: Gas composition at the gas inlet used for the combustion
ticle distribution used in the Siemens like 200MW gasifier. However, it is expected that
this size still shows a representative behavior. Furthermore a “dry air” condition is typically
not to find in an entrained flow gasifier. The gas composition will rather correspond to a
O2/CO2/CO/H2O mixture. However, most works for char particle combustion that can be
found in the literature, use similar gas mixtures. Therefore the use of this composition al-
lows the comparison with archival data. Moreover the gas composition changes significantly
in the combustion zone. Hence a typical composition is hard to determine. An analysis of
varying gas compositions is shown in Section 3.5.
The temperature range for the ambient gas was chosen between 1200K and 2800K in steps
of 200K. This range is slightly larger then the range that could be observed in the com-
bustion zone of the Siemens like gasifier. The Reynolds number was varied between 1-100,
which is in agreement with the observations made in Section 2.2.1. The calculations were
made at standard pressure. Subsequently a Reynolds numbers of 100 in combination with
high ambient temperatures leads to slightly higher velocities than the maximum velocities
that appear in the Siemens gasifier. These velocities are still in a plausible range and below
values, were compressibility effects occur.
By use of the occurrent surface temperatures, obtained from the numerical calculations, the
Damköhler number can be plotted against the ambient temperature. Figure 3.11 shows the
resulting Damköhler development at different Reynolds numbers for the heterogeneous ox-
idation reaction as well as for the Boudouard reaction. The plots reveal that the curve of
the second Damköhler number increases strongly with the ambient temperature for low T∞
and flattens for higher ambient temperatures. This behavior correlates with that of the rate
constant kr, which is controlled by the surface temperature Ts. The noticeable inflection
point on the curves (at T∞ ≈ 1400K) shown in Figure 3.11 is caused by the transition of the
system from kinetic to diffusion control. Within the kinetic controlled regime the reaction
rates of Reaction (R1) and thus, the surface temperatures strongly increase with the ambient
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Fig. 3.11: Second Damköhler numbers at different Reynolds numbers plotted over the ambient temperature
for the heterogeneous oxidation reaction (a) and the Boudouard reaction (b), dp = 200 µm.
temperature. By reaching the diffusion controlled regime the increase of the reaction rates is
slowed down and therefore also the increase of surface temperature and Damköhler numbers.
The influence of the Reynolds number is negligible, compared to that of the ambient tem-
perature. This can be explained by the fact that kr increases exponentially with the ambient
temperature (compare Equation (2.21)), while β increases with
√
Re. As the heterogeneous
oxidation reaction is much faster then the Boudouard reaction, the second Damköhler num-
bers are about two magnitudes larger. For this reason the transitional regime is reached by
the oxidation reaction already at ambient temperatures of about 1400K, while the Boudouard
reaction approaches the transitional regime barely for the highest regarded ambient temper-
atures. The behavior of the gasification reaction is not shown here, as it behaves similar
to the Boudouard reaction due to comparable Arrhenius coefficients. In case of an absent
flame the oxidation reaction will yield the main part of the carbon conversion, while for a
fully developed flame the Boudouard reaction will dominate the carbon conversion. Thus,
the heterogeneous reaction system will be diffusion controlled in case that no flame appears
and kinetically controlled in case that the oxygen is consumed by an enveloped flame.
To analyze the flame behavior, the temperature distribution as well as the CO2 mass fraction,
which are both indicators for a flame, are plotted in Figure 3.12. Here different ambient
temperatures are shown for a Reynolds number of 50. The system behavior at this Reynolds
number is representative for all other analyzed Reynolds numbers except zero.
The plots show that in case of flow no flame occurs around the particle. Instead the ho-
mogeneous reactions take place in the rear part of the particle (wake region). Thereby the
homogeneous reaction zone does not interact with the particle. A comparison with Figure
3.10 reveals that the maximum CO2 mass fractions are much lower compared to a combust-
ing particle in quiescent atmosphere. These results are in contrast to the findings of previous
numerical calculations from Higuera [61] and Schulze [143]. These works where the only
works found in the literature, which where also made for combusting 200 µm particles un-
der flow conditions. While the results of Higuera predict a fully enveloped flame, Schulze
observed a partially flame covered particle. In the work of Higuera an infinite fast reaction
in the gas phase was assumed, which leads always to a flame, if CO and O2 are present
in the gas. Schulze used the finite fast reaction for the CO combustion from Turns [174],
which showed dissenting behavior from the reduced mechanisms for 200 µm (compare Sec-
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Fig. 3.12: Temperature and YCO
2
distribution for a combusting particle atRe = 50 and three different ambient
temperatures (1200K, 2000K, 2800K), dp = 200 µm.
tion 3.1.2). As several studies (e.g. compare [172, 59]) argue for an absent flame/single-film
approach at small particle diameters even under combustion conditions in quiescent air, it is
assumed that the real flame behavior is consistent with the results shown in Figure 3.12.
A comparison between the Figures 3.10 and 3.12 indicates that the homogeneous reactions
are weaker pronounced in case of flow. In previous studies [143] it was shown that the in-
crease in the particle Reynolds number promotes the formation of a wake flame. This can be
explained by a low residence time of the gas in the vicinity of the particle in comparison to
the reaction time. Hence the reactants are flushed unreacted away from the particle. This has
two consequences:
• dilution of the reactants
• cooling down of the gas
Both effects lead to a further obstruction of the homogeneous reactions, which leads finally
to a weak and elongated reaction zone.
The distribution of the temperature around the particle surface shows that at low temperatures
the particle surface reacts mainly in the rear part. With an increase of the temperature the het-
erogeneous reaction zone is shifted to the stagnation point. This effect is caused by the shift
from the kinetically controlled regime to the diffusion controlled regime. At T∞ = 1200K
the particle is in the kinetically controlled regime. Hence at the surface enough reactants are
available for the oxidation reaction. However, the low ambient temperature allows just for
a slow reaction. In the rear stagnation point the heat transfer is lower than in the front due
to the larger boundary layer. Therefore the reaction can heat the environment better and the
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reaction is enhanced. Due to this mechanism it is expected that the particle will ignite from
the rear part in case of flame ignition. In case of T∞ = 2000K and 2800K the particle is
already in the diffusion controlled regime. In this case the main reaction takes place at the
front stagnation point, where the boundary layer is the smallest, compare Figure 3.12.
The look inside the particle reveals large temperature gradients. These gradients increase
with the ambient temperature as well as with the Reynolds number and can reach values of
more than one million K/m. Possibly these large temperature gradients can lead to thermal
cracks within the particle.
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Fig. 3.13: Carbon mass fluxes (a) and carbon mass fluxes normalized with Nu/Nudiff (b) for a particle com-
busting in “dry air” for different Reynolds numbers plotted over the ambient temperature, dp = 200 µm.
Figure 3.13 (a) depicts the carbon mass flux m˙′′C in dependence of the ambient temperature
for different Reynolds numbers. All curves show a strong increase of m˙′′C with the ambient
temperature at low T∞ until about T∞ = 1600K and then a flattening of the curves with
increasing T∞. In this context the temperature range with high slopes can be related to the
kinetically controlled regime, while the flattened part is assigned to the diffusion controlled
regime. The transitional regime is detected in the temperature range between T∞ = 1400K
and T∞ = 1600K, which conforms to the temperature range, where the second Damköhler
number of the heterogeneous oxidation reaction approaches 1. The increase in the kinetically
controlled regime is an exponential function of the temperature due to the Arrhenius law. In
the diffusion controlled regime the slope is depending on the increase of β = ShD/l. While
the Sherwood number hardly increases with the temperature, the diffusion coefficient is pur-
suant to the Chapman-Enskog formulation for the diffusion coefficient (Equation (2.45)) a
function of T 3/2. This leads finally to
m˙′′C ∝ T 3/2 (3.9)
for the diffusion controlled regime.
Regarding the influence of the Reynolds number on the carbon conversion Figure 3.13 (a)
shows an increase of m˙′′C due to an increase of Re. In the kinetically controlled regime the
mass transfer and therefore the Reynolds number are not relevant. However, in the diffusion
controlled regime the mass transfer, which is expressed via the mass transfer coefficient,
dominates the system. To evaluate the relation between the Reynolds number and the mass
transfer coefficient, the Sherwood number can be used (compare Equation (3.6)). It is dif-
ficult to obtain the Sherwood numbers for different Reynolds numbers, as the number of
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Sherwood correlations in the literature is low. However, the Sherwood and the Nusselt num-
ber are very similar in case of combustion due to Sc ≈ Pr [174]. Consequently both numbers
can be equated with each other
Nu ≈ Sh. (3.10)
Now β can be expressed via
βi =
NuDi
l
(3.11)
Based on the expression of Ranz and Marshall the association of German engineers (VDI)
developed a improved correlation for the laminar regime [22]:
Nu = 2 + 0.664 ·
√
RePr1/3. (3.12)
With this correlation the ratio between the carbon mass flux of a particle in quiescent atmo-
sphere m˙′′C,diff and a particle under flow conditions m˙
′′
C can be expressed for the diffusion
controlled regime by
m˙′′C
m˙′′C,diff
=
Nu
Nudiff
= 1 + 0.3 ·
√
Re, (3.13)
if the Prandtl number is assumed for air under standard atmosphere (Pr ≈ 0.74). It should
be noted here once again that all Nusselt correlations presented in this work where obtained
under cold flow conditions. Furthermore the assumed Reynolds numbers refer to the ambient
conditions.
The actual Reynolds numbers for the particle will differ from the calculated ones, as the tem-
perature within the boundary layer does not correspond to the ambient temperature. Thus,
Equation (3.13) represents a simplification of the physics. However, it is assumed that the
numbers calculated for combusting particles will behave similar to each other and therefore
the simplification is justified.
By use of a blending function between the kinetic controlled regime and the diffusion con-
trolled regime all regimes can be merged in one expression. For that purpose the rate constant
and the mass transfer rate can be utilized.
m˙′′C =
∑
r
m˙′′C,diff,r
βi + kr(1 + 0.3 ·
√
Re)
βi + kr
(3.14)
As the regime differs for all reactions r in Equation 3.14 the blending has to be done for
each reaction separately. Subsequently the carbon conversion rate has to be summed over all
reactions r.
To illustrate the relation between the carbon mass flux and the Reynolds number Figure 3.13
(b) depicts the carbon mass flux normalized with Equation (3.14). The plot reveals a good
agreement for all ambient temperatures and Reynolds numbers > 0.
In Figure 3.14 (a), Equation (3.13) is plotted over Reynolds range between 0 and 500. The
plot reveals that the ratio increases strongly for low Reynolds numbers and flattens down for
higher ones. In particular the ratio reaches values of about two for Re = 10, about 4 for
Re = 100 and 7.7 for Re = 500.
Due to the behavior of the boundary layer a change of the Reynolds number does not only
lead to change of the average carbon mass flux, but also to its distribution on the particle
surface, which is depicted in Figure 3.14 (b). In the plot the local carbon mass flux m˙′′C,l is
plotted against the non-dimensional rectification length of the particle L∗ = x
L
·100%, where
L is the rectified curve length between forward and backward stagnation point of the particle.
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Fig. 3.14: Ratio of the carbon mass fluxes of a particle in quiescent atmosphere and a particle under flow
conditions plotted over the Reynolds number (a) and local carbon mass flux in dependence of the rectified
curve length L∗ for different Reynolds numbers at T∞ = 2000K (b), dp = 200 µm.
x is the run length on the curve. The curves show that for Re > 0 the highest carbon mass
flux is situated at the front part of the particle. With increasing L∗ the local carbon mass
flux decreases and reaches a minimum at the rear stagnation point. The effect is enhanced
with increasing Re. The phenomenon can be explained by the enhanced mass transfer in the
front stagnation point due to the decrease of the boundary layer thickness. In contrast at the
rear stagnation point the boundary layer is not effectively changed as it lies in the wake of
the particle. The curve for Re = 100 deviates from the other cases. Here the carbon mass
flux also decreases with increasing L∗. However, in the area of the rear stagnation point it
is increasing again. The increase at the rear stagnation point is explainable by a developing
eddy, which is shown in Figure 3.15 (a). This leads to a better transport of O2 to the surface,
compare Figure 3.15 (b).
(a) Vectors and |~u| [m/s] (b) YO2
Fig. 3.15: Velocity vectors and distribution in m/s (a) and YO
2
distribution (b) at the rear stagnation point for
Re = 100 and T∞ = 2000K, dp = 200 µm.
Following the work of Niazmand and Renksizbulut [109], the distribution of the local carbon
mass flux plotted in Figure 3.14 (b) can be described by
m˙′′C,l = m˙
′′
Cω cos(θ), (3.15)
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where θ is the angle between the front stagnation point and the regarded point on the sur-
face measured at the particle center. ω is the amplitude of the carbon mass flux. For the
distribution in Figure 3.14 (b) it can be roughly approximated with
ω = 1− eARe0.5 (3.16)
The coefficient A is dependent on the ambient temperatures and gas composition. The corre-
lation Equation (3.15) is limited to adjacent flows. In case of stall (Re = 100) the correlation
can reflect the m˙′′C,l distribution only in the front part of the particle, as the effect of eddies is
not included.
3.4 Influence of Heterogeneous Kinetics
As it was shown in the kinetics review (Figure 3.1) the kinetics that can be found in the lit-
erature, can differ for several orders of magnitude for all regarded heterogeneous reactions
(R1)–(R3). These differences may have an important impact on the carbon consumption of
a reacting coal particle.
In the literature several numerical studies are available that analyze the impact of different
coals on the carbon mass flux within one publication. Most of them do not focus explicitly
on the comparison of different coal types, but at least include results of two or three different
coals. Chelliah [21] investigated the influence of diameter for carbon particles in stagnant
flow using two different surface kinetics, which included also radicals. Both kinetic sets
were for developed for carbon, whereas one was developed for porous and the other for solid
carbon. The use of the different kinetics led to strong quantitative differences in the carbon
mass flux as well as to a opposed behavior as the diameter was varied. Tirado et al. [172]
compared the single-film and double-film model with a 1-D model and different homoge-
nous kinetics for anthracite and a subbituminous coal at a large range of particle diameters
for a quiescent atmosphere. Comparable results for the carbon mass flux were just shown
for air at T∞ = 1673K. However, the plots revealed that the kinetics of the subbituminous
coal yielded in carbon mass fluxes, which were about one magnitude larger then that for the
anthracite. This is in conclusion with the theory of Smoot and Smith [161] as well as Higman
[60], which stated a decreasing coal reactivity with increasing coal rank.
To investigate the influence of different kinetics under flow conditions, a series of calcula-
tions was conducted for Reynolds numbers of 1 and 10. Thereto the four different kinetics
listed in Table 3.1 were utilized. As the temperature has large impact on the behavior of the
kinetics, the ambient temperature was varied in a range of 1200K-2800K.
The kinetics regulate the rate constant kr. Thus the second Damköhler number will be di-
rectly influenced by the used kinetic system. In turn this will determine, if the system is
kinetically of diffusion controlled. Therefore in a first step the impact of the kinetic system
on the second Damköhler number is analyzed.
Figure 3.16 shows the second Damköhler number over the ambient temperature for the het-
erogeneous oxidation reaction (a) and the Boudouard reaction (b) at Re = 10. The plot
reveals large differences in the second Damköhler number for the different kinetics. While
the kinetics of Libby & Blake, Smoot & Smith and Turns show a diffusion control for the
heterogeneous oxidation reaction already at low temperatures, the kinetics of Hla et al. is
in the kinetically controlled regime for almost the whole regarded temperature range. In
case of the Boudouard reaction the kinetics of Libby & Blake as well as Hla are constantly
kinetically controlled, while the kinetics of Smoot & Smith and Turns reach the diffusion
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Fig. 3.16: Second Damköhler numbers for different heterogeneous kinetic sets from the literature in depen-
dence of the surface temperature in case of the heterogeneous oxidation reaction (a) and the Boudouard reaction
(b) for a Reynolds number of 10, dp = 200 µm.
controlled regime at T∞ = 1600K and T∞ = 2300K, respectively. It is interesting that the
second Damköhler numbers of Turns and Libby & Blake differ in case of the heterogeneous
oxidation reaction as both sets use identical kinetics for this reaction. The explanation of
this phenomenon can be found in the plot for the Boudouard reaction, which shows that the
kinetics of both sets differ strongly for this reaction. Although the Boudouard reaction does
not play a significant role for the carbon conversion at the regarded parameter range, it leads
to differences in the surface temperature of 50−100K between both sets. This results finally
in differences of the second Damköhler number.
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Fig. 3.17: Carbon mass fluxes predicted for different surface kinetics in dependence of the ambient tempera-
ture for a Reynolds number of 1 (a) and 10 (b), dp = 200 µm.
The behavior regarding the second Damköhler number is also reflected in the carbon con-
sumption rate, which is plotted for a Reynolds number of 1 and 10 in Figure 3.17. The
kinetic sets of Libby & Blake, Smoot & Smith and Turns, which are mainly diffusion con-
trolled for the heterogeneous oxidation reaction, show similar or equivalent (Libby & Blake
and Turns) curves for the carbon mass flux for both regarded Reynolds numbers. The curve
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of Hla et al., whose set is mostly kinetically controlled, shows a deviant behavior. In this
case the carbon mass flux is far lower for almost the whole temperature range. Only at very
high temperatures the curve converges with the curves of the other kinetics. In conclusion
the used heterogeneous kinetic setup can have a large influence on the carbon conversion.
Of final interest in this regard is, at which point the system will shift from kinetic control to
diffusion control. For a mainly kinetically controlled system the carbon conversion is domi-
nated mainly by the used kinetics, while for the diffusion controlled system the kinetics is of
minor interest.
3.5 Influence of Atmosphere
In the previous sections the distinct parameter analyzes were conducted under a “dry air”
atmosphere. This allowed for better comparability with works of other authors. However,
the gas composition at the flame zone of a gasifier differs strongly from air. In fact the gas
consists of several main components, which are O2, CO, CO2, H2O, and different more
complex molecules as well as radicals and H2 that all exist only at low mass fractions. The
composition differs sterically within the flame. For the Siemens like 200MW gasifier [135]
introduced in Section 2.2 a rough parameter range of the main species within the flame could
be derived from the CFD data. The parameter range is listed in Table 3.8. The determination
Species YO2 YCO YCO2 YH2O T∞ [K]
min. 0.01 0.12 0.13 0.12 1300
max. 0.30 0.65 0.35 0.25 2500
avg. 0.06 0.38 0.22 0.2 2050
Tab. 3.8: Mass fraction range of the main gas components and ambient temperature in the char combustion
zone of the Siemens like 200MW gasifier, which was introduced in Section 2.2.
of an exact range and average values is not possible, as it is difficult to define a clear bound-
ary of the char combustion zone.
Also the majority of studies to carbon conversion used “dry air” as gaseous medium, an
increasing number of publications covers the topic of non air atmospheres at ambient pres-
sures. Especially in the field of oxyfuel combustion numerous works were published in the
recent years. For instance Sundaresan and Amundson [166] investigated the influence of
water vapor on differently sized carbon particles by use of an analytical model. They con-
cluded that in case of small particles (dp < 100 µm) the influence of vapor on the carbon
conversion is negligible, while for large particles a significant enhancement is detectable.
Kestel et al. [72] published a study for 2mm particles in “dry air” and steam atmospheres
(10−5 ≤ YH2O,∞ ≤ 0.5) under flow conditions (0 ≤ Re ≤ 50). They found that the carbon
conversion is increasing with the H2O content, whereas for YH2O,∞ ≤ 10−2 the change in
the carbon conversion due to the variation of YH2O is negligible. Furthermore an increase in
YH2O led to a split of the flame zone into a CO2 and a temperature flame sheet at ambient
temperatures above 2500K. Richter et al. [130] conducted CFD calculations for moving
200 µm particles in an O2/CO2 environment. With their calculations they could show that
an increase of the oxygen concentration from 0.12 to 0.36 leads to an increase of the particle
surface temperature by 3-15 % and an increase of the carbon mass flux of 26-60 %. Recently
Tirado and Jiménez [170] investigated 120 µm and 600 µm subbituminous char particles in
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quiescent flow for 24 % O2 in CO2 and N2 with varying H2O content. Thereto a detailed
mechanism was used in the gas phase. Among other findings they concluded that for the ab-
sence of vapor, the homogenous chemistry is frozen, as H2O supports the CO combustion,
compare Equation (R4) on page 40. Above 3 % a further increase of the H2O concentration
did not lead to a noticeable change in the homogeneous chemistry. Further they showed that
an air atmosphere leads to a more intense flame then the O2/CO2 atmosphere. Besides all
these works, no publications could be found, who cover the conditions in an entrained flow
gasifier (e.g. Re > 0, small dp, gas composition similar to that shown in Table 3.8).
Motivated by this fact a series of numerical calculations was conducted, were the ambient
O2, CO2 andH2Omass fraction as well as the temperature were varied. The Table 3.8 shows
that there is a high amount of carbon monoxide in the gas mixture at the carbon combustion
zone of the gasifier. However, preliminary studies have revealed that the inclusion of both
CO and O2 led to strong reactions at the inlet of the numerical domain. The consequences
were numerical problems as well as a oxygen free atmosphere in the ambiance of the parti-
cle. For this reason an analysis of the influence of carbon monoxide content in the ambient
gas on the carbon conversion was omitted in the study.
The parameter range for the varied species and the temperature is shown in Table 3.9. As the
gas composition did not reach in any case a mass fraction of one, N2 was added to the gas
mixture to close the species balance. In total three different ambient temperatures, four dif-
ferent CO2 andO2 ambient mass fractions and six H2O ambient mass fractions were consid-
ered in the study. This resulted in 288 calculations. The particle diameter was dp = 200 µm
for the whole study and the pressure refers to ambient pressure.
The second Damköhler number is just insignificantly changed due to the variation ofD and
Species O2 CO2 H2O T∞
min. Yi,∞ 0.01 0 0 1500K
max. Yi,∞ 0.3 0.3 0.3 2500K
Tab. 3.9: Parameter Range that was used in the study about the gas composition.
λ in comparison to the results shown in Section 3.3. Therefore a further discussion of DaII
is omitted.
Regarding the temperature distribution an increase ofO2 andCO2 influences the surface tem-
perature due to an increase of the heterogeneous oxidation reaction and Boudouard reaction,
respectively. However, the gas phase is hardly affected. The formation of a homogeneous
flame zone could not be observed in any case. Generally said the distribution corresponds to
that, which is shown for a “dry air” atmosphere in Figure 3.12. For this reason it shall not be
shown here. In contrast an elevated vapor content inside the gas leads to the development of a
flame, which is depicted in Figure 3.18. Here the temperature distribution is shown for three
different water contents and ambient temperatures. The O2 content is similar to that of “dry
air” (YO2,∞ = 0.20). For a water content of YH2O,∞ = 0.01, which is ten times higher than
that used for the “dry air” calculations, the temperature distribution is still comparable to that
of “dry air”, compare Figure 3.12). For elevated water contents of 0.1 and 0.3, a flame zone
is developing already at low ambient temperatures on the rear part of the particle surface,
as H2O supports the CO combustion, compare Equation (R4) on page 40. In addition the
exothermic reaction CO + H2O −→ CO2 + H2, compare Equation (R5) on page 40, leads
to a further conversion of carbon monoxide to carbon dioxide and thus, to a flame formation.
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Fig. 3.18: Temperature distribution for Re = 10 at different ambient temperatures and vapor contents of
YH
2
O,∞ = 0.01 (upper row), YH
2
O,∞ = 0.10 (middle row) and YH
2
O,∞ = 0.30 (bottom row) as well as
YO
2
,∞ = 0.20 and YCO
2
,∞ = 0, dp = 200 µm.
With increasing ambient temperature, the flame separates from the particle and moves to the
wake of the particle. In this regard, a change of the water mass fraction in the range of 0.1-0.3
does not lead to a change of the flame-shape, -temperature or -extension. This corresponds
to the findings of Tirado and Jiménez [170] regarding the impact of the H2O content on the
homogeneous reactions. Furthermore with increasing ambient temperatures the difference
in the surface temperature between the front and rear stagnation point increases, also a flame
sheet is present in the wake of the particle. This can be explained by the increase of the
endothermic gasification reaction R3, which consumes the heat at the particle rear.
In Figure 3.19 the difference between surface temperature and ambient temperature ∆T is
shown for different ambient temperatures and gas compositions. In detail Figure 3.19 (a)
shows the variation of the CO2 mass fraction, while the O2 and H2O content are set to sim-
ilar values then appearing for “dry air”. For an increase of YCO2,∞ the surface temperature
decreases linearly for elevated ambient temperatures, which is obvious as the endothermic
Boudouard reaction is favored by a higher CO2 concentration. For T∞ = 1500K the ambi-
ent temperature is slightly linearly increasing. Here the endothermic reactions are still too
slow, to influence the heat balance, while an increased CO2 content leads to slight decrease
of the heat transfer coefficient α. For all temperatures the change in the surface temperature
does not exceed 25K. Therefore the influence of CO2 on Ts might be negligible.
For an increase of O2 in the gas, Ts strongly increases. For YO2,∞ = 0.3 ∆T reaches values
of 550K. This is depicted in Figure 3.19 (b), where Ts is plotted over YO2,∞. CO2 is set to
zero, while the content of YH2O,∞ corresponds to “dry air”. For T∞ = 2000K and 2500K
the increase in Ts is linearly, while for T∞ = 1500K, a non linear behavior can be observed.
The influence of H2O on the surface temperature is shown in Figure 3.19 (c) at YO2,∞ = 0.2
and YCO2,∞ = 0. For all temperatures∆T is decreasing with increasing vapor concentration.
A combined increase of H2O, O2 and CO2 is plotted in Figure 3.19 (d). The plot reveals that
is ∆T is dominated by the O2 mass fractions.
To evaluate the influence of the ambient species mass fraction on the carbon mass flux, a
species balance is set on the surface. In case that the particle is not surrounded by a complete
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Fig. 3.19: Differences between surface and ambient temperature at Re = 10 for various gas atmospheres and
ambient temperatures: Varying YCO
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,∞ = 0,
YH
2
O,∞ = 0.001 (b); Varying YH
2
O,∞ at YCO
2
,∞ = 0, YO
2
,∞ = 0.2 (c); Simultaneous variation of YCO
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,∞,
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2
,∞ and YH
2
O,∞ with a proportion 1:1:1 (d). In sub figure (d) the lowest used mass fraction is YH
2
O,∞ =
0.001, YO
2
,∞ = 0.01, YCO
2
,∞ = 0. dp = 200 µm.
flame sheet, the surface balance of a single species is
βi(Ci,∞ − Ci,s) = krCη
′
r
i,s . (3.17)
In case that the reaction order is unity, the Equation (3.17) can be rearranged and the surface
species concentration can be calculated by means of the second Damköhler number from the
ambient species concentration Ci,∞
Ci,s =
Ci,∞
1 + DaII
. (3.18)
The concentration Ci,s and thereby the specific reaction rate at the surface is linearly depen-
dent on Ci,∞ for a constant second Damköhler number. Hence it is assumed that the carbon
mass flux will show also a linear behavior in dependence of the ambient mass fraction Yi at
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Fig. 3.20: Comparison of the carbon mass flux at Re = 10 for varying gas atmospheres and temperatures:
Varying YCO
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with a proportion 1:1:1 (d). In sub figure (d) for the lowest used concentration the mass fractions of O2, CO2
and H2O are not equal. Instead the mixture accords to YH2O,∞ = 0.001, YO2,∞ = 0.01, YCO2,∞ = 0.
dp = 200 µm.
least in case of diffusion control. The influence of the gas mixture on the carbon mass flux
is depicted in Figure 3.20. Once again the influence of YCO2,∞ (a), YO2,∞ (b) and YH2O,∞
(c) is regarded separately as well as for a combination of them (d). As predicted the curves
show generally an increasing linear behavior with an increase of the distinct species. An
exception is the T∞ = 1500K curve for varying H2O, which shows a slight decrease, and
the T∞ = 1500K curve for O2, which is non-linear. The influence of CO2 and H2O on m˙
′′
C
is modest with an increase over the regarded range of about 16 % and 35 %, respectively. In
contrast, the change of m˙′′C due toO2 amounts to factor 27. For all species, an increase in the
ambient temperature increases the slope of the curves.
The combined increase of the species (Figure 3.20 (d)), reflects the behavior of the system
on the change of the single species (Figure 3.20 (a), (b), (c)). As for∆T , the influence of the
dominating species O2 is clearly visibly, especially for T∞ = 1500K. The increase of the
T∞ = 2500K curve amounts to factor 36.
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In conclusion an increase of O2 and CO2 leads generally to a linear increase of the carbon
conversion rate, which can be explained by Equation (3.18). The influence of both species
on the homogeneous reaction system is low and did not lead to the formation of a flame in
the regarded parameter range. An increase of H2O leads to the formation of a flame in the
rear part of the particle. In this regard the change of the mass fraction in the range between
0.1-0.3 did not lead to change of the flame size and shape. For low ambient temperatures an
increase of the water content leads to a decrease of the carbon mass flux, while for higher
ambient temperatures an increase could be observed.
3.6 Influence of Operating Pressure
Modern entrained flow gasifiers operate with a pressure between 30 bar and 70 bar. How-
ever, even recent publications that can be found in the literature regarding the numerical
treatment of reacting char particles, do not consider this fact. Instead the standard state pres-
sure of 1 bar is used, as it was done also in the preceding sections [194, 61, 121]. Only few
publications could be found, where the influence of pressure was discussed. For example
Stauch [164] carried out numerical simulations for a 100 µm particle combusting in air. In
his simulation the operating pressure was varied in a range between 0.5 bar and 25 bar for
ambient temperatures of 1200K and 1600K. He found that surface temperature and com-
bustion rate increase just insignificantly and explained this fact with the appearance of a
diffusion controlled regime. However, Stauch’s calculations did not include the effect of
flow. This was generally the case in all other publications that could be found in the liter-
ature to this topic. As it was shown in the previous sections, taking into account moving
particle-gas interaction can shift the system behavior significantly.
Therefore the influence of pressure is analyzed under flow conditions. Hereto the operating
pressure was varied between 1 - 60 bar for a Reynolds number of 10 and three different tem-
peratures (1500K, 2000K, 2500K). To study the influence of Re under pressure conditions
occuring in an entrained flow gasifier, three Reynolds numbers (1, 10 , 100) were investi-
gated at a pressure of 30 bar for a temperature range between 1200 − 2800K. The other
parameters correspond to the general combustion set up used in Section 3.3. This includes
also the low pressure kinetics that were tabulated in the Tables 3.1 and 3.2. The use of this
kinetic set is not fully correct, as low pressure kinetics overestimate the influence of pressure.
However, the use of the kinetic set allows for a comparison with the results of the previous
and subsequent sections. Furthermore the use of low pressure kinetics at elevated pressures
is widely used within the coal combustion and gasification community.
To estimate, which influence the pressure has on the combustion regimes, the second Damköh-
ler number (Equation (3.8)) is plotted over the operating pressure for the heterogeneous oxi-
dation and the Boudouard reaction at Re = 10 and 2000K (Figure 3.21 (a)). The plots show
that the second Damköhler number increases linearly with the pressure. This effect can be
explained as follows: If it is assumed that the reaction order of the heterogeneous reactions
equals to one, the rate constant is not influenced by the pressure. Whereas the mass transfer
coefficient can be expressed by the Sherwood number
β =
ShD
dp
, where Sh = f(Re, Sc). (3.19)
If Re is held constant, the Sherwood number is not affected by the pressure as Sc 6= f(pop).
However, the Chapman-Enskog formulation for the binary diffusion coefficient (Equation
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Fig. 3.21: The second Damköhler number normalized with DaII for 1 bar in dependence of the operating
pressure for the heterogeneous oxidation reaction and the Boudouard reaction (a) and surface temperature (b)
at Re = 10 and 2000K, dp = 200 µm.
(2.45)) shows that D is inversely proportional to the pressure. This leads to
DaII ∝ pop. (3.20)
In this regard it has to be noticed that in reality the dependency between D and P differs
from that, which is stated by the Chapman-Enskog formulation, compare also Section 2.6.
Instead the Damköhler number will increase weaker than predicted.
It can be seen from the plot that the second Damköhler numbers increase stronger than stated
by Equation (3.20). Furthermore the dependence is not fully linear. Instead the second
Damköhler curves increase slightly stronger until pop = 20 bar and then flatten down. This
can be explained with the development of the surface temperature, which is plotted in Figure
3.21 (b). The increase in the pressure leads to an increase of the surface temperature for
lower pressures, which leads in a peak at pop = 20 bar and then in a slow decrease. The
increase in the surface temperature leads to an increase of kr and finally of DaII.
In Figure 3.22 the temperature distributions as well as the CO2 mass fractions are plotted
for different operating pressures at Re = 10 and T∞ = 2000K. The distributions show that
the increase in the pressure promotes the formation of a flame around the particle. In detail
the maximum temperatures in the flow field as well as the CO2 mass fractions increase with
the pressure. Furthermore the homogeneous reaction zone moves from the wake towards the
particle due to the pressure increase. The reasons for these phenomena are:
• An increase of the homogeneous reaction rates due to an increase of the partial pressure
• A linear decrease of the ambient velocity with increasing pressure for constant Reynolds
numbers.
Both effects increase the ratio between reaction velocity and the velocity of the convective
mass transfer. In principle this ratio can be described by the first order Damköhler number
[122]
DaI,r =
krC
η′r l
u
. (3.21)
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Fig. 3.22: Temperature and YCO
2
distribution for a combusting particle at Re = 10, T∞ = 2000K and four
different operating pressures, dp = 200 µm.
In this regard the characteristic length l would correspond to the path length of the gas in the
wake of the particle. For simple cases as plug flow reactors DaI can provide a rough esti-
mation of the reaction for a specific run length. However, in case of a combusting particle it
is difficult to implement the first order Damköhler number, as the input parameters like flow
velocity, temperature and concentration form a hardly describable two or three dimensional
field. Furthermore the run length is not necessary linear in downstream direction but con-
forms to the stream traces of the flow, which can also show in upstream direction in case of
eddies.
In connection with the flame behavior it should be noted once again that the used semi-global
mechanism tends to be to fast. Furthermore both the homogeneous and the heterogeneous
kinetics designed for lower pressures than that, which are regarded here. Therefore it is prob-
able that in reality the occuring flame is weaker than postulated by the numerical model.
To illustrate the effect of pressure on the carbon conversion under flow conditions, in Figure
3.23 (a) the carbon conversion normalized with the carbon conversion at standard state pres-
sure is plotted over the operating pressure for a Reynolds number of 10 and three different
temperatures. For all temperatures the the carbon mass flux shows a similar behavior. For
low pressures the carbon conversion strongly increases with increasing pressure until a local
3.6 Influence of Operating Pressure 69
0 10 20 30 40 50 60
P [bar]
0.95
1
1.05
1.1
1.15
1.2
1.25
m.
 
C’
’
/m
.
 
C,
P=
1b
ar
’
’
 
 
 
 
 
 
 
 
 
[-]
T
∞
=1500 Κ
T
∞
=2000 Κ
T
∞
=2500Κ
0 10 20 30 40 50 60
P [bar]
0
0.05
0.1
0.15
0.2
0.25
m.
 
C’
’
 
[k
g m
-
2 s
-
1 ]
C+O2
C+CO2
Total
(a) (b)
Fig. 3.23: Carbon mass fluxes normalized with the carbon mass flux at one bar (a) and contributions to the
carbon mass flux by the heterogeneous oxidation reactions and the Boudouard reaction at T∞ = 2000K,
Re = 10 (b) for a particle combusting in “dry air” plotted over the operating pressure, dp = 200 µm.
maximum is reached. For the T∞ = 2000K curve the increase in the carbon conversion
with the pressure is about 18% percent compared with the atmospheric pressure case. This
increase is in agreement with the increase that can be observed for the calculations made by
Stauch [163] for T∞ = 1600K and Re = 0. An increase of the ambient temperature leads
to a decrease of m˙′′C/m˙
′′
C,1 bar at the local maximum. Furthermore the maximum is shifted to
lower operating pressures. An further increase of the operating pressure leads to a decrease
of m˙′′C/m˙
′′
C,1 bar up to a local minimum and then again to an increase. This increase is less
pronounced then the increase at low pressures.
In contrast to the observations in this work, the curves shown by Stauch [163] show neither
a local maximum nor a minimum. Instead his curves increase strongly at low pressures but
stay nearly constant for higher pressures. It is assumed that the non-monotonic behavior,
which is regarded in this work is associated with the formation of the flame around the parti-
cle. Other works reported that the formation of flame leads to an abrupt decrease in the coal
conversion rate, compare e.g. [96]. This is caused by starting concurrence of the heteroge-
neous oxidation reaction with the homogenous flame for the oxygen. In the current case the
wake flame forms in a pressure range between 2-5 bar, which accords to the pressure range,
at which the decrease in the carbon mass flux starts. For higher pressures the Boudouard
reaction gains influence due to the increase of the carbon dioxide partial pressure caused by
the developing flame sheet and the increasing operating pressure. The additional carbon con-
version caused by the Boudouard reaction leads finally to the further increase of the overall
carbon conversion at higher pressures. This effect is depicted in Figure 3.23 (b). Here the
carbon conversion caused by the heterogeneous oxidation reaction as well as the Boudouard
reaction and the total conversion rate are plotted over the operating pressure.
The effects, which led to the behavior of the carbon mass flux in case of Stauch’s calculations
are not clear, as he did not provide any information about the flame behavior. However, it is
expected that in his case the the flame is already developed for the standard pressure due to
the absence of flow.
To illustrate the impact of the Reynolds number and the ambient temperature on the carbon
conversion at elevated operating pressures, m˙′′C is plotted over Ts for Re = 1, 10, 100 at an
operating pressure of 30 bar, see Figure 3.24. This pressure corresponds to the pressure used
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Fig. 3.24: Carbon mass flux plotted over the ambient temperature for a particle combusting at 30 bar and
varying Reynolds numbers.
in the Siemens like 200MW gasifier. The curves show an almost linear dependency on the
ambient temperature. This means that the system is completely diffusion controlled for the
whole regarded ambient temperature range. Subsequently the carbon mass flux follows the
mechanisms, which were described in Section 3.3. Although at first sight the influence of the
pressure on the carbon conversion looks astonishing, the CFD results show that in summary
the impact of pressure on the carbon conversion is negligible. However, the development of
a flame leads to a fundamental change in the systematic of the processes due to a shift from
kinetic to diffusion control.
3.7 Influence of Particle Diameter
According to Higman [60], in an entrained flow gasifier the particle diameters of the used
feed stock can deviate for two orders of magnitude. Furthermore the particle diameter is
reduced continuously during its evolution inside the reactor, if the reaction system is surface
diffusion controlled. Thereto an analysis of the impact of the particle diameter on the tem-
perature and species field in the vicinity of the particle is necessary.
In several previous works the influence of the particle diameter was investigated numerically
for particles in quiescent atmosphere. In some of these works the diameter change resulted
from unsteady calculation and was not investigated explicitly, e.g. see [81]. Others used
steady state [172, 103, 21] or combined steady-state and unsteady calculations [164]. In most
cases only one or two plots regarding the influence of the particle diameter were shown (e.g.
only Ts in dependence of dp), which makes a global analysis difficult. The most complete
work to the topic is from Chelliah [21], who analyzed the influence of the particle diameter
in a range between 9−2000 µm for a porous and a non-porous particle at two different atmo-
spheres and temperatures (air at T∞ = 1400K;XO2 = 0.12,XH2O = 0.16 at T∞ = 1650K).
He found that the carbon mass flux and the surface temperatures decrease with a decrease of
the particle size for the non-porous particle in air. In case of the porous particle the carbon
consumption as well as the surface temperature increased monotonic with a decrease of dp.
Although the study gives an inside in the general behavior caused by diameter changes, no
physical relations are given in the work. Furthermore the study is limited to low temperatures
and quiescent atmosphere. To study the physics more in detail and extend the physical range
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to flow conditions and higher temperatures a study was done covering a particle diameter
range of 50 µm− 2000 µm. The use of smaller diameters than 50 µm was omitted due to the
limit of validity of the continuum approach, see Section 2.1. The particle diameter range was
calculated for three different ambient temperatures (T∞ = 1500K, 2000K, 2500K) and two
Reynolds numbers (Re = 1, 10).
To analyze the influence of the particle diameter on the regime of the system, once again the
definition of the second Damköhler number (Equation (3.8)) is used. The rate constant is not
affected by the diameter, whereas the mass transfer coefficient is inversely proportional to it
for fixed Sherwood-/Nusselt numbers, compare Equation (3.11). Thus, the second Damköh-
ler number should be proportional to the particle diameter. The distribution of the second
Damköhler number is plotted in Figure 3.25 (a) in dependence of the particle diameter for
the heterogeneous oxidation reaction at an ambient temperature of 2000K.
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Fig. 3.25: Second Damköhler number at T∞ = 2000K for the heterogeneous oxidation reaction (a) and
∆T = Ts − T∞ for three different T∞ (b) in dependence of the particle diameter at Re = 10
The plot mainly confirms the theory. The trends are linear for larger particle diameters
and show a nonlinear behavior for particle diameters below 200 µm. The non-linearity can
be explained by Figure 3.25 (b), which shows the temperature difference between surface
temperature and ambient temperature ∆T in dependence of the particle diameter for three
different ambient temperatures. The plot reveals that the particle temperature strongly in-
creases with a decrease of the diameter. For small particles this leads to strongly enhanced
rate constants in comparison to large particles. Therefore the increase of DaII with the diam-
eter is disproportionately high at small diameters. With an increasing diameter the surface
temperature decreases and thus, the curve for DaII flattens down.
Although the decrease in the particle diameter leads to a shift towards lower second Damköh-
ler numbers, all calculations in the regarded range of temperatures and particle diameters
were diffusion or mixed controlled regarding the heterogeneous oxidation reaction. For
example the lowest second Damköhler numbers, which occurred for T∞ = 1500K and
dp = 50 µm, were still in the range of 1.5. However, micrometer sized particles are assumed
to be kinetically controlled also for medium ambient temperatures as 2000K.
Figure 3.26 shows the temperature and YCO2 distribution around the particle for four different
particle diameters. The plots show clearly that similar to an increase of the pressure also an
increase of the diameter favors the formation of a homogeneous flame around the particle. In
case of a fixed Reynolds number two different reasons can be identified in connection of the
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Fig. 3.26: Temperature and YCO
2
distribution for combusting particles at Re = 1, T∞ = 2000K and four
different diameters.
flame sheet formation. First the increase of the particle diameter leads to a decrease of the
velocity of the ambient gas at constant Reynolds numbers, which leads to higher first order
Damköhler numbers, compare Equation (3.21). Second the increase of the particle diameter
leads to a decrease of the mass transfer coefficient. Both effects lead to a longer residence
time of reactive gases in the vicinity of the particle, which favors the reaction. As already
mentioned in Section 3.6 the effect of flame formation could be less pronounced in reality as
the used homogenous reaction kinetics tend to be to fast.
As the system is mainly diffusion controlled for the whole parameter range the carbon con-
version rate should be mainly governed by the mass transfer coefficient and therefore inverse
proportional to the particle diameter. To proof the assumption in Figure 3.27 the inverse of
the carbon mass is plotted over the particle diameter for the three regarded temperatures and
a Reynolds number of 10.
One can see that a linear behavior exists for all temperatures. For larger particle diameters
(> 500 µm) the relation between diameter and carbon mass flux becomes slightly non-linear.
This can be explained by the formation of the flame as already discussed in Section 3.6. The
development of the carbon mass flux is in contrast to the findings made by Chelliah for the
non-porous particle while using a similar setup as used in this work (non-porous particle,
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Fig. 3.27: Carbon conversion rates in dependence of the particle diameter for three different ambient temper-
atures at Re = 10
surface radiation). His results show that m˙′′C grows with an increase of the particle diame-
ter. It is assumed that for Chelliah’s calculations the regime is kinetically controlled due to
slow reactions and low ambient temperatures. Under such conditions the temperatures and
therefore the reaction rate are enhanced, if the heat transfer is decreased, see also Section
3.3.
3.8 The influence of Particle Shape
This section is partially based on [110], Chapter 8.
In practice, coal/biomass particles are irregular in shape [138, 54], compare also Figure
2.1. Due to its significance several experimental and numerical studies were recently pub-
lished in the literature, which discover the impact of the particle shape on the carbon burnout
and temperature distribution on the particle surface. In particular, Sampath et al. [138]
showed experimentally that the particle shape and density have significant effect on the tem-
perature histories of coal particles. They confirmed that the assumption of a spherical shape
results in underestimation of the particle surface area. For example if a particle has the shape
of a parallelepiped, chip or ellipsoid of equal volume, than its surface area is larger than that
of a sphere of equal volume [138].
Recent works are mainly focused on biomass particles1, as there the impact of sphericity
is more significant than on coal/char particles. In particular, Lu et al. [91] carried out ex-
perimental and theoretical investigations of the impact of biomass particle shape and size
on the particle drying, heating and reaction rate. Spherical, cylindrical and chip like wood
particles were investigated. It was shown that the assumption of spherical or isothermal con-
ditions for chemically reacting particles leads to large errors at most biomass particle sizes
of practical interest. The results by Lu et al. [91] revealed that non spherical particles larger
than 200 − 300 µm can hardly reproduce correct conversion times using a spherical model
approach. E.g. for larger mm-sized particles the conversion time of the sphere was up to 2.7
times higher than for the cylinder/plate. In most of the works 0-D or 1-D models were used
to simulate the particle-gas interaction. For instance, Peters et al. [115] developed a tran-
1biomass particles commonly have more irregular shapes and larger sizes than pulverized coal [91]
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sient 1-D model for heating up, drying and pyrolysis, which took into account shape specific
heat and mass transfer coefficients for modeling the particle-gas interaction. The compar-
ison of the 1-D model results with experimental studies on large size (4 − 12mm) wood
particles showed good agreement. However, 1-D based models are not capable to resolve
the structure of the fluid flow surrounding the particle, and thus they do not reflect correctly
the interfacial heat and mass transfer during the particle oxidation. Recently, Yang et al.
[192] presented a CFD-based two-dimensional model for a cylindrical particle of biomass
surrounded by a passing gas stream. The flow boundary layer was modeled using a CFD
code to explore the structure of the fluid flow surrounding the particle. The particle size was
in the range from 10 µm to 20mm. Different sub-processes such as moisture evaporation,
devolatilization, tar cracking, gas-phase reactions, and char gasification were examined. The
authors were analyzing single cylindrical biomass particles with a 2-D axis-symmetric ap-
proach including transient particle shrinking as well as fluid flow at all stages of conversion
(evaporation, devolatilization and char burnout). The results revealed that for particles larger
than 150− 200 µm thermal gradients inside the particles play a significant role.
Other authors have modeled whole burners using Euler-Lagrangian particle tracking with
modified 0-D sub-models for non spherical biomass particles. Recently Gubba et al. [54]
simulated a combustion test facility using a 1-D approach for modeling the radial thermal
gradients inside differently-shaped biomass particles. The analysis of the simulations showed
that while using the 1-D model, the flame shape of the coal/biomass co-firing burner was
in excellent agreement with the experimental results. However, calculations made with a
0-D model that uses spherical particle assumption, showed large disagreement regarding the
flame shape.
In 2002 Gera et al. [46] modeled an utility boiler fired with cylindrical switchgrass particles
using 0-D models. The particle-fluid interaction was modeled using a heat transfer coeffi-
cient and a diffusion rate coefficient. The sphericity of the particles was taken into account
for the mass transport using a Sherwood-number-based enhancement factor that was intro-
duced by Grow [53]. The simulations for the mm-sized particles revealed that the aspect ratio
of the particles plays a major role on the consumption time of the particles.
The mentioned studies clearly demonstrated that the particle shape has to be considered when
dealing with non-spherical carbonaceous reacting particles. So far, the revised studies have
shown that accounting the impact of particle shape on the burnout history and particle tem-
perature is a critical issue in understanding the coal combustion and gasification. However,
most of the studies were just focused on two or three different shapes, which are especially
important for biomass applications, while coal is randomly shaped. Furthermore all of them
except the study of Yang et al. were using 0-D or 1-D models, which were not taking into
account the surrounding fluid flow. There is only a few papers in the literature, which resolve
the particle fluid interaction directly. For this reason the influence of the particle shape shall
be illustrated by means of three different geometries, which are compared with a spherical
particle.
As sample geometries an ellipsoidal, a cylindrical and a spherical particle with surface en-
largements where chosen. The ellipsoidal form was selected, as it resembles the drop like
shape, which develops during combustion and gasification due to the relative speed of the
particles, compare the local carbon mass flux shown in Figure 3.14 (b). The flat cylindrical
particle represents an chip like biomass particle. Finally the particle with the surface en-
largements depicts an particle with surface roughness. In the following that shape is called
sponge. All regarded shapes have in common that they are axis-symmetric. Furthermore
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sphere ellipsoid chip sponge
Fig. 3.28: The different regarded particle shapes
their volume is equal to the sphere, which makes it easier to compare the behavior of the
boundaries. Figure 3.28 gives an impression of the regarded shapes and Table 3.10 lists up
some important geometrical features of the different particles.
Parameter sphere ellipsoid chip sponge
D/dsphere 1 1.59 2.37 1.03
H/dsphere 1 0.79 0.12 0.52
A/Asphere 1 1.08 3.09 1.41
Cell Volumes 27750 21410 84372 44630
Tab. 3.10: Important geometric parameters for the particular shapes
Here D is the expansion in direction of the rotational axis of the particles, while H denotes
the maximum expansion in radial direction. A is the surface area of the particles. It should
be noticed that the sizes of the non-spherical geometries, shown in Figure 3.28, were scaled
down to that of the sphere for better visualization. The real size of the non-spherical particles
is larger than shown in the figure.
For all shapes a grid study was conducted, to make the solution independent from the grid.
sphere ellipsoid chip sponge
Fig. 3.29: Detailed views of the grids that were used for the calculations
The grids, which were finally used, are shown in Figure 3.29. They consist of between 21000
(ellipsoid) and 92000 (chip) control volumes. In case of the chip it was not possible to get a
grid independence at the edges, as these spots imply numerically a singularity 2. Therefore
the region around the edges was not regarded on the grid independence study.
2If the cell volumes would be infinitely small, the regarded values would tend to infinity at the edges
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For all particles two different Reynolds numbers (1, 10) where calculated for an ambient
temperature range of 1200 − 2800K. The remaining parameters and settings accord to the
setup used in Section 3.3.
Figure 3.30 shows the temperature distribution of different particle shapes at different tem-
peratures. The plot illustrates that at low temperatures (kinetic control) the temperature is
(a) (b) (c)
Fig. 3.30: Temperature distribution for sphere (a), chip (b) and sponge (c) at Re = 10 for T∞ = 1200K
(upper row), T∞ = 2000K (middle row) and T∞ = 2800K (bottom row).
widely homogeneous within the particles for all regarded shapes. The maximum temperature
is in the shadow of the flow, where the heat transfer is the smallest. In case of the chip the
shadow zone is in the center part of the particle. In case of the ellipsoid and the sponge it
is at the rear stagnation point. This behavior was already regarded for the sphere. At higher
ambient temperatures (diffusion control) the maximum temperature relocates to the zones
with the highest mass transfer, which is the outer edge of the chip as well as the front stag-
nation point of the ellipsoid. For the sponge the highest temperatures occur at the exposed
parts of the front stagnation point. In case of diffusion control the temperature distribution
is more distinct between the different areas of the particle than in case of the kinetic control.
However, in overall the temperature gradients within the non-spherical particles have a sim-
ilar magnitude to that of the sphere.
The behavior of the temperature at the diffusion controlled regime is also reflected by the lo-
cal carbon mass flux m˙′′C,l, which is plotted in Figure 3.31 (a) in normalized form (m˙
′′
C,l/m˙
′′
C)
against the non-dimensional rectification length of the particle for Ts = 2000K andRe = 10.
The non-dimensional rectification length L∗ is the ratio between the rectified curve length L
between forward and backward stagnation point of the particle and the run length x on the
curve in percent (L∗ = x/L · 100%). The plot shows that for all shapes the carbon mass flux
is decreasing with L∗, which could be already noticed for the sphere, compare Figure 3.14
(b). However, especially in case of the chip and the sponge this behavior is superimposed
by strong local deviations in the mass flux. In this regard the local maxima correspond to
exposed areas as edges, while the local minima refer to covered areas. In Figure 3.31 (b)
the effect of the Reynolds number on the local carbon flux is elucidated. Its striking that the
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Fig. 3.31: Local carbon mass flux over the non-dimensional rectification length L∗ for different non-spherical
particles at Re = 10 and T∞ = 2000K (a) and for the sponge shape at T∞ = 2000K and two different
Reynolds numbers (b).
local maxima strongly increase in the front part of the particle and decrease in the rear part
with an increasing Reynolds number, while the local minima are almost unchanged. This
can be explained by an example that is depicted in Figure 3.32.
Fig. 3.32: Boundary behavior at a rough surface. The figure was taken from [110].
The example shows a schematic sketch of a rough surface and its boundary layer. For bound-
ary layers, which are not in the same order of magnitude as the roughness, at the outer part
of the boundary layer the shape of the boundary layer is smooth and not influenced by the
surface roughness. Following the figure the boundary layer thickness at the exposed area is
A+B, while the thickness at the recess is A+C. When the Reynolds number is increased,
the boundary layer is decreased by the length A. The boundary layer thicknesses are now
B and C, respectively. It can be seen that the boundary layer at the exposed area shrinks
disproportionately high compared to the covered area. This leads finally to an increase in the
amplitude of m˙′′C between exposed and covered areas.
Besides the effects on the local carbon mass flux the shape influences also the (average) car-
bon mass flux as well as the carbon consumption rate, which is depicted in Figure 3.33. Here
the carbon mass flux (a) and the carbon consumption rate (b) are plotted over the ambient
temperature for a Reynolds number of 10 and T∞ = 2000K. The carbon mass flux is de-
creasing for all non-spherical shapes, which is caused by a decrease of β. Also a spherical
shape has not the optimum streamlined shape (which conforms to a droplet) it is close to
it. A deformation of the spherical shape leads therefore most likely to a shape, which is
less streamlined and thus has an extended boundary layer. Especially exposed areas lead
to a decrease of the average mass transfer coefficient. Hence it is obvious that the carbon
mass flux of the ellipsoid is similar to that of the sphere, while the carbon mass fluxes of
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Fig. 3.33: Carbon mass flux (a) and carbon consumption rate (b) for the different regarded shapes at Re = 10
and T∞ = 2000K
the sponge and especially the chip differ strongly. When looking on the carbon consumption
rate the contrary effect can be observed. The carbon consumption rate increases if the shape
is non-spherical. This is caused by the increase of the surface area that is available for the
heterogeneous reactions, compare Table 3.10. For the ellipsoid the increase of the surface
area is marginal. Thus the increase in m˙C is negligible. In case of the sponge the increase of
the area accords with the decrease in β, which leads to a carbon consumption comparable to
the sphere. However, the chip, which has a high sphericity and thus a high surface enlarge-
ment compared to the sphere, reaches values of m˙C, which are almost double of the sphere.
To describe the relation between the spherical and non-spherical particles in case of the car-
bon consumption rate, one has to divide between kinetically and diffusion controlled system.
In the kinetically controlled system, it can be assumed that Ts ≈ T∞ and Ci,s ≈ Ci,∞, see
also Section 3.3. Thus Ts,© ≈ Ts,⋆ and kr,© ≈ kr,⋆, where© stands for the spherical par-
ticle and⋆ for the non-spherical. The particle carbon consumption rate for the rth reaction
can be calculated with
m˙c,r = AρkrCi,s
Mw,c
νi
(3.22)
In Equation (3.22) A is the particle surface,Mw,c the molecular weight of carbon and νr the
stoichiometric factor 3. After dividing Equation (3.22) for the non-spherical particle by the
equation for the spherical particle
m˙c,r,⋆
m˙c,r,©
=
A⋆ρMw,cνikrCi,∞
A©ρMw,cνikrCi,∞
(3.23)
and the elimination of all redundant expressions, the carbon conversion rate of a non-spherical
particle can be expressed via:
m˙c,r,⋆ = m˙c,r,©
A⋆
A©
(3.24)
For the diffusion controlled system applies Ci,s 6= Ci,∞. By use of Equation (3.7), krCi,s
in Equation (3.22) can be substituted with βi(Ci,∞ − Ci,s). Now m˙c,r,⋆ is again divided by
3Ratio of the stoichiometric coefficients of product and reactant
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m˙c,r,©:
m˙c,r,⋆
m˙c,r,©
=
A⋆βi,⋆(Ci,∞ − Ci,s)Mw,cνiρ
A©βi,©(Ci,∞ − Ci,s)Mw,cνiρ (3.25)
As Ci,s ≪ Ci,∞, Ci,s can be set to zero. If it is further assumed that the surface temperature
is similar for the spherical and non-spherical particle, the density can be eliminated. The
mass transfer coefficient β can be extended to Sh and assuming Sh = Nu, Sh can be further
substituted by Nu:
m˙c,r,⋆ = m˙c,r,©
A⋆Nu⋆
A©Nu©
(3.26)
To get an expression that is valid for both the kinetic and diffusion controlled system, Equa-
tion (3.24) and (3.26) can be weighted in the same way as done for Equation (3.14) in Section
3.3.
m˙c,⋆ =
∑
r
m˙c,r,©
(
βi
A⋆
A©
+ kr
A⋆Nu⋆
A©Nu©
)
βi + kr
(3.27)
The correlation Equation (3.27) is compared with the CFD results. Thereto Nusselt correla-
tions for the specific shapes are needed. In the literature correlations for spherical particles
(compare Figure 2.15) as well as ellipsoids [127] can be found. As the correlations for
sphere and ellipsoid are developed for a wide Reynolds number range and sphericity, re-
spectively, they lack of accuracy. Although the deviations are generally acceptable, for the
evaluation of Equation (3.27) additional deviations might be misleading. Therefore, a se-
ries of calculations was conducted in a Reynolds range of 5-100 under cold flow conditions
(Pr = const = 0.744). For the simulations the volumes of the non-spherical particles were
equal to that of the sphere. The results were fitted via a least square method to a Ranz and
Marshall [123] like expression:
Nu = A+BReCPr1/3 (3.28)
The coefficients for the different non-spherical particles and the sphere are listed in Table
3.11. In Figure 3.34 the carbon mass flux (a) and consumption rate (b) of the chip and the
Geometry A B C
sphere 2 0.39 0.56
ellipsoid 1.57 0.62 0.48
chip 0.84 0.34 0.56
sponge 1.09 0.5 0.47
Tab. 3.11: Coefficients for Equation (3.28)
sponge are compared with the results generated via Equation (3.27) from the CFD results of
the spherical particle. The correlated values show a good agreement with the CFD results
for the whole temperature range. For both geometries the correlation insignificantly over-
estimates the CFD values for carbon mass flux and consumption rate.
In conclusion it could be shown that it is in principle possible to reproduce the influence
of shape. For coal particles, the influence of shape might be negligible as the shape of
coal particles will not differ strongly from such shapes as the sponge or the ellipsoid. Both
weakly non-spherical shapes produce similar carbon conversion rates as the sphere. In case
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Fig. 3.34: Carbon mass flux (a) and consumption rate (b) for the different regarded shapes at Re = 10.
of biomass particles it was demonstrated by the chip particle that a consideration of the shape
is mandatory to avoid large errors. However, a sufficient representation of the shape effects
is difficult, as
• the particle might spin in all three rotational axis
• the particle changes the shape during conversion
It is difficult or even impossible to include these both effects into a Nusselt correlation.
First efforts to include the rotation into a Nusselt correlation were already made by Richter
et al. [128]. However, the amount of works that can be found to this topic, is low. The
inclusion of the shape change during conversion is even more difficult to include, as the shape
change depends on the carbon conversion. To neglect the Nusselt ratio and only include the
surface ratio A⋆/A© into the sub-model is not a solution. To show the accuracy of such an
implementation, the CFD results for the sphere are correlated to that of the chip by using just
the surface ratio. The result is added to Figure 3.34 (b) (green dots). The plot makes clear
that the results produced by this method overestimate the carbon conversion rate of the chip
in similar way as the CFD results of the sphere underestimates them.
3.9 Impact of Stefan Flow on the Boundary Layer
The coal conversion at the surface induces a mass flow in direction to the gas. The occurring
mass flow is called Stefan flow. The Stefan flow can act as a mass source or sink on the
surface. As in connection with coal conversion, only the mass release is relevant, the topic
of mass consumption is not discussed further.
While the velocity at the surface is generally zero both in tangential and normal direction,
the Stefan flow induces a velocity uSt normal to the surface:
uSt =
m˙′′St
ρ
, (3.29)
where m˙′′St is the mass flow of the released or captured species on the surface due to phase
change, compare also Section 2.7. In case of mass release the velocity uSt leads to an in-
crease of the viscous boundary layer thickness. This is illustrated in Figure 3.35. The change
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(a) (b)
Fig. 3.35: Streamlines around a particle for a negligible (a) and a distinct (b) Stefan flow.
in the boundary layer thickness has consequences on the particle drag. Simultaneously the
thermal and species boundaries also grow, which influences the Nusselt and Sherwood num-
bers.
In the literature the influence of the Stefan flow on the carbon consumption is discussed in
different publications. Safronov et al. [137] found that for reacting particles in quiescent air
atmospheres only at higher ambient temperatures considerable deviations (>1%) occur due
to the Stefan flow. Paterson [114] made investigations for reacting spheres using a “rich gas”
with a oxidizer mass fraction of 1 in the bulk and a low reactive gas, where the surface mass
fraction of the reactant is “vanishingly small” at the surface. He could show that only for
low oxidizer contents the Stefan flow causes less than 10% error. As maximum deviation
due to Stefan flow he specifies a value of 85%. Especially the authors of studies connected
to oxyfuel combustion report partially high deviations occuring from Stefan flow: Förtsch et
al. [41] found for a spherical carbon particle in quiescent atmosphere that the deviations due
to Stefan flow can sum up to 17% depending on different parameters as gas composition, re-
action product and reaction rate. Yu and Zhang [197] found that the error in the mass transfer
coefficient can sum up to 74% if the Stefan flow is neglected. In a subsequent publication the
author made unsteady calculations based on a 0-D model for a char particle in stagnant gas.
He stated that the influence of Stefan flow is insignificant for the burnout time of a char par-
ticle in the diffusion controlled regime, while for the mixed controlled regime greater effects
of the Stefan flow occur. Most works that were found in the literature to the influence of the
Stefan flow on the conversion of single particles focused on the carbon conversion rates and
used a quiescent environment. In contrast publications including a systematic analysis of the
impact of Stefan flow on the flow field and the transport mechanisms inside the boundary
layer of the particle in a non-quiescent atmosphere are rare. As the carbon conversion rate
is just a result of these physical phenomena, the influence of Stefan flow on boundary layer
effects as well as drag, heat and mass transfer coefficients has to be regarded more detailed.
Therefore a study for a non-reacting spherical particle is conducted, to measure the impact
on both the boundary layer and Nusselt number. As it is expected that the Sherwood number
behaves similar to the Nusselt number, in a second step one can deduce the mass transfer
coefficient by use of the heat transfer coefficient. For the study a spherical particle with a
constant surface temperature of Ts = 400K is placed in a stream of air with T∞ = 300K.
On the adjacent cells of the particle surface a mass source SM is induced in Equation (2.14)
via UDF. To consider the heat content of the inserted mass flow, a source for the energy
conservation equation is necessary:
SE = (TC − Tref)cpSM , (3.30)
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where cp is the heat capacity at constant pressure for the air, TC is the cell temperature and
Tref = 298.15K is the reference temperature for the heat capacity. The material properties
where held constant over the flow field.
In a first step different promising influence parameters where varied to identify the general
mechanisms of the system. The analyzed influence parameters were namely the particle
diameter, dp, the dynamic viscosity µ, the heat capacity cp, the gas density ρ, the free stream
velocity u∞ and the Stefan flow. The study revealed that for fixed Reynolds and Prandtl
numbers the Nusselt numbers are also constant and that for a fixed Reynolds number the
drag coefficient does not change as well. This demonstrates that Nu(Re,Pr) and cd(Re) is
still valid for flow conditions including Stefan flow.
Furthermore it could be shown that Nusselt number and drag coefficient are constant for a
fixed Stefan Reynolds number , which can be defined as
ReSt =
ρuStdp
µ
=
m˙′′Stdp
µ
(3.31)
The Stefan-Reynolds number might be more suitable for the description of the Stefan flow
than the non-dimensional blowing velocity or blowing number Λ = uSt/u∞, which is used
by some authors for the quantification of the Stefan flow. Therefore ReSt is used in the fur-
ther study as input parameter.
In a second step a parameter study was done using Re, Pr and ReSt as influence parame-
ters. To evaluate a plausible parameter range for ReSt the data for the 200 MW Siemens
gasifier [137] was utilized. The Stefan flow may not only affect the combustion, but also
the evaporation, devolatilization and gasification of a coal particle. As the occuring physical
mechanisms should be valid for all of these states, they are also included in the study. Figure
3.36 (a) shows the steric distribution of the Stefan Reynolds number within the Siemens like
200MW gasifier. One can see that in the upstream part of the injection jet Stefan Reynolds
numbers in the range of 10 (or above) occur. In the downstream part the Stefan Reynolds
numbers are in a range between 0.1-1 and in the recirculation zone the values of ReSt are in
the range or below 0.01. To give a more detailed insight about the Stefan Reynolds ranges
during drying, pyrolysis, combustion and gasification, in Figure 3.36 (b) the percentage of
time that a particle stays in a specific Stefan Reynolds range during its conversion is depicted.
The distribution was obtained in the same way as explained for Figure 2.5. The plot shows
that the Stefan Reynolds numbers are in case of gasification mainly situated below 0.5. The
average value is here 0.12. The values for combustion show a larger range. In this case the
main value range is between 0.01 and 2 with an average of 0.5. The findings regarding the
Stefan Reynolds range for combustion fit to the data, which was presented in Section 3.3: In
case of a 200 µm particle in “dry air” the Stefan Reynolds number varies here between 0.07
for Re = 0 and low ambient temperatures (T∞ = 1400K) and about 0.5 for high tempera-
tures T∞ = 3000K at a Reynolds number of 100. The archival literature data shows slightly
higher values: For the data provided by Stauch and Maas [164] values between ReSt = 0.1
and ReSt = 1.2 for 100 µm particles in stagnant air could be calculated. Whereas the carbon
mass fluxes reported by Richter et al. [130] result in Stefan Reynolds numbers up to 2.3 for
O2/CO2 combustion. While the combustion and gasification data is mainly below 1, in case
of pyrolysis a wider Stefan Reynolds number range appears. The particles stay still 60% of
the pyrolysis time below ReSt = 0.5. However, 25% of the pyrolysis the particle sees Stefan
Reynolds numbers of one or larger. Here the average Stefan Reynolds number is approxi-
mately 1. In case of evaporation the Stefan Reynolds numbers are shifted further to higher
values resulting in a average of ReSt = 6. For the evaporation Stefan Reynolds numbers up
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(a) Particle Tracks (b) ReSt Distribution
Fig. 3.36: Particle tracks colored with the particle Stefan Reynolds number (a) and distribution of Stefan
Reynolds number ranges (b) in a Siemens like 200MW gasifier. The plots are based on calculations, which
were published in [137].
to 30 occur.
In summary the Stefan Reynolds numbers for the combustion and gasification stay mostly
below 0.5, while the values for pyrolysis and evaporation are generally higher and reach
double digit values. To cover also the range for the pyrolysis and evaporation, ReSt was re-
garded in an interval between 0.001 and 20 during the study. Furthermore Re was varied in
a Range between 1-200 and Pr between 0.7-1.5. The temperature of the particle was 400K
and the ambient gas temperature was 300K. In total 250 data points where calculated for
bothNu and cd. For clarity the results for drag as well as heat and mass transfer are discussed
separately.
3.9.1 Impact of Stefan Flow on the Drag Coefficient
The drag coefficient cd (see Equation (2.55)) consists of a component for drag due to friction
cf and one for drag due to pressure loss cp. The drag coefficient has no direct influence on
the combustion behavior. However, with a simple balance of forces between the drag force
and the inertia force FI = a/mp it can be shown that the particle acceleration ap due to drag
is linearly dependent on the the drag coefficient [4]:
ap =
3cdurel
dp
ρgas
ρp
. (3.32)
This first influences the way of the particle through the reactor and second the particle
Reynolds number. Thus, cd can be seen as an important albeit indirect influence parame-
ter for the combustion behavior.
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The numerical results for the drag coefficient are shown in Figure 3.37 (a).
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Fig. 3.37: The particle drag coefficient cd in dependence of the Stefan-Reynolds number calculated via CFD
and compared with archival data from Cliffe and Lever [27] (a), and the ratio between the drag coefficient and
the drag coefficient without Stefan flow cd,0 (b) as a function of ReSt, given by Equation (3.31), for different
Reynolds numbers.
Here the drag coefficient is plotted over the Stefan Reynolds number for different particle
Reynolds numbers. The data obtained in the numerical study is compared with literature
data from Cliffe and Lever [27]. They made a comprehensive isothermal study for the flow
past a blowing sphere based on a stream function formulation on the flow equations, which
was solved by a Galerkin-method. The study included Reynolds numbers in the range of
1-100 and Stefan-Reynolds numbers in the Range from 0 up to 300. The data from Cliffe
and Lever is in excellent agreement with the current results for all Reynolds as well as Stefan
Reynolds numbers.
Figure 3.37 (b) shows the drag coefficient normalized with the drag coefficient without Stefan
flow in dependence of ReSt for different Re. In all regarded cases an increase of the Stefan
Reynolds number reduces the drag coefficient. For low ReSt the decrease in cd is stronger
and flattens with increasing Stefan Reynolds numbers. With an increasing Reynolds number
the decrease in cd strongly declines. Cliffe and Lever [27] could show that the degrease of cd
due to the Stefan flow is mainly caused by the strong decrease of cf . However, the pressure
loss cp is only slightly decreasing for low Re. For higher Reynolds numbers cp is increasing
with ReSt, reaches a maximum at about ReSt = 40, and then starts to decrease slightly. A
more detailed discussion can be found in [27].
In summary graphic 3.37 (b) reveals that for low Reynolds numbers the influence of ReSt
cannot be neglected even for low values. For high Re the influence of Stefan flow is moder-
ate for a wide range of ReSt. However, also in this case the influence of Stefan flow has to
be taken into account. Thereto a correction for cd is necessary. In literature the amount of
correction correlations for cd due to the Stefan flow is small: The only correlation that could
be found was published by Miller & Bellan [102] in 1999. It includes the effects of Stefan
flow considering a Stefan Reynolds number. The correlation is based on the Stokes drag law
extended by a correction factor and can be written as:
cd =
24
Re
(
1 + 0.0545Re + 0.1
√
Re(1− 0.03Re)
1 + a|ReSt|b
)
(3.33)
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including the coefficients a and b:
a = 0.09 + 0.077 · exp(−0.4Re), b = 0.4 + 0.77 · exp(−0.04Re) (3.34)
The expression was fitted from the data of Cliffe and Lever [27] and was used in numerous
publications [78, 112, 8], which mainly dealt with droplet combustion. Miller’s correlation
is said to be valid for 0 ≤ Re ≤ 100 and 0 ≤ ReSt ≤ 10. Indeed a comparison between
the data of the current work and the results gained by Equation (3.33) shows large deviations
for ReSt > 10, whereas for some Reynolds numbers already deviations of more than 10%
occur for ReSt = 5. Astonishingly the correlation fits well for Reynolds numbers of 200,
which indicates that the correlation is valid for a much wider Reynolds number range then
the specified one.
While for the combustion, Equation (3.33) seems sufficient, for the pyrolysis and the evapo-
ration the formula seems to be too limited with the valid Stefan Reynolds range. As shown
in Figure 3.36 Stefan Reynolds numbers of more than 10 occur for both the evaporation and
pyrolysis. In case of such Stefan Reynolds numbers the length of the flame can be changed
significantly due to the Stefan flow by the change of the particle acceleration ap. Therefore a
new drag correlation was developed, which was adapted to the numerical data of the current
work by use of a least square fitting method. The new correlation consists of the drag coef-
ficient for the drag without Stefan flow cd,0 and a correction factor that depends on Re and
ReSt:
cd,0
(1 + 0.138Re1.153St )
a
, (3.35)
with the exponential Reynolds number correction factor a:
a =
(
1, 063
1 + 0, 223Re
)0.568
(3.36)
For the description of cd,0 no new correlation was developed as there are numerous good cor-
relations available in the literature [56, 168, 195]. The correlation, which fits the numerical
data of this study the best was developed by Clift [28] and is defined as:
cd,0 =
24
Re
(
1 + 0.15Re0.687
)
(3.37)
The comparison of the new correlation with the numerical data as well as the correlation
of Miller & Bellan is shown in Figure 3.38 for different Reynolds numbers: It can be seen
that there is excellent agreement between the new correlation and the numerical data. The
deviation between the numerical data and the new correlation are below 1% for Reynolds
numbers up to 50 and Stefan Reynolds numbers up to 5. For higher Stefan Reynolds numbers
the deviations reach values of more then 1%. The largest errors occur at low Reynolds
numbers reaching maximum values of 4.6% for ReSt = 20. The correlation is valid in a
range of Re ≤ 200 and ReSt ≤ 20.
3.9.2 Impact of Stefan Flow on the Nusselt and Sherwood
Number
While in case of drying and pyrolysis the Nusselt number is an indirect measure for the
heating rate and therefore for the heating/pyrolysis time, in case of combustion/gasification
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Fig. 3.38: New correlation for the drag coefficient including the effects of Stefan flow vs. numerical data vs.
cd correlation fromMiller & Bellan [102] in dependence of the Stefan Reynolds number for different Reynolds
numbers.
the Nusselt number indicates the heat balance between endothermic surface reactions and
flame sheet/ambient gas. The Sherwood number is not relevant for the drying and pyrolysis.
Whereas it was shown in Section 3.3 that the Sherwood number has an significant influence
on the diffusion controlled combustion. It is expected that the same counts also for gasifica-
tion conditions. Thus both dimensionless numbers have to be analyzed. The focus will be
on the Nusselt number as it is difficult to get meaningful numerical data for Sh.
Figure 3.39 shows the Nusselt number normalized with the Nusselt number for the undis-
turbed flow Nu0 for different Prandtl and Reynolds numbers in dependence of the Stefan
Reynolds number. As expected the Nusselt number decreases in all regarded cases. With
an increasing Prandtl number the decrease is enhanced. This can be explained by the fact
that with increasing Pr the thermal boundary layer increases in comparison to the viscous
boundary layer. With an increasing Reynolds number the influence of Stefan flow is damped.
In detail for low Reynolds numbers in combination with high Stefan Reynolds and Prandtl
numbers the decrease can reach several orders of magnitude in the regarded parameter range.
This means that the heat transfer becomes for this cases even far lower than for a particle in
quiescent air without Stefan flow. For Re = 200 the Stefan flow decreases the Nusselt num-
ber for maximum one order of magnitude.
As the influence is not negligible it has to be considered in form of a correlation to carbon
conversion sub-models. In the literature numerous correlations for the Nusselt number con-
sidering Stefan flow effects were published. The majority was developed for the evaporation
of droplets and is based on the ratio of the Nusselt number Nu0 of an undisturbed flow and a
correction factor fT :
Nu =
Nu0
fT (1 +BT )
. (3.38)
The correction factor includes the Spalding heat transfer number BT , which is defined as
[200]:
BT =
cp(Tb − T∞)
dp
. (3.39)
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Fig. 3.39: The impact of Stefan Flow on the Nusselt number Nu as a function of ReSt for different Prandtl
numbers at Re = 1 (a), Re = 10 (b), Re = 100 (c) and Re = 200 (d).
Here Tb is the boiling temperature of the droplet. As a particle boiling temperature does
not exist in case of coal particle related problems, BT has to be reformulated. Following
Niazmand and Renksizbulut [109] the Spalding Number can be rewritten by
BT =
PeΛ
Nu
(3.40)
Here Pe is the Peclet number, which can be expressed as Pe = PrRe. Under the assumption
that the ambient gas density and viscosity are similar to those of the Stefan flow, the non-
dimensional blowing velocity Λ can be extended with (ρStdp)/µSt
(ρ∞dp)/µ∞
, which leads finally to:
BT =
PrReSt
Nu
(3.41)
With this formulation the correlations are applicable to coal related problems. A selection of
correlations using Equation (3.38) are listed in Table 3.12. An extended overview including
additional correlations and a discussion is given in the review of Zhifu et al. [200]. Unfor-
tunately most of the listed correlations use expression as ln(1 + BT ) or (1 + BT )
n, where
for n rational numbers are used. As BT = f(Nu), it is in most cases impossible to solve
the expression for Nu analytically. Hence the expressions have to be solved iteratively. Thus
the use of this correlations in coal conversion sub-models is feasible but computationally
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fT Re Author
(1 +BT )
0.7 25 < Re < 2000 Renksizbulut et al.[125]
(1 +BT )
2/3 0 < Re < 1489 Narasimhan et al. [108]
0.3 + 0.7(1 +BT )
0.88 0 < Re < 1000 Asano [7]
Tab. 3.12: Archival Nusselt number correlations including the effect of Stefan flow. The table is based on
[200]
expensive. Lewtak and Milewska [86] used a correlation based on the so called Ackerman
correction for flat plates4, wherein it is unclear how they derived their formulation from
the original Ackermann expression. Furthermore Murphy and Shaddix [107] introduced a
correlation for a stagnant flow, which is similar to the Ackermann correction and can be
reformulated for Reynolds numbers > 0 in the form:
Nu = Nu0
(
κ
eκ − 1
)
with κ =
PrReSt
Nu0
(3.42)
Sazhin et al. [140] used a correlation based on Equation (3.38), where fT = ln(1+BT )/BT .
This correlation can be solved analytically and leads finally to the same expression that was
used by Murphy and Shaddix (Equation (3.42)). A comparison of Murphy’s correlation with
the numerical data from the current work revealed fair agreement for Reynolds numbers
smaller five with deviations up to 200%. For higher Stefan-Reynolds and Prandtl numbers
the data gained by the numeric and Murphy’s correlation differ for some cases more than
two orders of magnitude. The correlation of Lewtak showed even larger deviations from
the numerical data. While Murphy’s expression underestimated the influence of Stefan flow,
Lewtak’s correlation overestimated it significantly for higher ReSt.
In summary all correlations, which where found in the literature whether led to a high com-
putational effort, when used in sub-models, or failed to predict the influence of Stefan flow
especially for higher Stefan-Reynolds numbers. For this reason a Nusselt correlation was
derived from the current numerical data set.
The correlation has the following form:
Nu = Nu0 · e
−
(
0.54PrRe1.126
St
Nu1.052
0
)
(3.43)
Figure 3.40 shows the comparison between the numerical data and and the new correlation
in dependence of ReSt for six different combinations of Prandtl and Reynolds number. Fur-
thermore data based on the archival correlations listed in Table 3.12 and the correlation from
Murphy/Sazhin [107, 140] was added. The figure reveals a good qualitative agreement of
the new correlation with numerical data for the whole parameter range. In comparison the
archival correlations show a similar trend. While the correlation of Murphy constantly un-
derestimates the influence of Stefan flow, the correlations based on Table 3.12 overestimate
it. The new correlation is optionally under- and overestimating the influence of ReSt depend-
ing on ReSt, Re and Pr. In detail the new correlation is in good quantitative agreement with
the numeric for ReSt ≤ 2 with deviations below 2%. With increasing ReSt > 2 the errors
stays below 5% in case of Re = 200. For low Reynolds numbers ≤ 10 the correlation shows
4A detailed derivation of the Ackermann correction can be found in [9]
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Fig. 3.40: New correlation for the Nusselt number including the effects of Stefan flow vs. numerical data vs.
different correlations from the literature in dependence of the Stefan Reynolds number for different Reynolds
and Prandtl numbers. The legends correspond to the following references: Renksizbulut - [125], Narasimhan -
[108], Murphy - [107].
just fair agreement with the numerical data. Here the errors reach values of up to 40% for
Pr = 0.744 and increase with increasing Prandtl number up to values of 430%. This is
caused by the tremendous decrease of Nu in this parameter range, which is difficult to fit. A
comparison with the archival correlations reveals similar problems for low Re in all regarded
cases: For high Stefan Reynolds numbers in combination with low Re and high Pr the cor-
relations show in case of Renksizbulut deviations up to a factor of 180, in case of Asano up
to factor of 150 and in case of Narasimhan of up to factor 40. The correlation of Murphy
shows with maximum deviations of up to factor 650 the largest deviations for this parameter
range. Fortunately it is rather unlikely that a particle will see the combination of high Stefan
Reynolds numbers in combination with low Reynolds and high Prandtl numbers. Instead in
the flame zone of a gasifier the Reynolds numbers are generally high and the Prandtl num-
bers low (e.g. compare Figure 2.5). Therefore the new correlation should be in rather good
agreement (error < 10%) for all situations occuring in a typical reactor. The new correlation
is valid in a range of Re < 200 and ReSt < 20 and a Prandtl number between 0.744 and 1.5
As already described in the preceding sections, the Nusselt and Sherwood number are simi-
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lar for the combustion. Thus the discussion and the shown correlations should describe the
mass transfer sufficiently.
3.10 Single-Film Sub-Model vs. CFD
The majority of sub-models used in gasifier simulations for the carbon conversion are based
on the single-film approach. To evaluate the accuracy of such models under gasifier con-
ditions the CFD results are compared with the results of a single-film based sub-model.
Therefore a simple 0-D sub-model for the description of the carbon mass flux of solid car-
bon particles is presented. The model does not include homogeneous reactions, but takes
the influence of flow as well as Stefan flow into account. Centerpiece of the model is a heat
balance at the particle surface, which is solved via a bisection method using Ts as variable:
q˙conv + q˙rad − q˙react = 0, (3.44)
where q˙conv is convective heat flux, q˙rad is the radiative heat flux and q˙react the heat flux due
to surface reactions. In detail the heat fluxes are modeled via
q˙conv = α(Ts − T∞); q˙rad = σεs(T 4s − T 4∞); q˙react =
∑
r
∆RHr,iRr,i. (3.45)
The model includes all three heterogeneous reactions (R1)—(R3) that were used for the CFD
calculations. The surface reaction rate of the specific reaction Rr,i is obtained by
Rr,i = νkr,rC
η′r
i,s . (3.46)
The surface concentration Ci,s of the species i can be determined from the ambient species
mass fraction and the second Damköhler number via (compare Equation 3.18):
Ci,s =
Ci,∞
1 + DaII
. (3.47)
For reaction orders of 1, the surface species concentration is eliminated from the second
Damköhler number. If η′r 6= 1, the surface concentration of the previous iteration step is
taken. The specific rate constants are calculated with the Arrhenius expression, see Equa-
tion (2.21). Assuming Nu = Sh both the heat transfer coefficient α and the mass transfer
coefficient β are calculated from the Nusselt number. The Nusselt number is calculated via
the Nusselt correlation from Section 3.9.2 that includes the effect of Stefan flow, compare
Equation (3.43). For the Nusselt number without Stefan flow Nu0 the modified version of
the Ranz and Marshall expression, which is tabulated in Table 3.11, is used:
Nu0 = 2 + 0.39Re
0.56Pr0.45 (3.48)
The coefficient of the Prandtl number was changed in addition as this value showed good
agreement with the CFD results for a wide range of the Prandtl number. The mass transfer
coefficient β is calculated with the diffusion coefficient for the gas mixture D, where D is
obtained from [174]
D =
λ
cpρ
, (3.49)
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assuming that the Lewis number is unity. The density is calculated via the ideal gas law. All
other properties Φi are calculated via correlations from Gordon and McBride [99] for the
single species i and then via a simple mass fraction based mixing law for the mixture
Φm =
∑
i
YiΦi (3.50)
To take the reaction based temperature change within the boundary layer into account, a
mixing temperature between surface and ambient temperature is used for the calculation of
the properties
Tm = 0.9T∞ + 0.1Ts (3.51)
A detailed flowchart of the algorithm can be found in Appendix 6.3.
To estimate the CPU demand of the model, a series of three thousand calculations was con-
ducted and the execution time was recorded. Thereto a single core of the Intel i7-3690X
processor, running on 3.3 GHz was used. With this setup the computation time for one data
point was in average 40 microseconds.
The time requirement ttot of the sub-model during the CFD calculation of an entrained flow
gasifier can be estimated with
ttot = ntracknstepnptsub, (3.52)
where ntrack is the number of particle trackings conducted during a calculation, nstep is the
number of Lagrangian steps within one particle tracking, np is the number of tracked parti-
cles and tsub the time expenditure of time for the sub-model for one calculation. If a number
of 2000 tracked particles, 5000 Lagrangian steps and 2000 times tracking of the particle until
convergency is assumed, the sub model will be used about 20 billion times within one gasifier
calculation. This results in a time expenditure of about 9 days, assuming that the calculation
of the sub model is done on one processor. The estimated computation time illustrates, that
the execution time of a sub-model is an important measure for the practicability of the model.
The comparison of the sub-model with the CFD is done in two steps. In a first step the carbon
mass flux predicted by the sub-model is compared with the results obtained by the CFD cal-
culations for the different parameter studies that were done under “dry air” atmosphere. The
comparison is shown in Figure 3.41, where sub-figure (a) shows the sub-model performance
for different Re, (b) for an elevated pressure, (c) for various heterogeneous kinetics and (d)
for a wide diameter range. A figure for the non-spherical shapes was omitted, as the results
obtained by the sub-model are similar to them obtained by the correlation Equation (3.27).
These results were already shown in Figure 3.34 (a).
In detail Figure 3.41 (a) shows the carbon mass flux over the ambient temperature for three
different Reynolds numbers. The results of sub-model and numeric are in good qualitative
agreement. The sub-model can predict the development in dependence of both the tem-
perature and the Reynolds number, while slightly overestimating the carbon consumption
rate. The quantitative agreement depends on the Reynolds number and the ambient temper-
ature. For a Reynolds number of 1 the deviations of the sub-model are constantly around or
above 10% based on the CFD results. With an increase of the Reynolds numbers the devi-
ations decrease and reach for Re = 100 average values of about 2%. The deviations at low
Reynolds numbers can be explained by the developing homogeneous flame, which leads to
reduced carbon consumption rates and is not represented by the sub-model. Regarding the
ambient temperature the model shows the largest deviations at the mixed controlled regime
(T∞ = 1400K) with deviations up to 16% for Re = 1.
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Fig. 3.41: Comparison of the carbon mass flux predicted by the CFD and the sub-model for varying Reynolds
numbers (a), a pressure of 30 bar (b), different heterogeneous kinetics at Re = 10 (c) and a wide range of
diameters at Re = 10 (d) in “dry air” atmosphere. In addition Figure (a) shows a comparison with a model,
which is similar to that used by default in Fluent™ as well as the sub-model without the inclusion of Stefan
flow (w/o SF).
To illustrate the influence of the new developed Nusselt correlation that includes the Stefan
flow, results are added, which do not include the Nusselt correlation, but use the original
Ranz and Marshall correlation instead. The neglect of the Stefan flow leads to a large over-
estimation of the carbon mass flux by the sub-model. In detail the deviations are in average
about 30% for all regarded Reynolds numbers and reach values up to 65% relating to the
CFD. Only for the kinetically controlled regime (T∞ = 1200K), where the carbon mass flux
and thereby the Stefan flow is low, the use of the Stefan flow correlation leads to similar
deviations.
In contrast to the sub-model presented in this work, many sub-models that are used in cur-
rent publications about entrained flow gasifiers still do not include the effects of flow, e.g.
see [189, 148, 190, 106, 2]. Instead a kinetic/diffusion-limited rate model as that from Baum
and Street [11] or derivatives of it are used. Also in Fluent™ kinetic/diffusion-limited rate
models are used for the representation of the carbon conversion. To illustrate the deviations
occuring from such a simplification, the carbon mass flux was calculated with a model that
does not include the effect of flow. The curve is indicated with “Fluent”, as the physics
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and results of the used model are similar to that used by Fluent™. It is obvious that for
low Reynolds numbers the deviations are negligible. However, with increasing Re also the
deviations rise at least for the diffusion controlled regime, compare Figure 3.14 (b). For a
Reynolds number of 100 the deviation already reaches values of more than factor 3, while
for the highest Reynolds numbers that occur in the Siemens reactor deviations of factor 6-7
are imaginable.
Figure 3.41 (b) presents the behavior of the sub-model at a pressure of 30 bar for different
Reynolds numbers and ambient temperatures. The plot exemplifies that the model is capable
to reproduce the numerical results sufficiently also at elevated pressures. In detail the slope
of the curves predicted by the sub-model is marginally smaller than that predicted by the
numeric. This leads to an overestimation of the carbon mass flux by the sub-model at low
ambient temperatures and an adaption to the numerical results at higher T∞. Also in this
case the largest relative deviations occur for low temperatures and Reynolds numbers with a
maximum deviation of about 25 % for Re = 1 and T∞ = 1200K. The average deviation for
the plotted parameters was 6.6%.
The performance of the sub-model by use of different kinetics is demonstrated in Figure
3.41 (c). Here the numerical results for the different kinetics from Section 3.4 are compared
with the sub-model at Re = 10 and three ambient temperatures. The plot shows generally
good qualitative agreement between sub-model and numeric for all kinetics. In case of the
faster kinetics from Turns and Smoot, the system is mainly diffusion controlled. Thus, the
deviations are comparable to that, which occur by use of the kinetics of Libby & Blake for
Re = 10. The maximum deviation for the Smoot kinetics is with about 15% at the mixed
controlled regime and the average deviations are about 7.3 %. For the Turns kinetic a low
deviation of 3.7% in average can be observed. The average deviations of Hla lie with 5.4%
between them of Turns and Smoot.
Finally it is analyzed, if the sub-model is able to reproduce the numerical results at different
diameters, see Figure 3.41 (d). The plot illustrates that the model can generally reflect the
distribution of the numerical results. The best agreement is achieved in the diameter range
between 100 µm and 500 µm. For dp > 1000 µm and 50 µm larger deviations of up to 22.4%
occur. The deviations decrease with the temperature.
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Fig. 3.42: Carbon mass flux predicted by the sub-model over the diameter for different ambient temperatures
at Re = 10.
For low ambient temperatures, the curve of the sub-model shows a maximum in the carbon
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consumption between 25 − 50 µm. The effect is depicted in Figure 3.42 for different ambi-
ent temperatures. It can be explained as follows: For larger particle diameters the regime is
diffusion controlled. Within the diffusion controlled regime a reduction of the particle size
leads to a better mass transfer and thus, to an increase in m˙′′C. Simultaneously a reduction
of the particle diameter leads to a shift towards the kinetic controlled regime. The change
from diffusion to kinetic control occurs at the peaks of the carbon mass flux, shown in Figure
3.42. When the kinetic controlled regime is reached, the mass transfer becomes irrelevant
for the system. At the same time the heat transfer starts to rule the system, as it determines
the surface temperature. A further reduction of the particle size within the kinetic controlled
regime leads to an increase of the heat transfer and therefore to a decrease in the surface
temperature and the carbon mass flux. A comparison with the CFD regarding the described
effect is not possible as the diameter range between 25− 50 µm was not analyzed via CFD.
The maximum relative deviations as well as the arithmetic mean deviations for the carbon
mass flux of reacting particles in “dry air” between sub-model and CFD calculations for the
different varied parameters are summarized in Table 3.13.
Parameter Re P dp kr Shape
Maximum deviation [%] 15.8 24.8 22.4 14.8 33.1
Arithmetic mean [%] 5.7 6.6 8.4 5.5 7.0
Tab. 3.13: Maximum and arithmetic mean deviations for the carbon mass flux between the sub-model and
the CFD for the cases shown in Figure 3.41. In addition the deviations for non-spherical particles (denoted by
shape) are included.
In a second step sub-model and CFD results are compared for different atmospheres. The
results are depicted in Figure 3.43.
In Figure 3.43 (a) the sub-model is compared with the CFD for a varying CO2 concentration
for YO2,∞ = 0.2, YH2O,∞ = 0.001. There is no significant change in the deviation between
sub-model and CFD for the whole range of YCO2,∞ as well as the three regarded ambient
temperatures. This behavior could be observed also for other combinations of YO2,∞ and
YH2O,∞, which are not shown here. In conclusion this indicates that the performance of the
sub-model is not touched by the CO2 concentration.
In contrast a noticeable increase of the deviations can be observed if the amount of oxygen
is increased in the gas. This effect is depicted in Figure 3.43 (b), where the oxygen mass
fraction is varied for a YCO2,∞ = 0 and YH2O,∞ = 0.001 atmosphere. The ambient temper-
ature seems not to play a role in this regard, as the increase of the deviations is similar for
all regarded T∞. For small amounts of O2 the deviations are even smaller then for air atmo-
sphere. In case of the highest regarded O2 mass fraction the deviations from the CFD results
are with 13% (at T∞ = 1500K) still in the same range as by change of other parameters at
“dry air”.
If the water content of the atmosphere is increased, strong deviations can occur. This is
shown in 3.43 (c). Here YH2O,∞ is varied, while YCO2,∞ and YO2,∞ were held constant at
values of 0 and 0.2, respectively. The plot reveals that for T∞ = 1500K a good agreement
between sub-model and CFD can be obtained. Both show a decrease in m˙′′C for increasing
YH2O,∞. At elevated ambient temperatures the carbon mass flux predicted by the sub grid
model is still decreasing for increasing YH2O,∞, while the CFD results increase. The effect
becomes more pronounced with increasing T∞. In case of T∞ = 2500K and YH2O,∞ = 0.3,
the deviations from the CFD reach factors of 2.6. The increase of the deviations due to higher
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Fig. 3.43: Comparison of the carbon mass flux predicted by the CFD and the sub-model at Re = 10 for
varying gas atmospheres and temperatures: varying YCO
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H2Omass fractions at elevated ambient temperatures is strongly connected to the flame sheet
that is predicted by the CFD in the wake of the particle, compare Figure 3.18: The reaction
heat balance of the sub-model consists only from the exothermic oxidation and the endother-
mic water-gas reaction. With increasing YH2O,∞ also the gasification reaction increases and
cools the particle. In case of the CFD calculation an additional heat source exists due to the
flame sheet. This additional heat leads to higher surface temperatures and thus, finally to
higher carbon conversion rates.
In Figure 3.43 (d) the carbon conversion rates predicted by the sub-model and the CFD are
shown for the simultaneous increase of oxygen, carbon monoxide and vapor. While the
shape of the CFD curves is ruled by the oxygen content, the deviations for the combined
increase of the three regarded species is dominated by the influence of water. Thus the er-
rors are similar to that, which occur in plot 3.43 (c). For the average flame gas composition
and temperature, which is listed in Table 3.8, the sub-model underestimates the carbon mass
flux predicted by the CFD by about 35%. This is explainable by the high amount of water
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(YH2O = 0.2) in the average gas mixture.
In summary single-film sub-models as the presented one can be characterized by
• Robustness due to a simple construction
• Low computational costs due to a low amount of equations and loops
• Good agreement with detailed CFD simulations for a wide range of parameters in
“dry air”
For a “dry air” atmosphere a single film sub-model can predict the carbon conversion accu-
rately for the whole regarded parameter range. However, in case of elevated H2O concen-
trations, the model highly underestimates the carbon conversion due to the negligence of the
homogeneous reactions. The deviations might be in these cases still acceptable for use in a
gasifier, regarding the fact that the carbon mass flux can differ by magnitudes in the given
parameter range. If more accurate results are desired, the use of a two film based model (e.g.
H-zone model by Schulze et al. [143]) might be favorable. However, two-film based sub-
models often lack of numerical robustness, which can lead to numerical instabilities during
the CFD calculation.
3.11 Summary
In this chapter the impact of different influence parameters on the carbon conversion of a
solid combusting carbon particle in a moving gas was investigated. The analyzed parameters
where namely the ambient temperature, the Reynolds number, the operating pressure, the
particle diameter, the particle shape, the heterogeneous kinetics and the gas mixture. The
focus of the investigation was on the flame formation, the carbon conversion rate and the
control mechanism of the system (diffusion or kinetic control). In detail the observations
where as follows:
• Kinetic/Diffusion Control: The ambient temperature, operating pressure, particle di-
ameter and heterogeneous kinetics mainly influence the second Damköhler number,
which is an indicator for the kinetic/diffusion control. In contrast the Reynolds num-
ber, the gas composition and the particle shape show no significant impact. The system
was mainly diffusion controlled for the regarded parameter range. Only at low ambient
temperatures (T∞ ≤ 1400K) and one regarded surface kinetics a kinetic controlled
behavior was noticeable.
• Flame: A flame could be observed for elevated pressures, large particle diameters,
high ambient temperatures and quiescent flow conditions. The O2 and CO2 content do
not significantly influence the formation of a flame. Whereas an increased amount of
vapor in the gas leads to a strong flame in the wake of the particle. The influence of the
particle shape and the heterogeneous reaction on the flame formation is negligible.
• Carbon Conversion (diffusion controlled): For the diffusion controlled regime the
carbon conversion is mainly controlled by the particle size, oxygen content in the gas
and the Reynolds number. An increase of the ambient temperature and the CO2/H2O
concentrations lead to a minor degree to an increase the carbon conversion. Whereas
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the partial pressure, the surface reactions and the particle shape (typical coal shapes)
do not influence the carbon conversion.
The impact of the different influence parameters on the command variables is summarized
in Table 3.14.
Parameter DaII
flame
formation m˙′′C (DaII ≪ 1) m˙′′C (DaII ≫ 1)
Re © + - +
T∞ +
(1) + + ©
P + + + ©
dp + + - +
kr + © + -
Yi,∞ -
(2) - (3)/+ (4) + +
Shape © - - ©
Tab. 3.14: Overview about the impact of the analyzed parameters on the reacting particle system. Here +
denotes "high impact", © "low impact" and - "negligible"’. Footnotes: (1) “depending on kinetics“; (2) “for
η′j,r = 1”;
(3) for YCO
2
; (4) for YO
2
and YH
2
O.
In addition the influence of the Stefan flow on the drag coefficient cd and the Nusselt number
Nu was analyzed. Thereto the Stefan Reynolds number
ReSt =
m˙′′Stdp
µ
(3.53)
was introduced. On basis of the apparent Stefan Reynolds number range in a Siemens like
gasifier, a broad set of cold flow calculations including a variation of Pr, Re and ReSt was
conducted. The data revealed that for low Re and high ReSt a significant reduction of cd
and Nu in comparison to ReSt = 0 occurs. For high Re and low ReSt, the differences are
moderate. For both the drag coefficient and the Nusselt number correlations were developed
that include the effect of the Stefan flow.
Finally the CFD results, obtained in this chapter, where compared with a single-film based
sub-model. This type of sub-model is the standard model for the representation of the carbon
conversion in CFD-gasifier simulations. For the comparison a sub-model was presented,
which takes the flow effects as well as the effect of Stefan flow into account. The single-film
sub-model was able to reproduce the carbon mass fluxes predicted by the detailed numerical
model for the complete range of analyzed parameters at low vapor concentrations (e.g. “dry
air”). In this regard it was largely irrelevant, if a flame sheet occurred in the gas phase. For
elevated water contents in the gas significant deviations between sub-model and CFD were
observed for m˙′′C. The deviations resulted from a flame predicted by the CFD, which heated
the rear part of the particle.
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4 CFD-based Numerical Modeling of
Partial Oxidation of a Porous
Carbon Particle
In an entrained flow gasifier the total processing time of coal/char particles is mainly gov-
erned by the time scale of the gasification process. Thus, the carbon conversion rate at the
gasification state is an important parameter for the layout of such gasifiers, as it determines
for example the necessary length of the reactor. The carbon conversion rate for the gasifi-
cation is more difficult to describe in comparison to the combustion. This can be explained
by the fact that the gasification involves besides the external surface also the intrinsic pore
structures of a char particle. Thus, the description of the problem is shifted from a 0-D prob-
lem to a multidimensional problem.
The carbon conversion models for gasification, used in CFD-based simulations on entrained
flow gasifiers often still not include intrinsic reactions. Instead, the standard combustion
models are used for the description of the gasification, e.g. see work [137]. More advanced
approaches utilize pore grow models as the CBK/G from Giu and Niksa [88], e.g. used in
[177]. However, models as the CBK/G are difficult to employ, as they need specific exper-
imental data for the used coal as input parameter. Therefore a more favorable approach is
the utilization of universal 0-D sub-models, that take the pore effects into account. For the
development, evaluation and improvement of such models the mass and heat transport mech-
anisms at the boundary and inside the particle have to be known.
As already discussed in Chapter 1, the previous investigations of the gasification processes
regarding char particles are mainly based on 0-D or 1-Dmodels. These models do not include
detailed flow effects. More advanced approaches model the porous particle as a continuum
using the Darcy law for the description of the flow physics, see e.g. the work of Dierich
[32]. With such approaches the overall behavior as well as the temporal development of the
particle can be well analyzed. However, both the 0-D/1-D and the Darcy approaches do not
resolve the pore structure of the particle geometrically, but use model assumptions. There-
fore it is not possible with these models to study the interaction between the external flow,
the boundary and the flow within the pore structure. This includes for example the question,
if the external flow penetrates the porous particle or if the occurring Stefan flow disturbs the
boundary layer by formation of jets.
To analyze the flow-pore interaction on the system behavior as well as the carbon conversion
during gasification, a CFD study is conducted, where the macropores are resolved geomet-
rically. A focus in the study was the question, if a porous particle is representable by a 0-D
or 1-D approach or only via higher dimensions due to specific 2-D or 3-D effects. However,
it is not possible to resolve the complete pore structure by means of numerical methods as
it was demonstrated in Section 2.1. For this reason, only the larger macropore structures are
resolved geometrically in this work. Although a compromise between fully pore resolved
simulations and the continuum approach, it is a first step towards fully pore resolved sim-
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ulations. It is expected, that by resolving the larger macropores the main principles of the
interaction between intrinsic and external flow can be reproduced.
It is assumed, that the main influence parameters for the flow interaction within the particle
are the Reynolds number and the porosity of the particle. The porosity is defined as the ratio
between fluid volume Vgas and total volume Vtot of a porous medium:
ǫ =
Vgas
Vtot
=
Vgas
Vgas + Vsolid
(4.1)
The porosity controls the flow resistance within the particle. Parameter that are expected
to influence the carbon conversion are the ambient temperature, the surface kinetics and the
specific surface ratio S ′′′. The surface ratio is the ratio between the total surface area Atot of
the particle (including the pore surface) and the particle volume Vtot:
S ′′′ =
Atot
Vtot
(4.2)
To analyze all these parameters in the most detailed way, two different geometrical ap-
proaches for the representation of the pore structure were chosen. As first approach a 2-D
axis-symmetric representation of the particle was used. A 2-D geometry causes a manage-
able expenditure of time for the geometry and mesh generation. This allows for the genera-
tion of different geometries with varying ǫ and S ′′′. Although the computational effort of a
such porous structure exceeds that of a solid particle by factor 10 and the numerical stability
is lower, it still allows parameter studies, which have a similar range then for a solid particle.
However, a 2-D axis-symmetric geometry can not include solid bridges between two neigh-
boring pores. In addition the rotational symmetric pores do hardly reflect a real pore shape.
For this reason a 3-D model of a porous particle was utilized in addition. As the effort for ge-
ometry and mesh generation is very large, only one geometry was considered. Furthermore
the computation time was also strongly enhanced in comparison to the 2-D case. In detail the
computational effort was about 500 times larger for the used 3-D geometry in comparison to
the solid particle used in Chapter 3. Thus, only certain promising parameter constellations
were analyzed via the 3-D geometry.
4.1 Chemical Reaction System for Gasification
It is assumed, that during the gasification oxygen is absent in the gas. Thus the reaction
mechanisms, presented in Chapter 3 can be reduced by the reactions, in which O2 is in-
volved. Finally the reaction system consists of the Boudouard reaction (R2), the gasification
reaction (R3) and the water-gas shift reaction, compare Section 3.1. For the remaining het-
erogeneous reactions, the kinetic sets of Libby & Blake and Turns, which are listed in Table
3.1 on page 39, are utilized.
4.1.1 Heterogeneous Chemistry
As the used heterogeneous kinetic sets are related to the external surface of a coal particle,
the kinetics have in principle to be recalculated to the porous surface. This approach would
conform to a “intrinsic” kinetic. However, the surface growth that is induced by resolving
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the large macro pores is with factors < 5 small compared to that of a real char pore structure
(factor > 10000). Therefore the decrease in the frequency factor A due to an adaption on the
new surface is insignificant in comparison to the differences occurring from different coal
kinetics. For this reason a recalculation of the kinetics is omitted. This approach was already
chosen by Richter et al. [129] for the representation of a reacting 3-dimensional porous
particle under combustion conditions and in the works [141] and [43] for gasification. The
results will be discussed on the basis of the non-recalculated kinetics.
4.1.2 Homogeneous Chemistry
In a preliminary study the water-gas shift reaction kinetic, that was used in Chapter 3, was
compared with the DRM 22 mechanism [69]. The comparison revealed similar differences
in the species and temperature distribution around the particle as described in Section 3.1.3,
whereas the deviations where smaller as for the combustion. In case of the homogeneous
combustion mechanism, used in the last chapter, it was difficult to find an alternative mech-
anism, which is robust, simple and validated. However, in case of gasification this is much
more simple as the homogeneous reaction system consists just of one reaction, which does
not interact with other chemical reactions. On this account a comparative literature study
was conducted, to discuss the kinetics by Jones & Lindstedt [68] used in Chapter 3 and to
find an alternative if possible:
In the literature different kinetics for the WGS are available. However, most of these kinet-
ics are either not complete (forward or backward reaction is missing) or are just suitable for
applications where catalysts are involved. Figure 4.1 shows the Arrhenius rate for different
selected WGS kinetics taken from the literature. The plot reveals, that the range of Arrhe-
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Fig. 4.1: Comparison of the rate constants over the temperature for different kinetics of the watergas-shift
forward reaction. The legend corresponds to the following references: Jones & Lindstedt - [68], De Souza-
Santos - [31], Silaen &Wang - [148], Graven & Long - [51], Bradford - [16] and Bustamante et al. [18, 19]. The
kinetics of Graven & Long, Bradford and Bustamante assume a reaction order of 1.5 (Rˆ = kf [CO]
0.5[H2O]).
These kinetics are converted for a molar concentration of 1.5 · 10−3 kmol m−3.
nius data from the literature covers more than seven orders of magnitude between different
publications. The valid temperature range of the presented kinetics is not always clear. For
instance Jones & Lindstedt [68], Silaen & Wang [148] and De Souza-Santos [31] do not
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denote any temperature range for their experiments. However, it has to be assumed that their
kinetics are only valid in a narrow temperature range. In case of the kinetics by Graven &
Long [51], Bradford [16] and Bustamante et al. [18, 19] the kinetics are just valid in a small
temperature range and for temperatures below 1400K. The kinetics of Jones & Lindstedt
were conducted at standard pressure. In contrast the kinetics of Graven & Long as well as
Bradford were measured at lower pressures (0.1MPa), while the kinetics of Bustamante et
al. were taken at 1.6MPa.
The number of publications related to single gasifying particles including gas reactions is
small. Therefore it is not possible to elicit, which kinetics were used by other authors. In
contrast the number of publications dealing with the modeling of whole gasifiers is large and
gives a good overview of used water-gas shift kinetics. Between different works regarding
the CFDmodeling of entrained flow gasifiers there is some uncertainty about the speed of the
WGS. The most used rate in CFD gasifier modeling is that of Jones & Lindstedt [68]. The
kinetics was used for example in the works of [148, 184, 3, 2, 106, 76]. Some authors [184,
3, 106] used a three orders of magnitude higher pre-exponential factor than that, which was
proposed by Jones & Lindstedt. In these cases it is not clear, if it is a matter of misprint, as
the changes in the frequency factor were not indicated by the authors. Other authors assume
that the reaction rates proposed by Jones & Lindstedt are far to fast as they are derived from
experiments, where catalysts where used. Silaen &Wang [148] used the activation energy of
Arrhenius expression from Jones & Lindstedt but decreased the frequency factor A by seven
orders of magnitude. This expression was used by Luan et al. [94] for modeling an two
stage entrained-flow gasifier. Their results showed good agreement with results from Zitney
[201]. Ma et al. calculated an entrained flow coal gasifier using the forward reaction from
Jones & Lindstedt and a own backward reaction derived from the van’t Hoff equation as an
first approach. The use of this kinetics resulted in an extremely low CO2 mole fraction, so in
a second approach, the kinetics of Bustamante et al. [18, 19] was used, which is far slower
than that from Jones & Lindstedt and assumes a reaction order different from 1. Lu and
Wang [92, 93] made a comprehensive study, where they calibrated different WGS kinetics
including the expression of Jones & Lindstedt to experimental data of the quench section of
an actual gasifier. They found the kinetics of Jones & Lindstedt far too fast and modified
it to a version with A = 2.75. In summary the review indicates that the kinetics of Jones
& Lindstedt is too fast for the gasification. However, the range of reaction speed of other
existing correlations is wide, and hence it is not clear how fast the water-gas shift reaction
is effectively in case of gasification. Furthermore, several of the presented kinetics are not
valid for the temperature range in which gasification takes place.
To avoid the uncertainties described above, an own kinetic expression for the water-gas shift
reaction was developed. As no equipment for the experimental measurement of the WGS
was available, the kinetics were fitted to the reduced DRM 22 reaction mechanism [69],
which was introduced in Section 3.1.3. To compare the reaction rates of the DRM 22 with
semi-global reaction mechanisms, the following numerical experiment was conducted: A
channel was streamed by a gas composition of H2O, H2, CO and CO2. The inlet compo-
sition of the gas was changed for the different regarded inlet temperatures. However, the
elementary composition corresponded for all temperatures to values, which are given in Ta-
ble 4.1.
The DRM mechanism includes radicals as well as further molecules than H2O, H2, CO and
CO2, which bound C,O andH. These molecules and radicals are not considered in the semi-
global mechanism. It was assumed that the amount of the complex molecules and radicals
4.1 Chemical Reaction System for Gasification 103
Species C O H N
Mass fraction 0.16757 0.59843 0.0336 0.2
Tab. 4.1: Elementary species composition at the inlet
is negligible in comparison to the amount of H2O, H2, CO and CO2. As these additional
species were not reflected by the semi-global mechanism, the values of C, O and H differed
from that, which are listed in Table 4.1. The additional species were considered as inert and
therefore their amount was added to the mass fraction of N2 to close the species balance.
The ratio between channel length and inlet velocity was chosen in such a way, that the resi-
dence time of the gas flowing through the channel was sufficiently high to reach the chemical
equilibrium at the exit and small enough to avoid high gradients at the inlet. The temperature
and the velocity were held constant over the channel. The gas composition at the inlet was
in equilibrium for a certain temperature T . Now the temperature at the inlet was changed to
a new temperature Tn. Thus the mixture was in a disequilibrium. This approach corresponds
to a Heaviside step function. Due to the water-gas shift reaction, the species composition
tends to a new equilibrium corresponding to Tn, which is reached after a run length x. In
combination with the gas velocities the run length x conforms to a residence time t. If t
is known for the detailed mechanism, kr can be determined iteratively for the forward and
backward water-gas shift reaction for the temperature T , as for equal t also kr has to be
equal, see Figure 4.2 for graphical explanation.
Fig. 4.2: Run length of the mass fraction Yi of a species i in the test reactor for a given temperature Tn and
velocity u. The run length X, which denotes the way until equilibrium is reached, determines the Arrhenius
rate kr,f of the forward reaction. The difference in the mass fraction between disequilibrium and equilibrium
∆Yi defines the ratio between the Arrhenius rates of forward and backward reaction
kr,f
kr,b
.
To take the fact into account, that the amount of radicals increases with the temperature and
leads to higher reaction rates for the global water-gas shift reaction, two experiments where
conducted for each regarded T . In one case Tn was higher than T in the other case Tn was
lower. As it was assumed that the dependency of kr(T ) is linear for small∆T , the final kr(T )
was chosen as the average from the upper and lower kr. Taking into account the following
assumptions
• The DRM 22 mechanism, which is a reduced mechanism, is capable to reproduce the
chemical effects in appropriate way
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• The water-gas shift reaction is a 2nd order reaction
• The radical reactions are fast compared to the water-gas shift reaction
• The mass of radicals and complex molecules is negligible compared to the mass of
CO, CO2, H2O and H2
for different kr(T ), A and EA for the forward and backward reaction can be obtained via
a curve fit. For the curve fit seven data points where used, which covered a range from
1200−2200K. To represent the channel numerically, a grid with 600 cells in streamwise di-
rection was used. To reduce the computational effort and provide an exact and reproducible
environment, only the species conservation equations as well as the mass conservation equa-
tion were solved, while the velocity and temperature were frozen. The omission of the energy
conservation equation guaranteed that the solution is not disturbed by temperature fluctua-
tions resulting from the heat of reaction. The equation system was solved via the simple
algorithm. The diffusion coefficients where calculated using the kinetic theory. The Arrhe-
nius coefficients of the new water-gas shift kinetics are shown in Table 4.2. The deviations
Reaction Ar (
m3
kmol·s·Knr
) EA (
j
kmol
) nr
CO+ H2O→ CO2 +H2 5.51887 · 107 2.88294 · 108 1.6
CO2 +H2 → CO+ H2O 2.32 · 1011 3.2597 · 108 1
Tab. 4.2: New reaction kinetics for the water-gas shift reaction
between the curve fit and the data points obtained from the experiment is beneath 10%. A
comparison of the new kinetics with the selected kinetics from Figure 4.1 is shown in Figure
4.3. The Arrhenius rate of the new kinetics is for low temperatures comparable with that of
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Fig. 4.3: The Arrhenius constants over the temperature for the selected kinetics of Figure 4.1 in comparison
to the current work. The dashed lines denote the hypothetical trend of the kinetics of Graven & Long, Bradford
and Bustamante beyond the defined range.
Silaen, for medium temperatures similar to that of De Souza-Santos and for high tempera-
tures about two magnitudes of order smaller than the Arrhenius rate of Jones & Lindstedt.
The increase of the reaction rate of the new water-gas shift is much higher than that of Silaen,
De Souza-Santos and Jones & Lindstedt but comparable with that of Graven & Long and the
4.1 Chemical Reaction System for Gasification 105
Bradford mechanism. For the new kinetics a comparative analysis with the DRM-22 for
solid char particles was conducted, which is comparable to that in Section 3.1.3. Here two
different temperatures (T∞ = 1200K, 1800K) and Reynolds numbers (Re = 10, 100) were
regarded. The gas composition at the gas inlet corresponds to that, which is given in Ta-
ble 4.1. Figure 4.4 illustrates the temperature and CO2 distribution around the particle for
T [K] CO2
Detailed
Semi-
global
Fig. 4.4: Temperature and CO2 distribution for a combusting coal particle in gasification atmosphere at Re =
10 and T∞ = 1800K calculated by use of a semi-global and a detailed mechanism.
a Reynolds number of 10 and 1800K. The other analyzed cases show the same behavior
and are not further discussed. For the depicted case, the temperature field is identical for
the regarded case (∆Tmax < 0.01K). The species distributions shows small differences be-
tween semi-global and detailed mechanism that are insignificantly. This was expectable as
the semi-global mechanism was developed by use of the DRM 22 mechanism.
The deviation of the carbon conversion rates is listed for all regarded cases in Table 4.3. Also
for the carbon conversion rates an excellent agreement between the detailed and semi-global
mechanism can be observed.
Re 10 100
T∞ [K] 1200 1800 1200 1800
Deviation of m˙′′c [%] 0 0 0.02 0
Tab. 4.3: Relative deviations of the carbon consumption rate between calculations using a detailed and a semi-
global reaction mechanism in %.
The newWGSR kinetic was further compared with several detailed and reduced mechanisms
as well as with the Jones and Lindstedt mechanism for a water quench, see Figure 4.5 (a).
The calculations were conducted within [132]. The ambient gas composition differed in this
case from used compositions during the development of the kinetics. In detail the temper-
ature was in the range of 1700K and the gas composition corresponded to XCO = 0.54,
XH2 = 0.19, XH2O = 0.14 and XCO2 = 0.11. The results of the comparison are shown in
Figure 4.5 (b).
Here the mole fraction of H2 is plotted along the reactor cross section. The graphic shows
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(a) (b)
Fig. 4.5: Sketch of the simulated quench (a) and radial profiles ofXH
2
through the cross section of the reaction
zone predicted by different mechanisms (b) . Both graphics were taken from [132].
that the results predicted by the new WGSR kinetic differ from the results predicted by the
detailed and reduced mechanisms with increasing distance from the reactor center. In de-
tail the H2 mole fraction is overestimated in comparison to the advanced mechanisms. This
can be explained by the fact that the more detailed mechanisms involve radicals and further
molecules, which bind additional hydrogen. Thus, the amount of H2 is larger for the semi-
global mechanisms, as the element hydrogen is only involved in the formation of H2 and
H2O. The new water-gas shift kinetics is capable to predict the reaction zone (minimum at
the left hand side of the plot) correctly. This is not the case for the Jones & Lindstedt mech-
anism, that fails completely to describe the shown system. Thus, the use of the new kinetics
represents a significant improvement over the Jones & Lindstedt mechanism for cases, where
a simple and robust mechanism is needed 1.
4.2 Two-Dimensional Simulations
4.2.1 Geometry
In the literature different geometrical approaches can be found, to model the porosity in 2-D
rotational coordinates. For the 2-D axis-symmetric system, Richter et al. [110] proposed
both a system of ring shaped layers comparable to the structure of an onion and a structure
consisting of non-touching tori. Both approaches are illustrated in Figure 4.6.
For the system of tori different geometries could be used, which were developed by Friese
[43] and Schulze [141]. Therefore in the present work this geometrical system was chosen
to represent the porous structure.
In detail the chosen porous structure consists of several rings of tori. To achieve a certain
porosity and surface ratio, the number of tori as well as the small and large torus radius were
1e.g. for better numerical stability, lower computational effort
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(a) Onion (b) Tori
Fig. 4.6: Porous structure represented by a ring shaped onion like structure (a) and a system of tori (b). The
plots are adapted from [110]
varied. Detailed information about the geometry development can be found in [43].
For the studies in total six different 2-D pore geometries were used. The first geometry has
nearly the same surface ratio and porosity as the 3-D geometry presented in the next section.
This allows for a comparison between 2-D and 3-D. The geometry was originally developed
by Schulze [141] and afterward modified for the use in this work. The five other geometries
were developed by Friese [43] and are used for studying the influence of ǫ and S ′′′. Between
these geometries three different porosities and three different surface ratios were used, while
the respective other parameter was held nearly constant. The different geometries are shown
in Figure 4.7, and the corresponding porosities and surface ratios are listed in Table 4.4. The
different geometries will be denoted in the following with G1–G6.
For the subsequent CFD study, the particles are assumed in their initial state directly after
Fig. 4.7: Sketches of the used 2-D geometries. The radiative surface is marked red. This figure was adapted
from [43].
pyrolysis. The values of the porosity for coal char after pyrolysis found in the literature cover
a wide range. For example Liu et al. [89] and Yu et al. [196] reported (macropore) porosities
between 70-90% for subbituminous coal chars and pyrolysis temperatures between 1100 ◦C
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Geometry 1 2 3 4 5 6
ǫ 0.546 0.389 0.480 0.63 0.481 0.480
S ′′′tot 1/m 93900 90000 89200 85000 71600 154000
S ′′′ext 1/m 23172 35045 33709 28720 32491 38158
S ′′′int 1/m 70734 54095 56274 56233 39138 115733
Nr. of CV 157413 289444 283483 280091 284791 285049
Tab. 4.4: Surface ratios, porosities and number of control volumes of the used 2-D geometries/meshes.
and 1400 ◦C. Whereas Remiarova et al. [124] measured only 13% porosity for a slovakian
brown coal after rapid pyrolysis at 900 ◦C. Furthermore Kothandraman and Simons [75]
published porosity values of 46.6% for lignite (1300K) and Ruiz et al. [133] values between
28% and 55% for semianthracite both under slow pyrolysis conditions. As by the literature
review no clear parameter range for the porosity could be identified, a medium range be-
tween about 40-60% was chosen.
The values for the surface ratio are with a range of 7 · 104− 1.5 · 105m−1 far below the value
range that is reported in the literature. Here values between 1 · 106m−1 for bituminous and
lignite coals [145] and 6 · 106 − 2.4 · 107m−1 for partially burnt char [134] could be found.
The low values of S ′′′ are caused by the fact, that the pores are resolved geometrically. This
allows only the resolution of the macropores, which limits the value of S ′′′. An increase of
S ′′′ would exceed the computational power of nowadays computers and shift the pores into
the Knudsen regime, where the continuum approach looses its validity. A more detailed dis-
cussion can be found in Section 2.1.
The surface of the geometries was divided into two parts. One external part, which par-
ticipates in the surface radiation and one intrinsic part, which does not. In Figure 4.7 the
radiating surface parts are marked with red color.
The geometries were all meshed with the same grid size within the particle, which corre-
sponds to that of the surface mesh for the solid particle used in Chapter 3. The mesh outside
of the particle as well as the domain size were also adopted to that of the solid particle. As it
is expected that the gradients in case of gasification are smaller than in case of combustion,
particle and flow field should be sufficiently resolved. Therefore a grid study was omitted.
As an example Figure 4.8 shows a detailed view of the mesh of G1 at the forward stagnation
point. The number of control volumes is listed in Table 4.4.
Fig. 4.8: Detailed view of the G1 geometry mesh at the front stagnation point.
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It should be noted that the geometrical system, which is used for the 2-D geometries, is
a strong simplification regarding the heat transfer within the particle. This is caused by the
omission of bridges between the solid tori. Such structures do not exist in reality. To estimate
the error, that might occur due to the simplification for the intrinsic heat transfer, the effec-
tive thermal conductivity λeff is compared for a real geometry and the simplified geometry.
The effective thermal conductivity is a measure for the thermal conductivity within porous
media [52]. Besides the thermal conductivity λ of the gas and solid phase, it can also include
radiative heat transfer. This effect is not considered here. The effective thermal conductivity
can be estimated by a combination of series and parallel connections.
(a) series (b) parallel
Fig. 4.9: Example for a series (a) and parallel (b) connection of thermal conductivities. The graphics are
adopted from [52].
The used 2-D set up is similar to a series connection of solid and gas phase, compare Fig-
ure 4.9 (a). The series connection represents the lower limit of λeff . According to [52] the
effective thermal conductivity λeff for such a series connection is
λeff =
1
ǫ
λgas
+ 1−ǫ
λsolid
. (4.3)
Whereas the effective thermal conductivity of particles with lower porosity will rather con-
form to a parallel connection (Figure 4.9 (b)). This represents the upper limit for λeff . In this
case λeff can be calculated with [52]
λeff = ǫλgas + (1− ǫ)λsolid (4.4)
For λsolid a value of 0.2Wm
−1K−1 is assumed. This value was used throughout all CFD
calculations in this work to represent the char conductivity. The thermal conductivity for the
gas phase λgas is calculated with the kinetic theory for the respective gas mixture used in the
CFD calculations. The results for the lower (low) and upper (up) limit of λeff are plotted for
ǫ = 0.5 in Figure 4.10. The comparison of the lower and upper value for λeff shows only a
insignificant deviation between both. Thus, the simplification of the geometry will not result
in major deviations regarding the intrinsic heat transfer.
4.2.2 Influence of Reynolds Number and Ambient Temperature
As it was shown in the Chapter 3 the ambient temperature as well as the surrounding flow
have a major impact on the carbon conversion rate of combusting particles. It is expected
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Fig. 4.10: Lower (low, Equation (4.3)) and Upper (up, Equation (4.4)) value for λeff at different T for ǫ = 0.5
that both parameters have a similar impact on m˙c in case of gasification. Especially the ex-
ternal flow might be an important parameter, as it could change the temperature and species
distribution within the porous structure by a penetration of the particle.
However, the number of publications including the effects of flow for the analysis of single
porous particles under gasification conditions is low. From the literature review in Section
1.1.2 appears that the previous research regarding the gasification of particles was mainly fo-
cused on the prediction of the pore growth. Different authors used these pore growth models
subsequently within 0-D models [180, 62]. However, these models where generally not used
for parameter studies on single coal particles but as sub-models for entrained flow gasifier
simulations. Some other authors used 1-D models to describe the effects occurring within
the intrinsic pore structure during the gasification. For example Xu et al. [191] used a 1-D
code for the transient simulation of biomass and coal chars at temperatures between 1123K
and 1223K. They determined the char structure as the key parameter on the gasification
process. However, these simulations did not include an external flow.
Only two works could be found to this topic that include an external flow. The first is by
Dierich [32]. Within his work he conducted expensive transient 2-D axis-symmetric CFD
calculations for a gasifying particle under flow conditions. For the representation of the
porosity a Darcy approach was used. In detail he investigated an ambient temperature range
between 1700K and 2600K and a Reynolds range between 1-40 for an initial porosity of
0.4 under use of the Libby & Blake kinetics. Dierich [32] found that at the end of the gasifi-
cation process the particle is penetrated by the surrounding flow. Other studies, which were
conducted for non-reactive porous particles confirm that a penetration of the particle due to
external flow is possible under certain conditions, e.g see [198]. However, Dierich [32] used
a model approach to study the porous structure. Therefore specific effects resulting from a
geometrical resolution of the porosity might not represented.
The second work is by Schulze [141]. He made a comparative CFD study between porous
and solid 2mm and 40 µm particles gasifying in a CO2/N2-atmosphere with a CO2 mass
fraction of 0.9 by use of the geometry G1, page 107. The chosen parameter range for the
ambient temperature was between 1500K and 2500K and for the Reynolds number between
10 and 50. As just CO2 was used as gasifying agent, the Boudouard reaction was the only
heterogeneous reaction that was considered. The kinetics for the Boudouard reaction was
taken from Turns, compare Table 3.1 on page 39. Schulze found that at low ambient temper-
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atures the carbon consumption rate of the solid and the porous particle differ strongly due to
the kinetic control of the system. For T∞ = 2500K the results for the solid and the porous
particle agree mainly with each other. Furthermore he found that the Stefan flow can prevent
the particle from penetration by the external flow.
To analyze the gasification of porous particles under flow conditions more in detail, a study
was conducted. Within the study four different ambient temperatures in the range between
1250K and 2100K and three different Reynolds numbers (1, 10 ,100) were considered. It
was aspired to place the main part of the CFD calculations in a diffusion controlled or mixed
diffusion controlled regime, as a fully kinetically controlled regime is rather unlikely for an
entrained flow gasifier. Furthermore such systems were already analyzed by other authors.
It is expected, that most of the heterogeneous kinetic sets used in Chapter 3 are not fast
enough to shift the regime to a diffusion controlled one. Therefore the fastest kinetic set,
which was used in the last chapter, was chosen. This is the kinetic set from Turns [174].
The set was also utilized in the work of Schulze [141] for the modeling of the gasification.
For comparison further the kinetic set of Libby & Blake (compare Table 3.1) was selected,
which is much slower than the Turns kinetics. It is assumed that by use of the Libby & Blake
kinetics the system is placed mainly in the kinetically controlled regime. For this kinetics
the same temperature range as for the Turns kinetics was considered. However only for
T∞ = 1250K three Reynolds numbers were calculated. For all other ambient temperatures
only one Reynolds number (Re = 10) was taken into account.
The composition of the elements accords to that listed in Table 4.1 for all CFD calculations
presented in this chapter. However, the composition of CO, CO2, H2 and H2O is in equi-
librium and therefore shifted with the ambient temperature. The gas composition for the
four used temperatures is shown in Table 4.5. The particle diameter used throughout in this
chapter was 200 µm and the operating pressure accorded to atmospheric conditions.
T∞ YCO YCO2 YH2 YH2O YN2
1250K 0.108 0.444 0.007 0.241 0.2
1500K 0.127 0.415 0.005 0.253 0.2
1800K 0.140 0.394 0.004 0.262 0.2
2100K 0.146 0.385 0.004 0.266 0.2
Tab. 4.5: Inlet species composition at different ambient temperatures.
In the previous chapter one of the main characterization parameters for the system was the
second Damköhler number DaII (Equation (3.8)), which describes, if the conversion process
is diffusion or kinetically limited at the particle surface. In this chapter DaII is used again
to estimate, if the surface is diffusion controlled or not. Therefore in Figure 4.11 the second
Damköhler number of both used heterogeneous reactions is plotted over the ambient tem-
perature for the three considered Reynolds numbers. In addition the Damköhler numbers
for the Libby & Blake kinetics are added. The plot for the Damköhler number shows, that
the surface of the particle is mainly kinetically controlled. From the regarded kinetics the
Turns kinetics for the gasification reaction is the only one that approaches the mixed con-
trolled regime at least for high T∞. The kinetic set of Turns is the fastest, that was found in
the literature study, shown in Figure 3.1. Thus it is rather unlikely, that the system is fully
diffusion controlled at the surface during the gasification stage in case that an entrained flow
gasifier is operated under atmospheric pressure conditions. This assumption is assured by
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Fig. 4.11: Second Damköhler numbers over the ambient temperature for the Turns kinetic set (T) at Re =
1, 10, 100 and the Libby & Blake kinetic set (L) at Re = 10. Both the Boudouard (CO2) and the gasification
reaction (H2O) are shown. dp = 200 µm.
the fact, that the average particle size in an entrained flow gasifier is below the regarded par-
ticle size of 200 µm. For this reason the Damköhler numbers will be situated clearly below
that one, which are shown in Figure 4.11. For elevated pressures the situation might differ
as DaII ∝ p.
The Reynolds number has a minor influence on the second Damköhler number in comparison
to the temperature. This interrelation was already observed in case of combustion, compare
Figure 3.11. In comparison to the combustion the influence of Re on DaII is reduced.
The Damköhler number is only defined for the external particle surface. In case of com-
bustion this parameter is sufficient for the description of diffusion control, especially if the
particle is assumed as solid. However, as for the gasification the intrinsic particle conversion
plays a role [110], an additional parameter for the description of the diffusion control within
the particle is needed. For this purpose the so-called Thiele modulusTh can be utilized. The
Thiele modulus describes the ratio between the reaction rate and the diffusive mass transport
within a porous structure. Thus, it can be regarded as an analogon to the Damköhler number
for the system description of intrinsic processes. The Thiele modulus is defined as [110]
Th =
dp
2
√
krS ′′′
Deff
. (4.5)
Here Deff is the effective diffusion coefficient, which is a macroscopic measure for the dif-
fusion through a porous medium. It can be approximated with
Deff =
ǫ
τ
D, (4.6)
where τ is the tortuosity. The tortuosity is the square of the ratio of the path length of the
species through the porous structure between point A and B and the shortest distance between
both points. According to Walker et al. [182] the tortuosity can be approximated with
τ =
1
ǫ
, (4.7)
which leads to
Deff = ǫ
2D. (4.8)
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In analogy to DaII for Th≪ 1 the pore system is kinetically controlled and for Th≫ 1 the
system is diffusion controlled. Pursuant to Laurendeau for the porous particle three different
regimes can be separated:
• Kinetic control (Regime I): The whole system is kinetically controlled. DaII ≪ 1;
Th≪ 1.
• Pore diffusion control (Regime II): The external surface is kinetically controlled, but
the pore system within the particle is diffusion controlled. DaII ≪ 1; Th≫ 1.
• Surface diffusion control (Regime III): Both the external and the intrinsic particle
surface are diffusion controlled. DaII ≫ 1; Th ≫ 1. The intrinsic process can be
neglected, as the external surface is diffusion controlled.
In fact the described regimes exist also in case of combustion. However, Regime II is neg-
ligible for the combustion, as it appears only in a very narrow temperature range. For this
reason it was not discussed in Chapter 3.
In the literature generally the total surface of the particle is used for the calculation of the
Thiele modulus. However, this approach is not exact, as the external surface de facto does
not participate in the intrinsic particle diffusion process. For large S ′′′ this might not play a
role, as the external surface Aext is negligible in comparison to the total surface. However,
for small S ′′′ the external surface represents a reasonable amount of the total particle sur-
face. This is illustrated in Figure 4.12, where the ratio between external and total surface is
0 50 100 150 200
dp [µm]
1e-05
0.0001
0.001
0.01
0.1
1
A
su
rf/
A
to
ta
l [-
]
S’’’=105
S’’’=106
S’’’=107
S’’’=108
Fig. 4.12: Ratio between external and total surface over the particle diameter for different S′′′ [1/m]. The
external surface accords to that of a sphere.
plotted over the particle diameter for different S ′′′. It is obvious that for the 200 µm particle
with the used surface ratios the external surface is not negligible in the calculation of S ′′′.
For S ′′′ = 106 the external surface will exceed an amount of 10 % for dp < 50 µm, and for
S ′′′ = 107, if the particles are in the size of few micrometers. For S ′′′ = 108 the external
surface is negligible for all dp, that appear in an entrained flow gasifier. To take this consid-
erations into account, the Thiele modulus in this work is calculated by use of the intrinsic
surface, which deviates from the total surface, compare Table 4.4 on page 108.
The Thiele modulus shall describe the ratio between reaction rate and species transport
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within the particle. However, the standard definition of the Thiele modulus uses the sur-
face temperature for the calculation of kr, as it considers a constant temperature within the
particle. It is assumed that this is not the case for gasifying char, as reactions occur within
the particle. The reactions are all endothermic. Thus, this will lead to a temperature decrease
in direction of the particle center. Therefore in case of gasification the standard definition
of the Thiele modulus will overestimate the correct ratio between reaction rate and species
transport, as the average reaction rates are far slower than calculated via the standard Thiele
modulus. To rectify the assumption of a constant temperature, the intrinsic average of the
Arrhenius rate k∗r was chosen for the calculation of Th. The alternative formulation of the
Thiele modulus Th∗ predicts the correct ratio between reaction rate and species transport,
as it uses the actual Arrhenius rates. It should be noted that the temperature T ∗, which is
connected to k∗r , does not refer to the average intrinsic surface temperature as
T ∗ =
EA
Ru ln
k∗r
A
(4.9)
The modified Thiele modulus Th∗ is plotted in Figure 4.13 (a) over the ambient temperature
for the Turns kinetic set at Re = 1, 10, 100 and the Libby & Blake kinetic set at Re = 10. To
study in what extent the assumption of a constant temperature at the calculation of the Thiele
modulus influences the values ofTh, in Figure 4.13 (b) the Thiele modulus is calculated with
the surface temperature Ts. To keep the two Thiele moduli comparable, the intrinsic surface
was utilized in both cases.
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Fig. 4.13: Modified Thiele modulusTh∗ (a) and original Thiele modulusTh (b) over the ambient temperature
for the Turns kinetic set (T) at Re = 1, 10, 100 and the Libby & Blake kinetic set (L) at Re = 10. CO2 denotes
the Boudouard and H2O the gasification reaction. The particle diameter is dp = 200 µm.
The distribution of the alternative Thiele modulus Figure 4.13 (a) shows, that for the Turns
kinetics the system will be mainly situated in a mixed regime between Regime I and II for
the regarded ambient temperatures. For the Libby & Blake kinetics the system is mainly
kinetically controlled (Regime I). Only at high temperatures it approaches the pore diffusion
regime. The dependency of Th on the temperature is similar to that of the DaII, compare
Figure 4.11. Whereas the influence of the Reynolds number on the Thiele modulus is with
below 10% for a Reynolds range between 1-100 negligible.
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The comparison of the standard and the alternative Thiele modulus reveals that a calculation
with the surface temperature leads to deviations of about factor two at the upper ambient
temperature range in case of the Turns kinetics. For low temperatures as well as for the main
temperature range of the Libby & Blake kinetics only small differences occur. Due to the
differences between both approaches at high temperatures the alternative formulation of the
Thiele modulus is used in the further discussion.
In summary a particle will stay mainly in the kinetically controlled regime for low T∞ and
slow kinetics over the regarded parameter range, while for higher ambient temperatures and
fast kinetics the particle is place in Regime II. The influence of flow on DaII tends to be
weaker than for the combustion. Whereas the influence of Re on Th is negligible.
Next it is analyzed to what extend the external flow interacts with the intrinsic porous struc-
ture in dependence of the Reynolds number. To this end Figure 4.14 shows the velocity
distribution in combination with streamlines in the vicinity of the particle for the Libby &
Blake kinetics at T∞ = 1250K and the Turns kinetics at T∞ = 1800K for three different
Reynolds numbers (1, 10 and 100).
Libby & Blake (T∞ = 1250K) Turns (T∞ = 1800K)
Re = 1
Re = 10
Re = 100
Fig. 4.14: Velocity profiles in combination with streamlines for different Reynolds numbers and kinet-
ics/ambient temperatures, dp = 200 µm.
The plots reveal that at a Reynolds number of 1 for both kinetics/temperatures the fluid is
detained from particle penetration due to the occurring Stefan flow. At narrow passages of
the porous structure, the Stefan flow forms jets. While for the Libby & Blake kinetics the ve-
locity of the jets is negligible in comparison to the velocity of the undisturbed ambient flow,
in case of the Turns kinetics, the velocity of the jets is in the same range than the ambient
velocity. For a Reynolds number of 10 the particle is still not penetrated by the fluid flow,
if the Turns kinetic at elevated ambient temperatures is used. Whereas in case of the Libby
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& Blake kinetics the ambient flow already starts to penetrate the particle. At a Reynolds
number of 100 for both kinetics/temperatures the particle is penetrated.
It is interesting to see that the particle is in this case not only penetrated from the upstream
side but also from the rear side of the particle due to the eddy in the wake of the particle.
Thus, the flow leaves the particle from the middle part of the particle. For the cases, in which
the particle is not penetrated by the flow, the pathway of the product gases is mainly in radial
direction to the particle surface. Whereas, if the particle is penetrated, the pathway of the
products is not clearly defined.
The fluid flow around and inside the particle might influence the temperature and species
distribution, which is exemplary shown for the Turns kinetics at an ambient temperature of
1800K in Figure 4.15. Here the temperature and the CO2 mass fraction distribution are plot-
ted for Reynolds numbers of 1, 10 and 100. One can see that with increasing Reynolds num-
T YCO2
Re = 1
Re = 10
Re = 100
Fig. 4.15: Temperature and YCO
2
distribution for a 200 µm particle gasifying at an ambient temperature of
1800K and three different Reynolds numbers. The used kinetics is from Turns [174].
ber the thermal and species boundary layer around the particle shrinks. This influences also
the temperature and CO2 mass fraction in the outer parts of the porous structure. Here the
temperature and YCO2 increase due to the lower boundary thickness. Whereas in the center
of the particles the temperature and CO2 mass fraction stay almost constant with increasing
Reynolds number. It is interesting that even for a Reynolds number of 100, where the ambi-
ent flow penetrates the particle, the temperature and species distribution is not significantly
shifted from the center into downstream direction. Thus, the temperature and species dis-
tribution within the particle can be assumed as radial and independent from the free stream
conditions. This allows for a description of the temperature and species distribution in 1-D
coordinates. However, it should be noted, that the porosity of the particle accords to an initial
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value. As during the gasification process the porosity will increase, the flow effects might
have a more severe impact on the temperature and species distribution at the end of the gasi-
fication process.
The plots further show, that the gas phase reactions have no influence on the particle chem-
istry 2. This observation was also made for all following results shown in this chapter. As
the gas phase chemistry is negligible, a single-film approach for the representation of the
particle is also valid for gasifying particles.
For a better quantification of the temperature and species distribution the difference between
local and ambient temperature (a) and the CO2 mass fraction normalized with YCO2,∞ (b) are
plotted in Figure 4.16 over the position x on the symmetry axis normalized with the particle
diameter dp. Within the plot a low ambient temperature (T∞ = 1250K) and a high ambient
temperature (T∞ = 2100K) as well as three different Reynolds numbers are considered.
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Fig. 4.16: The difference between local and ambient temperature (a) and the CO2 mass fraction normalized
with YCO
2
,∞ (b) plotted over the position x on the symmetry axis normalized with the particle diameter dp for
three different Reynolds numbers and two different ambient temperatures. The particle diameter is 200 µm and
the heterogeneous kinetic set from Turns.
The Figure shows that both the difference between local and ambient temperature as well as
the mass fraction ratio decreases with the temperature, which is obvious. The radial profile
is mainly parabolic. Such distributions are also reported by the literature for particles in
quiescent atmosphere. The temperature decrease within the particle reaches values of about
150K for an ambient temperature of 2100K and Re = 100. In comparison the decrease
within the boundary layer is for the same ambient temperature about 450K. An increase of
the Reynolds number leads to an increase of the minimum particle temperature at low T∞
and a decrease for high T∞. The change of the minimum temperature due to Re is small
compared to the differences occurring from an increase of the ambient temperature. An
increase of the Reynolds number further leads to an increase of the species concentration
within the particle due to the reduction of the species boundary layer. At the same time the
species gradients increase within the particle. In conclusion it can be said that with an in-
creasing Reynolds number the intrinsic diffusion processes gain importance in comparison
2A noticeable reaction activity within the gas phase would lead to non-monotonic distributions of both the
temperature and the species in radial direction from the center
118 4 CFD-based Numerical Modeling of Partial Oxidation of a Porous Carbon Particle
to the external transport ambient and surface due to the species boundary layer reduction.
The local temperature and species distribution, which is shown in Figure 4.16, will influence
the intrinsic carbon conversion rate. To quantify the influence of the parabolic species pro-
files on the intrinsic carbon conversion rate, the so called efficiency factor ηi for the species
i can be utilized. The efficiency factor is defined as the ratio between the finite diffusive
mass transport to a infinitely fast diffusive mass transport [110]. In fact the efficiency factor
is the ratio between the integral along the radius of the parabolic species distribution, shown
in Figure 4.16, and the integral of a species distribution referring to a constant surface con-
centration. Therefore η can be interpreted as the percentage of the available intrinsic surface,
which takes part in the surface reaction under the condition that the species concentration
conforms to the species concentration at the surface. Under the assumption that the tem-
perature is constant over the intrinsic surface, it is possible to derive a correlation for the
efficiency factor in dependence of the Thiele modulus [110]
ηi =
3
Th2i
(Thi cothThi − 1) (4.10)
The assumption of a non-homogeneous temperature complicates the differential equation, on
which Equation (4.10) is based to such an extent, that it is not possible any more to derive an
analytical solution. Therefore in the literature only graphs calculated via iteratively solved
systems can be found for ηi including a temperature decrease, e.g. see [185].
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Fig. 4.17: Efficiency factors predicted via CFD and Equation (4.10) (a) and carbon conversion rates (b) over
the ambient temperature for different Reynolds numbers and kinetics (Turns (T) and Libby & Blake (L)),
dp = 200 µm.
To illustrate the deviation, that occurs from the simplification of a constant temperature, Fig-
ure 4.17 (a) shows the efficiency factor estimated with Equation 4.10 as well as the efficiency
factor calculated directly from the CFD calculations. The efficiency factor was calculated
from the CFD via
η =
Aint
∑
r Ci,skr,sMw,cνi,r
m˙C,int
, (4.11)
where Ci,s and kr,s are the species concentrations and reaction rates related to the surface.
For a constant temperature the Arrhenius rate can be eliminated from Equation (4.11), which
leads to the classical definition of η. In Figure 4.17 (a) the efficiency factor is plotted over
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the ambient temperature for different Reynolds numbers and both the Libby & Blake and
the Turns kinetics. The plot shows that the real efficiency factor and that calculated from the
correlation differ strongly quantitatively and qualitatively from each other. The curve of the
correlated data shows an assonant behavior, while the CFD curve has an faded behavior. The
differences reach values up to factor 1.5-2. It is expected that this differences only occur, as
the particle is situated in the mixed controlled regime between Regime I and II. For higher
Thiele moduli the influence of the temperature decrease should be negligible as the pore
structure is completely diffusion controlled.
Figure 4.17 (b) shows the influence of the ambient temperature and the Reynolds number
on the carbon conversion rate of both the Libby & Blake and Turns kinetic set. It can be
seen that an increase of the temperature leads to a strong increase of the carbon conversion
rate in case of both kinetics as the particle is situated in the mixed regime between Regime
I and II. The influence of the Reynolds number on the carbon mass flux is less pronounced
as for the fully diffusion controlled regimes, shown in the Chapter 3. For low temperatures
the influence of the Reynolds number is negligible due to the kinetic control of the system.
At high temperatures (T∞ = 2100K) the increase of m˙C due to an increase of the Reynolds
number from 1-100 is about factor 2.
In principle the carbon conversion rate for a certain Reynolds number A can be correlated
to an arbitrary Reynolds number B. Thereto Equation (3.14) at page 57 can be modified to a
more general form. To include the effects on the intrinsic carbon conversion into Equation
(3.14), the ratio between the efficiency factors ηi,A/ηi,B can be utilized. If the external and
the intrinsic surface have a similar magnitude, the efficiency factor may only be used to relate
the intrinsic part of the surface. This results in
Aext + Aintηi,A
Aext + Aintηi,B
(4.12)
The resulting correlation can be written as
m˙C,A =
∑
r
m˙C,B
(
Aext + Aintηi,A
Aext + Aintηi,B
)βi + kr NuANuB
βi + kr
 (4.13)
Equation (4.13) is valid for the Regimes I-III of a porous structure.
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Fig. 4.18: Carbon conversion rates over T∞ for Re=10 and 100 correlated to Re = 1, dp = 200 µm.
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In Figure 4.18 the carbon conversion rates for Re = 10 and Re = 100, shown in Figure
4.17 (b), are correlated by use of Equation (4.13) to a Reynolds number of 1. The results
show that the correlation works good for small as well as for high ambient temperatures.
However, for medium ambient temperatures the correlation fails to predict the carbon con-
version rate for Re correctly. It could be shown for the Reynolds correction formula for the
combustion (Equation (3.14)) that it is difficult to correlate systems, in which the kinetic con-
trol equals to the diffusion control (compare Figure 3.13 (b) , T∞ = 1400K). Therefore it
is assumed that the correction shown in Equation (4.13) will deliver better results for higher
Th and DaII.
4.2.3 Influence of Porosity and Internal Surface
The porosity ǫ and the surface ratio S ′′′ are important modeling parameters in most 0-D or
1-D models, as they influence the mass and heat transfer processes within the particle and
determine the available reaction surface. For gasifying particles in quiescent atmospheres
several studies can be found in the literature, which accord mainly to the literature already
discussed in the last section and the introduction.
The number of publications that study the influence of ǫ and S ′′′ under flow conditions is
very limited. Dierich [32] studied the development of the porosity and surface ratio for a
gasifying particle in flow using a Darcy approach for representation of the porous structure.
As he conducted transient calculations, ǫ and S ′′′ were varying over the time. This does
not allow for a detailed analysis of one single parameter under fixed conditions of all other
parameters. Friese [43] used the geometries G2–G6 to analyze the influence of ǫ and S ′′′
by use of a slow kinetics (Libby & Blake [87]) for ambient temperatures between 1200K
and 2100K and a Reynolds number of 10. As the system was mainly kinetically controlled
for the Libby & Blake kinetics (compare Figure 4.11), the porosity had no influence on the
carbon conversion rate. For an increase of the surface ratio a linear increase of the carbon
conversion rate was observed.
To study the effects of porosity and surface ratio under flow conditions in Regime I and II, a
series of calculations was conducted, in which the kinetics set of Turns was used. In detail
for the study the ambient temperature was varied in a range between 1250K and 2100K for
the geometries G2–G6 at a Reynolds number of 10. For T∞ = 1800K two further Reynolds
numbers (1, 100) were additionally taken into account to study the impact of Re. The diam-
eter of the particle was 200 µm and the gas composition accords to that shown in Table 4.5.
For the analysis in a first step the influence of ǫ and S ′′′ on the diffusion regimes is regarded.
The Damköhler number is not directly influenced by both parameters. Thus, only the alter-
native Thiele modulus Th∗ is analyzed.
The alternative Thiele modulus is plotted in Figure 4.19 over the porosity (a) and the surface
ratio (b) for different ambient temperatures at Re = 10. From the equation of the Thiele
modulus follows that Th ∝ 1/ǫ and Th ∝ √S ′′′. The plots reveal the inverse dependency of
Th on the porosity and proportional dependency on the surface ratio, which is predicted by
the classical formulation of the Thiele modulus. The range of the Thiele modulus is similar
to that, which was shown in the last section. As the values are all arranged in the vicinity of
one, the Thiele moduli refers to a mixed regime between Regime I and II.
Due to the procedure of the geometry development for the porous structures used in this
work, the porosity is not uniformly distributed within the particle volume. It is expected
that this is also the case for real char structures. However, the direct comparison of the used
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Fig. 4.19: Alternative Thiele modulus for different porosities (a) and the surface ratios (b) over the ambient
temperatures at Re = 10. CO2 Denotes the Boudouard and H2O the gasification reaction. The particle
diameter is 200 µm and the unit of S′′′ is m−1.
porosity distribution with real char porosities is difficult. A general porosity distribution
within the char particle does not exist, as it is dependent on the coal type and the treatment
during pyrolysis [196]. Furthermore it is hard to determine the porous structure within a char
particle after pyrolysis or during gasification optically. If the porosity structure is modeled it
is based on the model assumptions. However, the visual analysis of the surface macropore
structure made by different authors (e.g. [90, 120, 89]) suggests that the structure of the
macropores is not distributed uniformly.
A non-uniform distribution of the porosity might influence the mass transfer within the pore
structure due to the occurring Stefan flow. Furthermore it could have an impact on the pene-
tration of the surrounding flow into the particle at higher Reynolds number. This is illustrated
in Figure 4.20, where the velocity profiles and streamlines within the particle are shown for
the Geometries G2–G4 at a low and high Reynolds numbers and T∞ = 1800K.
The plots show that the local porosity influences the velocity field within the particle. For a
Reynolds number of 100 the streamlines of the penetrating flow follow the areas, where the
local porosity is low. Furthermore a change of the porosity leads to a change of the intrinsic
velocity magnitude. This is especially striking for the plots at Re = 1, where the velocity
magnitude within the particle is locally in the same range than for the surrounding flow. The
average velocity is increasing from the center to the particle surface as the integral carbon
conversion rate increases. The medium velocity is decreasing with the increasing particle
porosity. However, this behavior is superimposed by fluctuations caused by the local poros-
ity distribution. In areas where the porosity is high, the velocity magnitude is low. Whereas
in areas of low porosities the velocity magnitude reaches values up to 2.4m/s. It is expected
that such velocity magnitudes can lead to a massive disturbance of the diffusive flux of the
educts into the pore system. As the largest velocity magnitudes are situated near the external
particle surface, this could lead to a blockage of the intrinsic pore system from educt species.
The influence of the porosity on the Stefan flux and finally to the diffusive mass flux is stud-
ied more in detail. Thereto a species balance equation for the mass flux m˙′′i of a species i
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Fig. 4.20: Velocity profiles in combination with streamlines for different Reynolds numbers and porosities at
T∞ = 1800K, dp = 200 µm.
through a surface is arranged
m˙′′i = ρgas
(
D
∆Yi
∆x
− uStYi
)
. (4.14)
The Stefan flow velocity uSt at this surface is determined by
uSt =
m˙c
ρgasA
. (4.15)
If we consider that the surface corresponds to a spherical shell with the radius r within a
porous gasifying coal particle, then m˙c conforms to the carbon conversion rate of the integral
surface within the shell. As the particle is porous the available area for the gas is
A = A0ǫ, (4.16)
where A0 denotes the area of the shell. With the Equations (4.14)–(4.16) it is obvious that
m˙′′i = fD − f
(
1
ǫ
)
. (4.17)
The influence of the Stefan flow on the diffusion in dependence of the porosity is illustrated
in Figure 4.21. Here the species mass flux considering the effect of Stefan flow m˙′′i,St normal-
ized with species mass flux without Stefan flow m˙′′i is plotted over the porosity. The values
for Yi, ∆Yi/∆x and D were calculated at the border between external and intrinsic surface
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of the G3 geometry for Re = 10 and T∞ = 1800K. At this place the highest velocity mag-
nitudes occur, compare Figure 4.20. The local porosity at the passage between external and
intrinsic surface is about 0.2 for geometry G2 (ǫ = 0.39) and G3 (ǫ = 0.48). For geometry
G1 the values are larger.
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Fig. 4.21: Species mass flux considering the effect of Stefan flow m˙′′i,St normalized with species mass flux
without Stefan flow m˙′′i over the porosity for CO2 and H2O.
Figure 4.21 reveals that for higher porosities the influence of the Stefan flow on the species
mass flux is almost negligible. However, for ǫ < 0.2 the influence of the Stefan flow strongly
increases. In this case the influence of Stefan flow has to be considered.
To analyze the influence of the porosity and the surface ratio on the intrinsic temperature
and species distribution, the difference between local and ambient temperature and the CO2
mass fraction normalized with the ambient CO2 mass fraction are plotted in Figure 4.22
over the position x on the symmetry axis normalized with the particle diameter dp. Here the
three different porosities and surface ratios are shown for an ambient temperature of 2100K
and a Reynolds number of 10. The temperature distribution for the geometries with differ-
ent porosities shows that an increase of the porosity leads to an decrease of the minimum
temperature. This can be explained by the distribution of the CO2 mass fraction. Here the
minimum values of YCO2 increase with an increasing porosity as
Deff ∝ ǫ2 (4.18)
The increase of the mass fractions leads to an increase of the reaction rates and therefore
to an increase of the reaction heat. This leads finally to the decrease of the temperature. In
conclusion it can be said, that the enhancement of the reaction rates by the enhancement of
the species transport due to the increased porosity is damped by the temperature decrease.
Thus, the porosity will have no significant influence on the carbon consumption rate in the
regarded parameter range.
It should be noted that the described effect is only valid for the mixed controlled regime
between Regime I-II, in which the shown plots are situated. For Th ≫ 1 the temperature
decrease is negligible. Therefore in this case an increase of the porosity will lead to an
enhanced carbon conversion rate. For Th ≫ 1 the influence of ǫ on ηi can be approximated
by use of the Equations (4.5), (4.8) and (4.10):
η ∝ 3ǫ2
(
1
ǫ
coth
1
ǫ
− 1
)
(4.19)
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In Equation (4.19) the influence of the Stefan flow is neglected. Therefore the correlation
might differ in reality, if noticeable amounts of uSt occur within the particle.
An increase of the surface ratio leads as well to a decrease of the intrinsic temperature as
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Fig. 4.22: The difference between local and ambient temperature and the CO2 mass fraction normalized with
YCO
2
,∞ plotted over the position x on the symmetry axis normalized with the particle diameter dp for three
different porosities and surface ratios at T∞ = 2100K and Re = 10. The particle diameter is 200 µm and the
unit of S′′′ is m−1.
Figure 4.22 reveals. This is obvious as an increase of S ′′′ leads to an increase of the carbon
conversion rate and therefore to the intrinsic temperature decrease. In Figure 4.22 it can be
seen, that the temperature decrease between the curve of S ′′′ = 9.0 · 104m−1 (G2) and the
curve of S ′′′ = 1.5 · 105m−1 (G5) do not deviate noticeably. This can be explained by the
distribution of the CO2 mass fraction. The distributions of YCO2 for the different surface
ratios show that the CO2 mass fraction sinks with increasing S
′′′ due to the increase of the
available surface. However, as the Thiele modulus for S ′′′ = 1.5 · 105m−1 is larger than for
the G2 and G4 geometry it approaches already the fully pore diffusion controlled regime.
This is visible as the area of the minimum species concentration is enlarged in direction to
the external surface in comparison to the two other geometries. In addition Figure 4.7 shows
that the local porosity near the external surface is extremely low in comparison to all other
geometries. Therefore the Stefan flow will cut off the educt supply already at the surface
pores as explained in the discussion for Figure 4.21. The low species concentration finally
leads to the fact that the temperature is not decreasing noticeably in comparison to that of
the S ′′′ = 9.0 · 104m−1 geometry. The influence of the surface ratio on the efficiency factor
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can be described by
η ∝ 3√
S ′′′
(S ′′′ cothS ′′′ − 1) (4.20)
The impact of ǫ and S ′′′ on the temperature and species distributions are reflected by the
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Fig. 4.23: Effectiveness factors over the ambient temperature for different porosities (a) and surface ratios (b)
at Re = 10 predicted via CFD and Equation (4.10). The unit of S′′′ is m−1, dp = 200 µm.
according efficiency factors. These are presented in Figure 4.23. In detail Figure 4.23 (a)
shows the efficiency factors over T∞ for different porosities predicted via Equation (4.10)
and calculated from the CFD results (via Equation (4.11)). As predicted before the effi-
ciency factors calculated by the CFD are close together, as the enhanced species transport
and the reduced intrinsic temperature cancel each other out. Whereas the efficiency factors
predicted by Equation (4.10) reflect the dependency in Equation (4.19). Therefore the curves
of the different ǫ start to spread with increasing T∞.
Plot 4.23 (b) reveals that the efficiency factors calculated from the CFD spread with increas-
ing S ′′′ and ambient temperatures. This will lead to an assimilation of the carbon conversion
rates as the higher available surface is compensated by the lower percentage of the surface,
which is actually used.
The influence of ǫ and S ′′′ on the efficiency factor is finally reflected in the behavior of the
carbon conversion rates. These are plotted over the ambient temperature for different porosi-
ties in Figure 4.24 (a) and for different S ′′′ in Figure 4.24 (b). The plot for the different ǫ
shows that at low ambient temperatures, where the system is kinetically controlled, the in-
fluence of the porosity on m˙C is negligible. This is obvious as the species transport has no
influence in Regime I. For high temperatures the influence of the porosity is still low due
to the mechanisms previously explained in this section. However, for higher values of Th,
which can be for example induced by higher surface ratios, the influence of ǫ will gain im-
pact.
The comparison of different S ′′′ shows that at low temperatures the impact of the surface
ratio on m˙c is large, as in the fully kinetically controlled regime m˙dot ∝ S ′′′ applies. How-
ever, this does not count already for the lowest regarded ambient temperature of 1250K as
the Thiele modulus already approaches values between 0.29-0.5 for this temperature. With
increasing ambient temperature the influence of S ′′′ sinks, as the influence of the species
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sphere was inverted and placed in the CFD domain, see Figure 4.25 (c). Thereby a particle
structure with uniformly distributed pores was generated. Then the cylindrical connections
were placed between two pores. The cylindrical connections between the spherical pores
conduced also to avoid the so-called contact problem. This problem appears for point- and
line-shaped connections between two parts of a CFD geometry and leads to massive conver-
gence problems.
As for the 2-D geometry the radiative surface was considered for the external surface of the
geometry. To study the influence of the surface radiation on the carbon conversion, two dif-
ferent approaches were used. In the first approach only the external surface was considered
to participate in the radiation. This approach is further called 3-D LR (for Low Radiation).
In the second approach also the surface pores were taken into account. As surface pores
such pores were considered, which are visible from outside. This approach is denoted with
3-D HR (for High Radiation). While the radiative surface of 3-D LR almost agrees to that of
a sphere, the radiative surface of 3-D HR is 1.7 times larger in comparison to a sphere. The
geometrical features of the 3-D geometry are listed in Table 4.6.
ǫ S ′′′tot S
′′′
ext S
′′′
int Arad/A© 3-D LR Arad/A© 3-D HR Nr. of CV
0.564 93700 29800 63900 0.99 1.69 5.1E6
Tab. 4.6: Geometrical features of the used 3-D geometry. The units of S′′′ are m−1.
Finally the geometry was meshed. For such a complex geometry it was not possible to con-
duct a grid independence study. Hence the grid resolution inside the porous structure was
orientated on the resolution at the particle surface used in Chapter 3. The domain extension
corresponds to the values for domain 4 listed in Table 2.5. The final grid has a size of approx-
imately 5.1 million control volumes. The domain as well as the surface grid of the particle
are depicted in Figure 4.26.
Fig. 4.26: Domain and surface mesh of the 3-D porous particle
4.3.2 Results of the 3-D Calculations
In the last sections it could be shown that the flow behavior is not necessarily homogenous
within the intrinsic particle structure. Therefore the flow behavior conforms at least to a 2-
D problem. Whereas it was further illustrated that the temperature and species distribution
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rather accord to a 1-D problem. As the used pore structures are radial-symmetric, the homo-
geneity over the circumference could be geometry induced. Furthermore the pore structure
is far away from a real pore structure. Thus, the generated results might not represent the
behavior of a intrinsic char structure. To analyze the difference between a constructed 2-D
and a more realistic 3-D structure, the 2-D results for geometry G1 are compared with the
3-D geometry presented in Subsection 4.3.1. The surface ratio and the porosity of the 2-D
and 3-D geometries resemble each other, compare Tables 4.4 and 4.6.
From the Figures 4.16 and 4.22 can be concluded that the difference between ambient and
surface temperature can amount to 400-500 degree for the gasification. From Figure 2.7 on
page 17 it is further apparent that for such temperature differences the radiative heat trans-
fer amounts up to 1-70 % of the total heat flux to the surface in an ambient temperature
range between 1500K and 2000K and a particle size between 2 µm and 200 µm. Thus, it
is expected that the size of the radiating surface can influence the particle heat balance in
the mixed Regime I-II significantly at least for particle sizes as the used 200 µm and higher
ambient temperatures.
For this reason a study about the influence of the radiation on the carbon conversion rate
seems to be useful. In a first approach it was tried to model the influence of radiation by
means of the 2-D geometry. However, a clear analysis in the 2-D axis-symmetric system
was difficult to manage, as due to the geometrical approach a change of the outer radiative
surface would also lead to a change of the intrinsic parameters. Therefore it was tried to
enhance the radiative surface by the inclusion of the second tori row. However, this leaded to
an increased temperature in the particle center in comparison to the particle surface for some
specific parameter constellations. Such a temperature behavior is questionable. Whereas in
case of the 3-D geometry it is very easy to change the radiative surface by the inclusion of
the surface pores.
(a) 3-D LR (b) 3-D HR
Fig. 4.27: Radiating surfaces in case of the 3-D LR (a) and 3-D HR (b) geometry.
For this reason the 3-D geometry was further used to study the influence of the surface radi-
ation to the system behavior and the carbon mass flux. As mentioned in the last subsection
two different approaches were used to represent the surface radiation. One that considers
both the outer surface as well as the surface pores. This is further denoted with 3-D HR, see
Figure 4.27 (b). And one were only the external surface is considered. This is called 3-D LR,
see Figure 4.27 (a). To compare the 3-D LR geometry, with the 2-D G1 geometry, the radia-
tive heat fluxes should be equal. Whereas the surface of the 2-D G1 geometry is still about
30% smaller in comparison to the 3-D LR geometry. Therefore the emission coefficient in
Equation (2.52) was adapted for the 3-D LR geometry in such a way that its radiative heat
flux resembles that of the 2-D G1 geometry.
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Within the 3-D study for both approaches four different ambient temperatures between
1250K and 2100K at a Reynolds number of 10 were considered. For the 3-D HR approach in
addition three different Reynolds numbers (1, 10, 100) at an ambient temperature of 1800K
were taken into account to study the influence of Re. The temperature of 1800K was chosen
as it agrees mainly with the mean temperature of the gasification zone of the Siemens gasi-
fier, compare Figure 2.6. As already for the 2-D calculations a particle diameter of 200 µm
was used.
Before the main analysis of the results the reaction regime is evaluated for the 3-D cases.
Thereto again the Damköhler number as well as the modified formulation of the Thiele mod-
ulus Th∗ are employed. The distributions of DaII and Th
∗ over the ambient temperature are
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Fig. 4.28: Second Damköhler numbers (a) and Thiele modulus (b) over the ambient temperature for the 2-D
and the 3-D geometries at Re = 10 shown for both the Boudouard (CO2) and the gasification reaction (H2O).
The particle diameter is 200 µm.
plotted in Figure 4.28. For comparison the 2-D G1 geometry is also considered. The plot
reveals that the Damköhler numbers for the 2-D geometry and for the 3-D LR geometry are
comparable. Furthermore both show a similar trend over the ambient temperature. Whereas
the curves of the 3-D HR geometry are steeper especially for higher ambient temperatures.
With increasing T∞ the deviations of the Thiele modulus increase between the 2-D G1 and
the 3-D LR as well as the 3-D HR geometry. At T∞ = 2000K the Damköhler numbers of
the 3-D HR geometry reaches values of about three for the Boudouard reaction and two for
the gasification reaction. This leads to 2-3 times larger Damköhler numbers and 5-8 times
higher Thiele moduli in comparison to the 2-D results. In conclusion all three regarded ge-
ometries refer to the mixed regime between Regime I and II. The 3-D HR geometry might
also approach a mixed regime between Regime II and III for T∞ = 2100K. The difference
between 2-D and 3-D has no significant influence on the Damköhler number, while for the
Thiele modulus noticeable deviations occur. The enlargement of the radiative surface leads
to a noticeable increase of both numbers at higher ambient temperatures.
For the 2-D geometry the pore structure and external flow field had no significant influence
on the distribution of the temperature and species field within the particle. However, in case
of the 3-D pore system this might not be the case. To evaluate this question, the temperature
distribution within the solid and the YCO2 mass fraction distribution within the gas phase is
plotted in Figure 4.29. Here three different Reynolds numbers at an ambient temperature of
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T YCO2
Re = 1
Re = 10
Re = 100
Fig. 4.29: Temperature and YCO
2
distribution for a three-dimensional 200 µm particle with high radiative
surface (3-D HR) gasifying at an ambient temperature of 1800K and three different Reynolds numbers. The
used kinetics is from Turns [174].
1800K are shown for the 3-D HR geometry. The flow direction is along the x-axis of the
coordinate system placed at the upper corner of the graphs.
The plots reveal that the temperature distribution within the particle is rather homogeneous
around the circumferences. This can be explained with the fact, that the thermal conductivity
for the gas in this temperature range is similar to that, which is assumed for the char solid.
As already shown for the 2-D particle in Figure 4.14, the temperature differences decrease
with an increase of the Reynolds number due to the increased species mass transport to the
particle surface. This can be seen on the right column of Figure 4.29, where the YCO2 dis-
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are mainly negligible within the temperature and species boundary layer. In the front and
side parts of the boundary around the particle the temperature as well as the species distri-
bution are identical. Only in the wake of the particle minor deviations occur between both
geometries.
Within the intrinsic pore structure the temperature distribution of both geometries shows no-
ticeable differences. The temperature of the 2-D geometry is decreased in comparison to
the 3-D geometry. Whereas the species distribution of the 3-D geometry reveals an decrease
of the CO2 mass fraction in comparison to the 2-D. This can be explained as follows: The
surface pores of the 2-D geometry are homogeneously distributed and allow an access of the
gas from every part of the surface. This leads to a low tortuosity. However, in case of the
3-D geometry the pores are randomly placed on the surface. Therefore some pores have no
direct access to the surface or to surface pores. This leads to an increased tortuosity. The
increase of the tortuosity leads to an decrease of the species concentration, as the path length
of the educts is increased. The increase of the lower species concentrations leads then to a
decrease of the reaction rates, which explains the increased intrinsic temperatures of the 3-D
geometry.
Finally the effectiveness factor and the carbon conversion rates are compared. Thereto Fig-
ure 4.31 (a) shows the effectiveness factors over the ambient temperature for the 2-D and the
3-D geometries predicted by Equation (4.10) and calculated directly from the CFD results
via Equation (4.11). In Figure 4.31 (b) the carbon conversion rate is plotted over T∞.
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Fig. 4.31: Comparison of the Efficiency factors (a) and carbon conversion rates (b) between the 2-D and the
3-D geometry for different ambient temperatures at a Reynolds numbers of 10, dp = 200 µm.
The plots reveal that only minor deviations occur between the 2-D G1 geometry and the 3-D
LR geometry for both the effectiveness factor and the carbon conversion rate. This can be
explained by the fact, that the intrinsic diffusive transport, which is influenced by the tortu-
osity, still plays a minor role in Regime I and I-II.
The effectiveness factors of the 3-D HR geometry is reduced in comparison of the 3-D LR
geometry. This effect is also predicted by the correlation, Equation (4.10). However, as for
the 2-D geometries, the correlation (Equation (4.10)) fails to predict the effectiveness factor
correctly for the 3-D geometries.
Figure 4.31 (b) shows that for an ambient temperature of T∞ = 2100K the carbon conver-
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sion rate of the 3-D HR is in comparison to the 3-D LR geometry about 40 % increased. For
a temperature of T∞ = 1250K the deviation in the carbon conversion rate between 2-D LR
and 3-D HR geometry is still 10 %. This means that the influence of the surface radiation
is at least at high ambient temperatures stronger than the influence of the porosity and the
surface ratio for the regarded parameter range.
In conclusion it could be shown in this section, that the simplified 2-D geometry is mainly
capable to reproduce the results of an advanced and more realistic 3-D geometry for the
Regime I and I-II. Though the species distribution of the 3-D particle differs from the 2-D
distribution, this difference has no severe impact on the effectiveness factor and the carbon
conversion rate. However, for higher Thiele moduli than the regarded ones the impact of
the tortuosity will increase. Thus, in Regime II the change of the tortuosity between 2-D
and 3-D geometry has to be considered. It could be further shown that the surface radiation
treatment can have a noticeable impact on the carbon conversion rate at least for the Regimes
I and I-II. This impact is for higher regarded ambient temperatures larger than the impact of
the porosity and the surface ratio.
4.4 Extended Sub-Model for Gasification
It was demonstrated in the last sections that the reactions, which occur during the gasification
within the particle, are not negligible, if the system is situated in Regime I or II. It could be
further shown in Section 4.2.2 that it will be rather unlikely that the system will be fully
surface diffusion controlled (Regime III) for ambient pressures. As the one-film based sub-
model presented in Section 3.10 does not include the reactions within the porous system, it
will fail to predict the carbon conversion rates correctly under gasification conditions, see
also [141]. This counts especially at Regime I, where the intrinsic particle surface is the
dominating measure for the prediction of the carbon conversion rate.
To include the processes that occur within the particle during gasification in Regime I and II,
the one-film sub-model for the combustion is extended. The idea behind the extension is to
project the intrinsic surface to the external surface of a spherical particle, see e.g. [180]. For
the projection of the intrinsic surface a surface enlargement factor ψ is introduced
ψ =
Aext
A©
+
Aintηi
A©
(4.21)
In Equation (4.21) the left term on the right hand side represents the external surface, which
is the ratio between the occurring external surface Aext and the surface of an ideal spherical
particle A©. The right term represents the part of the intrinsic surface that participates in the
reaction, in which the species i is involved. The intrinsic surface Aint can be calculated with
Aint = S
′′′Vp − Aext, (4.22)
where Vp is the particle volume. If the external particle surface is considered as ideal spheri-
cal (which is not the case for the CFD calculations presented in this chapter), Equation (4.21)
can be reduced to:
ψ = 1 +
Aintηi
A©
= 1 + ηi
(
S ′′′dp
6
− 1
)
. (4.23)
For Aext ≪ Aint the expression can be further reduced to
ψ =
Atotηi
A©
= ηi
S ′′′Vp
A©
= ηi
S ′′′dp
6
. (4.24)
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The fraction of the used reactive surface occurring in the Equations (4.21), (4.23) and (4.24)
is calculated by means of the efficiency factor ηi. The classical correlation of the efficiency
factor takes only the species decrease within the particle into account. However, the correla-
tion was the only one found in the literature that does not need additional unknowns, which
are only predictable with significant higher computational effort (1-D model approach). To
keep the model simple, this correlation is used to calculate the efficiency factor
ηi =
3
Th2i
(Thi cothThi − 1). (4.25)
The Thiele modulus Thi, used in Equation (4.25), is also calculated with the classical ap-
proach
Th =
dp
2
√√√√krS ′′′
Deff,i
, (4.26)
The effective diffusion coefficient in Equation 4.26 is computed by means of the porosity
Deff,i = Diǫ
2. (4.27)
To take the decrease in the surface concentration Ci,s of the species i due to the intrinsic
reactions into account, the surface enlargement factor ψ is included in the balance equation
for the surface concentration (Equation (3.47))
Ci,s =
Ci,∞
1 + ψDaII
. (4.28)
For the consideration of the intrinsic surface into the surface heat balance and the calculation
of the carbon mass flux, the surface enlargement factor is further integrated into the equation
for the surface reaction rate Rr,i (Equation (3.46))
Rr,i = ψνr,ikrC
η′r
i,s . (4.29)
As the sub model is related to the external surface of an ideal spherical particle, the carbon
conversion rate results from
m˙C = A©
∑
r
Mw,iRr,i. (4.30)
A detailed flowchart of the algorithm can be found in Appendix 6.4.
The CPU demand of the gasification model is with 45 microseconds slightly increased com-
pared with the CPU demand of the combustion model, which was 40 microseconds. For the
measure of the computation time the same conditions were used as for the combustion model
(single Intel i7-3690X processor, average over 3000 calculations).
To evaluate the precision of the gasification sub-model, it is compared with the CFD results
presented in this chapter. The sub-model based on the Equations (4.21)–(4.30) is subse-
quently denoted with Sub A.
The classical definition of the efficiency factor, used in this sub-model, does not include the
effect of Stefan flow as well as the temperature decrease within the particle. It could be
shown in this chapter that therefore the approximation for the efficiency factor (Equation
(4.25)) is not capable to predict the intrinsic reactive surface in the mixed regime between
Regime I and II correctly. To evaluate the deviation resulting from the simplified calculation
of the occurring reacting surface, a modified version of the original sub-model Sub A is used.
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Here the efficiency factor is not calculated. Instead the efficiency factors calculated from the
CFD results are taken. This modified model is denoted with Sub B.
Furthermore it can be seen from the Tables 4.4 and 4.6 that the radiating surface deviates
between the different used geometries. It was also shown in Section 4.3.2 that the size of the
radiative surface has a noticeable impact on the carbon conversion rate. To avoid a falsifi-
cation of the comparison between the sub-models and the CFD, the change in the radiative
surface is taken into account by a modification of the radiative term (Equation (3.45)) of the
heat balance equation. Thereto the ratio between the occurring external surface and an ideal
spherical surface is used:
q˙rad =
Aext
A©
σǫ(T 4s − T 4∞). (4.31)
The comparison between Sub A, Sub B and the CFD is presented in Figure 4.32. Here
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Fig. 4.32: Comparison of the carbon conversion rates between sub-model and CFD for various parameters in
dependence of the ambient temperature: (a) Comparison with the 2-D results for different Re. Here T denotes
the Turns kinetics and L denotes the Libby & Blake kinetics. (b) Comparison with the 3-D results, Re010. (c)
Comparison of 2-D results for different porosities, Re010. (d) Comparison of different surface ratios for the
2-D geometry, Re010. In the figures Sub A denotes the sub-model, in which η was calculated with Equation
(4.25), and Sub B a version of the model, where effectiveness factors were used, which were calculated from
the CFD results.
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the carbon conversion rate is plotted over the ambient temperature for different parameters.
In detail Figure 4.32 (a) compares the results for different Reynolds numbers for the Turns
kinetics as well as for the Libby & Blake kinetics, Figure 4.32 (b) shows the comparison for
both 3-D approaches at Re = 10, Figure 4.32 (c) for different porosities at Re = 10, and
Figure 4.32 (d) for different S ′′′. The plots reveal a good agreement between Sub A, Sub B
and the CFD for all compared parameter constellations. Surprisingly the results predicted
by Sub A and Sub B do not deviate noticeably for the shown parameter ranges. Only for
few data-points (e.g. Figure 4.32 (a), Turns kinetics, Re = 10, T∞ = 1800K; Figure 4.32
(b), ǫ = 0.48) some deviation between both sub-models can be observed. Both sub-models
overestimate the carbon conversion rate. The overestimation is more distinct in case of Sub
A, as ηi is overestimated in comparison to Sub B.
It is assumed that the small changes between both sub-models are caused by two mecha-
nisms:
• The small ratio between external and intrinsic surface, which damps the influence of
the intrinsic reactions.
• The fact that the heat transport from the ambient flow to the surface is limited by the
boundary layer. Thus, an increased reacting intrinsic surface due to a false efficiency
factor leads to a decrease of the surface temperature. This leads finally to lower re-
action rates and smaller species concentrations at the surface. Therefore the intrinsic
processes can be regarded as a self-regulating system. The described mechanism com-
pensates the overestimation of the carbon conversion rates to some extent.
Figure 4.32 (c) reveals that the differences between Sub A and Sub B do not change for the
geometry G6 (S ′′′ = 1.5 · 105m−1) in comparison to the geometry G2 (S ′′′ = 9 · 104m−1).
However, the ratio between external surface and intrinsic surface Aext/Aint is almost bi-
sected. For this reason it is expected that the second effect is dominating over the first effect.
The maximum deviations as well as the mean deviations for the data-points presented in
Parameter 2-D Re 3-D 2-D ǫ 2-D S ′′′
Sub A: Maximum deviation [%] 24.4 17.3 18.3 20.2
Sub B: Maximum deviation [%] 17.5 16.7 15.1 17.4
Sub A: Arithmetic mean deviation [%] 13.2 9.1 6.0 7.6
Sub B: Arithmetic mean deviation [%] 8.3 9.0 6.0 6.1
Tab. 4.7: Maximum and arithmetic mean deviations for the carbon mass flux between the gasification sub-
models and the CFD for the cases shown in Figure 4.32.
Figure 4.32 are shown in Table 4.7. In the table the deviations for the different Figures 4.32
(a–d) are distinguished to make a connection between influence parameter and deviation
possible. The table reveals that the maximum deviations between Sub A and CFD are com-
parable to those of the combustion sub-model presented in Table 3.13. Whereas the average
deviations are slightly increased in comparison to the combustion model. The maximum
deviations occurred for all regarded parameters at low ambient temperatures. For higher am-
bient temperatures the deviations were decreasing below 10%.
As discussed in this section, the radiative external surface changes within the geometries.
This effect will also occur for real particles, as their surface is not smooth and their surface
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pore structure is not homogeneous, compare the photography shown in Figure 2.2.
To evaluate the failure occurring from an ideal spherical radiating surface to a more realistic
shaped one, the CFD is compared with the sub-model Sub B. Thereto the 2-D geometry G1,
which has the lowest radiating surface (Arad/A© = 0.77), and the 3-D HR geometry, which
has the highest radiating surface (Arad/A© = 1.69), are used. For the sub-model Sub B the
modification of the radiative heat flux (Equation (4.31)) was removed. Hence the surface
consisted to a spherical one (Arad/A© = 1).
The results of the comparison are shown in Figure 4.33, where the carbon conversion rate
is plotted over the ambient temperature. The results show that in case of the 2-D geometry
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Fig. 4.33: Comparison of the carbon conversion rate between sub-model without radiation correction (com-
pare Equation (4.31)) and CFD for the 2-D and 3-D HR geometry at Re = 10, dp = 200 µm.
only minor deviations occur between CFD and sub-model for the whole ambient temperature
range. However, for the 3-D geometry the deviations between sub-model and CFD increase
with T∞. For an ambient temperature of 2100K a deviation of 20% occurs for the 3-D case.
In comparison the error reduces to about 3% if the radiative surface is corrected. In fact
for the 3-D HR geometry at high ambient temperatures the deviations occurring from the
assumption of a spherical radiative surface are large compared to the deviations occurring
between Sub A and Sub B. As the radiative active surface of a char particle will rather con-
form to that of the 3-D geometry than to a smooth sphere, the simplification of the radiative
surface might be a considerable model failure in case of particles larger than 50 µm and high
ambient temperatures. For smaller particle sizes than 50 µm the model failure caused by
radiation might be negligible as the influence of the radiation on the heat balance decreases,
compare Figure 2.7 on page 17.
In conclusion the sub-model Sub A is in very well agreement with the CFD results. It has
to be considered that the regarded cases are in a mixed controlled regime between Regime
I and II. It could be shown in Chapter 3 that such mixed regimes are generally difficult to
model. Thus, it is expected that for particles, which are mainly situated in Regime II, the
deviations will decrease. In Regime II the system is pore diffusion controlled. Therefore
the model failure, which is caused by the negligence of the intrinsic temperature decrease,
will be obsolete. For most entrained flow gasifiers the particles will be mainly situated in
Regime II, as the operating pressure will be increased in comparison to the pressure used in
this studies. This leads to lower diffusion coefficients and therefore to increased Damköhler
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numbers and Thiele moduli, see Section 3.6. However, the regarded Thiele range will occur
at least for particles < 50 µm.
The comparison between Sub A and Sub B could show that the model failure due to the
negligence of the intrinsic temperature decrease as well as the intrinsic Stefan flow results
only in minor deviations. As by a correct calculation of ηi no significant improvement of the
prediction of m˙c can be achieved, a correction of Equation (4.25) can be omitted.
4.5 Summary
In this chapter the influence of different input parameters on the flow interaction and the
carbon conversion rate of a porous gasifying particle under flow conditions was investigated
numerically. The investigated parameters were namely the Reynolds number, the ambient
temperature, the porosity and the surface ratio of the particles and the reaction kinetics. For
the representation of the porous structure two geometrical approaches were used. In a first
approach, the porous particle geometry was considered as an agglomeration of tori. This
allowed for a 2-D axis-symmetric representation of the geometry. By means of the 2-D
geometry the input parameters listed above were studied. For the analyzed parameter range
the system was situated in the kinetically regime (Regime I) as well as in a mixed controlled
regime between kinetic control and pore diffusion control (Regime I-II). The main findings
are
• Flow behavior: The external flow is able to penetrate the particle at the kinetically con-
trolled regime for all regarded Reynolds numbers and at Regime I-II at high Reynolds
numbers (Re=100). For lower regarded Reynolds numbers the intrinsic Stefan flow
prevents the particle from a penetration by the external gas. A penetration of the gas
flow does not lead to a significant change of the intrinsic species distribution in com-
parison to the distributions reported by the literature for a quiescent atmosphere. This
allows for a description of the system under flow conditions by means of a 1-D or by
use of the efficiency factor η also by use of a 0-D model. The Stefan flow might have
an influence on the intrinsic mass transport in case that the local porosity is small and
the intrinsic carbon conversion rates are high.
• Gas phase reactions: The homogeneous reactions have no influence on the particle
conversion for the whole regarded parameter range.
• Carbon Conversion (Regime I): The carbon conversion rate is increased by an in-
crease of the surface ratio, the Arrhenius rates and the ambient temperature. The
Reynolds number and the porosity have no influence on the carbon conversion rates.
• Carbon Conversion (Regime I-II): The carbon conversion rate is increased by an
increase of the ambient temperature, the Reynolds number and the Arrhenius rate.
The influence of the porosity on the carbon conversion is enhanced in comparison to
Regime I, but still not significant. The influence of the surface ratio on m˙C is decreased
in comparison to Regime I , but still noticeable.
The impact of the different input parameters on the carbon conversion rate are summarized
in Table 4.8 for the different regimes. Here also the Regime III is considered.
In a second step the results obtained from the 2-D simulations were compared with simu-
lations by use of an expensive 3-D geometry. The porous structure of this geometry was
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Parameter Regime I Regime I-II Regime II Regime II-III Regime III
Re - © © + +
T∞ + + © © ©
ǫ - © + © -
S ′′′ + © - - -
kr + © © - -
Arad - © © © -
Tab. 4.8: Overview about the impact of the analyzed parameters on the carbon conversion rate. Here+ denotes
"high impact",© "low impact" and − "negligible"’.
derived from an inverted settlement of monodisperse spheres. The comparison between the
2-D and 3-D geometry showed deviations for the intrinsic species and temperature distribu-
tions, but not for the carbon conversion rates. Therefore it can be concluded that a simplified
2-D geometry as used for the parameter study is capable to represent the pore system ade-
quately for Regime I and Regime I-II.
Furthermore the influence of the surface radiation at the mixed regime between Regime I
and II was studied by means of the 3-D geometry. It could be shown that the size of the
considered radiative area has a noticeable influence on the carbon conversion.
Finally the sub-model presented in Chapter 3 was extended to include the effects within the
intrinsic pore structure occurring during the gasification process. The extended sub-model
was compared with the CFD results for the carbon conversion rate. For the comparison the
radiative surface used in the sub-model was adapted to that of the particular CFD geome-
try, which was compared. For this modification the sub-model showed a good agreement
with the numerical 2-D and 3-D data for the whole regarded parameter range. The devia-
tions between sub-model and CFD where in a similar range as the differences obtained for
the combustion under dry air conditions. Furthermore the sub-model was compared with
the 3-D geometry using a radiating surface according to that of a sphere. The comparison
revealed a strong increase in the deviations in case that the radiative surface used in CFD
calculations differed noticeably from that of an ideal sphere.
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5.1 Summary of This Work
This work is focused on a systematic study of char oxidation and gasification in an en-
trained flow gasifier under flow conditions via numerical simulations. For the estimation of
the parameter range occurring in an entrained flow gasifier CFD simulations for a 200MW
Siemens gasifier where utilized. Furthermore the geometrical features of char have been an-
alyzed. On basis of the analysis model assumptions were derived. The assumptions were
used for the development of a CFD model setup. Thereto the commercial solver Fluent™
was utilized. The numerical model was validated against an analytical solution as well as ex-
perimental data from different authors. The data predicted by the CFD model showed good
agreement with both the results from the analytical solution as well as the experimental data.
On the basis of the CFD model parameter studies for the combustion of solid particles and
the gasification of porous particles were conducted. The main findings and achievements of
these studies are summarized in the following:
Combustion of solid particles: First the CFD model was used to study the influence of
different input parameters on the behavior of a solid combusting particle moving in a stream
of gas. The analyzed parameters were namely the Reynolds number, the ambient temper-
ature, the particle size, the operating pressure, the particle shape, the surface kinetics and
the ambient gas composition. It was found that for dry air no fully enveloped flame exists
around the particle, which stays in contrast to findings made by other authors for combusting
particles in quiescent atmosphere. However, for elevated pressures, low Reynolds numbers,
large particle diameters and high ambient temperatures a wake flame appears . The inter-
action between flame and particle is weak. Therefore the negligence of the reactions in the
gas phase is possible and the combustion of moving solid particles can be represented via a
simple 0-D single-film model. For elevated water vapor concentrations in the ambient gas a
wake flame was detected, which influences the carbon conversion of the particle. In this case
a representation of the processes by a single-film model is questionable.
In addition the influence of the regarded input parameters on the carbon conversion rate was
analyzed and quantified. A detailed summary of these findings can be found in Section 3.11.
The CFD calculations revealed furthermore that the conversion induced mass flux can change
the particle boundary layer significantly. To analyze the effects of the so called Stefan flow
on the drag coefficient and the Nusselt number, a series of CFD calculations under cold
flow conditions was conducted. The study demonstrated that the Stefan flow can reduce the
Nusselt number and the drag coefficient by orders of magnitude. On the basis of the CFD
calculations two new correlations for the drag coefficient and the Nusselt number were de-
veloped. Both correlations include the effect of Stefan flow. A comparison with the CFD
results as well as correlations taken from the literature revealed a significant improvement of
the new correlations in comparison to the archived correlations.
Finally the findings made for the combustion of solid particles were included within a 0-D
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sub-model. The sub-model is based on the single-film model and takes into account the ef-
fects of the surrounding flow as well as the Stefan-flow. A comparison with the CFD results
for the combustion of solid particles showed a good agreement for the carbon mass flux at
the whole regarded parameter range, if a dry air atmosphere was used. For elevated water
vapor concentrations major deviations occurred between the sub-model and the CFD. The
deviations resulted from a wake flame, which is predicted by the CFD. This flame is not
considered in the sub-model.
Gasification of porous particles: In a second step the influence of different input parame-
ters on the flow interaction and the carbon conversion rate of a porous gasifying particle was
analyzed. For the representation of the gas phase reaction system a semi-global mechanism
for the water-gas shift reaction was developed. It was derived from a reduced homogeneous
mechanism for combustion (DRM-22) . The new mechanism is valid for a wide temperature
range (1200 − 2200K), but only a narrow gas composition, which accords to the compo-
sition used for the calculations of the gasifying particles. A comparison with the DRM-22
mechanism showed excellent agreement for the valid parameter range. A comparison with
different global and reduced mechanisms for a water quench revealed a sufficient quanti-
tative agreement and a good qualitative agreement between the new mechanism and the
more sophisticated mechanisms. In comparison with the semi-global mechanism of Jones &
Lindstedt, which is widely used in the literature for the representation of the water-gas shift
reaction, a significant improvement could be achieved.
By use of the new kinetics a series of CFD calculations was conducted to study the gasifi-
cation of porous particles under flow conditions. Therefore different two-dimensional axis-
symmetric geometries were used, in which the macropores where represented by an agglom-
eration of tori. By use of the geometries the influence of the Reynolds number, the ambient
temperature, the particle porosity and surface ratio as well as the heterogeneous kinetics on
the flow-particle interaction and the carbon conversion rate was studied. It could be shown,
that the external flow has no noticeable influence on the intrinsic particle temperature and
species distribution. Therefore a representation of the intrinsic processes during the gasifi-
cation by use of 0-D or 1-D models is possible. A detailed summary of the findings can be
found in Section 4.5.
In addition the 2-D system of tori was compared to a sophisticated 3-D porous geometry.
The pore system of this geometry was represented by an inverted settlement of monodis-
perse spheres. The comparison showed that a simplified 2-D representation of the system
did not lead to a falsification of the resulting carbon conversion rates. The 3-D geometry was
further used to analyze the impact of the surface radiation on the carbon conversion. It could
be shown that in the mixed regime I-II the size of the radiative surface area has a noticeable
influence on the carbon conversion rate.
To include the findings made for the gasification, the sub-model for the representation of
combusting particles was extent for the representation of porous particle gasification. The
extended sub-model includes the intrinsic reactions that occur during the gasification. A
comparison with CFD results showed a good agreement for the carbon conversion rate.
The presented sub-models can be integrated into CFD solvers for the representation of the
carbon conversion during combustion and gasification within the Lagrangian phase. Further-
more a use of the models for the calculation of kinetics from experimentally obtained carbon
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conversion rates1 is possible.
5.2 Recommendations for Future Works
The following topics need a further investigation or development:
Combustion at elevated steam contents: The main focus of Chapter 3 was located on
the analysis of combustion for dry air. Whereas entrained flow gasifiers operate with an el-
evated steam content in comparison to dry air. The investigations made in Section 3.5 have
revealed that the steam content has a significant influence on the flame behavior in the wake
of the particle. Furthermore the sub-model presented in this work showed strong deviations
in comparison to the CFD results for elevated steam contents. These deviations are caused
by the negligence of the processes within the gas phase by the current sub-model. Therefore
further investigations are recommended for combustion under elevated steam contents. For
the investigation a representation of the particle as porous structure might be necessary, as the
gasification reaction might take place within the intrinsic structure of the particle (Regime
I or II). Furthermore an inclusion of the gas flame into the presented sub-model should be
considered to represent the enhanced heat transfer due to the wake flame.
Adaption of the presented sub-models for use in a CFD solver: The sub-models pre-
sented in this work are valid under steady-state conditions. To implement them in a CFD
solver for the simulation of an entrained flow gasifier, it is necessary to include a time cor-
rection of the time dependent input parameters for the subsequent step in the Lagrangian
phase. The time dependent parameters are namely the particle diameter and heat in case of
combustion and in addition the porosity and the intrinsic surface in case of gasification. For
the combustion model the time correction can be put into execution by the addition of a term
for the particle heating within the heat balance equation
q˙ = mpcp
dTp
dt
(5.1)
Furthermore the decrease of the particle diameter has to be taken into account, which can be
calculated with
ddp
dt
=
(
6ρpπ
dmp
dt
)1/3
(5.2)
To implement the presented gasification sub-model in a CFD solver, a time dependent closure
for the surface ratio and the porosity in dependence of the initial values of ǫ and S ′′′ is
needed. For this purpose the pore growth model of Bhatia [14] can be used. The description
of this model is omitted, as it would go beyond the scope of this conclusion. A detailed
description of the pore growth model is given in [14] and an example of its implementation
into a transient sub-model in [180]. A validation of the time correction can be finally obtained
by use of the experimental data presented in [144].
The kinetics used in this work were invariably surface kinetics. As for the analysis of the
gasification process only large macropores were resolved, this approach is justified. However
the regarded surface ratios are far below real values. To get a more realistic representation
of the char kinetics under gasification conditions intrinsic kinetic sets in combination with
1e.g. from drop tube furnaces or single particle TGA, e.g. see [36].
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surface ratios, which were measured for the same coal type, should be used in the sub-
model. Hereto intrinsic kinetic sets developed within the framework of the CIC Virtuhcon,
TU Bergakademie Freiberg can be used [73, 74].
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6 Appendix
6.1 Appendix I: Properties
Species A B C D E
200K < T < 1000K
CO 1062.515 −0.18117 3.0183 · 10−4 2.6923 · 10−7 −2.6846 · 10−10
CO2 445.2421 1.69737 −1.3458 · 10−3 4.6460 · 10−7 −2.7148 · 10−11
H2O 1937.74 −0.93985 3.0093 · 10−3 −2.5328 · 10−6 8.1780 · 10−10
H2 9669.011 32.91504 −8.0336 · 10−2 8.3137 · 10−5 −3.0422 · 10−8
O2 982.8065 −0.77865 2.5587 · 10−3 −2.5155 · 10−6 8.4283 · 10−10
N2 979.043 0.41796 −1.1763 · 10−4 1.6744 · 10−6 −7.2563 · 10−10
1000K < T < 5000K
CO 805.9498 0.61222 −2.9648 · 10−4 6.8287 · 10−8 −6.0449 · 10−12
CO2 728.7521 0.83396 −4.1842 · 10−4 9.8898 · 10−8 −8.9186 · 10−12
H2O 1400.236 1.00468 −7.5722 · 10−5 −4.4786 · 10−8 7.7627 · 10−12
H2 13764.35 −0.20376 2.0600 · 10−3 −7.4061 · 10−7 8.2594 · 10−11
O2 852.9112 0.38535 −1.9694 · 10−4 5.4427 · 10−8 −5.6310 · 10−12
N2 868.6229 0.44163 −1.6872 · 10−4 2.9968 · 10−8 −2.0044 · 10−12
Tab. 6.1: Heat capacity coefficients from [99] for use in Equation (2.32)
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6.2 Appendix II: Two-Film Model
The description of the two-film model is based on [136] and [174]
The two film model regards a spherical carbon particle, which is combusted in a quiescent
air atmosphere. The model considers two reaction zones: One heterogeneous reaction zone
at the particle surface and one infinitely thin homogeneous reaction zone within a flame sheet
at the gas phase. At the surface reaction zone CO is produced by the Boudouard reaction
(Equation (R2)). The CO diffuses outwards to the flame sheet, where it is combusted. The
CO combustion (Equation (R4)) at the flame is considered to be infinitely fast and in stoi-
chiometric equilibrium. Therefore O2 and CO are fully consumed at the flame zone. The
CO2, which is produced in the flame sheet partially diffuses to the surface and produces ad-
ditional CO.
For the described system boundary conditions can be set
YO2, s = 0 , (6.1)
YO2, f = 0 , (6.2)
YCO, f = 0 . (6.3)
Here the indices “s” denote the surfaces and “f” the flame sheet. By use of Fick’s law an
algebraic equation system can be derived:
m˙C = 4π
(
rs rf
rf − rs
)
ρD ln
[
1 + YCO2, f/νCO2
1 + YCO2, s/νCO2
]
, (6.4)
m˙C = 4π
(
rs rf
rf − rs
)
ρD ln
[
1 + YCO, s/νCO
1 + YCO, f/νCO
]
, (6.5)
m˙C = −4π rf ρD ln
(
1− YCO2, f/νCO2
)
, (6.6)
YN2, f = YN2,∞ exp
( −m˙C
4π rf ρD
)
, (6.7)
The equation system contains five unknowns. These are the flame sheet radius rf , the carbon
conversion rate m˙C as well as YN2,f , YCO,s and YCO2,f . In the Equations (6.4)–(6.6) the
stoichiometric coefficients for CO and CO2 appear, which can be written as:
νCO =
2MCO
MC
, (6.8)
νCO2 =
MCO2
MC
. (6.9)
The density ρ can be obtained from the ideal gas law and the diffusion coefficient can be
expressed by
D =
λ
cpρ
(6.10)
the gas properties λ and cp can be calculated by correlations from the literature (e.g. [99]).
From the Equations (6.2) and (6.3) follows
YCO2, f = 1− YN2, f . (6.11)
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As the heterogeneous reaction system consists only from the Boudouard reaction (Equation
(R2)), the carbon conversion rate can be described with
m˙C = 4π r
2
s kR2
MC
MCO2
ρ YCO2, s , (6.12)
where kR2 is the Arrhenius rate of reaction (R2). The system can be closed with an energy
balance at the particle surface
m˙C∆RH3 − Q˙rad =
4π r2s λ
(Ts − Tf) Υ m˙C exp (−Υ m˙C/rs)
r2s [exp (−Υ m˙C/rs)− exp (−Υ m˙C/rf)]
, (6.13)
where the radiative heat flux Q˙rad can be expressed with
Q˙rad = 4π r
2
s ǫs σ
(
T 4s − T 4∞
)
, (6.14)
and a energy balance at the flame sheet
νCO m˙C∆RH5 =
4π r2f λ
(Ts − Tf) Υ m˙C exp (−Υ m˙C/rf)
r2f [exp (−Υ m˙C/rs)− exp (−Υ m˙C/rf)]
+
4π r2f λ
(T∞ − Tf) Υ m˙C exp (−Υ m˙C/rf)
r2f [1− exp (−Υ m˙C/rf)]
. (6.15)
In the Equations (6.14) and (6.15) Υ is
Υ =
cp
4π λ
. (6.16)
The equation system (6.4)–(6.15) is not analytically solvable. Therefore it has to be solved
iteratively (e.g. by a bisectional method). An extended description of the model as well as a
detailed derivation can be found in the work of Turns [174].
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6.3 Appendix III: Sub-Model for the Combustion of
Solid Particles
Set 
Input variables: Yi,∞, T∞, P∞, Re, dp;
Initial parameters:  Ts, ሶ݉ ௖′′;
Bisection limiters
Calculate properties: λ, η, ρ, cp, D;
Determine Nu, α, β;
Calculate Arrhenius rates kr,i (Eqn. 2.21)
Determine surface concentrations Cs,i (Eqn. 3.47)
Calculate surface reactions Rr,i (Eqn. 3.46)
Calculate heat fluxes: ݍሶ௥௔ௗ, ݍሶ௖௢௡௩, ݍሶ௥௘௔௖ (Eqn. 3.45)
and solve heat balance (Eqn. 3.44)
Determine ሶ݉ ௖′′
Convergency
of
Ts
Bisection method
Write output
Yes
No
Fig. 6.1: Schematic diagram showing the algorithm of the developed single-film sub-model for solid
combustion.
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6.4 Appendix IV: Sub-Model for the Gasification of
Porous Particles
Set 
Input variables: Yi,∞, T∞, P∞, Re, dp, ϵ, S‘‘‘;
Initial parameters:  Ts, ሶ݉ ௖ᇱᇱ, ݇r;
Bisection limiters
Calculate properties: λ, η, ρ, cp, D;
Determine Nu, α, β;
Calculate Arrhenius rates kr,i (Eqn 2.21)
Determine surface concentrations Cs,i (Eqn. 4.28)
Calculate surface reactions Rr,i (Eqn. 4.29)
Calculate heat fluxes: ݍሶ௥௔ௗ, ݍሶ௖௢௡௩, ݍሶ௥௘௔௖ (Eqn. 3.45)
and solve heat balance (Eqn. 3.44)
Determine ሶ݉ ௖ᇱᇱ (Eqn. 4.30) 
Convergency
of
Ts
Bisection method
Write output
Yes
No
Compute Thi, ηi, ψi; (Eqn. 4.26, 4.25, 4.21)
Fig. 6.2: Schematic diagram showing the algorithm of the extended single-film sub-model for the gasification
of porous particles. The extensions of the sub-model in comparison to the sub-model for the combustion of
solid particles are marked with green color.
