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quest llibre vol ser un curs de geometria lineal apropiat per aser impartit en un semestre universitari i, en conseqüència, laseva mida està acotada pel que realment es pot explicar en lesquaranta o cinquanta hores que pot durar un d’aquests cursos.S’ha anat gestant lentament al llarg dels diversos i heterogenis cursos degeometria que l’autor ha impartit en els darrers trenta anys. No és un curssenzill —ja va dir Euclides que no hi ha camí reial cap a la geometria— idemana al lector una complicitat constant i una lectura reflexiva i atenta.Com que el corpus de la multi-mil.lenària geometria és inabastable, latasca de planejar un curs que sigui assequible i coherent, engrescador iformatiu sembla condemnada a la frustració. Aquest llibre s’hi enfronta ambuna intenció clara: donar prioritat als conceptes més fonamentals, a lesidees centrals; guiar el lector quan hi ha una dificultat i deixar-lo caminarsegons el seu albir quan el camí es torna planer i poc perdedor.L’autor milita entre els que creuen que quan la tecnologia avança tan depressa com ho fa ara, només té sentit basar l’ensenyament en la creació iel desenvolupament de les estructures mentals on s’aniran emmagatzemantla informació i les capacitats que, en cada moment futur, serà necessariposseir. Dit més planerament: ensenyar Euclides seria força més útil araque voler ensenyar —com reclamen unes veus que semblen molt seguresd’elles mateixes— les «noves tecnologies», la principal característica de lesquals és que s’aniran convertint en «velles tecnologies» a gran velocitat.El registre de llenguatge que s’ha utilitzat no és el dels treballs d’in-vestigació —i de massa textos docents— que es caracteritza per l’absènciade contingut heurístic i per l’obsessiva numeració de totes les definicions,proposicions, lemes, teoremes, seccions, subseccions, ad nauseam. M’esti-mo més retrobar un llenguatge matemàtic que recuperi el valor dialèctic delpensament matemàtic i que, sense renunciar al rigor, utilitzi amb desimbol-tura els recursos que els llenguatges naturals posen al nostre abast. Estracta, en definitiva, que l’acumulació d’informació minuciosa no ens obscu-reixi el coneixement.1
1Un altre instrument clàssic que l’estil actual condemna i que jo m’he esforçat en recu-
B v C
B Pròleg C
Per a molts estudiants, la geometria és una assignatura o, com a màxim,una de les diverses branques de les matemàtiques. Potser els podem ex-plicar que és una de les branques principals, la més noble, la més antiga...El cert és que la geometria és molt més que tot això i ho podríem justifi-car —si fóssim prou competents— amb els arguments de grans filòsofs comKant o Russell. En tot cas, el que no podem negar és que el nostre cervellsembla que estigui dissenyat —hardwired— per organitzar espacialmentles sensacions que rep i, al mateix temps, és meravellosament eficient enprocessar informació quan està codificada de manera geomètrica. Posemdos exemples que, de fet, apareixen com a exercicis d’aquest llibre:
• Un departament universitari vol organitzar 7 màsters diferents. Cadamàster ha de tenir 3 mòduls i dos màsters no poden compartir mésd’un mòdul. Només hi ha professorat per impartir 7 mòduls. Com potfer-ho?Com que el problema és prousenzill, es pot trobar una solucióper assaig i error, però també éscert que la simple inspecció d’a-quest objecte geomètric ens faevident la solució del problema:
• Els nombres 3, 4 i 5 tenen la propietat que són primers entre ells icompleixen 32 + 42 = 52, la mateixa propietat que tenen les ternes(5, 12, 13) i (8, 15, 17). Trobeu una altra terna amb aquesta propietat.Trobeu-les totes.Aquest problema sembla més di-fícil que l’anterior i, si bé per as-saig i error potser podríem tro-bar alguna altra terna, semblaimpossible anar gaire més en-llà a no ser que, com hem fetabans, poguéssim traduir la pro-pietat aritmètica a2 + b2 = c2en alguna configuració geomè-trica que ens permeti entendrequè significa aquesta propietat.
perar és el que constitueixen les notes a peu de pàgina. Aquest llibre n’és ple i crec queens ajuden a mantenir un llenguatge més distès i àgil.
B vi C
B Pròleg C
Els detalls d’aquesta interpretació geomètrica del problema que enscondueix fàcilment a la seva solució i que, més important encara, ensgenera una comprensió profunda del que hi ha al darrere de la pre-gunta que s’ha formulat, utilitzen la circumferència de la figura adjuntai els podeu trobar a l’últim exercici d’aquest curs.2
En resum, els éssers humans som, de manera natural, geòmetres i, en con-seqüència, la geometria impregna profundament tota la matemàtica —i, defet, tota la nostra manera d’entendre el món. És per això que creiem queés tant important que els estudiants de matemàtiques, sigui quin sigui elcamí que segueixin, es familiaritzin amb els conceptes més fonamentals dela geometria.Més enllà del que acabem de dir, encara hi ha un altre aspecte quecal tenir en compte a l’hora de decidir sobre la presència de la geometriaen els currículums de l’ensenyament a tots els nivells: la transcendència
cultural de la geometria i el paper que l’estudi de la geometria ha tingut enel desenvolupament del pensament a la nostra societat, al llarg dels segles.
∗ ∗ ∗
El curs consta de quatre parts que, en total, s’estructuren en trenta «lliçons»:
• A la primera part —«Fonaments de la geometria»— comencem discu-tint preguntes essencials com «què és geometria?» o bé «hi ha diversesgeometries?» i estudiem el punt de vista axiomàtic que va començaramb Euclides fa vint-i-tres segles. Donem una ràpida visió de la ge-ometria d’Euclides —posant de manifest les seves virtuts i les sevesmancances— i continuem amb la famosa axiomàtica de Hilbert. Parlemdel «problema de les paral.leles» i de la seva història, de geometriesno euclidianes, del naixement de la geometria hiperbòlica, del progra-ma d’Erlangen... Tot seguit, fem un canvi radical de punt de vista ambla introducció dels «punts de l’infinit» que ens porten a la idea de l’es-pai projectiu. És la part del curs on el caràcter cultural i històric dela geometria es fa més evident i ens agradaria que —mutatis mutan-
dis— aquests primers capítols formessin part indiscutible de qualsevolformació humanista.
2En aquests dos exemples no estem glossant la importància de la representació gràficade la informació. Estem parlant d’una cosa molt més profunda: l’existència d’estructuresgeomètriques —tan «sòlides» com puguin ser-ho el diamant o Ceres— que podem apre-hendre amb relativa facilitat en la seva globalitat i que ens donen un coneixement profundsobre altres objectes matemàtics que ens resulten abstrusos.
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• La segona part del curs es dedica a un estudi —que necessàriament nopot passar de ser molt elemental— de la geometria de l’espai projectiu,l’àmbit més general de la geometria lineal. Entrem, doncs, en una àreade coneixement vastíssima i només podem detenir-nos mínimament enmitja dotzena de punts que tenen una especial rellevància conceptual.• A la tercera part estudiem la geometria afí des de dos punts de vistacomplementaris. D’una banda, entenem la geometria afí com l’acciósimplement transitiva d’un espai vectorial —els «vectors»— sobre unconjunt —els «punts». D’una altra, com la part que queda de l’espaiprojectiu quan suprimim un hiperplà —l’hiperplà «de l’infinit». Entrealtres coses, ens preocupem per les transformacions afins i també, demanera molt breu, considerem el cas «mètric» quan el cos d’escalarsés el cos real i entre els vectors tenim un producte escalar definitpositiu.• A la part final del curs estudiem les còniques i les quàdriques i posemmolt d’èmfasi en l’equivalència d’aquests quatre conceptes: formes bi-lineals simètriques, formes quadràtiques, polinomis de segon grau iquàdriques.
Volem que aquest curs es pugui impartir, de manera raonable, en trentahores —complementades amb un nombre apropiat de sessions d’exercicis—i, per tant, és impossible donar demostracions dels teoremes més grans queanem trobant. Com que aquestes demostracions són importants, el llibreconté una cinquena part que du el títol de «Complements» on l’estudiantpodrà satisfer la seva curiositat per les coses que hem dit i no hem pogutjustificar.Hi havia un temps no gaire allunyat quan el cos dels nombres realsocupava un lloc privilegiat a la matemàtica —principalment la matemàticaaplicada— i també, conseqüentment, a l’ensenyament. Els cossos finits o elscossos de nombres formaven part de la «matemàtica pura» i es considerava,en aquell temps, que el seu lloc era en cursos d’especialització per a unaminoria d’estudiants. La revolució digital ha capgirat les coses i ara el cosreal és el menys «real» de tots els cossos i els cossos finits són tant o més«matemàtica aplicada» que el cos R. En consonància amb aquesta situació—que encara no ha penetrat prou a les aules de matemàtiques— en aquesttext considerarem que el cos d’escalars —quan hi hagi un «cos d’escalars»—és un cos qualsevol. Més encara: sempre que sigui possible i raonablepreferirem el mètode «sintètic» al mètode algebraic, preferirem treballarsense coordenades a treballar amb coordenades i preferirem considerar uncos base arbitrari abans que el cos dels reals.
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En aquest llibre hi ha una gran quantitat d’exercicis —força més delsque, normalment, es poden treballar a l’aula— que formen part, de maneraessencial, del curs. N’hi ha de difícils, n’hi ha de senzills i n’hi ha algunsque simplement demanen que l’estudiant posi en pràctica alguns dels co-neixements que s’han adquirit al llarg del curs. A l’hora de planificar uncurs basat en aquest llibre el professor haurà de valorar quins exercicis sónels més adequats per als seus estudiants i de quina manera els vol incloureen el seu model docent.
∗ ∗ ∗




Els fonaments de lageometria
1. El concepte de geometria
E
l 1899 apareix el llibre Grundlagen der Geometrie (Fonamentsde la geometria) de D. Hilbert, que havia de representar una fitaessencial a la història del tractament axiomàtic de la geometriaelemental. El llibre comença amb una introducció on, desprésd’una cita de la Crítica de la Raó Pura,1 podem llegir:
«La geometria —i també l’aritmètica— necessita, per dur a ter-
me la seva construcció lògica, només un petit nombre de principis
senzills. Aquests principis s’anomenen axiomes de la geometria.
L’enumeració dels axiomes de la geometria i la investigació de les
seves relacions és una tasca que, d’ençà d’Euclides, ha quedat
reflectida en un gran nombre de magnífics tractats de la biblio-
grafia matemàtica. Aquesta tasca condueix a l’anàlisi lògica dela nostra intuïció2 de l’espai. (...)»3
La darrera frase pot interpretar-se com una possible definició de geometria.Entendrem, per tant, la geometria com l’anàlisi lògica de la nostra intuïcióde l’espai. És clar que es tracta d’una definició poc precisa i clarament extra-matemàtica però aquest és el tipus de definició que ens convé en aquest
1Quina intenció té col.locar una frase de Kant a l’inici d’un text que havia de dur a laseva màxima plenitud la concepció «relativista» de la geometria? Kant defensava el puntde vista apriorístic de la geometria, que havia de ser entesa, per tant, com un conjuntde veritats prèvies a la intuïció. Aquest punt de vista va ser el culpable, per exemple,que Gauss no gosés publicar mai les seves recerques sobre la geometria no euclidiana,on quedava clar que l’axioma de les paral.leles, lluny de venir donat a priori, necessitavad’una confirmació experimental. Molt probablement, un millor coneixement de la filosofiakantiana i una anàlisi de la frase citada d’en Kant, podrien aclarir aquest punt. La frasediu: «tot el coneixement humà comença amb intuïcions, passa d’aquí als conceptes i acaba
en idees».2Anschauungen, una paraula que juga un paper important a la filosofia de Kant i quees pot traduir per visió, contemplació, percepció, consciència, examen, observació, intuïció...Per exemple, quan estudiem que, per a Kant, el temps i l’espai són les formes a priori de
la intuïció, aquesta paraula «intuïció» és, en la versió original, Anschauung.3El subratllat és meu. No vull pas dir que Hilbert pretengués donar una definició degeometria quan escrivia aquesta frase.
B 2 C
B El concepte de geometria C
moment. Cal doncs, segons Hilbert, començar a fer geometria a través d’una
contemplació de l’espai.4L’inici del «moment geomètric»5 sembla que ha de veure’s dificultat perla complexitat de la nostra intuïció de l’espai, que és múltiple, fragmentària,fins i tot contradictòria, i no sembla adaptar-se fàcilment a una anàlisi lògi-ca. Veiem una gran quantitat d’objectes petits i grans, fixos o en moviment.La nostra (limitada) capacitat de desplaçament ens permet modificar i com-plementar les diverses percepcions locals. La subjectivitat de la percepciói les seves limitacions quan considerem objectes extremadament allunyatso extremadament petits, semblen obstacles insuperables que ens allunyendel «món real». Podríem encara parlar dels problemes filosòfics clàssics so-bre el moviment, el canvi, la possibilitat d’un contínuum espacial, el temps...Però no és pas d’això del que es tracta. La geometria no és pas una teoriadel coneixement ni una teoria de la percepció. És una anàlisi lògica deles diverses percepcions espacials i de les relacions entre elles. Les limi-tacions de la nostra intuïció i el nostre desconeixement essencial del «mónreal» (sigui quin sigui el sentit que es doni a aquestes paraules) no sónimpediments per fer geometria, sinó que ens mostren que:
i. Hi ha moltes geometries, com hi ha moltes intuïcions de l’espai.ii. Prèviament al desenvolupament de la geometria, cal extreure de lanostra intuïció de l’espai un petit nombre de trets fonamentals sobreels quals basarem la nostra anàlisi lògica.
Geometria elemental i axiomàticaTal com acabem de dir, si volem construir una geometria ens cal, en primerlloc, prendre de la nostra intuïció de l’espai un petit nombre d’objectes bàsicsi un petit nombre de relacions bàsiques entre ells. La geometria elementalpren com a objectes bàsics els punts, les rectes i els plans i com a relacionsbàsiques les relacions anomenades d’incidència, que són del tipus: el punt
x és a la recta r, les rectes r i r′ es tallen, etc. Més endavant, és clar, seremmolt més precisos sobre aquest punt.No ens cal dir res sobre la «naturalesa» dels objectes ni sobre el «signi-ficat» de les relacions. Preguntar-se què és un punt o bé què vol dir que un
4Aquí la paraula espai no s’ha d’entendre en el sentit astronòmic o cosmològic, ni coma sinònim d’univers.5Aquí estem pensant en els diversos moments que Joan Maragall ens descriu a l’Elogi
de la Poesia. El moment geomètric seria aquell on els diversos objectes ens interessariend’acord amb les relacions posicionals que es podrien establir entre ells.
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punt està sobre d’una recta, és no haver entès de què va el joc.6 Es tractad’analitzar la nostra intuïció de l’espai, la qual pot ser, en un moment donat,que a l’espai hi ha punts, rectes i plans, els quals poden estar en unes cer-tes relacions entre ells. No ens importen la «realitat» o l’«existència real»de les rectes. El que sí que cal, un cop donats els objectes i les relacions,és establir el que seran les «regles del joc» que, de manera implícita, ensdonaran l’únic significat vàlid que els objectes i les relacions poden tenirper a nosaltres.7 Cal fixar els axiomes de la geometria.Els axiomes seran un conjunt relativament petit de normes d’obligat com-pliment per als nostres objectes i les nostres relacions. Aquestes normes, tali com ha passat amb els objectes i les relacions, seran abstraccions obtingu-des a partir d’una certa intuïció de l’espai. Tampoc no ens preguntem pel seusignificat ni pel motiu de la seva necessitat. Fins i tot aquesta necessitatés ben il.lusòria perquè, de la mateixa manera que les diverses facetes de lanostra intuïció ens duen a poder escollir diversos conjunts d’objectes sobreels quals basar la nostra geometria, també l’elecció dels axiomes és un actetotalment lliure. Posarem un exemple que tindrà importància més endavant.Situem-nos sobre d’un pla i considerem les diferents línies rectes que contéel pla. Donades dues rectes i movent-nos sobre el pla, podrem, en general,arribar en un punt on aquestes dues rectes es tallen. En algun cas, però,tot i que visualment veurem ben clar que les dues rectes convergeixen capun punt comú situat a l’horitzó, no ens serà possible de desplaçar-nos finsaquest punt. A la vista d’aquesta situació, som lliures de prendre diversesopcions, com ara:
i. Bandejar del nostre discurs el punt al qual no podem arribar i postularl’existència de rectes que no es tallen.
ii. Donar més importància a la nostra intuïció visual i afirmar que duesrectes d’un pla sempre es tallen.
Aquestes dues eleccions, contradictòries entre sí, són, ambdues, plenamentvàlides i donen lloc a diverses geometries importants.
6Hilbert deia que el seu llibre seguiria essent totalment correcte (encara que ridícul) sisubstituíssim arreu les paraules punt, recta i pla per taula, cadira i gerra de cervesa.7Algú que conegui la geometria analítica podria respondre a la pregunta «Què és unpunt?» dient que un punt és una terna de nombres reals (x0, x1, x2). Això és identificarl’espai amb R3. Segons el nostre concepte de geometria, això és plenament vàlid i significaque la nostra intuïció de l’espai ens l’assimila a R3. En aquest cas, però, ja no hi ha lloc perdur a terme cap anàlisi lògica! Certament, no és aquest el punt de vista que adoptaremaquí.
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Un cop fixats els objectes, les relacions i els axiomes, la tasca del ge-òmetra serà la d’obtenir teoremes, és a dir, conseqüències lògiques delsaxiomes. Aquests teoremes ens informaran sobre el comportament dels ob-jectes i, per tant, sobre l’estructura lògica de la particular intuïció de l’espaique hem pres com a punt de partida.
Els Elements d’EuclidesHistòricament, el primer exemple de tractament axiomàtic de la geometriaque ens ha arribat va ser el d’Euclides d’Alexandria. Els Elements de Ge-
ometria d’Euclides, escrits cap a l’any 300 aC, són un conjunt de tretzellibres on, a partir d’una axiomàtica que ha esdevingut clàssica, s’obtenenuna llarga sèrie de teoremes de geometria elemental —i d’aritmètica—, perun procés que, a partir dels axiomes, es desenvolupa d’una manera rigoro-sament lògica.No estem segurs si aquesta obra monumental neix a la ment d’un únici extraordinari geni anomenat Euclides, si és una obra col.lectiva de totauna escola de matemàtics, si és una enciclopèdia que recull el coneixementdisponible en el seu temps o si Euclides va realment existir. En tot cas, elstretze llibres dels Elements constitueixen una de les obres magnes de lanostra cultura i la seva influència, al llarg dels segles, ha estat immensa,no només en les matemàtiques sinó també en l’educació —el llibre de textmés estudiat de tota la història—, la filosofia, la ciència i, en definitiva, enel pensament —de Galileu o Spinoza a Russell o Gauss.El que més fascina de l’obra d’Euclides és l’aplicació gairebé impecabledel mètode axiomàtic que consisteix en que, a partir de un petit nombred’axiomes, es van deduint, de manera encadenada, sistemàtica, lògica i ele-gant, els diversos resultats de la geometria clàssica sobre rectes, angles,triangles, àrees, volums i políedres i també sobre nombres primers, ter-nes pitagòriques, nombres irracionals, etc. etc. La idea de demostració ques’utilitza als Elements és exactament la mateixa que tenim nosaltres. Elreconeixement que la geometria s’ha de fonamentar en uns axiomes queadmetem sense demostració i que, aleshores, qualsevol proposició s’ha dedemostrar a partir dels axiomes i de proposicions demostrades anteriorment,fa que ara, tants segles després, l’obra d’Euclides sigui encara perfectament«actual». Recordem alguns dels teoremes dels Elements, agrupats per lli-bres:
1. Congruència de triangles. Construcció de bisectrius, de perpendicu-lars, de paral.leles. Construcció de triangles. Suma dels angles d’untriangle. Àrea del rectangle i del triangle. Teorema de Pitàgores. (23
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definicions, 5 axiomes, 5 «nocions comunes», 48 proposicions.)2. Demostració geomètrica d’identitats que nosaltres expressaríem ambfórmules algebraiques com, per exemple, (vegeu l’exercici I.2)
x2 = xy+ x(x − y)(x + y)2 = x2 + y2 + 2xy = 4xy+ (x − y)2(x + y)2 + (x − y)2 = 2(x2 + y2)El teorema del cosinus per a triangles, com a generalització del teo-rema de Pitàgores. (2 definicions, 14 proposicions.)3. La circumferència: construcció del centre, de la tangent, angle inscrit.(11 definicions, 37 proposicions.)4. Figures inscrites o circumscrites en una circumferència: segment, tri-angles, pentàgon regular, hexàgon regular, pentadecàgon (quinze cos-tats) regular. (7 definicions, 16 proposicions.)5. La teoria de les proporcions (atribuïda a Èudox de Cnidos). Per exem-ple: si la raó x : y és la mateixa que la raó x ′ : y′ i la raó t : y ésla mateixa que la raó u : y′, aleshores la raó (x + t) : y és la matei-xa que la raó (x ′ + u) : y′. La definició 4 d’aquest llibre és l’axiomad’Arquimedes. (18 definicions, 25 proposicions.)6. Aplicació geomètrica de la teoria de les proporcions. Per exemple:teorema de Tales, raó àuria, triangles amb costats proporcionals tenenels mateixos angles. (4 definicions, 33 proposicions.)7. Inicis de la teoria de nombres: múltiples, divisors, nombre primer, nom-bre perfecte, algorisme d’Euclides, màxim comú divisor. (22 definicions,39 proposicions.)8. Teoria de les progressions geomètriques. (27 proposicions.)9. Hi ha infinits nombres primers. Nombres perfectes: si 2r−1 és primer,aleshores (2r − 1) 2r−1 és un nombre perfecte. (36 proposicions.)10. Magnituds incommensurables. Per exemple, la diagonal d’un quadratés incommensurable amb el costat del quadrat. Construcció de les«ternes pitagòriques», és a dir, enters a, b, c tals que a2 + b2 = c2.(16 definicions, 115 proposicions.) (Vegeu l’exercici IV.31.)11. Introducció a la geometria de tres dimensions. Volum del paral.lelepí-pede. (28 definicions, 39 proposicions.)
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12. Càlcul del volum de la piràmide, el con i el cilindre, utilitzant el mè-
tode d’exhaustió. El volum de l’esfera és proporcional al cub del seudiàmetre. Àrea de la circumferència, també pel mètode d’exhaustió.(18 proposicions.)
13. Construcció dels cinc sòlids platònics. (18 proposicions.)
Geometria, moviment i simetria: el programa d’ErlangenTant la geometria d’Euclides com la de Hilbert (que estudiarem més en-davant) eviten la idea de moviment. Quan parlen de segments congruentsconsideren aquesta relació com un concepte primitiu, que ens ha estat do-nat d’entrada. Com podem arribar a aquest concepte de congruència? Nosembla que tota mesura ha d’implicar un desplaçament? No sembla na-tural i gairebé inevitable basar la congruència en la «identitat llevat d’unmoviment»? Potser seria interessant fer una geometria que contemplés elmoviment o que, fins i tot, estigués fonamentada en el moviment. L’anome-nat Programa d’Erlangen, enunciat per F. Klein el 1872, fa exactament això:desplaça el focus d’atenció dels objectes als seus moviments.Plató ens diu que la geometria estudia allò que sempre és. Aquestapermanència pot ser interpretada de dues maneres diferents: o bé comuna situació estàtica, o bé com una persistència de l’essència malgrat elmoviment. És a dir, a la base de les idees geomètriques hi ha el concepted’invariància i podem, fins i tot, definir les propietats geomètriques d’unobjecte com les que resten invariants quan aquest objecte es desplaça al’espai. Si ho fem així, el concepte de moviment pren una posició central.A partir del moviment poden obtenir-se, de manera natural, els conceptesde congruència d’angles i segments, que ja no seran, per tant, conceptesprimitius.Des d’aquest punt de vista, l’elecció d’una geometria o d’una altra equi-val a fer una hipòtesi sobre quins són els moviments permesos. Clarament,aquests tindran una estructura de grup i, aleshores, escollir una geometriavol dir escollir un determinat grup de moviments. Segons el Programa d’Er-langen, la geometria és l’«estudi de les propietats de les figures que són
invariants per un cert grup de moviments fixat».La generalitat del programa d’Erlangen és molt gran i el seu concep-te de geometria s’adiu amb moltes disciplines geomètriques modernes, desde la topologia a la geometria algebraica.8 Si volem, però, fer geometria
8Donar preeminència a les transformacions d’un objecte per sobre de l’essència del propi
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elemental, caldrà que ens restringim a grups de moviments «lineals». Les di-verses geometries (euclidiana, hiperbòlica,...) s’obtindran prenent subgrupsapropiats del grup lineal.9En aquest context, la teoria de grups i la teoria d’invariants ocuparanun lloc central a la geometria. Malgrat el seu interès, en aquest curs noaprofundirem gaire en aquesta direcció.10
objecte és una idea central a la matemàtica «moderna». Bourbaki hi veu el germen de lanoció d’estructura. És clar que va conduir a l’interès per les transformacions naturals i ala teoria de categories.9Per exemple, la longitud d’un segment no és una propietat geomètrica si consideremhomotècies, però ho és si només considerem transformacions ortogonals (és a dir, transfor-macions que conservin el producte escalar de vectors). Més difícil seria explicar en poquesparaules quin grup cal prendre per obtenir la geometria hiperbòlica.10No hauríem d’oblidar la influència del programa d’Erlangen a la física del segle XX.
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E
studiem i discutim en aquest capítol els inicis del primer lli-bre dels Elements d’Euclides, amb l’objectiu de valorar la sevatranscendència i també algunes de les seves mancances.
Definicions i nocions comunesEl llibre I comença amb 23 definicions: punt, recta, pla, angle recte, cir-
cumferència, triangle equilàter, etc., però no totes les definicions tenen elmateix caràcter.Per exemple, la primera definició diu que un punt és allò que no té partsi la quarta afirma que una recta és una longitud sense amplada que està
igualment situada respecte dels seus punts. La presència d’aquestes defi-nicions de punt i recta sembla contradir el que hem afirmat sobre que lanoció d’un punt serà una noció bàsica, de la naturalesa de la qual no caldir-ne res. Cal, però, fer algunes observacions. En primer lloc, potser nohem d’entendre aquestes definicions en el sentit modern de la paraula, sinóque cal situar-les en un context platònic i creure en un món on habiten elsarquetipus de les coses: el punt, el cavall, etc. Aleshores, les definicionsanteriors pretenien, només, fer «recordar» aquests arquetipus. D’altra ban-da, no totes les definicions són igualment objectables. Hi ha autèntiquesdefinicions, com ara quan diu, per exemple, que un triangle isòsceles és elque té només dos costats iguals, o que les paral.leles són les rectes que,contingudes en un mateix pla, no es tallen. Finalment, dir que un punt ésallò que no té parts, no ve a ser com dir que el concepte de punt és unconcepte primitiu, que no es pot reduir a altres conceptes?Hi ha altres definicions que, implícitament, introdueixen conceptes primi-tius que, per tant, queden assumits com a conceptes bàsics de la geometria.Considerem, per exemple, la definició d’angle recte com aquell angle queés igual al seu adjacent. En diversos llocs dels Elements, Euclides parla de
magnituds iguals i és evident que no utilitza la paraula «igual» en el ma-
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teix sentit que ho fa la matemàtica moderna. La definició d’angle recte ensdiu, doncs, que hi ha una certa relació entre angles, que Euclides anomena«igualtat» i nosaltres preferiríem anomenar «congruència», de manera queté sentit afirmar que dos angles són iguals —o, en la terminologia actual,són congruents.Una situació similar es dóna a la definició de circumferència com unalínia tal que existeix un punt anomenat centre de manera que tots elssegments que uneixen el centre amb cada punt de la línia són «iguals».Aquí Euclides ens està dient que tenim una relació —podem anomenar-la«congruència»— entre segments, que també és una relació primitiva —noes defineix a partir de cap noció anterior—, i que ens permet parlar desegments congruents.1En resum, a les definicions del llibre primer, Euclides presenta els tresobjectes bàsics de la seva geometria —punts, rectes i plans— i les dues re-lacions bàsiques de congruència entre angles i congruència entre segments.Al llibre primer també hi ha cinc «nocions comunes» que Euclides distin-geix de les definicions, com si això indiqués que considera que són principislògics amb una validesa que va més enllà de la geometria. Per exemple, laprimera d’aquestes nocions comunes afirma que «coses iguals a una cosa
són iguals». Efectivament, sembla un principi lògic elemental, però hemde recordar que la igualtat d’Euclides no és la igualtat matemàtica, sinóque és, per exemple, la congruència d’angles o la congruència de segments.Per tant, aquesta noció comuna ens està dient que la congruència compleixla propietat transitiva. També és molt interessant llegir la noció comunacinquena: «el tot és més gran que la part».2
Els quatre primers axiomesEls tres primers axiomes estan escrits en forma de «construcció» és a dir,assenyalen diverses construccions que es postula que són possibles.
• Axioma I [És possible] dibuixar, de qualsevol punt a qualsevol punt,
1En llibres posteriors, Euclides parla també de figures iguals quan nosaltres diríem«figures amb la mateixa àrea» o, en el cas de figures sòlides, «figures amb el mateixvolum».2Quan tractem amb objectes infinits, sabem que aquesta noció comuna no es compleix.Per exemple, si a un conjunt infinit li traiem un element, el que queda és «igual» al conjuntinicial. Per posar un exemple més geomètric, un angle curvilini (en algun moment Euclidesconsidera aquests angles) de mesura zero pot estar a l’interior d’un altre angle curvilinide mesura zero, en contradicció amb la cinquena noció comuna. Pensar en la validesa dela noció comuna cinquena quan l’apliquem a l’àrea i el volum ens duria a tenir en comptesituacions com la paradoxa de Banach-Tarski.
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una línia recta.3El primer axioma és molt clar i representa la propietat essencial delnostre concepte de recta. Entre totes les línies que uneixen dos punts,n’hi ha una i només una que es pot anomenar recta. És perfectamentadmissible negar-se a postular aquest fet, doncs ja hem dit que lanostra intuïció de l’espai és múltiple i complexa, però, aleshores, lageometria que obtindrem difícilment serà una geometria elemental.També podem entendre que amb aquest axioma postulem l’existènciadel regle i acceptem que el regle es pot utilitzar per traçar la recta—més exactament, el segment— que uneix dos punts.• Axioma II [És possible] prolongar qualsevol segment per qualsevol dels
seus dos extrems.En primer lloc, cal tenir present que Euclides no considera mai totauna recta completa (que, evidentment, no es pot dibuixar), sinó queconsidera segments de recta limitats per dos punts. En aquest context,l’axioma II admet una altra utilització «legal» del regle: Si tenim unsegment amb extrems A i B, podem usar el regle per dibuixar unsegment AC que contingui el segment inicial AB.4Aquest axioma sembla molt natural perquè ve a dir que una línia recta«no s’acaba mai», però si ens hi fixem una mica més, veiem que aquestaxioma i l’anterior mostren que Euclides admet, implícitament, queentre els punts d’una recta hi ha una certa relació d’ordre que, sitenim tres punts alineats A, B, C , ens permet afirmar, per exemple,que B està entre A i C .5• Axioma III Amb centre a qualsevol punt [és possible] dibuixar una
circumferència que passi per qualsevol altre punt.
3Sembla com si Euclides «oblidés» dir que aquesta recta que uneix dos punts diferentsés única. En tot cas, l’ús que fa d’aquest primer axioma deixa clar que el sentit de l’axiomaés que per dos punts diferents hi passa una única recta.4Com que no hi ha cap més axioma que validi cap altra utilització del regle a la geometriad’Euclides, els axiomes I i II ens diuen que el regle només el podem utilitzar per (a) unirdos punts o (b) prolongar un segment. Per exemple, una utilització fraudulenta del regleseria tenir marcats dos punts sobre el regle i fer la construcció que es coneix amb el nomde «neusis»: donat un punt P i dues corbes, amb el regle marcat es podria trobar una rectaque passés per P i que tallés les dues corbes en punts separats per la mateixa distànciaque hi ha entre les dues marques del regle. Amb neusis es pot trisecar qualsevol angle(vegeu l’exercici I.8), una construcció que és impossible si utilitzem el regle només comindiquen els axiomes I i II d’Euclides. Possiblement, neusis era coneguda per Euclides,però els seus postulats l’exclouen.5En una carta del 1832 a Farkas Bolyai (el pare de János Bolyai) Gauss ja troba a faltarque es postuli amb precisió quines són les propietats que té aquesta relació «estar entre».
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Aquest axioma ens diu que tenim un compàs i que el podem utilitzard’aquesta manera: donats dos punts A i B, podem fixar una de lespuntes del compàs en el punt A, fer que l’altra punta caigui sobre elpunt B i, aleshores, dibuixar la circumferència de centre A i radi AB.6
En resum, els tres primers axiomes ens diuen que Euclides farà la ge-
ometria del regle i el compàs —la geometria que es pot fer traçant rectesi circumferències amb un regle i un compàs— i ens explicita completamentquè podem fer amb aquests dos instruments. Amb el regle podem unir dospunts i prolongar un segment, amb el compàs podem traçar la circumferènciaamb centre donat que passa per un punt donat.7Si analitzem la manera com Euclides utilitza aquests tres axiomes, hitrobem algunes mancances molt importants. Amb aquests tres axiomesdibuixem segments i circumferències però, amb quin objectiu? A les cons-
6Tal com passava amb l’axioma anterior, aquesta utilització del compàs és l’única queés vàlida. En particular, una utilització fraudulenta seria la que es coneix com a «compàs
bloquejable»: preparem el compàs per traçar la circumferència de centre A i radi AB, coma l’axioma III i, aleshores, «bloquegem» el compàs i, amb la mateixa obertura, dibuixemla circumferència de centre A′ i radi «igual» a AB. De totes maneres, és fàcil veure queaquesta mateixa construcció també es pot fer de manera «legal» i, en conseqüència, ésvàlida a la geometria d’Euclides. Vegeu l’exercici I.1c.7És curiós observar una asimetria entre aquests dos instruments: el regle i el compàs.Un compàs és un mecanisme físic que permet dibuixar circumferències i, en canvi, un reglepermet dibuixar rectes a partir d’una recta que ja forma part de la construcció del regle. Ésevident que hi ha, en el regle, un cercle viciós: per construir un regle necessitem una rectai per dibuixar una recta necessitem un regle. El problema de dissenyar un mecanismefísic (com és el compàs) que, sense cap recta prèvia, dibuixi rectes no es va plantejarfins que James Watt el 1784 va necessitar convertir el moviment lineal dels pistons d’unamàquina de vapor en el moviment circular d’una roda. La solució de Watt és aproximada(vegeu l’exercici I.21) i la primera solució exacta del problema la va obtenir el 1864 Charles-Nicolas Peaucellier d’aquesta manera: els punts O i O′ estan fixos al pla, les articulacions
A, B, C i D es poden moure lliurement i OA ≡ OB, AC ≡ AD ≡ DB ≡ BC , O′D ≡ OO′.En aquestes condicions es pot demostrar (vegeu l’exercici I.20) que el punt C es mou sobreuna recta.
Sobre els diversos ginys que es van inventar per convertir un moviment circular en un derectilini podeu consultar la curiosa obra How to draw a straight line, A. B. Kempe, 1877.
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truccions que fa Euclides es dibuixen rectes i circumferències amb l’objectiude trobar nous punts que apareixem com interseccions d’aquestes rectesi aquestes circumferències que hem dibuixat. El problema és que els axi-omes d’Euclides diuen que podem dibuixar aquestes figures, però no ensgaranteixen que els punts d’intersecció existeixin.Un parell d’exemples ens ajudaran a entendre això que acabem de dir.
• [Bisecció d’un angle. Proposició 9 del llibre I] Euclides divideix unangle en dos angles iguals d’aquesta manera:
Considerem l’angle de vèrtex O format pels segments OA i OB i supo-sem que OA < OB. Tracem la circumferència de centre O i radi OA.Trobem el punt A′. Tracem la circumferència de centre A′ i radi A′A.Tracem la circumferència de centre A i radi AA′. Trobem el punt C .Tracem el segment OC . Aleshores, es pot demostrar que els angles
AOC i A′OC són iguals. El problema és que l’existència dels punts A′i C no es pot inferir a partir dels axiomes.
• [Construcció del triangle equilàter. Proposició 1 del llibre I] Amb ba-se un segment donat AB volem construir un triangle equilàter. Ambcentre A i radi AB dibuixem una circumferència C1 i amb centre B iradi BA en dibuixem una altra C2. Si X és un punt on es tallen aques-tes dues circumferències, aleshores el triangle ABX és equilàter. Elproblema és que, igual que abans, no es demostra que aquest punt Xexisteixi.8
8Ens podem convèncer d’això considerant la geometria analítica elemental del pla Q2format per tots els punts (x, y) on x i y són nombres racionals. En aquest pla podem fer lesconstruccions dels tres axiomes d’Euclides, però no podem construir triangles equilàters:el tercer vèrtex del triangle equilàter amb base el segment de (−1, 0) a (1, 0) hauria de serel punt (0,√3), que no existeix a Q2.
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Aquí tenim dos intents fallits de construir un triangle equilàter sobre
AB: en el primer les circumferències es creuen sense tallar-se i en elsegon les circumferències ni tan sols es creuen.
El quart axioma ja no parla de construccions sinó que afirma el següent:
• Axioma IV Tots els angles rectes són iguals.
Sobre aquest axioma hi ha dos punts de vista oposats: un punt de vistaafirma que és un desencert d’Euclides perquè és una proposició senzilla dedemostrar que no caldria incloure com a axioma; l’altre punt de vista diuque es tracta d’un axioma important, relacionat amb el moviment o, mésexactament, amb la intenció d’Euclides de fer una geometria que no entrien conflicte amb els clàssics problemes filosòfics sobre el moviment.9Entre els que van opinar que el quart postulat es pot demostrar hi ha elfilòsof neoplatònic Procle (segle V) i també el matemàtic i astrònom persaAbu-Sahl al-Quhí (segle X). Ambdós van escriure tractats sobre els Ele-
ments i ambdós «demostren» el quart postulat d’una manera ben senzillapel mètode de «superposició»: Si α i β són dos angles rectes, superposenun sobre l’altre i demostren que ni α pot ser més petit que β ni β pot sermés petit que α . On és el problema d’aquesta demostració? El problema ésque cal moure un angle sobre l’altre. Tot sembla indicar, doncs, que Eucli-des va incloure aquest quart axioma perquè no volia que la seva geometrianecessités el moviment: volia esquivar completament les apories de Zenó.10També és cert que en el perfeccionament de l’axiomàtica d’Euclides queva fer D. Hilbert —l’estudiarem a partir del capítol següent— el quart postu-lat es pot demostrar. Nogensmenys, l’axiomàtica de Hilbert també necessitaun axioma encara més fort per tal d’esquivar el moviment.
9Sobre aquest tema podeu llegir A. Reventós, El moviment a la geometria, Butll. Soc.Cat. Mat., 1995.10Malgrat la inclusió de l’axioma IV, Euclides també utilitza la superposició en algundels seus teoremes, per exemple a la proposició quarta del llibre primer. En parlarem mésendavant.
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El cinquè postulatDesprés dels quatre primers postulats d’Euclides, llegir l’enunciat del cinquèpostulat produeix una extraordinària sorpresa:11
• Axioma V Si una recta, que talla dues rectes, fa amb elles uns angles
interiors del mateix costat més petits que dos rectes, aquestes rectes,
convenientment prolongades, es tallaran pel costat on els angles són
més petits que dos rectes.12
Salta a la vista que l’axioma V és molt especial! Mentre els altresaxiomes són d’una «evidència» total, aquest és força complex i requereix uncert esforç de comprensió. Sorgeixen immediatament dues preguntes:
a) Respon realment l’axioma V a la nostra intuïció de l’espai?b) No serà, potser, l’axioma V una conseqüència dels altres axiomes, ésa dir, un teorema?
En primer lloc, diguem que l’axioma V es pot substituir per un altre d’equi-valent,13 però de comprensió més fàcil:
• Axioma V ’ Per un punt que no pertany a una recta hi passa una única
paral.lela a la recta.14
11S’ha especulat molt sobre els motius que van dur Euclides a incloure aquest axioma i afer-ho, precisament, en aquesta forma. De totes aquestes especulacions, potser una de lesmés interessants és la que observa que la mateixa definició de rectes paral.leles no pot sersatisfactòria sense invocar l’existència d’una recta infinita —que ja hem dit que no entraen els esquemes de la matemàtica d’Euclides. En efecte, suposem que tenim dues rectesd’un pla i que volem saber, aplicant la definició, si són paral.leles. Imaginem que ho siguinrealment. Aleshores, les anirem prolongant i no es tallaran, però mai no podrem saber si,potser, prolongant una mica més es tallarien. En conclusió, mai no podem saber si sónparal.leles o no ho són... a menys que apliquem l’axioma V que, vist d’aquesta manera, éscom una «definició efectiva» de rectes paral.leles.12Curiosament, aquí Euclides «oblida» dir que les rectes han d’estar en un mateix pla.Com que en els primers llibres només parla de geometria plana, aquesta condició l’hem deconsiderar implícitament assumida.13Una certa proposició A direm que és equivalent a l’axioma V quan A es pot demostrarutilitzant els axiomes i, ii, iii, iv, v, i també l’axioma V es pot demostrar utilitzant els axiomesi, ii, iii, iv i la proposició A, presa com a axioma.14De fet, n’hi ha prou amb un axioma més feble: per un punt que no pertany a una recta
hi passa com a màxim una paral.lela a la recta. De vegades, aquest axioma es coneix ambel nom d’axioma de Playfair, en honor al matemàtic escocès John Playfair (1748–1819).Nosaltres en direm axioma de les paral.leles.
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Veurem, doncs, que aquest axioma sí que respon a una certa concepcióde l’espai. Quan imposem l’axioma V estem fent una elecció molt important.Mentre que els altres axiomes es limiten a dir-nos que el món és essenci-alment lineal o, millor dit, que volem estudiar geometria elemental, aquestaxioma tria un particular model d’espai, el model euclidià.El que estem dient sembla indicar que la resposta a la pregunta b) d’a-bans és «no». En efecte, tot i que van caldre molts segles per arribar aveure-ho clar, Euclides tenia raó quan va incloure l’axioma V a la seva llistad’axiomes de la geometria.15 Aquest axioma és independent dels altres qua-tre (fins i tot convenientment perfeccionats) en el sentit que és impossibledemostrar l’axioma V a partir dels altres quatre axiomes.Durant segles, el «problema» del cinquè postulat d’Euclides ha preocu-pat a nombrosos matemàtics —i filòsofs!— i la història dels desenvolupa-ments de les idees que van dur a la demostració de la independència delcinquè postulat respecte dels altres és certament molt interessant, però notenim prou temps per discutir-la aquí. Diguem només que un gran nombrede matemàtics cercaven una demostració del cinquè postulat i, en molts ca-sos, el que obtenien era una prova del cinquè postulat que utilitzava algunnou axioma que, inadvertidament, era donat per vàlid. Aquest tipus de de-mostracions no estan desproveïdes d’interès perquè, si més no, han permèsobtenir una bona sèrie d’axiomes força interessants, tots ells equivalents al’axioma de les paral.leles.16Sovint la demostració del cinquè postulat es volia fer per reducció al’absurd: se suposava que el cinquè postulat era fals i s’anaven deduintconseqüències d’aquest fet, cercant una contradicció. Aquesta contradiccióno es trobava mai, però totes les conseqüències de la negació del cinquèpostulat que s’anaven demostrant eren teoremes vàlids a una geometria queno compleixi el cinquè postulat. Ara sabem que aquesta geometria existeix:s’anomena geometria hiperbòlica.17 Per tant, els primers tractats de geo-
15És lògic pensar que Euclides era conscient de la singularitat del seu cinquè postulat:quan llegim els Elements sembla com si Euclides retardés al màxim la utilització delpostulat polèmic: no l’empra fins a la proposició 29 del primer llibre.16Donem exemples d’axiomes equivalents al cinquè postulat d’Euclides: La suma delsangles de qualsevol triangle val dos rectes; hi ha un triangle on els angles sumen dosrectes; hi ha un triangle on els angles sumen com a mínim dos rectes; hi ha un triangled’àrea arbitràriament gran; hi ha dos triangles semblants diferents; tot triangle es potinscriure en una circumferència; existeix un rectangle; una recta no pot estar contingudaa l’interior d’un angle.17Sembla ser que Gauss, a començaments del segle XIX, ja havia construït una bonapart de la geometria hiperbòlica, però no va publicar mai els seus resultats per por al queell va anomenar —en una famosa i enigmàtica frase— «la cridòria dels beocis». Menys
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metria hiperbòlica els van escriure els qui no creien en la seva existència.18
* * * * *
En conclusió, encara que haguem trobat alguns errors i algunes mancancesals Elements, l’obra geomètrica d’Euclides és un monument intel.lectual deprimera magnitud. Entre els seus grans mèrits podem fer esment d’aquests:
• El reconeixement de la necessitat del mètode axiomàtic com a con-substancial al concepte matemàtic de demostració i la immensa per-fecció de tota l’estructura deductiva de l’obra.
• La inclusió genial del cinquè postulat.
• La superació de les mancances del nombre. Era ben sabut que elsnombres —el que ara en diríem nombres racionals— no podien resol-dre el problema de la mesura de les longituds, les àrees o els volums.Malgrat això, Euclides és capaç de desenvolupar de manera completala seva geometria sense haver de recórrer (gairebé mai19) a processosinfinits.
• La intel.ligent manera com esquiva les apories del moviment, de l’infi-nit, i altres problemes filosòfics.
coneguda és l’obra del jurista Ferdinand Karl Schweikart (1807) i del seu nebot FranzTaurinus (1825). Es considera que els creadors de la geometria hiperbòlica van ser NikolaiIvanovich Lobachevsky i János Bolyai que van desenvolupar-la de manera independent entreel 1823 i el 1832. De tota manera, la demostració completa que la geometria hiperbòlicaés igual de consistent que la geometria d’Euclides no va arribar fins el 1868 amb l’obra delgeòmetra italià Eugenio Beltrami.18La llista de matemàtics que van intentar demostrar el cinquè postulat comença ambClaudi Ptomeleu al segle II i Procle al segle V i acaba amb Lambert i Legendre a finalsdel segle XVIII. Conté noms com el del matemàtic persa Omar Khayyam que l’any 1077publica un comentari dels Elements amb una demostració del cinquè postulat que utilitzaque dues rectes paral.leles sempre estan a la mateixa distància (una afirmació equivalental cinquè postulat que es pretén demostrar). Un altre exemple important és el de GiovanniGirolamo Saccheri (1667–1733), autor d’un llibre titulat Euclides vindicat de tot error onpretén vindicar Euclides veient que la negació del cinquè postulat és contradictòria. Ésclar que no ho aconsegueix i és estrany que no s’adoni que l’autèntica vindicació d’Euclidesconsisteix en demostrar que el cinquè postulat és un postulat i, per tant, la seva negació
no és contradictòria!19Només quan aborda l’àrea de la circumferència o el problema del volum. Tanmateix,en aquests casos és inevitable haver de considerar processos de pas al límit.
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3. L’axiomàtica de Hilbert:
incidència i ordre
H
em vist com els Elements, malgrat la seva transcendència mate-màtica, històrica i filosòfica, malgrat la magnífica col.lecció deteoremes que contenen i malgrat la inclusió genial del cinquèpostulat, tenen defectes lògics que neixen, principalment, deno fixar amb claredat totes les relacions que es consideren com a primitivesni tots els axiomes que aquestes relacions verifiquen. Hem trobat a faltarels axiomes que han de verificar les relacions d’ordre i de congruència i hihem trobat a faltar uns axiomes de continuïtat que ens permetin afirmar,per exemple, l’existència dels punts on es tallen dues circumferències.Hilbert, a l’acabament del segle xix, va voler escriure un tractat on, d’unavegada per sempre, les proposicions de la geometria elemental apareguessindemostrades amb un rigor lògic total i on apareguessin explícitament totesles relacions bàsiques i tots els axiomes que aquestes han de verificar. Ino només això, sinó que, a més, quedés clar quins són els axiomes quesón necessaris per demostrar cadascun dels teoremes importants. Anantmolt més lluny que Euclides, Hilbert es planteja també els tres problemessegüents:
Independència. Es tracta de veure que els axiomes són independents entreells, de manera que cap d’ells no és conseqüència dels altres i, enparticular, cap no és superflu.1
Consistència. Es tracta de demostrar que els axiomes no es contradiuenentre ells.2
1La manera de veure que un axioma A és independent dels axiomes A1, . . . , An és trobarun model on tots els axiomes A1, . . . , An siguin certs, però no ho sigui l’axioma A. Donarun model vol dir donar definicions dels conceptes bàsics i de les relacions bàsiques. Perexemple, R3 amb les definicions usuals de punt, recta, ordre i congruència, és un model dela geometria euclidiana on es verifiquen tots els axiomes d’Euclides.2El problema de la consistència va aparèixer tan bon punt es va considerar la geome-tria com un sistema axiomàtic abstracte on l’elecció dels axiomes es fa d’una manera lliure.Mentre es creia que la geometria euclidiana era l’única «autènticament real», aquesta su-
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Completesa. Una teoria axiomàtica es diu que és completa quan, donadauna proposició qualsevol, o ella o la seva negació són conseqüènciadels axiomes.3
A la vista dels famosos resultats de Kurt Gödel dels anys 30 del segle passatsembla que els problemes de la completesa i la consistència de la geometriaelemental no hagin de tenir solució.4D. Hilbert va desenvolupar el seu programa a l’obra Grundlagen der Geo-
metrie que ja hem citat abans. Ara estudiarem una introducció (simplificada)a l’axiomàtica de la geometria elemental, en la línia dels Grundlagen.
Objectes i relacionsJa hem dit que la geometria elemental es basa en considerar tres menesd’objectes, anomenats punts, rectes i plans. Per tal de simplificar l’exposicióde l’axiomàtica de Hilbert, ens limitarem a l’estudi de la geometria plana.Considerarem, per tant, que existeixen dues menes d’objectes, anomenats
punts i rectes, els quals poden presentar entre ells tres tipus de relacions:5
posada realitat ens reduïa la seva consistència a la del món real, suposadament consistent(?). Quan eliminem el suport real i considerem la geometria com un sistema on els axiomessón escollits «arbitràriament», sentim la necessitat de demostrar que aquests axiomes noes contradiuen entre ells o, com a mínim, que una contradicció entre els axiomes implicariauna contradicció en alguna altra branca de la matemàtica com, per exemple, la teoria deconjunts, etc.3Per exemple, la teoria de grups no és una teoria completa, perquè cap de les propo-sicions: «a + a = 0 per tot a», «existeix a tal que a + a 6= 0», no són conseqüència delsaxiomes de grup: Hi ha grups que verifiquen la primera i altres on es compleix la segona.4Recordem que dels resultats de Gödel es desprèn que l’aritmètica dels nombres natu-rals no és completa: conté proposicions indecidibles i, de fet, la seva consistència és unad’elles. Això ens fa pensar que la geometria d’Euclides ha de tenir els mateixos problemes.Efectivament, l’axiomàtica de Hilbert que ara estudiarem no pot ser una teoria completai la seva consistència és indecidible, perquè és essencialment equivalent a la teoria delsnombres reals. Malgrat això, és interessant fer esment del fet que Alfred Tarski el 1926 vadesenvolupar una nova axiomàtica de la geometria elemental que, contenint una gran partde l’obra d’Euclides, sí que és consistent i algorísmicament decidible, en el sentit que per acada proposició hi ha un algorisme que ens permet decidir si és certa o falsa. Recentment,en els àmbits de la intel.ligència artificial i de la demostració de teoremes per ordinador,l’obra de Tarski ha adquirit una rellevància especial. Podeu consultar, per exemple, els pro-
ceedings del congrés biannual «Automated Deduction in Geometry». [nota: tots aquests
comentaris tenen un caràcter que en podem dir naïf en el sentit que, per poder tractar
aquests temes d’una manera rigorosa, és imprescindible fer-ho a partir d’una sòlida base
de lògica matemàtica que, evidentment, s’escapa dels objectius d’aquest curs.]5Observem que en aquesta exposició ens estem apartant del llenguatge usual de lamatemàtica actual que es basa (gairebé) sempre en la teoria de conjunts. L’objectiu defer-ho així és mantenir la geometria independent de la teoria de conjunts, en l’esperit de
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a) Una relació d’incidència entre punts i rectes. Direm, per exemple, queun punt és a una recta, o que una recta passa per un punt.b) Una relació d’ordre o, millor dit, d’estar entre, entre ternes de punts.Direm, per exemple, que el punt A està entre els punts B i C .c) Una relació de congruència entre parelles de punts i entre angles (elconcepte d’angle el definirem més endavant). Direm, per exemple, que
AB és congruent a A′B′ o que l’angle α és congruent a l’angle α ′.
Aquestes relacions verificaran una sèrie d’axiomes que, per tal de sistema-titzar l’exposició, es divideixen en cinc grups:6
Axiomes d’incidènciaHi ha tres axiomes d’incidència.
I.1 Per dos punts hi passa una única recta.
I.2 Tota recta té com a mínim dos punts.
I.3 Hi ha tres punts no alineats.
D’aquests axiomes ja es dedueix que dues rectes7 tenen com a màxim unpunt en comú.8
Axiomes d’ordreHem dit que una de les relacions bàsiques és la que ens permet afirmarque un punt està entre dos altres punts. Aquesta relació ha de verificar elssegüents axiomes:Hilbert. Si volguéssim utilitzar la teoria de conjunts diríem, per exemple, que tenim unconjunt X , els elements del qual s’anomenen punts i que tenim també un conjunt R , elselements del qual són subconjunts de X i s’anomenen rectes. Observem que, si ho femd’aquesta manera, la relació d’incidència es converteix en la relació de pertinença de lateoria de conjunts. Al llarg d’aquests apunts utilitzarem els dos punts de vista —recta coma objecte primitiu o recta com a conjunt de punts— de manera indistinta.6Hem alterat lleument l’ordenació que fa Hilbert dels seus axiomes.7Prenem el conveni que l’expressió «dues rectes» vol dir dues rectes diferents. El mateixdiem respecte dels punts, etc.8L’axioma I.3 ens diu que la geometria no es redueix a una única recta, és a dir, ladimensió de l’espai és més gran que 1. Com que hem dit que volem estudiar geometriaplana ara hauríem d’incloure un axioma que ens digués que la dimensió és menor que 3.Un axioma apropiat seria aquest «axioma de coplanaritat»: Si A,B, C,D són quatre punts
diferents aleshores alguna d’aquestes parelles de rectes es tallen: AB i CD, AD i CB, AC
i BD. De tota manera, no incloem aquest axioma a la llista d’axiomes perquè serà unaconseqüència d’altres axiomes que hem d’introduir més endavant. Vegeu l’exercici I.30.
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II.1 Si B està entre A i C , aleshores A, B i C estan sobre una mateixarecta, són diferents, i B està entre C i A.
II.2 Donats dos punts A i B, hi ha com a mínim un punt C tal que B estàentre A i C .
Observem que aquest axioma II.2 ve a ser l’axioma II d’Euclides, el queafirma que tot segment es pot prolongar.
II.3 Donats tres punts d’una recta, com a màxim n’hi ha un que està entreels altres dos.
Observem que no postulem que, donats tres punts alineats, sempre n’hi had’haver un que estigui entre els altres dos. Això serà, més endavant, unteorema (vegeu l’exercici I.26).La relació d’«estar entre» permet definir el concepte de punts d’un seg-
ment. Un segment serà una parella (no ordenada) de punts (diferents). Siels punts són A i B, designarem el segment per AB o, equivalentment, BA.Anomenarem punts del segment AB els punts que estan entre A i B. Elspunts A i B s’anomenen extrems del segment i (opcionalment) també podemdir que formen part del segment AB.Els axiomes que hem introduït fins ara són elementals i previsibles. Encanvi, l’axioma que introduirem a continuació pot ser una autèntica sorpresa.S’anomena axioma de Pasch:9
II.4 (Axioma de Pasch) Siguin A, B i C tres punts no alineats i sigui runa recta que no passi per cap d’aquests punts i talli el segment AB.Aleshores r talla el segment AC o talla el segment BC .10
És a dir, si una recta talla un costat d’un triangle i no passa per cap vèrtex,aleshores talla també un segon costat del triangle. No cal dir que Eucli-des —i tots els geòmetres posteriors fins a Pasch— van utilitzar aquestapropietat sense ni demostrar-la ni incloure-la entre els axiomes.
9Moritz Pasch va ser un matemàtic alemany que va publicar el 1882 un llibre sobrefonaments de la geometria on, per primera vegada, presenta una axiomatització de la nociód’«estar entre» per tal de fonamentar amb ple rigor l’obra d’Euclides. Hilbert es va inspiraren aquesta obra anterior que, en particular, inclou l’axioma II.4.10Observem també que aquest axioma és clarament fals quan hi ha tres o més dimensions.De fet, es pot demostrar que els axiomes d’incidència i ordre (incloent l’axioma de Pasch)impliquen que la geometria és plana, el el sentit que es compleix l’axioma de coplanaritatque hem vist a la nota 8 (vegeu l’exercici I.30). El que pot ser sorprenent és que, encaraque la geometria sigui plana, l’axioma de Pasch no sigui conseqüència dels altres axiomes.
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Tenim ja la llista completa d’axiomes d’ordre. Com a primers resultats,podríem demostrar aquestes propietats (que no són trivials):
1. Entre dos punts sempre n’hi ha algun altre.
2. Si tenim tres punts alineats, sempre n’hi ha un que està
entre els altres dos. (Exercici I.26.)
3. Donats quatre punts d’una recta, sempre es poden designar
amb lletres A, B, C i D, de manera que: a) B està entre A
i C ; b) B està entre A i D; c) C està entre A i D i d) C està
entre B i D. (Exercici I.27)
4. Entre dos punts hi ha infinits punts.
Com a exemple, demostrarem la primera d’aquestes propietats. Suposemque tenim dos punts A i B. Escollim un punt E que no pertanyi a la rectaque passa per A i B. Aquest punt existeix per l’axioma I.3. Escollim ara unpunt F tal que E estigui entre A i F . Aquest punt existeix per l’axioma II.2.Observem que F 6= B. Tonem a aplicar el mateix axioma II.2 i trobem unpunt G tal que B estigui entre F i G. Sigui r la recta que passa per E i G.Finalment, apliquem l’axioma de Pasch al triangle ABF i a la recta r quetalla el segment AF . Deduïm que r talla el segment FB o el segment AB.El primer cas és impossible perquè aleshores tindríem que G està entre F i
B, en contradicció amb l’axioma II.3. Per tant, r talla el segment AB en unpunt C que estarà, per tant, entre A i B.
Semirectes, semiplans i anglesAra podem definir els conceptes de semirecta i semiplà. Donada una recta
r i un punt A sobre ella podem definir una relació d’equivalència entre elspunts de r diferents de A: direm que dos punts B i C de r són «al mateix
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costat» si A no està entre B i C . Els axiomes que hem introduït permetendemostrar que tenim realment una relació d’equivalència i els punts de rdiferents de A es distribueixen en dues classes d’equivalència, anomenats
costats de la recta respecte de A (exercici I.28). Una semirecta serà, perdefinició, un punt A, anomenat vèrtex i tots els punts d’una recta que passaper A que estan a un mateix costat respecte de A. Anàlogament, si tenimuna recta, els punts que no pertanyen a la recta queden classificats en duesclasses d’equivalència si diem que dos punts A i B són equivalents quan elsegment AB no talla la recta donada. Novament, l’axioma de Pasch i lespropietats anteriors ens permeten demostrar que es tracta d’una relaciód’equivalència. Un semiplà serà una recta i tots els punts d’una d’aquestesdues classes d’equivalència.Un angle serà, per definició, una parella no ordenada de semirectes delmateix vèrtex, que pertanyin a rectes diferents. Observem que no conside-rem com a angles ni l’angle nul (cas de dues semirectes iguals) ni l’angle
pla (cas de dues semirectes diferents, però pertanyents a una mateixa rec-ta).11 Les semirectes que defineixen l’angle s’anomenen costats de l’angle iel vèrtex comú d’ambdues és el vèrtex de l’angle.Els axiomes que hem anat introduint permeten demostrar que un angledivideix els punts del pla (que no estiguin als costats de l’angle) en duesclasses: els punts interiors i els punts exteriors. Amb un cert esforç podríemdemostrar aquestes propietats:
a) Si els extrems d’un segment són punts interiors d’un angle,
tot el segment està contingut a l’interior de l’angle.
b) Si una semirecta té el mateix vèrtex que un angle i no és costat
d’aquest angle, aleshores està totalment continguda a l’interior
o a l’exterior de l’angle (llevat, és clar, del vèrtex).
c) Si h i k són els costats d’un angle de vèrtex O, H 6= O un
punt sobre h, K 6= O un punt sobre k i l una semirecta de vèrtex
O que passa per un punt interior de l’angle, aleshores l talla el
segment HK .
11Hi ha diverses maneres de definir el concepte d’angle i aquí ens hem hagut de decidirper una de concreta. Observem que no considerem que hi hagi angles «negatius» i quedues semirectes del mateix vèrtex defineixen un únic angle (i no pas dos, com succeeix enalguns contextos). Dit d’una altra manera: tots els nostres angles seran inferiors a π.
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l’axioma de les paral.leles
Axiomes de congruència
H
em dit que tenim punts i rectes i relacions d’incidència, d’or-dre i de congruència. La congruència està definida entreparelles (no ordenades) de punts —o, equivalentment, entresegments— i l’escriurem AB ≡ A′B′. La congruència tambéestà definida entre angles i l’escriurem hk ≡ h′k ′. D’entrada, postulem queaquestes relacions són d’equivalència. La congruència d’angles ens permetdefinir l’angle recte que és aquell angle —d’entrada no sabem si existeix ono— que és congruent al seu adjacent. En aquest apartat enunciarem elsaxiomes que han de complir aquestes relacions de congruència.Els axiomes que exigim a les relacions de congruència són.
III.1 La congruència d’angles i la congruència de segments són relacionsd’equivalència.
III.2 Siguin a i b dues rectes no necessàriament diferents, A i B punts sobrela recta a, A′ un punt sobre la recta b. Fixem un costat de la recta brespecte de A′. Existeix un punt B′ sobre aquest costat de b tal que
AB ≡ A′B′.1
Aquest axioma és el que ens permet «traslladar» un segment donat sobrequalsevol altra recta, en un sentit prefixat. En certa manera, juga un papersimilar a l’axioma III d’Euclides sobre l’existència de circumferències.El següent axioma és el que ens permetrà «sumar» segments, en el sentitde posar-ne un a continuació de l’altre:
III.3 Siguin a i a′ dues rectes no necessàriament diferents. Siguin AB i BCsegments sobre a que tinguin només un punt en comú. Siguin A′B′ i
1Observem que no hem postulat la unicitat de B′, que serà una conseqüència delsaxiomes de congruència.
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B′C ′ sobre a′ amb la mateixa propietat. Si AB ≡ A′B′ i BC ≡ B′C ′,aleshores AC ≡ A′C ′.
L’axioma que ve a continuació ens diu que la congruència d’angles verificauna propietat anàloga a la de l’axioma III.2 per a segments.
III.4 Donat un angle hk i donada una semirecta k ′ i un semiplà H delsdos que defineix k ′, existeix un únic angle h′k ′ tal que hk ≡ h′k ′ i h′pertany al semiplà H .
El cinquè axioma de congruència, com va passar amb l’axioma de Pasch, potresultar una mica sorprenent. Es tracta del teorema quart del llibre primerdels Elements d’Euclides, que és un criteri de congruència de triangles queés coneix com el «criteri costat-angle-costat» (CAC). L’axioma diu això (untriangle són tres punts no ordenats no alineats):
III.5 (Criteri CAC) Considerem dos triangles ABC i A′B′C ′ (no necessària-ment diferents). Si AC ≡ A′C ′, AB ≡ A′B′ i α ≡ α ′, aleshores β ≡ β ′.
Més endavant veurem que aquesta propietat dels triangles no es pot de-mostrar a partir dels altres axiomes i, per tant, la seva inclusió com a axiomaés imprescindible si volem reconstruir la geometria d’Euclides. La neces-sitat d’aquest axioma s’entén millor quan pensem que és l’únic axioma querelaciona la congruència de segments amb la congruència d’angles.2
2Hem dit que Euclides «demostra» aquest axioma i, en conseqüència, la seva demos-tració deu ser incorrecta. On és l’error? Resulta que aquest teorema dels Elements ésun dels pocs on Euclides utilitza el mètode de «superposició» —del que ja havíem parlatquan discutíem l’axioma IV—: superposa els dos triangles i veu que, efectivament, són elmateix. Aquesta operació de superposar no està admesa en els axiomes d’Euclides i el fetque Euclides no l’usi gairebé mai sembla indicar que la seva validesa era discutible. Enconclusió, aquest axioma III.5 està relacionat amb el moviment : si fonamentem la geome-tria en el moviment, l’axioma és un teorema; si fem una geometria sense moviment —comEuclides, com Hilbert—, ha de ser un axioma. (Vegeu l’exercici I.38.)
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Amb aquests axiomes és senzill definir una relació d’ordre entre els seg-ments i també entre els angles, de manera que tingui sentit dir AB < A′B′o α < α ′.Amb els tres grups d’axiomes I, II, III que hem introduït fins ara —incidència, ordre i congruència— ja és possible demostrar una part moltimportant dels teoremes que trobem als Elements. Una geometria que com-pleixi aquests axiomes es diu que és un pla de Hilbert3 i l’estudi de lageometria dels plans de Hilbert es coneix com a geometria absoluta.
Axiomes de continuïtat
Des de la primera proposició del primer llibre dels Elements, Euclides uti-litza, sense justificació, unes propietats que en podríem dir «de continuïtat».En efecte, quan troba el tercer vèrtex d’un triangle equilàter de base ABho fa tallant dues circumferències de centres A i B, respectivament, i radi
AB (vegeu la pàgina 13). Però l’existència d’aquest punt de tall no semblaque estigui garantida per cap dels seus axiomes.4 Cal, doncs, incloure a lallista d’axiomes de la geometria alguns axiomes de continuïtat que permetinassegurar l’existència d’aquests punts de tall de rectes i circumferències.Dins d’aquest grup d’axiomes també hi podem incloure alguna versió del’axioma d’Arquimedes, que ens assegura que repetint successivament unmateix segment podrem arribar a superar qualsevol altre segment donat.5L’opció que pren Hilbert és incloure aquests dos axiomes de continuïtat:
Axioma d’Arquimedes. Donats dos punts N i Z d’una semirecta devèrtex M , existeix un nombre natural n tal que, si col.loquem un acontinuació de l’altre n segments congruents a MN , començant per
M , Z estarà entre M i l’extrem lliure del darrer d’aquests segments.
Axioma de no-extensió. No és possible afegir nous punts i novesrectes de manera que es conservin les relacions d’ordre i congruènciai es segueixin verificant la resta d’axiomes.
3Un (difícil) teorema de Wolfgang Pejas de l’any 1961 dóna una classificació de tots elsplans de Hilbert, és a dir, de totes les geometries que compleixen els axiomes I, II, III.4Curiosament, la proposició primera del llibre primer dels Elements sí que es pot de-mostrar sense cap axioma de continuïtat, és a dir, n’hi ha prou amb els axiomes I, II, IIIdels plans de Hilbert i l’axioma de les paral.leles V. Vegeu l’exercici I.42.5Aquest axioma apareix, en certa forma, als Elements quan Euclides diu, a la definicióquarta del llibre cinquè, que «dues magnituds formen raó quan cada una admet un múltiple
que és més gran que l’altra». Euclides utilitza per primer cop el que nosaltres anomenemaxioma d’Arquimedes a la proposició primera del llibre x.
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Aquests axiomes6 vénen a dir que els punts d’una recta es poden identificaral contínuum dels nombres reals perquè els nombres reals ens permeten«mesurar» segments. És a dir, si fixem un «segment unitat», podem associara cada segment un nombre real (la seva «longitud») de manera que: a) hi hasegments de qualsevol longitud; b) dos segments són congruents si i noméssi tenen la mateixa longitud. Podem fer el mateix amb els angles: assignemun nombre real arbitrari a l’angle recte —per exemple, π/2— i aleshorespodem assignar a cada angle un nombre real (la seva «mesura») de maneraque: a) hi ha angles de qualsevol mesura θ ∈ (0, π); b) dos angles sóncongruents si i només si tenen la mateixa mesura.La inclusió d’aquests dos axiomes ha estat objecte de debat. En primerlloc, salta a la vista el seu caràcter poc o gens «geomètric» que fa quecontrastin fortament amb la resta d’axiomes. En segon lloc, condueixenobligatòriament als nombre reals i al pla R2, traint completament l’esperitde la matemàtica d’Euclides. Finalment, si el problema el trobem només enl’existència de les interseccions recta-circumferència i circumferència-recta,per què no postulem simplement l’existència d’aquests punts de tall, senseque calgui donar entrada a la (problemàtica) teoria dels nombres reals? Ala vista d’això, aquests axiomes semblarien més adients:
RC Si una recta passa per algun punt interior a una circumferència, tallala circumferència en dos punts.
CC Si una circumferència passa per punts interiors i per punts exteriorsa una altra, les dues circumferències es tallen en dos punts.
De fet, Julius Strommer va demostrar l’any 1973 que, en un pla de Hilbert,aquests dos axiomes són equivalents i, per tant, podem prendre com a únicaxioma de continuïtat qualsevol d’ells. Tanmateix, els axiomes de continuïtatde Hilbert impliquen aquests dos axiomes de continuïtat «geomètrics».
6Els dos axiomes de continuïtat de Hilbert es poden resumir en un únic axioma anomenat
axioma de Dedekind: Si expressem els punts d’una recta com a unió disjunta de dos
conjunts de manera que cap punt de cada conjunt estigui entre dos punts de l’altre conjunt,
aleshores hi ha un únic punt O a la recta tal que un dels conjunts és la semirecta de vèrtex
O. Aquest axioma és, doncs, equivalent a la parella d’axiomes que Hilbert pren com aaxiomes de continuïtat. D’altra banda, si es vol un axioma que sigui equivalent a l’estranyaxioma de no-extensió de Hilbert (i que, en particular, no impliqui l’axioma d’Arquimedes)es pot utilitzar el que es coneix com a axioma de Cantor: Si tenim una successió de
segments AnBn on cada un conté el següent i es compleix que, donat qualsevol segment
XY , existeix un n tal que AnBn < XY , aleshores existeix un punt comú a tots els segments
AnBn. (Vegeu l’exercici I.48.)
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L’axioma de les paral.leles
Per tal de completar l’axiomàtica de Hilbert ens cal un últim i crucial axioma:l’axioma de les paral.leles. Recordem que, com que fem geometria plana,definim rectes paral.leles com les que no tenen cap punt en comú. De totesles formulacions equivalents de l’axioma cinquè d’Euclides, la més simple iapropiada és aquesta:
V Per un punt exterior a una recta hi passa, com a màxim, una paral.lelaa la recta.
Amb els axiomes I, II, III es pot demostrar que per un punt exterior a unarecta hi passa com a mínim una paral.lela a la recta (vegeu la pàgina 33).L’axioma V ens diu, per tant, que n’hi passa exactament una. En presènciade tots els altres axiomes I, II, III, IV, aquest axioma V és equivalent al’axioma cinquè d’Euclides.Podem fer tota la geometria plana d’Euclides amb aquests axiomes?Recapitulem:
• Un pla de Hilbert és una geometria on es compleixen els axiomes
I, II, III. Una part important de la geometria d’Euclides és vàlida aqualsevol pla de Hilbert: és la que es coneix com a geometria absolutai l’estudiarem al capítol següent. En canvi, en un pla de Hilbert no espot demostrar, en general, ni la unicitat de la paral.lela (axioma V) niel teorema que afirma que la suma dels tres angles d’un triangle ésigual a dos rectes.
• Un pla pitagòric és un pla de Hilbert on, a més, es compleix l’axioma V.En aquests plans es pot demostrar, per exemple, el teorema de Pità-gores, que la suma dels tres angles d’un triangle és igual a dos rectesi els teoremes d’Euclides sobre triangles semblants. Però encara hiha teoremes d’Euclides que, en general, no es poden demostrar: perexemple, l’existència d’un triangle isòsceles de costats donats (vegeul’exercici I.46b).
• Un pla euclidià és un pla pitagòric on, a més, es compleix l’axioma CC.En un pla euclidià es poden demostrar tots els teoremes de geometriaplana (lineal) d’Euclides però hi ha plans euclidians diferents de R2 ipodem trobar propietats de la geometria de R2 que siguin falses a un
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pla euclidià general com, per exemple, la propietat de l’axioma d’Ar-quimedes o la propietat del suprem per als punts d’una recta, típiquesdel pla real.7
• Finalment, si considerem tots els axiomes de Hilbert —incloent elsseus dos axiomes de continuïtat (Arquimedes i no-extensió)— noméshi ha una geometria possible: la geometria cartesiana ordinària delpla real R2.




a hem dit que la geometria absoluta és aquella part de la ge-ometria d’Euclides que només utilitza els axiomes I, II, III deHilbert. És la geometria que és vàlida a tots els plans de Hil-
bert i desenvolupar-la equivaldria a decidir exactament quinesproposicions dels Elements es poden demostrar sense dibuixar circumferèn-cies (perquè no podem aplicar els axiomes CC ni RC), sense l’axioma de lesparal.leles i sense l’axioma d’Arquimedes . No tenim el temps necessari perdur a terme tot aquest programa, però sí que farem una petita llista delsprincipals teoremes de la geometria absoluta i donarem algunes indicaci-ons sobre la seva demostració.1 En molts casos, la mateixa demostraciód’Euclides és vàlida, però quan Euclides utilitza els punts d’intersecció d’u-na circumferència i una recta o de dues circumferències, cal buscar unademostració alternativa.
• En un triangle isòsceles, els angles oposats als costats congruents
són congruents.2 És una conseqüència immediata de l’axioma III.5.
• El criteri CAC de congruència de triangles. És a dir, en les condicionsde l’axioma III.5, tots els costats i tots els angles corresponents sóncongruents.
• Els angles adjacents d’angles congruents són congruents. La demos-tració és senzilla, aplicant tres vegades III.5.
• Els angles oposats són congruents. Conseqüència immediata del re-sultat anterior.
• Si A i B estan cadascun a un costat d’un angle de vèrtex O, qualsevol
semirecta de vèrtex O que passi per un punt interior de l’angle ha de
tallar el segment AB. Aquest resultat es demostra prenent un punt C
1Per un estudi exhaustiu d’aquest tema podeu consultar l’excel.lent tractat Geometry:
Euclid and beyond, de Robin Hartshorne.2Aquest és el cèlebre pons asinorum, nom amb que es coneix clàssicament la proposi-ció 5 del llibre primer dels Elements. Vegeu H. S. M. Coxeter, Introduction to Geometry,apartat 1.3. Vegeu també I. Stewart, Concepts of Modern Mathematics, capítol 2.
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tal que O estigui entre B i C i aplicant l’axioma de Pasch al triangle
ABC .
• Existeixen angles rectes. És més, des d’un punt exterior a una recta espot traçar una perpendicular a la recta. Per comprovar-ho fem aquestaconstrucció: si volem traçar una perpendicular des de P a una recta
l que no passi per P , escollim un punt Q a l, traslladem l’angle α al’altre costat de l, prenem P ′ tal que QP ≡ QP ′ i aleshores la recta
PP ′ serà perpendicular a l.
• La suma d’angles és compatible amb la congruència d’angles. Si α ≡
α ′ i β ≡ β ′, aleshores α + β ≡ α ′ + β ′. Recordem que la suma de dosangles s’obté posant-ne un a continuació de l’altre, segons l’axioma
III.4. Per demostrar-ho, prenem punts A i B tals que OA ≡ OB, trobemel punt C (per un resultat anterior) i prenem A′, B′, C ′ tals que OA ≡
O′A′, OB ≡ O′B′ i OC ≡ O′C ′. Aleshores, és fàcil veure que A′, B′ C ′estan alineats i d’aquí resulta que α + β ≡ α ′ + β ′.
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• El criteri CCC de congruència de triangles. Si dos triangles tenenels costats congruents, també tenen els angles congruents. Suposem,doncs, que AB ≡ A′B′, AC ≡ A′C ′ i BC ≡ B′C ′. Prenem un punt
B′′ a l’altre semiplà que B′ respecte de A′C ′ de manera que α ≡ α ′i AB ≡ A′B′′. Aleshores —distingint els casos segons que B′B′′ tallio no el segment A′C ′ i aplicant dues vegades el teorema del triangleisòsceles— arribem a que B̂ ≡ B̂′.
• Tots els angles rectes són congruents. Aquest és l’axioma quart d’Eu-clides, que ara admet una demostració senzilla.• El teorema dels angles exteriors. És la proposició 16 del llibre I d’Eu-clides. Els angles exteriors d’un triangle es defineixen com els quesón adjacents als angles del triangle.
Un angle exterior d’un triangle és més gran que qualsevol
dels angles del triangle no adjacents a ell.
N’hi ha prou amb demostrar α ′ > γ, perquè ja sabem que α ′ ≡ α ′′ i,per tant, també tindrem α ′ > β. Prenem un punt D sobre la recta ABtal que AD ≡ CB.
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Veiem que α ′ 6≡ γ perquè, si fossin iguals, el criteri CAC implicariaque els triangles ADC i CBA són congruents, d’on α ≡ γ ′. Aleshorestindríem que γ ′ seria adjacent a γ, cosa que no pot ser. Per tant,
α ′ 6≡ γ. Però tampoc no és possible α ′ < γ. En efecte, això voldriadir que, si transportem α ′ al vèrtex C , tindríem un triangle AB′C , onun angle exterior seria congruent a un angle interior, cosa que ja hemvist que no pot succeir. Resta només la possibilitat α ′ > γ.
• Existència de paral.leles. Si l0 és una recta i P és un punt que nopertany a l0, hi ha una recta l que passa per P i no talla l0. Ni haprou amb fer aquesta construcció i observar que si l i l0 es tallessintindríem un triangle on un angle exterior seria igual a un angle interior.
• Els criteris ACA i CAA de congruència de triangles. Si dos trian-gles tenen un costat i els dos angles d’aquest costat congruents, elstriangles són congruents. Si dos triangles tenen un costat, un an-gle d’aquest costat i l’angle oposat al costat congruents, els trianglessón congruents. Les demostracions són senzilles (la segona utilitza elteorema dels angles exteriors).
• En un triangle, costats grans s’oposen a angles grans. És a dir, si en eltriangle ABC tenim AB > AC , aleshores Ĉ > B̂. És una conseqüènciasenzilla del teorema dels angles exteriors.
• Si un triangle té dos angles congruents, és isòsceles.
• Tot segment té punt mig. Tot angle té bisectriu. Per trobar el puntmig entre M i N escollim un punt P i col.loquem l’angle α de maneraque obtenim un punt Q amb MP ≡ NQ. Si el punt E està entre Mi N és molt fàcil demostrar que ME ≡ NE . La possibilitat que E noestigui entre M i N queda exclosa pel teorema dels angles exteriors.La bisectriu d’un angle Ô es troba prenent un punt A sobre un costat,un punt B sobre l’altre costat tal que OA ≡ OB i prenent el punt migdel segment AB. Aleshores, la recta OM és la bisectriu de l’angle Ô.
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• Cada segment té mediatriu. Com que hem vist que hi ha punt mig i hiha angles rectes, ja hem acabat.
En resum, la pràctica totalitat del llibre primer d’Euclides és vàlida a qual-sevol pla de Hilbert.3
La suma dels angles d’un triangleUn dels teoremes bàsics de la geometria d’Euclides és el que afirmaque la suma dels tres angles de qualsevol triangle és igual a dos rectes.És a dir, si posem els tres angles d’un triangle un a continuació de l’altre,obtenim un angle pla. La demostració d’aquest fet és senzilla però utilitza,inevitablement, l’axioma de les paral.leles i, per tant, no és un teorema degeometria absoluta. Ens plantegem la pregunta «què podem afirmar de la
suma dels tres angles d’un triangle si no podem utilitzar l’axioma de les
paral.leles?» La resposta la dóna un teorema de Legendre:4
[Primer teorema de Legendre] La suma dels angles de qualsevol
triangle és menor o igual que dos rectes.5
3Només fallen l’existència del triangle equilàter de costat donat (proposició primeradel llibre primer) i la construcció d’un triangle amb tres costats donats (proposició 22 delllibre primer). A l’exercici I.46b es demostra que aquest segon resultat no forma part de lageometria absoluta. La impossibilitat de construir un triangle equilàter sobre un segmentdonat aplicant només els axiomes I, II, III és força més difícil de demostrar (vegeu l’exercici39.31 del llibre citat de Robin Hartshorne).4Adrien-Marie Legendre va publicar el 1794 uns importants Éléments de Géométrie.Aquest teorema de Legendre que expliquem aquí forma part dels intents d’aquest matemàticde demostrar el cinquè postulat (vegeu també la pàgina 240). De fet, aquest teorema jaapareix a l’obra de Saccheri (citada a la nota de la pàgina 17) i, per aquest motiu, sovints’anomena teorema de Saccheri-Legendre.5El fet que aquest teorema s’anomeni primer teorema de Legendre sembla indicar quehi ha un segon teorema de Legendre. En efecte, el segon teorema de Legendre diu que «si
hi ha un triangle on la suma dels angles val dos rectes, aleshores, la suma dels angles de
tot triangle val dos rectes».
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La demostració d’aquest resultat és molt bonica. En primer lloc cal unamena d’axioma d’Arquimedes per a angles:
Si α i ε són angles, existeix un nombre natural r tal que, si
dividim l’angle α per la meitat r vegades, obtenim un angle més
petit que ε.
Aquest resultat es pot demostrar a partir de l’axioma d’Arquimedes, utilit-zant el teorema dels angles exteriors (vegeu l’exercici I.34). Aleshores, perdemostrar el teorema de Legendre, considerem un triangle ABC amb angles
α , β, γ i suposem, per exemple, que β ≤ γ. Aleshores, pel teorema de ge-ometria absoluta que ens diu que en un triangle els angles grans s’oposena costats grans, tenim que AC ≤ AB.
Sigui D el punt mig del costat BC i sigui E tal que AD ≡ DE . Tenim unsegon triangle ABE amb angles α ′, β ′, γ ′ i es compleix
α + β + γ = α ′ + β ′ + γ ′.
En efecte, els triangles ACD i DBE són congruents, per tant, γ ′ = α − α ′,
γ = β ′ − β. D’altra banda, AC ≤ AB i, per tant, α ′ ≤ γ ′ = α − α ′, és a dir,
α ′ ≤ α/2.Amb aquesta construcció hem vist que, donat un triangle en el qualhem escollit un angle, podem trobar un altre triangle amb la mateixa sumad’angles, però amb un angle menor o igual a la meitat de l’angle inicial.Suposem que la suma dels angles del triangle inicial superés dos rectesen un angle ε. Si α és un angle del triangle i escollim un enter r tal que
α/2r < ε (aquest r existeix pel resultat anterior), la construcció que acabemde fer ens permet construir un triangle amb la mateixa suma d’angles que eltriangle inicial i amb un angle menor que ε. Això implicaria que els altres
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dos angles sumen més de dos rectes, la qual cosa està en contradicció ambel teorema dels angles exteriors.6A partir dels axiomes I, II, III i IV no es pot deduir que la suma delsangles d’un triangle sigui igual a dos rectes. De fet, aquesta afirmació ésequivalent —en presència de l’axioma d’Arquimedes7— a l’axioma de lesparal.leles.
6La demostració del primer teorema de Legendre que acabem de donar utilitza l’axiomad’Arquimedes. Sorgeix, per tant, la pregunta de si aquest axioma és realment necessariper poder afirmar que la suma dels angles d’un triangle és, com a màxim, dos rectes. Laresposta és sí: existeix una geometria que verifica els axiomes I, II i III, però on, en canvi,la suma dels angles d’un triangle és més gran que dos rectes. En podríem dir «geometriano legendriana». Aquesta geometria ha de ser, necessàriament, no arquimediana (vegeula pàgina 47).7En canvi, hi ha una geometria que compleix els axiomes I, II i III, no compleix ni l’axiomade les paral.leles ni l’axioma d’Arquimedes i on la suma dels angles de qualsevol triangleés igual a dos rectes (vegeu la pàgina 47). Si afegim als axiomes I, II, III un axioma Σ = πque digui que la suma dels angles de qualsevol triangle és igual a dos rectes, obtenimuna geometria que s’anomena semi-euclidiana i que es situa a mig camí entre els plans deHilbert i els plans pitagòrics. Tenim una sèrie d’inclusions estrictes
{plans de Hilbert (I, II, III)} ) {plans semi-euclidians (I, II, III, Σ = π)} )
{plans pitagòrics (I, II, III, V)} ) {plans euclidians (I, II, III, V, CC)} )




l’ensenyament secundari hem après a treballar amb coordena-
des cartesianes: cada punt del pla ve donat per dues coor-denades (x, y), cada recta té una equació ax + by + c = 0 ies compleixen, si més no, els axiomes d’incidència. Hem visttambé que d’aquesta manera podem fer una «geometria cartesiana» quesembla la d’Euclides, i la podem fer en qualsevol dimensió si, en lloc deprendre parelles de nombres, considerem n-ples (x1, . . . , xn). Normalment,consideràvem que les coordenades d’un punt eren nombres reals, però ésclar que podem considerar que són elements d’un cos arbitrari k . Diremque és la geometria afí ordinària sobre el cos k i l’estudiarem amb detall ala tercera part d’aquesta obra.Ja sabem que si k = R podem fer tota la geometria plana d’Euclides-Hilbert al pla k2 de la geometria cartesiana, però la pregunta que ens femen aquest capítol és si podem fer també aquesta geometria —o una partimportant d’ella— sobre alguns altres cossos k 6= R.1
Axiomes d’incidència i l’axioma de les paral.leles a k2
Com hem dit, un punt del pla k2 és una parella ordenada (x, y) d’elementsde k i una recta estarà formada per tots els punts que compleixen una certaequació lineal de primer grau ax + by + c = 0. Amb aquestes definicionsla verificació dels axiomes d’incidència és trivial. També és trivial com-provar que es compleix l’axioma de les paral.leles. No cal fer cap hipòtesisuplementària sobre el cos k .
Axiomes d’ordre a k2
És raonable pensar que si volem que a la geometria de k2 puguem dir queun punt A està entre B i C cal tenir una certa relació d’ordre entre elselements de k . Aquesta idea ens du al concepte de cos ordenat : un cosamb una relació d’ordre total que compleix aquestes dues propietats:
1Aquesta pregunta pot tenir també implicacions computacionals. Recordem que és im-possible fer càlculs exactes sobre el cos real i, per tant, pot ser interessant trobar un cos«computable» sobre el que puguem fer geometria lineal de manera exacta.
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1. x ≤ y implica x + z ≤ y+ z per tot z ∈ k .2. x, y ≥ 0 implica xy ≥ 0.
Per exemple, R (i qualsevol subcòs seu) és un cos ordenat, però hi ha altrescossos ordenats més enllà d’aquests. En tot cas, si k és un cos ordenat,podem definir què vol dir que A estigui entre B i C d’aquesta manera:
(a, b) està entre (x, y) i (x ′, y′)⇔

(a, b), (x, y), (x ′, y′) estan alineatsi(x < a < x ′) o (x ′ > a > x)o (y < b < y′) o (y′ > b > y)
Amb aquesta definició es pot demostrar (vegeu els exercicis III.23 i III.24)que es compleixen els axiomes d’ordre —inclòs l’axioma de Pasch— i també,recíprocament, que l’existència d’una relació d’«estar entre» als punts de k2implica que hi ha una estructura de cos ordenat a k .
Axiomes de congruència a k2Si A,B, A′, B′ són punts, hem de definir en quins casos AB ≡ A′B′. A lageometria cartesiana que vam estudiar al batxillerat, això es feia a partirdel concepte de distància, però la definició clàssica de distància entre dospunts del pla real utilitza una arrel quadrada que, si k és un cos general,potser no existeix. Aquesta dificultat és fàcil de superar:
AB ≡ A′B′ ⇔ ||A− B||2 = ||A′ − B′||2.on la resta de punts de k2 s’entén component a component (utilitzant l’es-tructura canònica de k-espai vectorial de k2) i la norma al quadrat es de-fineix de la manera habitual ||(x, y)||2 := x2 + y2 (que és un element bendefinit de k).La situació amb la congruència d’angles és una mica més complicada.D’entrada, recordem que la definició d’angle només té sentit quan ja tenimaxiomes d’ordre (cal poder parlar de semirectes). A la geometria cartesianareal utilitzàvem aquesta fórmula per a l’angle entre dos vectors u i v :
α = arccos u · v||u|| · ||v ||però ni la norma d’un vector ni la funció arccos tenen sentit en un cosordenat general k . La solució d’aquest problema passa per elevar al quadrati prescindir de la funció arccos. Més concretament:
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1. En primer lloc, direm que dues rectes concurrents, de vectors directors
u, v , són perpendiculars si u · v = 0, on el producte escalar es defineixde la manera habitual com (x, y) · (x ′, y′) := xx ′ + yy′.2. Com que tenim ja definit què és un angle recte i com que tenim axiomesd’ordre, ja sabem què és un angle agut i què és un angle obtús.3. Si u, v ∈ kn són dos vectors diferents de zero, definim
m(u, v ) = (u · v )2||u||2 · ||v ||2 .
4. Considerem dos angles α, β. Siguin u1, v1 vectors directors de lesrectes que formen els costats de α i siguin u2, v2 vectors directors deles rectes que formen els costats de β. Direm que α ≡ β si es compleixalguna d’aquestes condicions:(a) α i β són rectes.(b) α i β són aguts i m(u1, v1) = m(u2, v2).(c) α i β són obtusos i m(u1, v1) = m(u2, v2).
Amb aquestes definicions, es compleixen els axiomes de congruència?La resposta és que, en general, l’axioma III.2 no es compleix si no afegimalguna hipòtesi addicional sobre el cos k .Fixem-nos en aquest exemple: considerem, al pla k2, el segment que téper extrems A = (0, 0) i B = (1, 0). Considerem també la recta y = ax , per un
a ∈ k arbitrari. Segons l’axioma III.2, hi hauria d’haver un punt B′ = (x, y)sobre aquesta recta tal que AB ≡ AB′. Si calculem les coordenades d’aquestpunt B′, veiem que aquestes coordenades han de ser tals que
1 + a2 = (1x
)2
.
És a dir, si volem que es compleixi l’axioma III.2, el cos k ha de compliraquesta propietat
a ∈ k ⇒ 1 + a2 és un quadrat a k.
Per exemple, el cos Q no compleix aquesta propietat i, per tant, no podemfer geometria d’Euclides-Hilbert sobre el cos racional.Direm que un cos k és pitagòric si per tot a ∈ k es compleix que 1+a2 ésun quadrat a k . Per exemple, R és pitagòric i, en canvi, Q no ho és. Si volem
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que k2 compleixi els axiomes de congruència de Hilbert és necessari que ksigui un cos pitagòric. També es compleix el recíproc, però la demostracióés força més laboriosa (especialment l’axioma III.5). En conclusió:
k2 és un pla pitagòric (és a dir, compleix els axiomes I, II, III, V)
si i només si k és un cos ordenat pitagòric.
Axiomes de continuïtat a k2És evident que l’axioma d’Arquimedes és vàlid a k2 si i només si és vàlidal cos k , és a dir, k és un cos ordenat arquimedià. D’altra banda, els dosaxiomes de continuïtat de Hilbert equivalen a l’axioma de Dedekind per a
k i l’únic cos ordenat que compleix l’axioma de Dedekind és el cos R delsnombres reals.La situació és més interessant quan considerem els axiomes de con-tinuïtat geomètrics RC i CC que fan referència a l’existència dels puntsd’intersecció de rectes i circumferències. No és difícil veure que aquestspunts existeixen a k2 si i només si tots els elements positius de k tenenarrel quadrada. Això suggereix adoptar aquesta definició: Un cos ordenat
k es diu que és euclidià si per tot a ∈ k , a > 0, existeix b ∈ k tal que
b2 = a. Aleshores:
k2 és un pla euclidià (és a dir, compleix els axiomes I, II, III, V,
CC) si i només si k és un cos ordenat euclidià.
El cos Q dels nombres reals algebraics és un exemple de cos ordenateuclidià i arquimedià que no compleix l’axioma de Dedekind.
Cossos pitagòrics i cossos euclidiansHem vist que (pràcticament) tota la geometria d’Euclides es pot fer so-bre k2 quan k és un cos euclidià arbitrari i que una bona part d’aquestageometria també es pot fer a k2 quan k és un cos pitagòric. És clar quetot cos euclidià és pitagòric. D’altra banda, observem que un cos ordenatsempre té característica zero (exercici) i, per tant, sempre conté Q. Però Qno és ni euclidià ni pitagòric, i ens podem preguntar quin és el cos euclidiàmés petit i quin és el cos euclidià més petit. Aquesta pregunta té interèsperquè ens donarà uns models minimals on podem fer geometria euclidiana.El cos pitagòric més petit que hi ha s’anomena cos de Hilbert —sovintes denota Ω— i es pot definir com la intersecció de tots els subcossos pita-gòrics de R. Alternativament, es pot definir com el cos format pels nombres
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reals que es poden obtenir a partir dels nombres racionals aplicant succes-sivament les operacions de suma, resta, multiplicació, divisió i l’operació
a 7→
√1 + a2.
Per exemple, per veure que √7 + 2√5 ∈ Ω observem que
√5 = √1 + 22 ∈ Ωi, aleshores, 1 +√5 ∈ Ω i√7 + 2√5 =√1 + (1 +√5)2 ∈ Ω.
El que és més difícil és demostrar que un cert nombre real no pertanya Ω. Evidentment, un nombre transcendent com π no pot pertànyer-hi,però si tenim un nombre algebraic, sembla difícil poder demostrar que ésimpossible escriure’l com una llarga successió d’operacions de suma, resta,multiplicació, divisió i l’operació a 7→ √1 + a2. Per fer-ho, necessitem unsconeixements de teoria de cossos que no formen part d’aquest curs, peròla teoria que cal fer no és molt difícil i ens permet decidir si un nombrereal pertany o no a Ω. Com a exemple senzill de nombre algebraic ques’expressa amb sumes, restes, multiplicacions, divisions i arrels quadradesperò que, en canvi, no pertany a Ω tenim2√1 +√2 /∈ Ω.
D’una manera anàloga, el cos euclidià més petit que hi ha s’anomena cos
construïble —el denotarem K— i es pot definir com la intersecció de tots elssubcossos euclidians de R. Alternativament, es pot definir com el cos formatpels nombres reals que es poden obtenir a partir dels nombres racionalsaplicant successivament les operacions de suma, resta, multiplicació, divisiói arrel quadrada (de nombres positius). Per exemple, √1 +√2 ∈ K i aixòdemostra que K és estrictament més gran que Ω.El nom de cos construïble prové del fet que els punts de K2 són preci-sament els punts del pla R2 que es poden dibuixar fent construccions ambregle i compàs —els instruments d’Euclides— a partir dels punts (0, 0) i(1, 0).
2De fet, el criteri per saber si un nombre real que hem escrit a partir de sumes, restes,multiplicacions, divisions i arrels quadrades de nombres enters és un element de Ω és bensenzill (encara que la seva justificació requereixi uns coneixements de teoria de cossos queno formen part del curs): per tal que un nombre real d’aquests pertanyi a Ω cal que encaraque canviem el signe d’algunes arrels quadrades sempre surtin nombres reals.
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T
radicionalment, s’anomena geometria no euclidiana la geome-tria que compleix tots els axiomes de Hilbert menys l’axiomade les paral.leles, que és fals. Al capítol 2 vam donar algunapetita indicació de la importància històrica d’aquesta geome-tria —que es coneix com a geometria hiperbòlica— i dels autors del seudesenvolupament. Ara, però, ampliarem aquesta noció de geometria no eu-clidiana a qualsevol geometria que compleixi tots els axiomes de Hilbertmenys un —qualsevol d’ells— que serà fals.L’estudi de les geometries no euclidianes té interès per quatre motius,com a mínim:
• Independència dels axiomes. Si demostrem l’existència d’una geome-tria que compleix tots els axiomes de Hilbert menys l’axioma x , que ésfals, això ens permet afirmar que aquest axioma x no és conseqüèn-cia dels altres axiomes i que, per tant, la seva presència a la llistad’axiomes és imprescindible.
• Les geometries no euclidianes ens permeten visualitzar millor quinsaxiomes són realment necessaris per a demostrar cada teorema im-portant. Per exemple, si veiem que un cert teorema de la geometriad’Euclides és fals a la geometria no euclidiana on, per exemple, l’axio-ma de les paral.leles és fals, deduïm que l’axioma de les paral.leles ésimprescindible per demostrar aquell teorema. En canvi, si un teoremaque hem demostrat amb l’axioma de les paral.leles també és cert auna geometria on l’axioma de les paral.leles és fals, això ens diu quehi ha d’haver una demostració del teorema que no utilitzi l’axioma deles paral.leles.
• Les geometries no euclidianes ens allunyen de qualsevol temptació de«pensament únic» i ens ajuden a entendre millor que «hi ha moltesgeometries». També obren el camí a geometries més complexes —lesgeometries riemannianes— que tan importants són en molts àmbitscom, per exemple, la teoria de la relativitat.
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• Finalment, algunes geometries no euclidianes són realment molt im-portants. En particular, la geometria hiperbòlica que van descobrirLobatxevski i Bolyai té un immens interès intrínsec.
Com que la llista d’axiomes de Hilbert és prou llarga, hi ha moltes ge-ometries no euclidianes possibles, però ens limitarem a destacar les méssignificatives, sense donar demostracions completes.
Geometria hiperbòlica
La geometria hiperbòlica és la geometria no euclidiana en la que falla l’axi-oma de les paral.leles. Ja hem dit que és la més important de les geometriesno euclidianes.Per donar un model de la geometria euclidiana hem de trobar defini-cions de «punt», «recta», «estar entre», «segments congruents» i «anglescongruents» de manera que tots els axiomes de Hilbert siguin certs i, encanvi, per un punt exterior a una recta hi passi més d’una paral.lela a larecta. Ho farem per al cas del pla.
• Els punts són els punts de l’interior del disc unitat al pla real R2:
{(x, y) ∈ R2 : x2 + y2 < 1}.
• Les rectes són de dos tipus:1. Les rectes ordinàries de R2 que passen per l’origen.2. Les circumferències (ordinàries) de R2 que tallen ortogonalmentla circumferència x2 + y2 = 1.1
1Dues corbes diem que es tallen ortogonalment si les rectes tangents en cada punt detall són perpendiculars.
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• El concepte d’«estar entre» és el mateix que hi ha a la geometriaordinària de R2.• La congruència d’angles és la mateixa que hi ha a la geometria ordi-nària de R2.• La congruència de segments és el punt més difícil. Suposem que tenimdos punts A i B i sigui r la recta (hiperbòlica!) que passa per A i B.Aquesta recta tallarà la circumferència (euclidiana!) x2+y2 = 1 en dospunts P i Q. Suposem que aquests punts estan ordenats P, A, B,Q.Definim
`(A,B) = d(A,P)d(B,Q)d(A,Q)d(B,P) .Aquí d(A,B) denota la distància euclidiana ordinària entre els puntsdel pla A i B.2 Aleshores,
AB ≡ A′B′ ⇐⇒ `(A,B) = `(A′, B′).
Immediatament, observem que en aquesta geometria succeeixen cosesque a la geometria euclidiana són impossibles —i que, fins que no coneixemla geometria hiperbòlica, ens poden sembla absurdes. Per exemple:
• Per un punt exterior a una recta hi passen infinites paral.leles a larecta.• A l’interior de cada angle hi podem trobar rectes que no tallen elscostats de l’angle.
2Aquesta funció `(A,B) recorda la «raó doble» que estudiarem a geometria projectiva,més endavant.
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• La suma dels angles de qualsevol triangle és inferior a π. De fet,la suma no és igual per a tots els triangles: com més «gran» és eltriangle, més petita és la suma dels seus angles.
És una geometria que sembla força estranya. Compleix realment tots elsaxiomes menys el de les paral.leles? Efectivament: la demostració no éssenzilla, però la conclusió és que tots els axiomes I, II, III, IV es compleixeni, en conseqüència, tots els teoremes de la geometria absoluta segueixensent certs a la geometria hiperbòlica.Una mostra de la fascinació que pot despertar en nosaltres la geome-tria hiperbòlica, quan estudiem les seves propietats, la trobem en l’obra deMaurits Cornelis Escher, un artista que va representar, en molts dels seusgravats, el pla hiperbòlic tal com l’acabem de descriure. Per exemple, ésinteressant contemplar obres com «Circle Limit III» i «Circle Limit IV».3
Geometria no paschiana
La relació d’ordre a la geometria afí de k2 l’hem obtinguda a partir d’unaestructura de cos ordenat a k , és a dir, a partir d’una relació d’ordre total queés compatible —en el sentit que vam explicar— amb la suma i el producte.La compatibilitat amb el producte és precisament la condició que necessitemperquè es compleixi l’axioma de Pasch. Si volem una geometria que nocompleixi aquest axioma, ho podem aconseguir a partir d’una relació d’ordrea k que sigui compatible amb la suma però no ho sigui amb el producte.
Expliquem-ho amb més detall. Siguin a, b ∈ k i considerem el triangle de
k2 de vèrtex O = (0, 0), A = (ab, 0), C = (0, b). Els tres costats d’aquest
3Per motius de copyright, no podem reproduir aquí les obres hiperbòliques d’Escher,però és molt senzill poder-les veure a Internet.
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triangle estan sobre per les rectes x = 0, y = 0, x + ay = ab. Consideremla recta r d’equació x+ay = a que és paral.lela a la hipotenusa del trianglei talla les altres dues rectes en els punts (a, 0) i (0, 1). Suposem que b > 1i a > 0, per tant, r talla el costat OC . Si es compleix l’axioma de Pasch, rha de tallar el costat OA i això vol dir que 0 < a < ab. Recíprocament, si
ab < 0, l’axioma de Pasch no es compliria.Suposem, doncs, que hem trobat una relació d’ordre total E a R tal que:
1. x E y implica x + z E y+ z per tot z.2. Existeixen a D 0, b D 1 tals que ab E 0.
Aleshores, la geometria afí ordinària de R2, amb aquesta nova relació d’or-dre, compliria tots els axiomes de Hilbert menys l’axioma de Pasch, queseria fals.4
Geometria no CAC
L’axioma CAC és el que ens relaciona la congruència de segments amb lacongruència d’angles. Si volem una geometria que compleixi tots els axio-mes menys aquest, n’hi ha prou amb distorsionar una de les dues relacionsde congruència. Per exemple, considerem aquesta geometria plana:
1. Punts: els del pla x + z = 0 de R3. És a dir, els punts de la forma(x, y,−x) ∈ R3.2. Rectes: les rectes ordinàries de R3 contingudes en el pla anterior,amb la relació d’incidència ordinària.3. Ordre: el mateix de R3.4. Congruència: la congruència d’angles és la mateixa de la geometriaordinària de R3. La congruència de segments es basa en una novadistància:
d((x, y,−x), (x ′, y′,−x ′))2 = (x − x ′)2 + (y− y′)2.
4Com podem trobar aquesta estranya relació d’ordre? Observem que R és un Q-espaivectorial i que 1,√2,√3,√6 són linealment independents sobre Q. Completem el conjuntd’aquests 4 elements fins que tinguem una base de R sobre Q. Sigui f : R → R unisomorfisme Q-lineal qualsevol que sigui la identitat sobre tots els elements d’aquestabase, excepte que f (√6) = −√6. Aleshores, definim a E b si f (a) ≤ f (b). (Aquestaconstrucció utilitza l’existència de bases per a qualsevol espai vectorial i això només es potdemostrar amb l’axioma de l’elecció.)
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Dit d’una altra manera: dos segments són congruents si ho són (en elsentit ordinari) les seves projeccions sobre el pla z = 0.
Considerem ara aquests dos triangles de la nova geometria:
A = (0, 0, 0), B = (1, 0,−1), C = (0, 1, 0)
A′ = (0, 0, 0), B′ = (1/√2) (1, 1,−1), C ′ = (1/√5) (1,−2,−1).És fàcil comprovar que AB ≡ A′B′, AC ≡ A′C ′, Â ≡ Â′, B̂ 6≡ B̂′.
Geometria no arquimediana
Si un cos ordenat k no compleix l’axioma d’Arquimedes, aleshores la geo-metria cartesiana de k2 tampoc no complirà l’axioma d’Arquimedes IV.1.L’exemple més senzill de cos ordenat no arquimedià és el cos Q(t) deles funcions racionals en la variable t sobre el cos Q. Els seus elements
f ∈ Q(t) es poden escriure com a quocient de dos polinomis f = p(t)/q(t)amb q(t) 6= 0. La relació d’ordre és
f ≤ g ⇐⇒ existeix n tal que f (t) ≤ g(t) per tot t > n.
Observem, en particular, que t > n i 1/t < 1/n per tot enter n. El problemaés que aquest cos Q(t) ni és pitagòric ni compleix l’axioma de Cantor (vegeula nota de la pàgina 27) i, si volem una geometria no arquimediana quecompleixi tots els altres axiomes de Hilbert, haurem de prendre un cos méscomplicat de definir.5Si, a més de l’axioma d’Arquimedes, suprimim també l’axioma de lesparal.leles, obtenim una família interessant de geometries no arquimedianes.Per exemple, hi ha una geometria d’aquestes en la qual la suma dels anglesd’un triangle sempre és igual a dos rectes, i n’hi ha una altra en la qual lasuma dels angles d’un triangle sempre és més gran que dos rectes.6
5Un cos que ens serveix és el cos de les sèries formals a coeficients reals
z = ∞∑
i=n ai t
i, an 6= 0, n ∈ Z
prenent com a positives les sèries amb primer coeficient an > 0. Trobant inductivament elscoeficients de x a partir de l’equació x2 = 1 + z2, veiem que el cos és pitagòric. També espot demostrar que compleix l’axioma de Cantor. Vegeu els exercicis I.48 i I.49.6La primera d’aquestes geometries ens diu que no podem demostrar l’axioma de lesparal.leles a partir de que la suma dels angles d’un triangle sigui igual a dos rectes, sense
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Geometria no completa, geometria no homogènia
Si volem una geometria que compleixi tots els axiomes de Hilbert exceptel’axioma de Cantor n’hi ha prou amb considerar la geometria cartesiana de
k2 on k ( R és un cos pitagòric. Per exemple, k = Ω,K,Q.A la geometria lineal sobre el cos dels racionals falla l’axioma III.1, ésa dir, no sempre podem traslladar un segment en una certa direcció. Arabé, aquesta geometria no compleix els axiomes de continuïtat. Si volem unageometria que compleixi tots els axiomes llevat del III.1, podem prendre elsegüent model. Considerem el pla R2 amb les nocions ordinàries, però mo-difiquem el concepte de segments congruents: diem que dos segments sóncongruents si ho són a la geometria ordinària de R2 i, a més, tenen la ma-teixa direcció. No és difícil comprovar que aquesta geometria compleix totsels axiomes excepte l’axioma III.1. Es tracta d’una geometria no homogènia,en el sentit que en ella no podem comparar segments que tinguin direccionsdiferents.
utilitzar l’axioma d’Arquimedes. Ja havíem parlat d’aquestes geometries semi-euclidianesa la pàgina 36. La segona geometria ens demostra que el teorema de Legendre sobrela suma dels angles d’un triangle a la geometria absoluta no es pot demostrar sensel’axioma d’Arquimedes. Aquestes dues geometries van ser descobertes per Hilbert i laseva construcció és complicada. Podeu consultar l’obra citada de Robin Hartshorne. Enun context més global, podeu trobar una visió històrica de la matemàtica no arquimedianaa l’article Philip Ehrlich: The Rise of non-Archimedean Mathematics and the Roots of a
Misconception, Arch. Hist. Exact Sci. 2006.
B 48 C
8. El punt de vista projectiu
E
n aquesta lliçó farem un canvi de perspectiva —mai més bendit!— respecte del punt de vista que hem seguit fins ara. Laidea és treure’ns del damunt les farragoses «rectes parel.leles»,aquestes rectes que són tant importants per a Euclides peròque ningú no ha vist mai, perquè el simple fet de mirar introdueix els «puntsde fuga» i «l’horitzó» on veiem nítidament que les paral.leles es tallen. Tam-bé volem entendre aquella frase tan famosa que afirma que «les paral.leleses tallen a l’infinit», una frase que, ara per ara, no té cap sentit perquè nosabem ni on és ni què és això de l’infinit.Comencem amb una mica de motivació i repassem algunes idees quevan contribuir a que, de mica en mica, es veiés la conveniència —fins itot, la necessitat— d’incloure a la geometria clàssica uns nous punts on estallessin les rectes paral.leles.
• La teoria de la perspectiva. És el mètode de representar un móntridimensional en una superfície plana —un quadre, una pintura— demanera que un observador que observi el quadre vegi «el mateix» que
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si observés directament la realitat. Quan intentem fer això, ens ado-nem immediatament que les rectes que a la realitat tridimensional sónparal.leles, cal dibuixar-les com a rectes convergents cap a un punt del’horitzó, un punt que, per cert, és un punt ben concret del quadre —noés cap punt «imaginari», ni està «a l’infinit»! Van ser els grans pin-tors i arquitectes del renaixement italià —Filippo Brunelleschi, Pierodella Francesca i altres— els que van establir les bases matemàti-ques d’aquest mètode i les seves obres contrasten fortament amb lesobres més antigues, que s’obstinaven en representar les paral.leles dela realitat com a paral.leles al quadre, amb resultats fallits.Evidentment, la teoria de la perspectiva no va en contra de la geo-metria d’Euclides, amb les seves famoses paral.leles, però sí que obrela porta a una certa relativització del paral.lelisme: les paral.leles, arano es tallen i ara, amb un canvi de punt de vista, sí que es tallen.
• La classificació de les corbes i les ombres. Fa moltíssims segles quees coneixen els tres tipus de corbes de segon grau —les còniques—:l’el.lipse, la paràbola i la hipèrbola. Són ben diferents, però totes treses poden obtenir com l’ombra d’una d’elles. Per exemple, si prenemuna el.lipse i, fora del pla que la conté, un punt de llum, l’ombra d’a-questa el.lipse pot ser una el.lipse, una paràbola o una (branca d’una)hipèrbola.El que succeeix és que les tres corbes es poden obtenir com a seccionsd’un únic con —per això s’anomenen còniques. Si comencem amb unasecció el.líptica i anem movent el pla de tall, l’el.lipse s’anirà allargas-sant fins un moment en que es convertirà en una paràbola com si un
dels vèrtex se n’hagués anat a l’infinit. Si seguim movent el pla detall, un instant després, la paràbola es convertirà en una hipèrbola,amb les seves dues branques com si el vèrtex hagués tornat de l’infinitper l’altre costat.Si poguéssim imaginar l’infinit com una recta, totes aquestes estranyesmetamorfosis de l’el.lipse serien molt menys misterioses. Imaginem unael.lipse que no toca la recta de l’infinit: veiem una el.lipse. L’el.lipsees va acostant a l’infinit fins que toca l’infinit en un únic punt: veiemuna paràbola. Finalment, l’el.lipse és tallada per l’infinit: veiem unahipèrbola, amb una branca a cada costat de l’infinit. Són imaginacionsaparentment absurdes, però si tinguessin una base matemàtica sòlidaens permetrien entendre les tres còniques com una mateixa corba,situada en tres posicions diverses respecte de l’infinit. Llàstima queaixò de «l’infinit» no sapiguem —de moment— què vol dir!
B 50 C
B El punt de vista projectiu C
El 1704, Newton va publicar un curiós treball titulat Enumeratio line-
arum tertii ordinis on troba una classificació de les corbes de tercergrau. De la mateixa manera que hi ha tres còniques diferents, trobaque de cúbiques diferents n’hi ha 72 —i encara se n’oblida 6. És a dir,n’hi ha moltes, però en un capítol del seu treball observa que toteses poden obtenir per ombres a partir de només cinc cúbiques. És adir, la classificació és molt més clara i senzilla si pensem que duescorbes són «essencialment la mateixa» si una s’obté de l’altra per unaprojecció central.
• Els enfadosos «casos de figura». Moltes demostracions de la geo-metria clàssica eren incompletes per aquest motiu: cada vegada que,a la demostració, calia utilitzar el punt d’intersecció de dues rectes,s’hauria de discutir per separat el cas que aquestes dues rectes fossinparal.leles. Aquest mateix problema apareix en els enunciats de moltsteoremes. En tots els casos s’observava que si es demostrava el teore-ma quan les rectes rellevants es tallaven, el teorema també resultavaser cert quan hi havia rectes paral.leles i, en certa manera, els puntsde tall «se n’havien anat a l’infinit». Es parlava de «casos de figura»i eren una nosa.Aquesta situació recorda una mica el que passa quan estudiem lessolucions de les equacions polinòmiques sense tenir en compte els
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nombres complexos: passem d’un enunciat clar i senzill que diu quetot polinomi de grau n té exactament n arrels, a una situació ambiguaen la que el nombre d’arrels pot oscil.lar entre 0 i n.• Les demostracions per projecció central. Blaise Pascal va descobrir,quan tenia 16 anys, aquest teorema: Els punts on es tallen els costats
oposats d’un hexàgon inscrit en una cònica estan alineats. Es coneixcom el teorema de l’hexàgon de Pascal, o també com l’Hexagrammum
Misticum.
Una manera de demostrar-lo consisteix en demostrar-lo primer quanla cònica és una circumferència i aleshores observar que, com quetota cònica es pot obtenir a partir d’una circumferència per projecciócentral, el teorema és cert per a qualsevol cònica (vegeu l’exercici
IV.30).Aquest mètode de demostració basat en la projecció central és útil enmolts altres casos. Un exemple divertit és aquest: hi ha construccions
amb regle i compàs que no es poden fer només amb el regle. Lademostració d’aquest teorema es fa trobant dues circumferències C1 i
C2 tals que hi ha una projecció central π que transforma una en l’altrai, en canvi, π no transforma el centre de C1 en el centre de C2. Enconseqüència, el centre d’una circumferència no es pot trobar traçantnomés rectes (vegeu l’exercici I.51).• El «principi de dualitat». El 1810, Charles Julien Brianchon va de-mostrar aquest teorema: les diagonals d’un hexàgon circumscrit a una
cònica són concurrents. S’intueix una certa relació entre aquest teo-rema i el teorema de Pascal, en el sentit que sembla que un d’ells s’ob-tingui de l’altre intercanviant punts per rectes, inscrit per circumscrit,punts alineats per rectes concurrents, etc. Aquest fenomen consistenten que a partir d’un teorema de geometria lineal se’n pugui obtenir
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un altre fent aquests canvis es va conèixer com a principi de dualitat,i va ser enunciat i explotat pels fundadors de la geometria projectiva,com Gergonne, Poncelet o Brianchon. És un principi que no pot servàlid a la geometria euclidiana perquè, en particular, a la geometriad’Euclides per dos punts sempre hi passa una recta, però en canvidues rectes no sempre es tallen en un punt.
Per tot això que hem dit —i per moltes altres coses— els geòmetresdel inicis del segle XIX van creure que la millor manera de fer geometriaera «completar» l’espai de la geometria euclidiana ordinària afegint-hi unspunts «a l’infinit» on es tallin les rectes paral.leles, uns punts que no hande ser pas punts «especials», sinó que han de ser punts ordinaris, punts de
ple dret de l’espai.Com podem fer que les rectes paral.leles es tallin, sense necessitat d’in-vocar cap objecte místic (com l’infinit)? La idea és senzilla i es fonamentaen la perspectiva central.
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Considerem un pla a l’espai ordinari de tres dimensions. En aquest pla hitenim la geometria clàssica d’Euclides. Denotem aquest pla per E . Imaginemara que, a una certa alçada sobre aquest pla —que suposarem horitzontal—hi ha un observador que mira el pla E on hi regna la geometria euclidiana.En cada direcció no horitzontal que miri, l’observador veu exactament unpunt del pla E . Podem dir que hi ha una correspondència bijectiva entre{ rectes no horitzontalsque passen per l’observador} ←→ {punts del pla E}.
Encara més: cada pla no horitzontal que passa per l’observador deter-mina, per intersecció amb el pla de la geometria euclidiana, una recta sobreaquest pla. De fet, hi ha una correspondència bijectiva entre{ plans no horitzontalsque passen per l’observador} ←→ {rectes del pla E}.
En conclusió, a l’hora de fer geometria, no hi ha diferència entre con-siderar els punts i les rectes de E o considerar les rectes i els plans nohoritzontals que passen per l’observador.Què passa amb les rectes horitzontals que passen per l’observador? Noes corresponen a cap punt de E , sinó que es correspondrien amb un hipotètic«punt de l’horitzó». Això ens suggereix «ampliar» la geometria E incloent
totes les rectes que passen per l’observador i tots els plans que passen perl’observador:
E ⊂ Pon {punts del pla P} = { rectesque passen per l’observador} .{rectes del pla P} = { plansque passen per l’observador} .
Aquest nou espai P que hem obtingut a partir de E adjuntant uns quantspunts més i una recta més és el pla projectiu, el pla de la geometria pro-
jectiva.Acabem donant una formulació matemàtica de tot això.Sigui k un cos i sigui E 6= {0} un espai vectorial sobre k . Anomenarem
espai projectiu associat a l’espai vectorial E al conjunt
P(E) := {subespais vectorials de dimensió 1 de E}.
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Els elements d’aquest conjunt P(E) els anomenarem punts. Tenim una apli-cació exhaustiva
π : E − {0} → P(E)definida per
π(e) = 〈e〉.Anomenarem rectes de l’espai projectiu P(E) les imatges per π dels subes-pais de dimensió 2 de E .L’espai projectiu P(E) és, en paraules de Nicolas Bourbaki, «el marc
general de tots els fenòmens geomètrics».1




olem donar ara una axiomàtica de la geometria que tingui encompte el «punt de vista projectiu» que hem discutit al capítolanterior. Però ara els axiomes que posarem seran molt méssenzills que els axiomes de Hilbert. En efecte, aquells axiomespretenien recollir tota la riquesa de la geometria d’Euclides fins a l’extremque conduïen inevitablement a la geometria cartesiana sobre el cos delsreals —o, com a mínim, sobre el cos construïble. És molt més interessant,en canvi, començar amb una axiomàtica «de mínims» —molt general, quepugui ser útil en molts àmbits— i, si cal, anar ampliant posteriorment aquestsistema per incloure-hi característiques més específiques.Anomenarem espai projectiu un sistema de punts1 i rectes amb unarelació d’incidència que compleixi aquests tres únics axiomes:
EP1 Tota recta té com a mínim tres punts.2EP2 Per dos punts diferents hi passa una única recta.EP3 («axioma projectiu») Si M , N , P i Q són quatre punts diferents i lesrectes MN i PQ es tallen, aleshores les rectes MP i NQ també estallen.3
Recordem que al capítol anterior havíem definit l’«espai projectiu d’unespai vectorial» E , que anomenàvem P(E). Més endavant (pàgina 86) veu-rem que, efectivament, P(E) compleix els tres axiomes anteriors i és, pertant, un exemple d’espai projectiu.4Si X és un espai projectiu, una subvarietat projectiva de X és un conjunt
Z 6= ∅ de punts de X que té la propietat que si x, y ∈ Z són dos puntsdiferents, aleshores tots els punts de la recta que passa per x i y pertanyena Z . És clar que, d’aquesta manera, Z és també un espai projectiu.5
1Normalment, s’exigeix també que el conjunt de punts sigui no buit.2Aquest axioma també es coneix com a axioma de Fano.3Aquest axioma també es coneix com a axioma de Veblen-Young.4No és l’únic exemple, però sí que és el més important.5A partir d’ara utilitzarem amb normalitat el llenguatge de la teoria de conjunts, comes fa a la gran majoria de les matemàtiques.
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Exemples
• L’espai projectiu més petit possible és el que només té un punt i caprecta. El segon més petit és el que té tres punts i una única rectaque els conté. Si X és un conjunt qualsevol que tingui més de doselements i considerem una única recta que conté tots els punts de X ,tenim un espai projectiu. Aquests són exemples trivials.
• Donar exemples d’espais projectius que tinguin més d’una recta ja noés trivial. L’espai projectiu amb més d’una recta més petit possible ésel que es coneix com a pla de Fano.6 Consta de 7 punts i 7 rectes, icada recta té tres punts. La relació d’incidència ve donada per aquestesquema (on els set punts estan indicats amb un petit cercle vermelli cadascuna de les set rectes s’ha dibuixat d’un color diferent):
• És evident que la intersecció (no buida) de qualsevol família de subva-rietats d’un espai projectiu X és també una subvarietat de X . Aquestfet ens permet definir una altra operació important que es pot fer ambsubvarietats, anomenada suma. Si A i B són subvarietats d’un espaiprojectiu X , definim la seva suma A+B com la intersecció de totes lessubvarietats que contenen A ∪ B.
Convé disposar d’un concepte d’equivalència o isomorfisme entre espaisprojectius. En direm col.lineacions. Una col.lineació entre dos espais pro-jectius X , Y és una aplicació bijectiva f : X → Y que compleix la pro-pietat que tres punts A,B, C ∈ X estan alineats si i només si els punts
f (A), f (B), f (C ) ∈ Y estan alineats.Ara podem definir el concepte de dimensió d’un espai projectiu. Si X ésun espai projectiu, la dimensió de X és el màxim n tal que hi ha una cadenad’inclusions
X0 ( X1 ( X2 ( · · · ( Xn
6En honor de Gino Fano (1871–1952), matemàtic italià.
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on cada Xi és una subvarietat (no buida) de X . Si aquest n no existeix,direm que X té dimensió infinita. En particular, un pla projectiu serà unespai projectiu de dimensió 2. En algunes circumstàncies és útil considerarel conjunt buit com un espai projectiu de dimensió −1.Estudiem ara amb més detall el cas del pla projectiu. Considerem aques-tes quatre propietats:
PP1 Per dos punts diferents hi passa una única recta (=EP2)
PP2 Dues rectes diferents es tallen en un únic punt.
PP3 Hi ha quatre punts, dels quals no n’hi ha tres d’alineats.
PP4 Tota recta té com a mínim tres punts. (=EP1)
Es compleix això:
(a) X és un espai projectiu de dimensió 2 si i només si X compleix
PP1, PP2, PP3, PP4.
(b) PP1, PP2, PP3 impliquen PP4.
En particular, podem definir un pla projectiu com un sistema de punts irectes on es compleixen els axiomes PP1, PP2 i PP3.
Demostració. (a) Sigui X un espai projectiu de dimensió 2. Comencem de-mostrant que es compleix PP2, és a dir, que dues rectes sempre es tallen.Siguin r 6= s dues rectes de X , sigui P un punt de s que no pertanyi a r isigui Q ∈ r. Sigui ara Y := P + r (en el sentit de suma de subvarietats queacabem d’estudiar). Y és una subvarietat que conté el punt P i la recta r itenim una cadena de subvarietats de X
{Q} ( r ( Y ⊆ X.
Com que X té dimensió 2, aquesta cadena no pot tenir quatre subvarietatsdiferents i, per tant, P+r = X . Considerem ara V := {P}∪r∪W on W estàformat per tots els punts de X − ({P}∪ r) que estan alineats amb P i algunpunt de r. Si demostrem que V és una subvarietat, tindrem V ⊇ P + r = Xi haurem arribat a que les rectes r i s es tallen. Suposem que x, y, z ∈ Xsón tres punts alineats de manera que x, y ∈ W . Sigui a ∈ r tal que a, x, Pestan alineats i b ∈ r tal que b, y, P estan alineats. Suposem que els punts
a, b, x, y són diferents (els altres casos són trivials). Com que les rectes aP
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i yz es tallen en el punt x , l’axioma projectiu ens diu que les rectes Pz i
ay es tallaran en un punt z′. També podem suposar que els punts a, b, P, z′són diferents. Com que les rectes az′ i bP es tallen en el punt y, l’axiomaprojectiu ens diu que les rectes Pz′ i ab també es tallaran en un punt c ∈ r.Aleshores, els punts c, P, z estan alineats i z ∈ W .
Demostrem ara que es compleix PP3. Com que la dimensió de X és > 0,hi ha dos punts diferents A i B. Com que la dimensió de X és > 1, hi haun punt C que no pertany a la recta AB. Com que les rectes de X tenencom a mínim tres punts, existeix un punt D a la recta AC , diferent de A i C ,i existeix un punt E a la recta BD, diferent de B i D. Tenim ja els quatrepunts A,B, C, E de PP3.Recíprocament, si X compleix PP1, PP2, PP3, PP4, és clar que X com-pleix els tres axiomes d’espai projectiu. Només cal comprovar que la dimen-sió de X és 2. Suposem que hi hagués una cadena de subvarietats
{A} ( X1 ( X2 ( X.Escollim punts B ∈ X1 − {A}, C ∈ X2 − X1, D ∈ X − X2. Sigui P el punt ones tallen les rectes AB i CD. Aleshores, la recta PC està continguda a X2i, per tant, D ∈ X2, que és una contradicció.(b) Siguin A,B, C,D els quatre punts de l’axioma PP3 i sigui r una rectaqualsevol. Tallem aquesta recta r amb les sis rectes AB, AC , AD, BC , BD,
CD. Obtenim sis punts de r (n’hi pot haver de repetits). Amb paciència, escomprova que com a mínim tres d’aquests sis punts són diferents. 
Ara podem enunciar amb exactitud el
Principi de dualitat. Si una proposició P (que només involucri
punts i rectes) és certa a tots els plans projectius, aleshores, la
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proposició que s’obté de P intercanviant punts i rectes també és
certa a tots els plans projectius.
Això és evident perquè si en els axiomes PP1, PP2, PP3 intercanviem puntsi rectes, els nous axiomes que obtenim PP1∗, PP2∗, PP3∗, són equivalentsals axiomes inicials.7
7El principi de dualitat, convenientment reformulat, és vàlid en els espai projectius dequalsevol dimensió finita. Per exemple, en dimensió n, la dualitat faria correspondre punts(dimensió zero) amb hiperplans (dimensió n− 1) i, en general, subvarietats de dimensió ramb subvarietats de dimensió n − r − 1. Així, en dimensió 3, el dual d’un teorema sobrepunts, rectes i plans s’obtindria intercanviant punts i plans i deixant les rectes com a rectes.
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T
enim, doncs, dos punts de vista diferents. En un d’ells —el puntde vista projectiu— no hi havia rectes paral.leles, en l’altre —que a partir d’ara anomenarem el punt de vista afí— sí quen’hi havia. El que farem serà veure que aquests dos mons apa-rentment incompatibles poden conviure perfectament en un mateix context.Per tal de simplificar l’exposició, ens limitarem al cas de dimensió 2, ésa dir, al cas del pla. Tenim els conceptes de pla projectiu i pla afí:
• Un pla projectiu és un conjunt de punts i un conjunt de rectes quecompleix els tres axiomes PP1, PP2, PP3 del capítol anterior.
• Un pla afí serà un conjunt de punts i un conjunt de rectes que com-pleixen aquests tres axiomes:
PA1 Per dos punts diferents hi passa una única recta (=PP1).PA2 Si r és una recta i P /∈ r és un punt, existeix una única recta
s tal que P ∈ s i r i s no es tallen. (És l’antic axioma de lesparal.leles.)PA3 Cada recta té com a mínim dos punts. (És l’axioma I.2 de Hilbert.)PA4 Hi ha com a mínim dues rectes.
En un pla afí, direm que dues rectes són paral.leles si són iguals o no estallen. És un exercici senzill comprovar que el paral.lelisme és una relaciód’equivalència en el conjunt de les rectes d’un pla afí.Malgrat que un pla afí i un pla projectiu semblen dos objectes ben dife-rents, podem passar d’un a l’altre amb gran facilitat.
De projectiu a afí
Suposem que X és un pla projectiu i escollim una recta r de X . Sigui
A := X − r.
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Aleshores, A és un pla afí. Diguem-ho amb més precisió. Els punts de Asón tots els punts de X que no pertanyen a r; les rectes de A són totes lesrectes de X excepte la recta r; la relació d’incidència a A és la mateixa quea X . Observem, doncs, que en el pas de X a A hem perdut exactament larecta r (amb tots els seus punts) i també hem perdut exactament un puntde cada recta 6= r.En aquesta situació, és molt senzill comprovar que realment A compleixels axiomes de pla afí. Com han sorgit les paral.leles de A? Dues rectes(diferents) de A són paral.leles si, com a rectes de X , es tallen en un puntque pertany a r.Dit més breument: si en un pla projectiu hi traiem una recta —qualsevolrecta— el que ens queda és un pla afí.1
D’afí a projectiu
Suposem ara que tenim un pla afí A. Sigui R el conjunt de totes les rectesde A. Definim
L = R/{r ∼ s⇔ r i s són paral.leles}.És a dir, L és el conjunt quocient de les rectes de A per la relació d’equi-valència de paral.lelisme. Podem pensar L com el conjunt de les direccionsen el pla A.A partir de A podem construir un pla projectiu X d’aquesta manera:
• Els punts de X són els punts de A i també els elements del conjunt L.
• Les rectes de X són les de A i una nova recta que anomenarem ` .
• La relació d’incidència a X ve donada així: sigui P un punt de X isigui r una recta de X ; aleshores:
– Si x ∈ A i r és una recta de A, aleshores x ∈ r té el mateixsignificat a X i a A.
– Si x ∈ A i r = ` , aleshores x /∈ r.
– Si x ∈ X − A = L, aleshores x ∈ ` .
1Observem que per obtenir un pla afí a partir d’un pla projectiu cal escollir una recta.Això planteja la pregunta si el pla afí que obtenim depèn o no de la recta escollida. Laresposta és que en general sí que depèn.
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– Si x ∈ X − A = L, aleshores x és una classe d’equivalència derectes de A i, per tant, si r és una recta de A té sentit preguntar-se si r ∈ x . Aleshores, si r és una recta de A, direm que x ∈ r si
r ∈ x .
No és difícil comprovar que X esdevé un pla projectiu, que conté el pla afíinicial A.2Aquestes construccions que, per simplicitat, hem fet en dimensió dos,també són vàlides en dimensió (finita) qualsevol. És possible establir un pe-tit nombre d’axiomes senzills que ens definirien el concepte d’espai afí. Ales-hores, un espai afí de dimensió finita sempre es pot «completar», afegint-hiun hiperplà, fins obtenir un espai projectiu de la mateixa dimensió i, recípro-cament, si en un espai projectiu de dimensió finita hi eliminem un hiperplà(una subvarietat projectiva pròpia de dimensió màxima), obtenim un espaiafí de la mateixa dimensió.Aquestes dues construccions ens permeten «incloure» la geometria afídins de la geometria projectiva que esdevé com una «compleció» de la geo-metria afí. L’espai projectiu és, doncs, l’àmbit més natural per fer geometria,també geometria afí. La geometria projectiva és més senzilla i més generalque la geometria afí.Ara podem donar un sentit rigorós a l’expressió popular que diu que les
«rectes paral.leles són les que es tallen a l’infinit». Suposem que tenim unespai projectiu X (de dimensió finita). Escollim a X un hiperplà H i n’hi diem«l’hiperplà de l’infinit». A = X − H és un espai afí i dues rectes d’aquestespai afí són paral.leles si, com a rectes de X , es tallen a H , és a dir, estallen a l’infinit. Recíprocament, si A és un espai afí, podem afegir-li un nouhiperplà H —anomenat «hiperplà de l’infinit»— on es tallen les rectes queabans eren paral.leles. Tanmateix, cal remarcar que a l’espai projectiu nohi ha cap «hiperplà de l’infinit»: qualsevol hiperplà pot ser considerat coml’hiperplà de l’infinit.El que és important és que tot això no és ni un joc de paraules niun simple divertimento: la geometria afí no veu una part de la geometria—els punts de l’infinit— i, d’aquesta manera, la imatge que ens dóna lageometria afí és parcial i, generalment, més complicada que la que ensdóna la geometria projectiva, que és la que sí que veu «l’espai complet».




I.1 Feu les següents construccions (planes) utilitzant exclusivament el regle i elcompàs tal com fa Euclides:
(a) Construïu la mediatriu d’un segment.(b) Construïu, donada una recta r,i. la perpendicular des d’un punt exterior.ii. la perpendicular per un punt de r.iii. la paral.lela per un punt exterior.(c) Transporteu un segment donat AB sobre una semirecta fixada de formaque el punt A es correspongui amb l’extrem de la semirecta.2(d) Transporteu un angle sobre una semirecta donada i a un costat donat.(e) Trobeu el centre d’una circumferència donada.(f) Construïu una recta tangent a una circumferència donada que sigui paral-lela a una recta donada.(g) Construïu un triangle coneixent un costat i (segments congruents a) l’al-tura i mitjana relatives a aquest costat.(h) Construïu un triangle rectangle coneixent el radi de la circumferència ins-crita i que un catet és 3 vegades més llarg que l’altre.(i) Construïu un octàgon regular amb un costat donat.(j) Construïu un triangle coneixent (segments congruents a) les mitjanes (di-fícil).
1Aquests exercicis són un breu repàs d’algunes nocions de geometria elemental. Re-cordem que Euclides va dir al rei Ptolemeu I que no hi havia cap «camí reial» per arribara la geometria: calia seguir pas a pas la llarga sèrie de proposicions encadenades dels
Elements. Com a conseqüència d’això, no és possible resoldre els exercicis d’aquesta llistautilitzant cap drecera, sinó que caldria anar reproduint tots els Elements. No es pretén quel’alumne ho faci d’aquesta manera. Es pot (s’ha de) «fer trampa» i resoldre els exercicisaplicant els coneixements bàsics de la geometria d’Euclides —com poden ser els casosde congruència de triangles o el càlcul de l’àrea d’un triangle— sense preocupar-se pelspossibles cercles viciosos que, de ben segur, es generaran.2És a dir, demostreu que, amb els axiomes d’Euclides, podem suposar que disposemd’un «compàs bloquejable».
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En cada cas, justifiqueu que la construcció és correcta.
I.2 Al llibre segon dels Elements Euclides demostra una sèrie de propietats de lasuma i el producte de segments que són propietats ben conegudes de la sumai la multiplicació dels nombres enters. La suma de segments es defineix comel segment que s’obté posant un segment a continuació de l’altre, i el productede dos segments es defineix com el rectangle que determinen. Per exemple, laproposició 2 afirma, en el llenguatge actual x2 = xy+ x(x − y) i això Euclidesho demostra agafant un quadrat ABDC i descomponent-lo en dos rectangles.
AB2 = AB · AE + AB · (AC − AE)
Reconstruïu aquestes proposicions del llibre segon, seguint el mateix mètodeque utilitza Euclides:(a) (Proposició 3) xy = y(x − y) + y2(b) (Proposició 4) (x + y)2 = x2 + y2 + 2xy(c) (Proposició 6) (x + y)(x − y) + y2 = x2(d) (Proposició 7) x2 + y2 = 2xy+ (x − y)2(e) (Proposició 8) 4xy+ (x − y)2 = (x + y)2(f ) (Proposició 9) (x + y)2 + (x − y)2 = 2(x2 + y2)
I.3 A la proposició 11 del llibre segon Euclides resol l’equació de segon grau a(a−
x) = x2 de la següent manera. Agafa un quadrat ABDC de costat a i vol trobarun punt H entre A i B tal que el quadrat AFGH sigui «igual» al rectangle
HBDK . La solució que dóna és aquesta: Pren E que sigui el punt mig de ACi a continuació pren F tal que EF = EB. Demostreu que aquesta construccióés correcta. Apliqueu l’exercici I.2 i el teorema de Pitàgores.
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I.4 Demostreu el teorema de Viviani: en un triangle equilàter, la suma de les dis-
tàncies de qualsevol punt interior a cada costat és igual a l’altura del triangle.
I.5 Demostreu la proposició 3 del llibre VI dels Elements: Sigui ABC un triangle
i sigui D el punt on la bisectriu de l’angle A talla el costat BC . Aleshores, la
raó entre els segments BD i DC és la mateixa que la raó entre els segments
AB i AC .
I.6 Siguin A, B i C tres punts d’una circumferència de centre O. Proveu que2 ÂCB ≡ ÂOB.
I.7 Des d’un lloc, la situació del qual desconeixem, visualitzem 3 cims que po-dem reconèixer sobre un mapa. Localitzeu el punt d’observació (suposeu quel’observador i els tres cims estan en un mateix pla).
I.8 Justifiqueu el mètode d’Arquimedes per trisecar un angle (vegeu la nota 4 de lapàgina 11). Considereu un angle φ amb vèrtex O i preneu un regle amb duesmarques. Dibuixeu la circumferència de centre O i radi igual a la distànciaentre les dues marques del regle. Utilitzeu el regle marcat per dibuixar larecta que passa per B i tal que les dues marques del regle coincideixen amb
P i Q. Demostreu que 3α = φ.
I.9 Una altra manera de trisecar l’angle utilitzant un regle amb marques és aques-ta. Suposem que volem trisecar un angle agut qualsevol com l’angle AOB,construïm un triangle rectangle ABO i fem dues marques al regle separadesper una distància doble de la distància AO. Aleshores, posem el regle de ma-nera que una de les marques caigui sobre la paral.lela a OB per A, l’altra marcacaigui sobre la recta AB i el regle passi pel punt O. És a dir, haurem dibuixatla recta OE de manera que DE = 2AO. Demostreu que, fent això, l’angle BOAés tres vegades l’angle BOD.
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I.10 Proveu que en tot triangle, a major costat li correspon menor altura.
I.11 Proveu que les mediatrius d’un triangle són concurrents al circumcentre.
I.12 Proveu que les mitjanes d’un triangle es tallen a dos terços de la seva longitud.(Utilitzeu l’àrea del triangle.)
I.13 Proveu que també les altures i les bisectrius són concurrents.
I.14 Donats dos punts A i B i una recta r paral.lela al segment AB, trobeu unamanera de construir el punt mig del segment AB utilitzant només el regle.(Utilitzeu el teorema de Tales3 i l’àrea del triangle.)
I.15 Al segle XVIII, el matemàtic italià Lorenzo Mascheroni va demostrar que to-tes les construccions (planes) d’Euclides es podien fer utilitzant únicament elcompàs. Evidentment, sense regle és impossible dibuixar una línia recta, peròsi prescindim de dibuixar les rectes, el teorema de Mascheroni4 demostra queel regle no és realment necessari. És fàcil adonar-se que el teorema està de-mostrat si som capaços de trobar, només amb el compàs (que suposarem que
és bloquejable), aquests punts: (a) el punt d’intersecció de dues rectes; (b) elspunts d’intersecció d’una circumferència i una recta. Per resoldre aquests dosproblemes seguirem aquests passos:5
3Hi ha dos teoremes que s’atribueixen a Tales de Milet (segle VI aC). El primer afirmaque qualsevol triangle inscrit a una circumferència de manera que un dels costats passipel centre és rectangle (proposició 31 del llibre tercer dels Elements). El segon, que ésel que cal utilitzar en aquest exercici, diu que si dues rectes tallen dues rectes paral.leles,els segments que determinen són proporcionals. Aquest segon teorema requereix la teoriade les proporcions i no apareix fins la proposició tercera del llibre sisè dels Elements.4De fet —seguint la llei de Boyer que afirma que cap resultat matemàtic du el nom de laprimera persona que el va descobrir—, el teorema de Mascheroni ja havia estat demostratper Jørgen Mohr més de cent anys abans.5La demostració completa del teorema de Mascheroni és una mica més complicada queel que fem en aquest exercici, perquè cal considerar alguns casos especials que no tenimen compte aquí.
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(a) Demostreu que si els segments AC i BD són congruents es compleix
AO
CO = ABCD
(b) Si els punts D i D′ són simètrics respecte de la recta r i els punts C i C ′també ho són, aleshores r ∩ CD = r ∩ C ′D′.
(c) Si C ′D′EC és un paral.lelogram, aleshores DEDD′ = DCDX .
(d) Donats A,B, C no alineats, trobeu (només amb el compàs) un punt D talque ABCD sigui un paral.lelogram.(e) Donats A,B, C no alineats, trobeu (només amb el compàs) el punt C ′simètric de C respecte de la recta AB.(f ) Donada una circumferència i el seu centre, A un punt interior i B un puntexterior, de manera que la recta AB no passi pel centre de la circumfe-rència, trobeu (només amb el compàs) els punts on la recta AB talla lacircumferència.(g) Donat un quadrilàter ABCD, trobeu (només amb el compàs) el punt d’in-tersecció de la recta AB amb la recta CD.
I.16 Proveu el teorema de Pitàgores. Feu-ho utilitzant semblança de triangles idesprés consulteu la demostració que dóna Euclides al seu llibre primer.6
I.17 Considereu un pentàgon regular inscrit a una circumferència. Demostreu queels triangles APQ i PRQ són semblants. Deduïu que el quocient φ = AP/PQcompleix φ2 = 1+φ. És a dir, la raó entre el costat i la diagonal d’un pentàgonregular és igual a la raó àuria. A partir d’aquí, suposeu que el radi de lacircumferència és 1 i calculeu la longitud del costat del pentàgon regular.
6Euclides demostra el teorema de Pitàgores al llibre primer i la teoria dels trianglessemblants no apareix fins el llibre sisè perquè aquesta teoria requereix disposar de lateoria de les proporcions del llibre cinquè. Per tant, Euclides no pot demostrar el teoremade Pitàgores utilitzant triangles semblants i necessita donar una demostració força méscomplicada basada en la determinació de la superfície del triangle i en una descomposiciógeomètrica del quadrat dibuixat sobre la hipotenusa.
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I.18 Claudi Ptolemeu (∼ 85 – ∼ 165) va donar una construcció amb regle i compàsdel pentàgon regular que és molt senzilla i elegant.
Considerem la circumferència centrada a O i tracem dos diàmetres perpendicu-lars que passen pels punts de la circumferència A i B, respectivament. Sigui Mel punt mig entre O i B. Amb centre aM tracem la circumferència que passa per
A. Sigui N el punt d’intersecció d’aquesta circumferència amb el diàmetre quepassa per B. Demostreu, utilitzant el teorema de Pitàgores i l’exercici anterior,que el segment AN té longitud igual al costat del pentàgon regular inscrit enla circumferència inicial.
I.19 Considerem una circumferència, un diàmetre d i una recta p perpendicular aldiàmetre.
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Fixem el punt A i sigui B 6= A un punt qualsevol de la circumferència. Definimel punt C com la intersecció de la recta AB amb la recta p. Demostreu que elproducte de la longitud AB per la longitud AC és constant, és a dir, no depènde l’elecció del punt B. Feu-ho sense utilitzar ni equacions ni coordenades.
I.20 Demostreu que l’instrument de Peaucellier (vegeu la nota 7 de la pàgina 12)realment dibuixa una recta. Utilitzeu l’exercici anterior.
I.21 L’instrument que va utilitzar James Watt (vegeu la nota 7 de la pàgina 12) pertransformar un moviment circular en un moviment rectilini està format per duesbarres iguals F1A ≡ F2B que poden pivotar sobre els eixos fixos F1 i F2, unidesper una tercera barra AB. En aquesta situació, el punt mig X de la barra ABdescriu, aproximadament, una recta.
Suposeu que la longitud de les barres F1A i F2B és 1, la longitud de la barra ABés √2 i la distància F1F2 és també √2. Demostreu que el punt X descriu una
lemniscata. (La lemniscata és la corba formada pels punts tals que el productede les distàncies a dos punts fixos és constant.)
I.22 Considerem un angle agut i un segment AB. Demostreu que existeix un punt
X sobre un costat de l’angle tal que si Y és el peu de la perpendicular des de
X a l’altre costat, es compleix XY > AB.7
I.23 Euclides considera que dues figures A i B tenen la mateixa àrea si existeix unafigura H de manera que A +H i B +H es puguin descompondre en triangles
7Una afirmació que s’assembla a aquest teorema apareix a la cinquena part del llibreprimer del tractat «Sobre el cel» —la gran obra cosmològica d’Aristòtil. Per aquest motiu,la propietat de l’enunciat de l’exercici es coneix com a axioma d’Aristòtil i es consideracom una versió geomètrica (més feble) de l’axioma d’Arquimedes.
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congruents, és a dir
A +H = T1 + · · ·+ Tn, B +H = T ′1 + · · ·+ T ′namb Ti ≡ T ′i . Amb aquesta definició, Euclides demostra que un quadrat i unparal.lelogram que tinguin la mateixa base i la mateixa alçada tenen la mateixaàrea. Demostreu aquest teorema.
I.24 Sembla que a la definició de figures amb la mateixa àrea de l’exercici anteriorEuclides hauria pogut suprimir la figura auxiliar H i dir que dues figures A i
B tenen la mateixa àrea si es poden descompondre en triangles congruents.8Demostreu que, amb aquesta nova definició, és impossible demostrar el teoremade l’exercici anterior sense utilitzar l’axioma d’Arquimedes. (Indicació: agafeuun paral.lelogram que tingui un costat «infinitament més gran» que l’altre.)
Geometria de Hilbert
I.25 Demostreu, a partir dels axiomes I i II, que ni una semirecta ni un semiplà, nil’interior ni l’exterior d’un angle no poden ser buits.
I.26 L’axioma II.3 diu que, donats tres punts (diferents) alineats, com a màxim n’hiha un que està entre els altres dos. Demostreu que com a mínim n’hi ha un. Ésa dir, siguin A,B, C tres punts alineats i demostreu, aplicant només els axiomesd’incidència i ordre, que si A no està entre B i C i C tampoc no està entre A i
B, aleshores B està entre A i C .
I.27 L’objectiu és demostrar el teorema dels quatre punts alineats de la pàgina 22.Suposem, doncs, que X, Y , Z , T són quatre punts diferents d’una recta en unpla que compleix els axiomes I i II i admetem que ja hem demostrar que donatstres punts alineats n’hi ha exactament un que està entre els altres dos (exercicianterior).
(a) Demostreu (aplicant dues vegades l’axioma de Pasch) que és impossibleque X estigui entre Y i Z , entre Y i T i entre Z i T al mateix temps.(b) Demostreu (aplicant tres vegades l’axioma de Pasch) que si X està entre
Y i Z i Y està entre X i T , aleshores X, Y estan entre Z i T .(c) Demostreu (amb els dos resultats anteriors, sense necessitat de tornar aaplicar l’axioma de Pasch) el teorema dels quatre punts alineats. És a dir,demostreu que els punts X, Y , Z , T es poden designar com a A,B, C,D demanera que B està entre A i C , B està entre A i D, C està entre B i D i
C està entre A i D.
8D’aquesta nova definició d’igual àrea se’n diu equidescomponibilitat. Segons un te-orema demostrat entre 1807 i 1835 per William Wallace, János Bolyai i Paul Gerwien,si acceptem l’axioma d’Arquimedes (i l’axioma de les paral.leles) el concepte d’Euclidesd’«igual àrea» i el concepte d’equidescomponibilitat són equivalents.
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I.28 Demostreu, a partir dels axiomes d’incidència i ordre, que el concepte de se-mirecta està ben definit. És a dir, sigui r una recta i O ∈ r un punt. En elconjunt r−{O} definim la relació A ∼ B si O no està entre A i B; aleshores, estracta d’una relació d’equivalència i hi ha només dues classes d’equivalència.(Utilitzeu el teorema dels quatre punts alineats de la pàgina 22 i l’exercici 27.)
I.29 Demostreu, a partir dels axiomes I i II, que una recta que talli els tres costatsd’un triangle ha de passar per algun vèrtex.
I.30 Demostreu, a partir dels axiomes I i II, l’axioma de coplanaritat de la nota8 de la pàgina 20: Si A,B, C,D són quatre punts diferents aleshores algunad’aquestes parelles de rectes es tallen: AB i CD, AD i CB, AC i BD.
I.31 Completeu les demostracions dels teoremes de geometria absoluta que hi haal capítol 5.
I.32 Demostreu, a la geometria absoluta, el criteri hipotenusa-catet de congruènciade triangles rectangles (recordeu que no podem utilitzar el teorema de Pità-gores). Hi ha un criteri CCA de congruència de triangles?
I.33 El 1893, James Joseph Sylvester va plantejar com a problema demostrar aquestresultat de geometria plana: si un conjunt finit P de punts del pla no estan
tots alineats, aleshores n’hi ha com a mínim dos tals que la recta que els conté
no conté cap més punt de P. Es tracta de demostrar9 aquest resultat utilitzantnomés els axiomes I i II.10 Fixem un punt X ∈ P i designem per R el conjuntde totes les rectes que passen per dos o més punts de P.
(a) Demostreu que existeix un punt A /∈ P tal quei. Hi ha una recta r ∈ R que passa per A.ii. Cap recta de R talla el segment XA (excepte en els seus extrems).(b) Suposeu que r tingui com a mínim tres punts U,V ,W ∈ P i demostreuque alguna recta que uneix X amb algun d’aquests tres punts només contédos punts de P.
I.34 Considereu la construcció del dibuix, on l’angle a P és recte i α ≡ β. Demostreu,només amb els axiomes I, II i III, que XY < YZ . Com a corol.lari, demostreuque si α i ε són angles i admetem l’axioma d’Arquimedes, existeix un nombrenatural r tal que rε > α .
9La primera demostració d’aquest fet la va donar el 1944 el matemàtic hongarès TiborGallai. El resultat s’anomena ara teorema de Sylvester-Gallai. La demostració que s’indicaen aquest exercici és deguda a H. S. M. Coxeter (1969).10Els axiomes d’ordre són imprescindibles: vegeu l’exercici II.20.
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I.35 Suposeu els axiomes I, II i III i un nou axioma que afirma que per tres punts no
alineats sempre hi passa una circumferència. Demostreu l’axioma V.
I.36 Un quadrilàter de Khayyam-Saccheri està format per quatre punts P , Q, R
S, no alineats tres a tres, tal que els angles Q̂PS i P̂SR són rectes i PQ ≡
RS. Demostreu que, a la geometria absoluta, els angles P̂QR i Q̂RS d’unquadrilàter de Khayyam-Saccheri són congruents.
I.37 Decidiu quins d’aquests dos teoremes són certs a la geometria absoluta: a) lesbisectrius d’un triangle es tallen en un punt; b) les mediatrius d’un triangle estallen en un punt.11
I.38 Hem dit que l’axioma CAC de Hilbert ens el podríem estalviar si «acceptéssimel moviment». Es tracta ara de donar un significat precís a aquesta afirmació.Sigui X un pla de Hilbert (en el qual potser falli l’axioma CAC). Anomenarem
moviment rígid qualsevol aplicació bijectiva φ : X → X que: (a) transformarectes en rectes; (b) si A està entre B i C , aleshores φ(A) està entre φ(B) i
φ(C ); (c) tot segment AB és congruent al segment φ(A)φ(B); (d) tot angle α
11Què passa amb les altures i amb les mitjanes? La situació en aquests casos és méscomplicada. A geometria absoluta no es pot demostrar que les altures es tallin en unpunt: a la geometria hiperbòlica hi ha triangles on les altures es tallen en un punt i altrestriangles on no es tallen ni dos a dos (vegeu l’exercici I.50). A la geometria hiperbòlica lesmitjanes també es tallen en un punt i, de fet, F. Bachmann va demostrar el 1959 que lesmitjanes es tallen en un punt a qualsevol pla de Hilbert, però Bachmann treballa en unsistema d’axiomes diferent i és complicat adaptar la seva demostració.
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és congruent a l’angle φ(α). Direm que X té prou moviments rígids si: (a)donats A,B, existeix un moviment rígid φ tal que φ(A) = B; (b) donats O,A, A′,existeix un moviment rígid φ que envia la semirecta OA a la semirecta OA′; (c)donada una recta r, existeix un moviment rígid que deixa fixos els punts de r iintercanvia els dos semiplans determinats per r. Demostreu que si X té proumoviments rígids, aleshores l’axioma CAC es compleix.
I.39 Suposem els axiomes I, II, III i suposem també que la suma dels angles dequalsevol triangle és igual a dos rectes. Sigui l una recta i P /∈ l. Tracemla perpendicular per P a l i sigui Q el peu d’aquesta perpendicular. Agafem
A1 ∈ l tal que QA1 ≡ PQ. Agafem A2 ∈ l tal que A1A2 ≡ PA1 i continueminductivament definint punts Ai ∈ l tals que Ai−1Ai ≡ PAi−1. Calculeu elsangles αi.
I.40 Suposem els axiomes I, II, III i l’axioma d’Arquimedes, i suposem també quela suma dels angles de qualsevol triangle és igual a dos rectes. Demostreul’axioma V. (Apliqueu l’exercici anterior.)
I.41 Considerem un pla de Hilbert, és a dir, una geometria que compleix els axiomesd’incidència, ordre i congruència. Demostreu:
(a) Tot triangle té com a mínim dos angles aguts.(b) Considerem un triangle ABC tal que els angles a A i C són aguts. Sigui
X el peu de la perpendicular de B al costat AC . Demostreu que X estàentre A i C .(c) Suposem ara que també es compleix l’axioma d’Arquimedes. Demostreuque si ABC és un triangle tal que la suma dels seus angles val π, existeixun triangle rectangle tal que la suma dels seus angles també val π.
I.42 Demostreu l’existència d’un triangle equilàter de costat donat (proposició pri-mera del llibre primer dels Elements) utilitzant només els axiomes I, II, III, V.Per fer-ho, utilitzeu aquesta figura i el teorema de Pitàgores:12
12Recordem que Euclides demostra això utilitzant l’axioma CC. Aquest exercici ens de-mostra que no cal utilitzar cap axioma de continuïtat: n’hi ha prou amb els axiomes de lageometria absoluta i l’axioma de les paral.leles. Vegeu la nota 3 de la pàgina 34.
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I.43 Suposem els axiomes I, II, III i l’axioma d’Arquimedes, i suposem també que donatun triangle i un segment sempre hi ha un altre triangle que té els mateixosangles que el triangle donat i que té un dels costats igual al segment donat.Demostreu que la suma dels angles de qualsevol triangle és igual a dos rectes.Per fer-ho, apliqueu el teorema de Legendre i inspireu-vos en aquest dibuix:
I.44 Sovint, es defineix un cos ordenat com un cos k en el qual s’ha fixat un sub-conjunt P , els elements del qual s’anomenen positius, que compleix:
(a) k és unió disjunta de P , {0} i −P .(b) La suma i el producte d’elements positiu dóna elements positius.
Demostreu que aquesta definició és equivalent a la definició donada en el text.Demostreu que C no pot ser un cos ordenat.
I.45 Suposem que k és un cos pitagòric. Demostreu: (a) √n ∈ k per tot nombrenatural n; (b) √n± 2√5 ∈ k per tot n ≥ 5.
I.46 Considereu la geometria plana ordinària sobre el cos de Hilbert Ω. (Podeuutilitzar sense demostració que √1 +√2 /∈ Ω.) Demostreu que, en aquestageometria:
(a) No es compleix l’axioma RC de la pàgina 27.
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(b) No hi ha triangles isòsceles de costats arbitraris: trobeu segments AB <
BC tals que no existeix un triangle ABX amb AX ≡ BC ≡ BX .13(c) Hi ha pentàgons regulars.
I.47 Demostreu que el cos de les funcions racionals reals és un cos ordenat noarquimedià i no pitagòric.
I.48 Una sèrie de Laurent formal és una sèrie de potències
f (t) = ∞∑
i=n ait
i
amb coeficients ai reals i amb n variant als nombres enters (també els negatius).Amb les operacions de suma i producte òbvies aquestes sèries formen un cosque es denota R((t)).
(a) Diem que una sèrie de Laurent és positiva si el coeficient no nul de graumínim és positiu. Demostreu que R((t)) és un cos ordenat no arquimedià.(b) Trobeu sèries de Laurent f0 < f1 < . . ., g0 > g1 > · · · tals que fi < gi pertot i i, en canvi, ⋂i [fi, gi] = ∅.(c) En contrast amb l’apartat anterior, demostreu que el cos R((t)) compleixl’axioma de Cantor (vegeu la nota 6 de la pàgina 27). És a dir, si tenimsèries fi, gi com a l’apartat anterior, amb la condició que per tot h ∈ R((t))existeix n0 tal que gn − fn < h per tot n > n0, aleshores ⋂i [fi, gi] 6= ∅.
I.49 Considerem el cos ordenat de les sèries de Laurent formals k := R((t)).
(a) Demostreu que k no és un cos euclidià.(b) Demostreu que si a0 6= 0 és un quadrat, aleshores la sèrie f (t) = a0 +
a1t + a2t2 + · · · és un quadrat.(c) Demostreu que k és un cos pitagòric.(d) Demostreu que a la geometria de k2 no hi ha cap triangle isòsceles ambun costat de longitud 2 i dos costats de longitud 1 + t.
I.50 (a) Considerem el pla R2 de la geometria euclidiana ordinària. Demostreu,aplicant el teorema de Pitàgores, que aquestes dues circumferències
C1 : (x + 2)2 + y2 = 3; C2 : (x − 2)2 + (y− 2)2 = 7.
tallen ortogonalment la circumferència x2 + y2 = 1.
13És a dir, a Ω2 no és certa la proposició 22 del llibre primer dels Elements i això, enparticular, ens demostra que aquella proposició no és un teorema de la geometria absoluta,encara que adjuntem l’axioma de les paral.leles.
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(b) Un dels teoremes clàssics de la geometria d’Euclides afirma que les tresaltures d’un triangle es tallen en un punt, anomenat l’ortocentre del trian-gle. Demostreu que aquest teorema no és vàlid a la geometria absolutatrobant un triangle al pla hiperbòlic que tingui dues altures que no estallin.
Geometria projectiva axiomàtica
I.51 Sigui S la circumferència intersecció de l’esfera unitat de R3 amb el pla z = x−1i sigui f l’aplicació del pla z = x − 1 en el pla z = 0 donada per la projecciócentral des del punt (0, 0, 1). Demostreu que f (S) és una circumferència de cen-tre (1/2, 0, 0). Deduïu que és impossible trobar el centre d’una circumferènciautilitzant només el regle (és a dir, sense utilitzar el compàs).14
I.52 Demostreu que una geometria projectiva no pot ser unió de dues subvarietatspròpies.
I.53 Si A és una subvarietat d’un espai projectiu X i P és un punt de X , definim
C(P, A) = {{P} ∪ {Q ∈ X − {P} : PQ ∩ A 6= ∅} si P /∈ A
A si P ∈ A
Demostreu:
(a) C(P, A) és una subvarietat de X .(b) A+ B = ⋃P∈A C(P,B).
I.54 Demostreu aquesta versió feble de la propietat distributiva de la intersecciórespecte de la suma de subvarietats en un espai projectiu: Siguin R , S i T tressubvarietats d’un espai projectiu i suposem que R ⊆ S. Demostreu
R + (S ∩ T ) = S ∩ (R + T ).
Observeu que la propietat distributiva no és vàlida en general.
I.55 Sigui f : X → Y una col.lineació entre espais projectius. Demostreu:
(a) Si A ⊆ X és una subvarietat, aleshores f (A) ⊆ Y també és una subvarietat.(b) Si A,B ⊆ X són subvarietats, aleshores f (A+ B) = f (A) + f (B).
14Pot semblar curiós que haguem trobat una circumferència que, per projecció centralsobre un pla no paral.lel, es transformi en una altra circumferència (i no pas, per exemple,en una el.lipse). Aquest fet s’entén millor si ens adonem que estem utilitzant la projecció
estereogràfica de l’esfera (sense el pol nord) sobre el pla de l’equador, que té la propietatde conservar les circumferències: les circumferències sobre l’esfera (que no passin pel polnord) es transformen en circumferències del pla.
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I.56 Un departament de matemàtiques vol organitzar 7 màsters diferents. Cadamàster ha de tenir 3 mòduls i dos màsters no poden compartir més d’un mòdul.Només hi ha professorat per impartir 7 mòduls. Com pot fer-ho?
I.57 Sigui X un pla projectiu on hi ha una recta que té n+ 1 punts.
(a) Demostreu que totes les rectes de X tenen n+ 1 punts.(b) Demostreu que X té n2 + n+ 1 punts.(c) Demostreu que X té n2 + n+ 1 rectes.(d) Demostreu que a X per cada punt hi passen exactament n+ 1 rectes.
(Direm que X és un pla projectiu finit d’ordre n.)
I.58 Trobeu tots els plans projectius que tinguin una recta amb només tres punts.
I.59 Sigui X un conjunt finit amb k ≥ 4 elements i anomenem punts els seus ele-ments. Suposem que tenim una família de subconjunts de X , anomenats rectes,i que tenim, per tant, una relació d’incidència entre punts i rectes donada per
∈. Suposem que es compleixen aquestes propietats:
(a) Totes les rectes tenen exactament m punts i es compleix que √k < m < k .(b) Per dos punts diferents hi passa una única recta.
Demostreu que X és un pla projectiu.
I.60 Una configuració és un conjunt de punts i un conjunt de rectes que compleixenaquests axiomes (més febles que els de geometria projectiva): (C1) Hi ha quatrepunts, dels quan no n’hi ha tres d’alineats. (C2) Per dos punts diferents hi passacom a màxim una recta. Sigui C una configuració. Construïu un pla projectiu
X amb una inclusió C ⊂ X que conservi les relacions d’incidència. (Vegeu lapàgina 92.)
I.61 Sigui C una configuració que contingui tres punts x, y, z que no estiguin unitsper una recta. Demostreu que hi ha un pla projectiu X que conté C i tal que
x, y, z no estan alineats a X .15
I.62 Un quadrat llatí d’ordre n és una matriu quadrada n×n formada per elementsdel conjunt {1, 2, . . . , n}, de manera que a cada fila i a cada columna no hi haelements repetits.
• Si G és un grup d’ordre n, construïu, a partir de G, un quadrat llatí d’ordre
n.
15És a dir, no hi pot haver cap teorema que digui «a tot pla projectiu es compleix quesi tenim una configuració tal, aleshores els punts A, B i C estan alineats» (a menys quesigui una tautologia).
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• Si X és un pla projectiu finit d’ordre n (exercici 57), construïu, a partir de
X , un quadrat llatí d’ordre n. (Indicació: escolliu una recta i tres puntsd’aquesta recta. Numereu de 1 a n les rectes que passen per cadascund’aquests tres punts.)
I.63 Dos quadrats llatins A = (ai,j ) i B = (bi,j ) direm que són ortogonals si ala matriu A × B := ((ai,j , bi,j )) no hi ha elements repetits. Sigui X un plaprojectiu finit d’ordre n. Construïu, a partir de X , n− 1 quadrats llatins d’ordre
n, ortogonals dos a dos.16
I.64 Feu un dibuix del pla afí sobre el cos F3 = {0, 1,−1}, indicant totes les sevesrectes. Apliqueu el procés descrit al text i completeu aquest pla afí a un plaprojectiu d’ordre 3.17
I.65 Un codi18 de longitud n és un subconjunt C ⊆ Fn2 . Cada element de C diremque és una paraula del codi («codeword») i és, evidentment, una cadena dezeros i uns de longitud n. La mida M d’un codi és el nombre de paraulesque conté. La distància entre dues paraules és el nombre de posicions on lalletra d’una paraula és diferent de la lletra de l’altra paraula. Per exemple,
d(01101111, 10100110) = 4. Es tracta, efectivament, d’una funció distància a
Fn2 . La distància d d’un codi és el mínim de les distàncies entre les seves
16Els quadrats llatins —i, més exactament, les parelles de quadrats llatins ortogonals—van ser considerats per Euler en un treball del 1782 en el qual va conjecturar que ésimpossible disposar 36 oficials en una formació de 6 × 6 si els oficials pertanyen a sisregiments i tenen sis rangs, i si imposem la condició que a cada fila i a cada columna no hihagi dos oficials del mateix regiment ni del mateix rang. És a dir, va conjecturar que no hiha dos quadrats llatins ortogonals d’ordre 6. El problema clàssic de disposar les cartes A, J,Q, K d’una baralla francesa en una graella 4×4 de manera que a cada fila i a cada columnano hi hagi ni dues cartes del mateix coll ni dues cartes del mateix valor, és el problemade trobar dos quadrats llatins ortogonals d’ordre 4 —que sí que té solució. Modernament,els quadrats llatins ortogonals són útils a moltes àrees com el disseny d’experiments, lacodificació o les telecomunicacions.17Aquest pla projectiu que construïm aquí és l’únic pla projectiu d’ordre 3. Si en lloc delcos de 3 elements agafem el cos de n elements, obtenim un pla projectiu d’ordre n. Com quehi ha un cos amb n elements si i només si n és una potència d’un primer, aquest mètode deconstruir plans projectius finits no ens dóna plans projectius de tots els ordres. De fet, noes coneix per a quins ordres hi ha plans projectius. El 1901 Gaston Tarry va demostrar queno hi ha cap pla projectiu d’ordre 6. Aquest resultat, en particular, va demostrar que eracorrecta la conjectura d’Euler que afirmava que el problema dels 36 oficials no té solució.El cas següent és el del pla projectiu d’ordre 10, que no es va resoldre (negativament) finsel 1989 (amb una gran quantitat de computació per ordinador). En aquests moments (2020),el pla projectiu més petit que no sabem si existeix o no és el d’ordre 12 i, pràcticament,l’únic teorema general que hi ha és el de Bruck–Ryser de 1949 que afirma que si existeixun pla projectiu d’ordre n ≡ 1, 2 (4), aleshores n és suma de dos quadrats.18Aquest exercici i els següents presenten les beceroles de la teoria dels «error correcting
codes», que és una àrea de recerca amb aplicacions tècniques importants en la qual lageometria hi juga un paper significatiu.
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paraules. Si un codi C té longitud n, mida M i distància d, direm que és uncodi (n,M, d). Aquests codis s’utilitzen per transmetre missatges per un canalamb soroll, procedint d’aquesta manera:
(a) Suposem que tenimM missatges diferents que volem transmetre. Escollimun codi C = {xi : 1 ≤ i ≤ M} de mida M .(b) Per transmetre el missatge i enviem els n bits de la paraula xi ∈ C. Elreceptor rebrà n bits y ∈ Fn2 que, degut al soroll, poden ser diferents de
xi.(c) El receptor busca quina és la paraula del codi C més propera a y. Siaquesta paraula és xj , el receptor considera que s’ha rebut el missatge j .Un codi direm que detecta s errors si el receptor pot deduir que la paraula
y que ha rebut no és la que ha enviat l’emissor, encara que en la transmissiós’hagin alterat fins a s bits. Un codi direm que corregeix t errors quan elreceptor pot deduir el missatge correcte encara que en la transmissió s’haginalterat fins a t bits. Suposem que treballem amb un codi (n,M, d).
(a) Demostreu que la distància que hem definit a Fn2 compleix les propietatsd’una distància en un espai mètric.(b) Demostreu que si d ≥ s+ 1, aleshores C detecta s errors.(c) Demostreu que si d ≥ 2t + 1, aleshores C corregeix t errors.(d) Suposeu d = 3. Demostreu M(1 + n) ≤ 2n.
I.66 Sigui X un pla projectiu finit d’ordre a. Numerem de 1 a k := a2 + a + 1 elsseus punts i les seves rectes. Definim un codi C d’aquesta manera:
(a) Les primeres k paraules estan formades de manera que la paraula i té un1 a la posició j si i només si el punt j és a la recta i.(b) Un segon bloc de k paraules s’obté prenent les mateixes paraules delprimer bloc i intercanviant els dígits 0, 1.(c) Finalment, afegim les paraules 1 · · · 1 i 0 · · · 0.
D’aquesta manera hem construït un codi de longitud k i mida 2k + 2. Calculeula distància d’aquest codi.
I.67 És clar que en un codi (n,M, d) ens interessa que M sigui gran (per podertransmetre molts missatges diferents), que n sigui petit (per no haver de trans-metre massa bits redundants) i que d sigui gran (per poder corregir o detectarmolts errors). Hem vist en un exercici anterior que aquestes tres variables estanlligades. Per exemple, si volem transmetre 4 bits (és a dir, M = 16 missatges)de manera que es corregeixi un error (d = 3) necessitem com a mínim n = 7
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bits. És a dir, un codi (7, 16, 3) seria un codi «òptim».19 Demostreu que el pla deFano ens dóna efectivament un codi (7, 16, 3). Descodifiqueu aquest missatge(el missatge original està format per lletres A,...,P)
0110110 1001000 1011001 1101000 0111110 1000001 1100011 0001100
que s’ha codificat amb un pla de Fano en el qual els punts i les rectes s’hannumerat així:
I.68 Els plans projectius finits són un cas particular d’uns objectes combinatorisimportants anomenats 2-dissenys en blocs simètrics. Aquests objectes consis-teixen en un conjunt de punts X i un conjunt B de subconjunts de X , anomenatsblocs, de manera que (1) cada bloc té k > 2 punts; (2) cada punt pertany a kblocs; (3) cada dos punts diferents pertanyen exactament a λ blocs.Suposeu a partir d’ara que λ = 1 i anomenem «rectes» als blocs.
(a) Compteu de dues maneres el nombre d’elements del conjunt
{(P, b) ∈ X × B : P ∈ b}
i demostreu que el nombre de punts és igual al nombre de rectes.(b) Considereu les rectes que passen per un punt fixat i demostreu que elnombre total de punts de X és n := k2 − k + 1.(c) Si hi ha dues rectes que no es tallen, demostreu que hi ha més de n rectes.(d) Demostreu que X és un pla projectiu finit (axiomàtic).
19Es considera que la teoria de codis va néixer el 1950 quan Richard W. Hamming (quetreballava als laboratoris Bell Telephone) va descobrir el que es coneix com a codi de





11. L’espai projectiu d’un espai
vectorial
Q
uan vam voler donar una base matemàtica a una geometria queincorporés el que en vàrem dir «el punt de vista projectiu»vàrem fer-ho a través de considerar com a punts de la geome-tria les rectes d’un espai vectorial que passen per l’origen. Enaquest capítol desenvoluparem amb més detall aquest concepte i entraremuna mica en el corpus del que es coneix com a geometria projectiva.
L’espai projectiuComencem amb un espai vectorial V sobre un cos k i suposem que aquestespai vectorial és de dimensió finita n+ 1 > 0. Definirem l’espai projectiude V de qualsevol d’aquestes dues maneres equivalents:
• P(V ) := {subespais vectorials de V de dimensió 1}.
• P(V ) := conjunt quocient de V − {−→0 } per la relació d’equivalència
−→v ∼ λ−→v , λ 6= 0.
Un conjunt P(V ) construït d’aquesta manera direm que és un espai projectiu
de dimensió n.1
• Recordem que ja havíem donat una definició d’espai projectiu com unsistema de punts i rectes amb una relació d’incidència que compliatres axiomes EP1, EP2, EP3. Per tal d’evitar la confusió entre els dosconceptes, quan hi hagi perill de confusió del «sistema de punts ambtres axiomes» en direm un espai projectiu axiomàtic.
1Podríem generalitzar sense cap dificultat aquesta definició d’espai projectiu al cas que
k no fos un cos sinó que fos un anell de divisió. Recordem que un anell de divisió ésun anell que compleix els axiomes de cos excepte, potser, la propietat commutativa dela multiplicació. Un exemple clàssic d’anell de divisió que no és cos el proporcionen els
quaternions H. Sobre un anell de divisió, també podem parlar d’espais vectorials V —queja no n’hauríem de dir espais vectorials— i també podem definir uns espais projectius P(V ).Convé tenir present l’existència d’aquests espais projectius més generals, però els espaisque considerarem, si no diem el contrari, seran sempre sobre un cos.
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• Observem també que hi ha un decalatge d’una unitat entre la dimen-sió de l’espai vectorial V i el que anomenem «dimensió» de l’espaiprojectiu associat P(V ).• De les definicions de P(V ) que hem donat es dedueix que l’espai pro-jectiu és un quocient de l’espai vectorial (després d’eliminar el vector−→0 ): tenim una aplicació de pas al quocient
π : V − {−→0 } −→ P(V ).
De manera rutinària, pensarem els punts de P(V ) com a classes d’e-quivalència de vectors (no nuls!) de V .
Com sempre que introduïm uns nous objectes, és important introduir elconcepte d’isomorfisme entre aquests objectes. Ho fem així: suposem quetenim dos espais projectius P(V ), P(W ); aleshores, si φ : V → W és unisomorfisme lineal d’espais vectorials, podem considerar l’aplicació
P(φ) : P(V ) −→ P(W )
definida per
P(φ) ([−→v ]) := [φ(−→v )]que és evident que està be definida i és bijectiva. Direm que P(φ) és una
homografia entre els espais projectius P(V ) i P(W ). Observem que unahomografia té una inversa que també és una homografia.Tanmateix, les homografies són un cas particular del concepte una micamés general d’isomorfisme projectiu. Considerem un espai vectorial V sobreun cos k i un espai vectorial W sobre un cos k ′. Un isomorfisme semilineal
φ : V → W . serà una aplicació bijectiva associada amb un isomorfisme de
cossos r : k → k ′ tal que
φ(−→e +−→v ) = φ(−→e ) + φ(−→v ), −→e ,−→v ∈ V
φ(λ−→v ) = r(λ)φ(−→v ), −→v ∈ V , λ ∈ k.
Clarament, un isomorfisme semilineal φ : V → W dóna lloc a una bijecció
P(φ) : P(V ) → P(W ) que direm que és un isomorfisme d’espais projectius iescriurem P(V ) ∼= P(W ).2
2Si k = k ′ tindrem isomorfismes semilineals que no siguin lineals quan el cos baseadmeti algun automorfisme diferent de la identitat. Els cossos Q, R i els cossos finits
Fp amb p primer no tenen automorfismes no trivials. Per tant, per als espais vectorialssobre aquests cossos, semilineal és el mateix que lineal. Com a exemples de cossos ambautomorfismes no trivials tenim C i els cossos finits d’ordre no primer.
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Com a exemple trivial d’isomorfisme d’espais projectius tenim aquest: si
V és un espai vectorial de dimensió n + 1 sobre el cos k sabem que hi haun isomorfisme lineal V ∼= kn+1; per tant, hi haurà un isomorfisme d’espaisprojectius —de fet, una homografia— P(V ) ∼= P(kn+1). Utilitzarem aquestanotació
Pn(k) := P(kn+1)i podem dir que Pn(k) és l’exemple canònic d’espai projectiu de dimensió nsobre el cos k perquè si X és un espai projectiu de dimensió n sobre k ,aleshores X ∼= Pn(k).Si V és un espai vectorial de dimensió n + 1 i E ⊆ V és un subespaivectorial de dimensió m+ 1 > 0, podem considerar una inclusió natural
P(E) ⊆ P(V ).Direm que E és una subvarietat projectiva3 de dimensió m de l’espai pro-jectiu P(V ). En particular, anomenarem recta de P(V ) qualsevol subvarietatprojectiva de dimensió 1, i anomenarem hiperplà de P(V ) qualsevol subva-rietat projectiva de dimensió n− 1.Tenim, doncs, una correspondència bijectiva entre
• Subespais vectorials de dimensió m+ 1 > 0 de V i• subvarietats projectives de dimensió m de P(V ).
Relació amb els espais projectius axiomàticsComençarem demostrant que, amb el concepte de recta que tenim a P(V ),es compleixen els tres axiomes dels espais projectius axiomàtics. Sigui
X = P(V ).
EP1 Tota recta té com a mínim tres punts.Una recta de X és r = P(E) amb dim(E) = 2. Si −→e ,−→v és una base de
E , aleshores [−→e ], [−→v ], [−→e +−→v ] són tres punts diferents de la recta r.EP2 Per dos punts diferents hi passa una única recta.Siguin A = [−→e ] i B = [−→v ] dos punts diferents de X . Com que A 6= B,es compleix que −→e i −→v són linealment independents. Definim E :=
〈−→e ,−→v 〉. Aleshores, és clar que P(E) és l’única recta que passa pelspunts A i B.
3Si el context és clar, en direm simplement «subvarietat». De fet, hauríem de dir-n’hi«subvarietat lineal» però en aquest curs de geometria lineal no cal incloure l’adjectiu«lineal».
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EP3 L’axioma projectiu.Siguin M,N,P,Q ∈ X quatre punts diferents i suposem que la rectaque passa per M i N talla la recta que passa per P i Q. Posem
M = [−→a ], N = [−→b ], P = [−→c ], Q = [−→d ].
Que la recta que passa per M i N talli la recta que passa per P i Qvol dir que els plans 〈−→a ,−→b 〉 i 〈−→c ,−→d 〉 es tallen en una recta. És a dir,hi ha un vector −→u ∈ V tal que
−→u = λ−→a + µ−→b = τ−→c + ρ−→d .
Per tant,
−→v := λ−→a − τ−→c = −µ−→b + ρ−→di el punt [−→v ] ∈ X pertany a la recta que passa per M i P i també a larecta que passa per N i Q.
Recordem que en els espais projectius axiomàtics també teníem un con-cepte de subvarietat (vegeu la pàgina 56). És immediat comprovar que lessubvarietats projectives de P(V ) que acabem de definir són també subvari-etats en el sentit axiomàtic.Finalment, recordem (pàgina 57) que una col.lineació f : X → Y entredos espais projectius axiomàtics és una aplicació bijectiva que té la propietatque A,B, C ∈ X estan alineats si i només si f (A), f (B), f (C ) ∈ Y ho estan.És molt fàcil veure que qualsevol isomorfisme P(φ) : P(V ) → P(W ) és unacol.lineació.Recapitulem: hem vist que P(V ) és un exemple d’espai projectiu axiomà-tic; hem vist que una subvarietat P(E) de P(V ) és un exemple de subvarietatprojectiva axiomàtica; i hem vist que un isomorfisme P(φ) : P(V )→ P(W ) ésun exemple de col.lineació entre espais projectius axiomàtics. La preguntaque, de moment, queda pendent de resposta és si aquests són els únicsexemples.
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onsiderem un espai projectiu X = P(V ) de dimensió n. Ens agra-daria poder assignar alguna mena de coordenades als puntsde X de manera que també poguéssim parlar de les equacionsde les subvarietats projectives de X . La manera de fer-ho ésaquesta:
1. Escollim una base de l’espai vectorial V : −→v 0, . . . ,−→v n.2. Si x és un punt de X , escollim un representant x = [−→v ] i expressemel vector −→v ∈ V com a combinació lineal dels vectors de la base:
−→v = λ0−→v 0 + · · ·+ λn−→v n.3. Diem que les coordenades homogènies de x són λ0, . . . , λn i escrivim
x = {λ0, . . . , λn} .
Observem que X té dimensió n i els punts de X vénen donats per n+1coordenades homogènies.
4. Els escalars λ0, . . . , λn no estan unívocament determinats perquè, si
τ 6= 0, aleshores
{λ0, . . . , λn} = {τλ0, . . . , τλn} .
Quan treballem amb coordenades homogènies hem de recordar quenomés estan determinades llevat del producte per un escalar no nul.És a dir:
{λ0, . . . , λn} = {µ0, . . . , µn} ⇐⇒ {existeix τ 6= 0 tal queλi = τµi, i = 0, . . . , n.
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5. És clar que aquestes coordenades dependran de l’elecció de la base
−→v 0, . . . ,−→v n i que les coordenades d’un mateix punt x seran diferentssi canviem la base. En tot cas, les fórmules de canvi de base de l’àl-gebra lineal ens diuen exactament com canvien aquestes coordenadeshomogènies.
Dit això, ens agradaria poder assignar coordenades als punts de X sense
recórrer a l’espai vectorial V del qual procedeix l’espai projectiu X . És adir, voldríem poder assignar coordenades de manera purament geomètrica.Expliquem ara com ho podem fer.Una referència projectiva a X és una família (ordenada) de n+ 2 puntsde X
U0, . . . , Un, Uque tenen la propietat que, donats n+ 1 punts qualsevol d’aquesta família,no hi ha cap hiperplà de X que els contingui. Per exemple, si X és unarecta, una referència projectiva estarà formada per tres punts diferents; si
X és un pla, una referència projectiva estarà formada per quatre punts demanera que no n’hi hagi tres d’alineats (és a dir, un quadrilàter ). L’últimpunt de la referència de vegades s’anomena punt unitat de la referència.El resultat següent es pot demostrar fàcilment com a exercici:
Si U0, . . . , Un, U és una referència projectiva de X = P(V ), exis-
teix una base −→v 0, . . . ,−→v n de V tal que
Ui = [−→v i], i = 0, . . . , n i U = [−→v 0 + · · ·+−→v n].
Aquesta base és única llevat del producte per un escalar diferent
de zero. És a dir, si −→u o, . . . ,−→u n és una altra base de V que
compleix la mateixa propietat anterior, existeix un escalar τ 6= 0
tal que −→u i = τ−→v i, 0 ≤ i ≤ n.
Per tant, si tenim una referència projectiva U0, . . . , Un, U de X i escollim unabase de V com la que el resultat anterior ens diu que existeix, les coordena-des homogènies d’un punt respecte d’aquesta base estan ben determinadesi només depenen de la referència projectiva que hem escollit. En particular,les coordenades dels punts de la referència són
Ui = {0, . . . , 1, . . . , 0}, i = 0, . . . , n (el 1 es troba a la posició i)
U = {1, . . . , 1}.
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Equacions d’una subvarietat projectivaSigui X = P(V ) un espai projectiu de dimensió n i sigui H ⊂ X un hiperplà.Per definició, tindrem H = P(E) on E és un subespai vectorial de dimensió
n de V . Suposem que hem escollit una base de V , ja sigui directament o apartir d’una referència de X . Aleshores, els vectors de V tindran coordena-des, els punts de X tindran coordenades homogènies i un subespai vectorialde codimensió 1 com E tindrà una equació de la forma1
a0x0 + · · ·+ anxn = 0.Direm que aquesta equació és també l’equació de l’hiperplà H perquè, efec-tivament
x = {λ0, . . . , λn} ∈ H ⇐⇒ a0λ0 + · · ·+ anλn = 0.
Observem que, encara que sempre parlem de l’equació d’un hiperplà,aquesta equació no és única perquè si τ 6= 0, aleshores les equacions
τa0x0 + · · · + τanxn = 0 i a0x0 + · · · + anxn = 0 representen el mateixhiperplà. És la mateixa situació de les coordenades homogènies.En el cas general d’una subvarietat projectiva qualsevol de P(V ), la si-tuació és la mateixa que en el cas dels subespais vectorials de V : s’obtenencom a intersecció d’hiperplans i, en conseqüència, les podem descriure peruna família (no única) d’equacions d’hiperplans.
Intersecció i suma de subvarietatsSigui X = P(V ) un espai projectiu i siguin Y1 = P(E1) i Y2 = P(E2) duessubvarietats projectives de X . A partir d’aquestes dues subvarietats enpodem construir dues més:
• La intersecció Y1 ∩ Y2 que està formada pels punts comuns a Y1 i Y2.És clar que es tracta d’una subvarietat (sempre que no sigui el conjuntbuit!) perquè, evidentment,
Y1 ∩ Y2 = P(E1 ∩ E2).1Si volem incloure el cas que k no sigui un cos sinó només un anell de divisió (vegeu lanota 1 de la pàgina 84), l’equació d’un hiperplà no tindrà la forma anterior sinó que tindràaquesta forma
x0a0 + · · ·+ xnan = 0.Per aquest motiu, seria més correcte escriure sempre les equacions dels hiperplans amb lesincògnites a l’esquerra: x0a0 + · · ·+xnan = 0 i, de fet, si volem considerar espais projectiusdefinits sobre un anell de divisió que no sigui un cos, aleshores és imprescindible escriureles equacions de les subvarietats amb les incògnites a l’esquerra.
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• Las suma Y1 + Y2 que es pot definir de dues maneres:1. Y1 + Y2 := P(E1 + E2).2. Y1 + Y2 és la suma de les subvarietats Y1 i Y2 en el sentit delsespais projectius axiomàtics (pàgina 57). És a dir: si P(F ) ⊇
P(E1) ∪ P(E2), aleshores P(F ) ⊇ P(E1) + P(E2).No és difícil veure que les dues definicions són equivalents (exercici
II.2). La primera ens diu que la suma de subvarietats és també unasubvarietat.Un exemple elemental de suma de subvarietats ens el dóna la sumade dos punts diferents (entesos com a subvarietats): A+B és la rectaque passa per A i B.
Fórmula de GrassmannSi X = P(V ) és un espai projectiu i Y1 = P(E1) i Y2 = P(E2) són dues subva-rietats projectives de X , la fórmula de Grassmann relaciona les dimensionsde les subvarietats Y1, Y2, Y1 + Y2, Y1 ∩ Y2. La fórmula és molt senzilla i diuaixò: dim(Y1 + Y2) + dim(Y1 ∩ Y2) = dimY1 + dimY2.Fem aquests dos comentaris:
• Si Y1 ∩ Y2 = ∅, cal interpretar el significat de la fórmula perquè ∅ noés un espai projectiu. En aquest cas, la fórmula segueix essent vàlidasi, per conveni, posem dim(∅) = −1.
• La fórmula es dedueix immediatament de la fórmula de Grassmann pera subespais vectorials de V
dim(E1 + E2) + dim(E1 ∩ E2) = dimE1 + dimE2
que s’estudia en els cursos d’àlgebra lineal.
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na configuració és un conjunt finit de punts i un conjunt finit derectes que compleixen aquests dos axiomes (més febles que elsde geometria projectiva): (C1) Hi ha quatre punts, dels quanno n’hi ha tres d’alineats. (C2) Per dos punts diferents hi passacom a màxim una recta (vegeu l’exercici I.60).1 En particular, una geometriaprojectiva (axiomàtica) finita és una configuració, però hi ha configuracionsque no compleixen els axiomes de geometria projectiva. Per exemple, unaconfiguració molt senzilla és el quadrilàter : quatre punts i quatre rectesamb les incidències que es dedueixen d’aquest esquema gràfic:
Un isomorfisme f : C → D entre dues configuracions C i D és unaaplicació bijectiva fp entre els punts de C i D i una aplicació bijectiva frentre les rectes de C i D de manera que A ∈ s a C si i només si fp(A) ∈ fr(s)a D . Un automorfisme d’una configuració C és un isomorfisme f : C → C.Una configuració C direm que és regular si, donats dos punts P,Q ∈ C,existeix un automorfisme f : C → C tal que f (P) = Q. És a dir, en unaconfiguració regular, tots els punts són «iguals» entre ells. Per exemple, elquadrilàter de l’exemple anterior és una configuració regular.Si C és una configuració i intercanviem els punts i les rectes obtenim
C∗ que té per punts les rectes de C, té per rectes els punts de C i té la
1A la bibliografia hi podem trobar definicions diverses del concepte de configuració.Aquí prenem aquesta definició concreta que és força general i s’adiu al punt de vista queara ens interessa.
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mateixa relació d’incidència de C. Observem que C∗ pot ser que no siguiuna configuració. Una configuració C direm que és autodual si tenim unisomorfisme C ∼= C∗. Per exemple, el quadrilàter de l’exemple anterior ésautodual.Si X és una geometria projectiva i C és una configuració, pot ser quetinguem una inclusió C ⊆ X que respecti les incidències o pot ser que siguiimpossible incloure C a X . Veurem exemples de seguida, però siguem aramés precisos en la definició d’inclusió C ⊆ X . Entendrem aquesta inclusiócom una aplicació injectiva ip dels punts de C en els punts de X i unaaplicació injectiva ir de les rectes de C en les rectes de X tals que si A ∈ s,aleshores ip(A) ∈ ir(s).Direm que C és realitzable a X si existeix una inclusió C ⊆ X . Diremque C és un teorema a X si es compleix això: si r és una recta qualsevol de
C, tota inclusió C−r ⊆ X es pot estendre a una inclusió C ⊆ X . És a dir, a Xl’existència de la recta r es una conseqüència de la resta de la configuració.Per exemple, la configuració del quadrilàter és (trivialment) un teorema atota geometria projectiva: Si a X tenim 4 punts A,B, C,D units per les tresrectes AB, BC i CD, segur que també tenim a X una recta AD.
La configuració de FanoLa configuració de Fano és una configuració de set punts i set rectes quees pot definir de diverses maneres.
• És la configuració descrita per aquest esquema gràfic:
• És l’únic pla projectiu d’ordre2 2.
• És el pla projectiu P2(F2).
2L’ordre d’un pla projectiu finit és el nombre de punts de qualsevol recta menys u. Vegeul’exercici I.57.
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• És un quadrilàter amb les seves diagonals que té els punts diagonalsalineats. Anomenem punts diagonals d’un quadrilàter ABCD els punts
AB ∩ CD, AC ∩ BD i AD ∩ BC .
És molt fàcil veure que la configuració de Fano és autodual i regular. Perveure que és regular, observem que la configuració és igual a P2(F2) =
P
((F2)3) i els automorfismes de l’espai vectorial (F2)3 ens permeten trans-formar qualsevol punt en qualsevol altre punt.Ens podem preguntar a quins espais projectius la configuració de Fano ésun teorema o a quins és realitzable. Cal treure una recta de la configuraciói, com que és autodual i regular, no importa quina és la recta que traiem.Suposem, doncs, que tenim aquesta configuració inclosa a un espai projectiu
Pn(k), n ≥ 2:
Per la fórmula de Grassmann, aquesta configuració estarà en un pla. Pertant, no és restrictiu suposar que l’espai projectiu ambient és P2(k). Aga-fem una referència projectiva formada pels punts A, B, C , U i calculem lesequacions de les diverses rectes de la configuració:
AC : y = 0; BC : x = 0; AU : y = z; CU : x = y; BU : x = z.
Ara podem calcular les coordenades dels punts P i R . Obtenim P = {0, 1, 1},
R = {1, 0, 1}. Per tant, la recta PR és x + y = z i finalment podem deter-minar les coordenades del punt Q: Q = {1, 1, 2}.La configuració de Fano es podrà incloure a P2(k) si i només si els punts
A,B,Q estan alineats a P2(k). Una recta ax+by+cz = 0 passa per aqueststres punts si i només si a = b = 2c = 0. Això és possible si i només si lacaracterística del cos k és igual a dos. Hem demostrat aquest resultat:
La configuració de Fano és un teorema (és realitzable) a Pn(k)
(n ≥ 2) si i només si el cos k té característica 2.
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La configuració de PapposPappos d’Alexandria va ser un gran matemàtic del segle IV i entre la sevaimportant obra científica hi trobem un teorema de geometria lineal «ele-mental» que té a veure amb una configuració de nou punts i nou rectes queara es coneix com a configuració de Pappos. Aquesta configuració es potdefinir de diverses maneres.
• És la configuració descrita per aquest esquema gràfic:
• És la configuració que té per punts els elements del grup abelià
Z/9Z = {0, 1, 2, 3, 4, 5, 6, 7, 8} i que té per rectes les ternes {i, j, k}tals que3
i+ j + k = 0, i, j, k diferents mod 3.Per veure que aquesta configuració és la mateixa d’abans, fem aques-tes identificacions entre els punts de l’esquema anterior i els elementsde Z/9Z:
A = 8, B = 0, C = 1, A′ = 5, B′ = 6, C ′ = 7, P = 4, Q = 3, R = 2.• És la configuració que s’obté a partir del pla afí sobre F3 desprésd’eliminar tres rectes paral.leles (vegeu l’exercici I.64).• És una versió de l’Hexagrammum Misticum de Pascal (vegeu la pàgina52) quan la cònica és substituïda per dues rectes.
La descripció de la configuració a partir del pla afí sobre el cos F3 enspermet demostrar que la configuració és regular. En efecte, en un pla afípodem passar de qualsevol punt a qualsevol altre punt a través d’una trans-
lació.4 Com que les translacions envien rectes paral.leles a rectes paral.leles,
3Aquesta descripció de la configuració de Pappos apareix a H. S. M. Coxeter, The Pappus
Configuration and the Self-inscribed Octagon, Indag. Math. 1977, que l’atribueix a unaresposta d’un estudiant de grau en un examen.4Estudiarem tot això amb més detall a la part III dedicada a la geometria afí.
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les translacions també són automorfismes de la configuració de Pappos.La configuració de Pappos també és autodual. Per exemple, un isomor-fisme entre la configuració i la configuració dual pot ser aquest:
A 7→ {CB′R}, B 7→ {ABC}, C 7→ {CQA′},
P 7→ {APB′}, Q 7→ {PQR}, R 7→ {BPA′},
A′ 7→ {AQC ′}, B′ 7→ {A′B′C ′}, C ′ 7→ {BC ′R}.
Ens podem preguntar quines geometries projectives la configuració dePappos és un teorema. Cal treure una recta de la configuració i, com que ésautodual i regular, no importa quina és la recta que traiem. Suposem, doncs,que traiem la recta que uneix els punts P,Q,R i que tenim la configuracióque resta inclosa a un espai projectiu Pn(k). Observem que la configuracióestà necessàriament inclosa en un pla i, per tant, podem suposar n = 2.Prenem una referència projectiva formada pels punts A′, C ′, A, P i anem cal-culant les coordenades dels diversos punts i les equacions de les diversesrectes. L’objectiu és veure si els punts P,Q,R estan sempre alineats. De fet,el teorema que va demostrar Pappos al segle IV diu que sí. Per motius quequedaran clars més endavant, no volem utilitzar la propietat commutativade la multiplicació i, per tant, cal ser molt curosos amb distingir entre ab i
ba i també cal escriure «correctament» les equacions de les rectes amb lesincògnites a l’esquerra (vegeu la nota 1 de la pàgina 90). Tindrem
on a 6= 1 i b 6= 0, 1 són elements arbitraris del cos base k . Finalment, larecta PQ serà la recta x(b − 1) − yb + z = 0 i la recta CB′ serà la recta
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x − y+ zb−1(1− a) = 0. Aleshores,
R = {a, a+ b−1(1− a), 1}
i quan volem comprovar si aquest punt R pertany a la recta PQ veiem queaixò és cert si i només si ba = ab. Com que k és un cos, la multiplicacióés commutativa i deduïm que P,Q,R estan alineats. Recordem, però, quehavíem dit que els espais projectius Pn(k) es poden definir també si k ésun anell de divisió (vegeu la nota 1 de la pàgina 84), encara que no siguiun cos. En aquest cas, els punts P,Q,R poden no estar alineats. Hemdemostrat això:
Sigui k un anell de divisió. La configuració de Pappos és un
teorema a Pn(k) si i només si k és un cos, és a dir, si i només si
la multiplicació de k és commutativa.
En particular, si k = H —el «cos no commutatiu» dels quaternions—, el
teorema de Pappos és fals.5
5En aquesta configuració es veu clara la distinció entre «ser realitzable a Pn(k)» i «serun teorema a Pn(k)»: si k no és commutatiu, podrem trobar punts A,B, C, A′, B′, C ′ de ma-nera que els punts P,Q,R no estiguin alineats però sí que podem incloure la configuracióde Pappos a Pn(k) escollint els punts B i C de manera que ab = ba.
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L
’any 1648 Abraham Bosse, deixeble del matemàtic francès GirardDesargues (1591–1661), va publicar un tractat de perspectivatitulat Maniere Universelle de Mr Desargues pour pratiquer
la perspective par petit-pied, comme le Geometral,1 al final del
1És interessant analitzar una mica el gravat que hi ha a l’inici del llibre. Hi apareixendues figures femenines. La de l’esquerra —que es veu clarament que té una posició depreeminència— representa la geometria i es recolza en una sòlida columna. A la mà dretahi duu el compàs i al seu costat hi ha el regle i l’escaire i també una quadrícula cartesiana.Mira amb atenció —i una certa condescendència— el dibuix que li mostra la figura de ladreta. Aquesta segona figura podríem dir que representa la teoria de la perspectiva i esrecolza clarament en la geometria mentre li mostra, com una deixebla a la seva mestra, elsseus resultats sobre la perspectiva.
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qual va incloure un curiós teorema de geometria lineal. Va ser Hilbert qui vaadonar-se que aquest teorema de Desargues —juntament amb el teoremade Pappos, íntimament relacionats—- era la pedra angular de la coordinació—és a dir, la introducció de coordenades— de la geometria.Per tal d’explicar el contingut del teorema de Desargues, comencemintroduint dos conceptes de triangles en perspectiva. Suposem que tenimdos triangles i que hem donat noms A,B, C i A′, B′, C ′ als seus vèrtex i noms
a, b, c i a′, b′, c′ als seus costats, de manera que el costat a sigui oposat alvèrtex A, etc. No cal que els triangles estiguin en un mateix pla.
• Direm que els dos triangles estan en perspectiva respecte d’un puntsi les rectes AA′, BB′ i CC ′ són concurrents.
• Direm que els dos triangles estan en perspectiva respecte d’una rectasi els punts a ∩ a′, b ∩ b′ i c ∩ c′ estan alineats.
Observem que, si estem en un pla projectiu, aquests dos conceptes són dualsun de l’altre. En el primer cas, parlarem del centre de perspectiva i en el
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segon cas parlarem de l’eix de perspectiva. Per exemple, al dibuix originaldel llibre de Bosse els triangles bEf i aDg estan en perspectiva respectedel punt c i també estan en perspectiva respecte de la recta HlK . Això noés cap coincidència perquè el teorema de Desargues afirma:
Si dos triangles estan en perspectiva respecte d’un punt, també
estan en perspectiva respecte d’una recta.2
També podem entendre aquest teorema en el context de les configuracionsque hem introduït en el capítol anterior. La configuració de Desarguesés una configuració de 10 punts i 10 rectes que es pot definir de diversesmaneres:
• És la configuració descrita per aquest esquema gràfic (l’ombrejat delstriangles i els colors dels punts només tenen un caràcter mnemotècnic):
• És la configuració que té com a punts tots els subconjunts de doselements del conjunt S = {1, 2, 3, 4, 5}, té com a rectes tots els sub-conjunts de tres elements de S i té com a relació d’incidència la per-tinença. La comprovació que aquesta configuració és la mateixa del’apartat anterior és trivial.• És la configuració formada per dos triangles que estan simultàniamenten perspectiva respecte d’un punt i en perspectiva respecte d’una recta.
2És molt fàcil veure que el teorema de Desargues implica el seu recíproc. En conclusió,podem afirmar que dos triangles estan en perspectiva respecte d’un punt si i només si ho
estan respecte d’una recta.
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La segona definició té l’avantatge que ens permet veure que la configuracióde Desargues és autodual i regular. En efecte, qualsevol permutació delconjunt S = {1, 2, 3, 4, 5} dóna un automorfisme de la configuració i, pertant, la configuració és regular. D’altra banda, hi ha una correspondènciabijectiva entre els subconjunts de dos elements i els subconjunts de treselements de S que inverteix les inclusions i això ens diu que la configuracióés autodual.Volem demostrar ara el teorema de Desargues o, més en general, volemdeterminar a quins espais projectius Pn(k) la configuració de Desargues ésun teorema. El resultat és aquest:
La configuració de Desargues és un teorema a tots els espais
projectius Pn(k) (fins i tot si k és un anell de divisió).
Per motius que quedaran clars més endavant, donarem tres demostracionsd’aquest teorema. Com que la configuració és regular i autodual, n’hi haprou amb demostrar que els tres punts vermells estan alineats.
[Primera demostració: aplicant Pappos] Hi ha una manera enginyosa dedemostrar el teorema de Desargues aplicant tres vegades el teorema dePappos. En cada pas apliquem el teorema de Pappos a les dues rectes decolor groc fosc del dibuix següent i deduïm l’existència de la recta de colorvermell.
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Aquesta demostració té només dos petits problemes. En primer lloc, nomésés vàlida en el pla. Observem que, al contrari del que passa amb la confi-guració de Pappos, la configuració de Desargues pot ser no plana: n’hi haprou que els dos triangles inicials no estiguin en un mateix pla. En aquestcas, el teorema de Desargues segueix essent cert, però no es pot demostraramb Pappos perquè la configuració de Pappos sí que està sempre contin-guda en un pla. En segon lloc, pel teorema que hem vist al capítol anterior,només podem aplicar Pappos si som a P2(k) quan k és un cos i, per tant,no cobrim el cas general d’un espai projectiu sobre un anell de divisió.
[Segona demostració: utilitzant la tercera dimensió] Si suposem que elsdos triangles no estan en un mateix pla, la demostració del teorema deDesargues és trivial! Vegem-ho.
Comencem observant que aquesta configuració sempre està contingudaen una subvarietat de dimensió 3 (i que els punts de color vermell existeixennecessàriament com a conseqüència de l’axioma projectiu). Aleshores, si elsdos triangles estan en plans diferents, el punts de color vermell estan a laintersecció d’aquests dos plans. Per la fórmula de Grassmann, la interseccióde dos plans diferents de P3(k) és una recta i... equiliquà! Els tres puntsestan alineats. Absolutament trivial, sense utilitzar ni coordenades ni resmés que no siguin les propietats geomètriques que es dedueixen dels tresaxiomes de la geometria projectiva!3
3Sí que estem utilitzant la fórmula de Grassmann que només hem demostrat a Pn(k)i no pas a un espai projectiu axiomàtic general. Aquest problema no és greu perquè éspossible (i no gaire difícil) desenvolupar una teoria de la dimensió per a espais projectiusaxiomàtics i demostrar que la fórmula de Grassmann també és vàlida en general.
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Per tant, la part no trivial del teorema de Desargues és demostrar-loen el pla. Suposem, doncs, que els dos triangles estan en un mateix plai, en conseqüència, tota la configuració (sense l’eix de perspectiva) estàcontinguda en un pla.Agafem ara un punt O que estigui fora d’aquest pla i l’unim amb cadavèrtex del primer triangle T . Escollim un nou punt O′ alineat amb O i ambel centre de perspectiva dels triangles. Unim O′ amb cada vèrtex del segontriangle T ′. Fent intersecció d’aquestes rectes que hem dibuixat (els puntsd’intersecció existeixen per l’axioma projectiu), trobarem un tercer triangle
T ′′ que tindrà aquestes propietats:
1. T ′′ està en perspectiva amb T respecte de O.
2. T ′′ està en perspectiva amb T ′ respecte de O′.
3. T ′′ està en un pla diferent del pla on són T i T ′
4. Tota la configuració que tenim ara està continguda en una subvarietatde dimensió tres.
Per tant, podem aplicar el trivial cas tridimensional del teorema de Desar-gues als triangles T i T ′′ i també als triangles T ′ i T ′′. La conclusió és que
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T i T ′ estan en perspectiva respecte d’una recta i hem demostrat el teoremade Desargues.Aquesta demostració té dues característiques molt interessants:
• Només utilitza els conceptes fonamentals d’incidència i, per tant, ésvàlida a qualsevol geometria projectiva axiomàtica, no només a Pn(k).4• Utilitza la tercera dimensió. Observem que, encara que només vulguemdemostrar el teorema en un pla projectiu, necessitem utilitzar puntsfora del pla. El teorema queda demostrat a Pn(k), per n ≥ 3 i tambéa qualsevol geometria projectiva axiomàtica de dimensió ≥ 3. En elcas d’un pla projectiu, com que P2(k) ⊂ P3(k), el teorema també estàdemostrat per a P2(k). Finalment, si X és un pla projectiu axiomàticque pugui incloure’s com a subvarietat en un espai projectiu axiomàticde dimensió 3, el teorema també serà cert a X .
En resum:
El teorema de Desargues és vàlid a qualsevol espai projectiu
axiomàtic de dimensió ≥ 3 i, més en general, a qualsevol es-
pai projectiu axiomàtic que sigui subvarietat d’un espai projectiu
axiomàtic de dimensió ≥ 3. En particular, és vàlid a Pn(k) per
tot anell de divisió k i tot n ≥ 2.
Com a conseqüència, els únics espais projectius axiomàtics on podria fa-llar el teorema de Desargues són els plans projectius axiomàtics. L’exercici
I.60 ens diu que, efectivament, hi ha plans projectius on no es compleix elteorema de Desargues: s’anomenen plans no desarguesians. Necessària-ment, un pla no desarguesià no pot ser isomorf a cap P2(k) ni tampoc espot incloure a cap espai projectiu de dimensió 3.
[Tercera demostració: a P2(k)] Si volem demostrar el teorema de Desar-gues a un pla projectiu P2(k) sense recórrer a la tercera dimensió, ja hemvist que no podrem evitar haver d’utilitzar coordenades. La demostració ésrelativament senzilla i s’assembla a la demostració del teorema de Papposamb coordenades que vam fer al capítol anterior: es tracta de prendre unsistema de referència, calcular les coordenades dels punts P , Q, R on estallen els costats respectius dels dos triangles i veure que estan alineats.Per tal que la demostració sigui també vàlida sobre un anell de divisió que
4Vegeu també la nota 3.
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no sigui cos, evitem aplicar la propietat commutativa de la multiplicació.Observem que la recta xb+ ya+ z(c − b− a− 1) = 0 passa per P , Q, R .
El teorema de coordinacióHem vist que el teorema de Desargues es compleix sempre als espais pro-jectius Pn(k) però pot fallar en alguns plans projectius axiomàtics. En par-ticular, la validesa del teorema de Desargues és una condició necessàriaperquè un espai projectiu axiomàtic X pugui ser isomorf a un espai projec-tiu Pn(k) per algun anell de divisió k . És a dir, és una condició necessàriaperquè puguem introduir coordenades a X . Recordem que un espai pro-jectiu axiomàtic és un concepte geomètric basat únicament en tres axiomessenzills, mentre que Pn(k) és un concepte que neix al món de l’àlgebra i queinvolucra la teoria de cossos i la teoria d’espais vectorials.El teorema de coordinació —que no podem demostrar aquí— afirma quela validesa del teorema de Desargues és suficient per poder afirmar que unespai projectiu axiomàtic X és isomorf a algun Pn(k).
Sigui X un espai projectiu axiomàtic de dimensió finita n > 1
on es verifiqui el teorema de Pappos. Existeix un cos k i un
isomorfisme X ∼= Pn(k). Si no es verifica el teorema de Pappos
però sí que es verifica el teorema de Desargues, també tenim
X ∼= Pn(k) per algun anell de divisió k .Ja es veu que aquest teorema té una importància conceptual enorme: po-dríem dir, d’alguna manera, que justifica el pas de la geometria a l’àlgebra.
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Si iniciem el nostre estudi de la geometria només amb els conceptes depunt i recta, si acceptem tres axiomes elementals —les rectes tenen com amínim tres punts, per dos punts hi passa una única recta, si dos costats d’unquadrilàter es tallen, també es tallen els altres dos costats— i si, finalment,es verifica la configuració de Desargues, aleshores aquesta geometria queestem estudiant és la geometria P(V ) que neix a un espai vectorial V sobreun anell de divisió k , els seus punts vénen determinats per coordenades ho-mogènies a valors a k i les seves rectes vénen donades per equacions ambcoeficients a k . Si la dimensió és ≥ 3, ni tan sols cal exigir la configuracióde Desargues. Si es compleix Pappos, k és un cos.
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H
em vist que els espais projectius Pn(k) són exemples d’espaisprojectius axiomàtics de dimensió finita. El teorema de coor-dinació afirma que, exceptuant els plans projectius no desar-guesians, són els únics exemples. D’altra banda, si φ : V → Wés un isomorfisme semilineal entre dos espais vectorials de dimensió finita,aleshores l’homografia P(φ) : P(V ) → P(W ) és un exemple de col.lineació.El teorema que estudiarem ara afirma que, en dimensió > 1, aquestes col-lineacions P(φ) són els únics exemples possibles. Aquest teorema es coneixtradicionalment com a teorema fonamental de la geometria projectiva peròalguns autors prefereixen dir-ne, d’una manera més descriptiva, teorema
de representació perquè, efectivament, ens diu que tota col.lineació pot
representar-se per una aplicació semi-lineal.
[T. de representació] Sigui f : P(V )→ P(W ) una col.lineació entre
espais projectius de dimensió finita > 1. Aleshores, existeix un
isomorfisme semilineal φ : V → W tal que f = P(φ).
Si el teorema de coordinació ens porta dels punts i les rectes als espaisvectorials i a les coordenades, aquest «teorema de representació» ens portade les col.lineacions —aplicacions bijectives que conserven les rectes— ales aplicacions lineals i a les matrius.La demostració d’aquest teorema és massa llarga per poder-la incloureaquí. Fem aquestes observacions:
• La restricció a dimensió > 1 és clarament necessària perquè qualsevolbijecció f : P1(k) → P1(k) és una col.lineació, però no tota bijeccióprocedeix d’una aplicació semilineal. Discutirem amb més profunditataquest problema més endavant.• Considerem el cas d’una col.lineació f : Pn(k)→ Pn(k) on k és un cosque —com passa amb Q, R o Fp— no té cap automorfisme diferentde la identitat. El teorema fonamental ens diu que f ha de ser una
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homografia i, per tant, es pot descriure per una matriu invertible demida (n+ 1)× (n+ 1).• En la situació anterior, la matriu que representa f no és única perquèés clar que si λ 6= 0 és un escalar, aleshores les col.lineacions P(φ)i P(λφ) són la mateixa. Aquest és l’únic problema possible: duesmatrius donen lloc a la mateixa col.lineació si i només si difereixen enun escalar no nul (exercici II.5).• Les col.lineacions f : Pn(k) → Pn(k) on k és un cos sense automor-fismes no trivials formen un grup amb l’operació de composició. Endirem el grup projectiu PGLn+1(k). El teorema fonamental ens diuque aquest grup és igual al quocient del grup lineal GLn+1(k) pel sub-grup normal de les matrius escalars.1
PGLn+1(k) ∼= GLn+1(k)/k∗.
La raó dobleSiguin A,B, C,D ∈ P(V ) quatre punts alineats en un espai projectiu i su-posem que A,B, C són diferents. Podem associar a aquests quatre puntsun escalar (A,B, C,D) que té propietats interessants i que pot definir-sed’aquestes dues maneres equivalents:
1. Sigui A = [−→v 1], B = [−→v 2], C = [−→v 3], D = [−→v 4], amb la qual cosa
L = 〈−→v 1,−→v 2〉 serà la recta que conté els quatre punts. Escrivim
−→v 3 = λ1−→v 1 + λ2−→v 2
−→v 4 = µ1−→v 1 + µ2−→v 2
Aleshores, definim (A,B, C,D) := λ2 µ1λ1 µ2 .Observem que això està ben definit, és a dir, no depèn dels represen-tants escollits per als punts A,B, C,D. Si D = A (i només en aquestcas), el denominador de la fracció anterior seria 0. Aleshores, posem(A,B, C,D) =∞.2. La recta que conté els quatre punts A,B, C,D és un espai projectiude dimensió 1 i A,B, C formen una referència projectiva. Respecte
1Les matrius escalars són les matrius diagonals amb tots els elements de la diagonaliguals. Aquest subgrup és isomorf al grup multiplicatiu del cos base.
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d’aquesta referència projectiva, el punt D té unes coordenades homo-gènies D = {a, b}. Definim
(A,B, C,D) := ab ∈ k ∪ {∞}.
Entre les propietats de la raó doble volem fer esment d’aquestes:
• (A,B, C, A) =∞, (A,B, C, B) = 0, (A,B, C, C ) = 1.
• (A,B, C,−) dóna una bijecció entre els punts de la recta AB i el conjunt
k ∪ {∞}. En el cas particular que (A,B, C,D) = −1 es diu que elspunts A,B, C,D formen una quaterna harmònica.
• Si σ és una permutació qualsevol dels punts A,B, C,D, la raó doble
ρ = (A,B, C,D) determina la raó doble (σ (A), σ (B), σ (C ), σ (D)). Perexemple, tenim aquestes fórmules:
(A,B,D, C ) = ρ−1; (A, C, B,D) = 1− ρ; (A,D,B, C ) = 1− ρ−1; etc.
• L’origen del nom «raó doble» s’entén millor si considerem que, en uncert sistema de referència, els punts tenen coordenades A = {1, a},
B = {1, b}, C = {1, c}, D = {1, d}. En aquesta situació, un càlculsenzill ens diu que la raó doble (A,B, C,D) val
(A,B, C,D) = (b− d)/(b− c)(a− d)/(a− c) .
És a dir, si pensem els punts A,B, C,D com elements del cos base
k , podem entendre la raó doble com una raó entre les raons de les«distàncies» entre aquests punts:
|(A,B, C,D)| = |BD||BC | : |AD||AC | .
• Si un dels punts està «infinitament lluny» dels altres tres, la raó doblees converteix en una «raó simple». Més concretament, si en un certsistema de referència tenim A = {1, a}, B = {1, b}, C = {1, c}, D =
{0, 1}, aleshores
|(A,B, C,D)| = |AC ||BC | .
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• Pel principi de dualitat, aquest concepte de raó doble de quatre puntsalineats ha de tenir un concepte dual que serà el de raó doble de
quatre rectes concurrents en un pla projectiu. Aquest concepte es potdefinir així: siguin a, b, c, d quatre rectes d’un pla concurrents en unpunt P; suposem que a, b, c són diferents; escollim una recta r queno passi per P i siguin A := a ∩ r, B := b ∩ r, C := c ∩ r, D := d ∩ r;definim (a, b, c, d) := (A,B, C,D) ∈ k ∪ {∞}.Cal veure que està ben definit, és a dir, que no depèn de la recta
r que haguem escollit. Suposem que escollim una altra recta s queens dóna els quatre punts A′, B′, C ′, D′. Cal veure que (A,B, C,D) =(A′, B′, C ′, D′).
Sense pèrdua de generalitat, podem suposar que A,Q,P, B′ és unsistema de referència, on Q és el punt on es tallen les rectes r i s. Enaquest sistema de referència tenim
A = {1, 0, 0}, B = {1, 1, 0}, C = {a, 1, 0}, D = {b, c, 0},
A′ = {1, 0, 1}, B′ = {1, 1, 1}, C ′ = {a, 1, a}, D′ = {b, c, b}per uns certs a, b, c amb a 6= 1. Aplicant la definició de la raó dobleobtenim (A,B, C,D) = b− cc(a− 1) = (A′, B′, C ′, D′).
• És un invariant projectiu. Expliquem què volem dir amb això. Suposemque tenim dues rectes concurrents L1, L2 dins d’un espai projectiu dedimensió ≥ 2. Suposem que des d’un punt P , exterior a L1 i L2 —el«centre de perspectiva»—, projectem la recta L1 sobre l’altra recta
L2. Tenim una aplicació f : L1 → L2 tal que f (A) és el punt L2 ∩ PA.Direm que f és una perspectivitat. La composició de perspectivitats
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L1 → L2 → · · · → Lk (els centres de perspectiva poden anar variant)direm que és una projectivitat.
Si f : L1 → L2 és una projectivitat, aleshores, f conserva la
raó doble: (f (A), f (B), f (C ), f (D)) = (A,B, C,D).
Evidentment, per demostrar aquest teorema n’hi ha prou amb veureque una perspectivitat conserva la raó doble i la demostració d’aixòés exactament el càlcul que hem fet a l’ítem anterior.Si, com hem fet abans, pensem la raó doble com una raó entre les raonsde les respectives distàncies, podrem entendre millor això que acabemde dir. Una projecció pot alterar les distàncies entre dos punts, potalterar raó entre les distàncies d’un punt a dos altres punts però, encanvi, no altera la raó entre les raons de les distàncies entre quatrepunts: la «raó doble».Aquesta propietat de la raó doble d’invariància per projecció és labase de la fotogrametria, la tècnica de mesurar distàncies a partird’una fotografia de l’objecte a mesurar. Ho estudiarem amb més detallen un capítol posterior.
• Caracteritza les projectivitats. Volem dir que si tenim dues rectes L1i L2 en un espai projectiu de dimensió ≥ 2, i una aplicació bijectiva
f : L1 → L2 que conserva la raó doble, aleshores f és una projectivitat,és a dir, es pot expressar com a composició de perspectivitats. (Vegeul’exercici II.39.)
• Permet generalitzar el teorema fonamental a dimensió 1. Ja hem ditque el teorema fonamental no pot ser vàlid en dimensió 1, perquè totabijecció entre dues rectes és una col.lineació. Això deixa oberta lapregunta de quines aplicacions f : P1(k) → P1(k) són projectivitzaciód’una aplicació semilineal. La resposta és aquesta:
Sigui V un espai vectorial de dimensió 2 i sigui f : P(V ) →
P(V ) una bijecció. Existeix una aplicació lineal φ : V → V
tal que f = P(φ) si i només si f conserva la raó doble.
La demostració d’aquest resultat és senzilla.2 (Exercici II.30.)
2Aquest teorema no respon exactament la pregunta que hem formulat, que demana-va caracteritzar les projectivitzacions de les aplicacions semilineals i no pas les de lesaplicacions lineals. Les projectivitzacions de les aplicacions semilineals són les bijeccionsque conserven les quaternes harmòniques. S’anomenen aplicacions de von Staudt. Vegeul’exercici II.43.
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geometria epipolar
L
a geometria projectiva és una eina molt útil en diverses àreesde la visió per ordinador, la robòtica i la fotogrametria. Repro-ducció d’objectes 3D, mesures a partir de fotografies, realitatvirtual, creació d’imatges fotorealistes, codificació dels movi-ments d’un robot, són alguns dels camps on les eines centenàries de lageometria poden ser perfectament adients. En aquest capítol estudiaremalguns conceptes que, més enllà del seu interès teòric, formen part de la«caixa d’eines» de la tecnologia que s’ha anat desenvolupant en aquestesàrees que viuen un creixement tan accelerat.
Coordenades de PlückerNo cal insistir en la utilitat de les coordenades: si diem que considerem elpunt P = {1,−1, 3,−4} estem utilitzant una manera unívoca de determinarun punt de l’espai 3D, i és una determinació que es pot emmagatzemar enun ordinador de manera elemental. La pregunta és: podríem fer el mateixamb les rectes de l’espai tridimensional? Podem determinar una recta do-nant, per exemple, dos punts pels quals passi —és a dir, 8 paràmetres—o dos plans que la continguin, però parelles diferents de punts o de planspoden determinar la mateixa recta. Fóra molt interessant tenir coordenadesper a les rectes i poder parlar, per exemple, de la recta {1, 0, 1, 2,−3,−2}i emmagatzemar-la en un ordinador d’aquesta manera tan compacta. Éspossible? Quants paràmetres calen? Les coordenades de Plücker1 donenresposta a aquestes preguntes.2Comencem, doncs, amb un espai tridimensional P3(k) i una recta r d’a-quest espai. Siguin A,B dos punts diferents d’aquesta recta, amb coorde-nades homogènies A = {a0, a1, a2, a3}, B = {b0, b1, b2, b3}. És clar que A i
1Julius Plücker va ser un matemàtic i físic alemany del segle XIX. Va definir les coor-denades que estudiem aquí en un treball del 1865.2La resposta a aquestes preguntes no té només un interès pràctic. També pot entendre’scom la primera aproximació a l’estudi de les varietats de Grassmann i fins i tot, en un sentitmés general, a l’estudi dels espais de moduli.
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B determinen r, però moltes parelles de punts A,B donen la mateixa recta.Considerem aquesta matriu (
a0 a1 a2 a3
b0 b1 b2 b3
)
i considerem els seus menors 2× 2. N’hi ha essencialment 6, que designem
p01, p02, p03, p23, p31, p12:
p01 = ∣∣∣∣a0 a1b0 b1
∣∣∣∣ , p02 = ∣∣∣∣a0 a2b0 b2
∣∣∣∣ , p03 = ∣∣∣∣a0 a3b0 b3
∣∣∣∣ ,
p23 = ∣∣∣∣a2 a3b2 b3
∣∣∣∣ , p31 = ∣∣∣∣a3 a1b3 b1
∣∣∣∣ , p12 = ∣∣∣∣a1 a2b1 b2
∣∣∣∣ .Aleshores:
Les coordenades homogènies {p01, p02, p03, p23, p31, p12} no de-
penen dels punts A i B que hem escollit sobre la recta r. Dues
rectes són iguals si i només si tenen les mateixes coordenades.3
Aquestes coordenades {p01, p02, p03, p23, p31, p12} s’anomenen coordenades
de Plücker de r. Estudiem les propietats d’aquestes coordenades.
• Estan ben definides. En efecte, suposem que A′ = {a′0, a′1, a′2, a′3}i B′ = {b′0, b′1, b′2, b′3} són dos punts diferents de la mateixa recta
r. Això vol dir que entre els vectors (a′0, a′1, a′2, a′3), (b′0, b′1, b′2, b′3) iels vectors (a0, a1, a2, a3), (b0, b1, b2, b3) hi ha un canvi de base donatper una matriu invertible 2 × 2 M . Per tant, els menors que donenles coordenades de Plücker diferiran en l’escalar det(M) 6= 0. Enconseqüència, les coordenades de Plücker són les mateixes —perquèhem dit que són coordenades homogènies. També observem que lescoordenades de Plücker no poden ser totes zero perquè aleshores elsdos vectors que defineixen A i B serien linealment dependents i A = B.
• Si dues rectes r i r′ tenen les mateixes coordenades de Plücker, ales-hores r = r′. Observem que els punts de la recta que passa per A i B
3Si podem escriure les coordenades dels dos punts de manera que a0 = b0 = 1, lafórmula de les cordenades de Plücker adquireix una forma (la «forma afí») més fàcil derecordar i que també ens dóna una idea heurística de l’origen d’aquestes coordenades. Si
−→x = (a1, a2, a3) és un punt de la recta i −→v = (b1−a1, b2−a2, b3−a3) és un vector director,aleshores les coordenades de Plücker de la recta són {−→v ,−→x ×−→v }.
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són els punts X = {x0, x1, x2, x3} tals que la matriux0 x1 x2 x3a0 a1 a2 a3
b0 b1 b2 b3

té rang 2. Igualant a zero els menors 3× 3 i desenvolupant per la filade les x’s obtenim un sistema lineal homogeni amb matriu (de rang 2)
p12 −p02 p01 0
−p31 −p03 0 p01
p23 0 −p03 p020 p23 p31 p12
 .











∣∣∣∣∣∣Si ara desenvolupem el primer determinant per l’última columna i elsegon determinant per la primera columna obtenim l’equació5
p01p23 + p02p31 + p03p12 = 0que han de complir necessàriament les coordenades de Plücker d’unarecta. És una equació de segon grau que determina una quàdrica6 de
P5(k). Es pot demostrar que aquesta quàdrica —que es coneix com a
«quàdrica de Klein»— és realment la imatge de l’aplicació de Plücker.
4El conjunt de les rectes de P3(k) és el mateix que el conjunt dels subespais de dimensió2 de k4. Aquest conjunt es designa G2,4 i s’anomena la varietat de Grassmann 2,4.5Aquesta equació és fàcil de recordar perquè ens diu que el producte escalar de lestres primeres coordenades per les tres últimes coordenades és zero.6Estudiarem les quàdriques a la part final d’aquests apunts.
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Mesures sobre una fotografiaEssencialment, una fotografia del món real és la projecció d’aquest món real3D sobre un pla —el pla on hi ha el sensor fotogràfic— des d’un punt exterioral pla —el centre òptic de l’objectiu fotogràfic. Aquesta projecció altera leslongituds, el paral.lelisme, els angles, però sabem que no ha d’alterar laraó doble de quatre punts alineats qualsevol i aquest fet ens permet, enalguns casos, mesurar distàncies en el món real a partir de les distànciesque podem mesurar a la fotografia. En aquest apartat volem donar unesprimeres idees bàsiques de com funciona tot això.
• En primer lloc, encara que imaginem el «món real» que estem fotogra-fiant com un espai afí R3, a la fotografia hi apareixeran punts que noes corresponen amb cap punt de R3 (els «punts de fuga»). Per tant,és natural i imprescindible pensar el món real com l’espai projectiu
P3(R).• Situem, doncs, un objectiu fotogràfic en un punt O ∈ P3(R) i un sensorfotogràfic en un pla Π ∼= P2(R) que no passa per O. Cada punt A ∈
P3(R) − {O}, per projecció central des de O, donarà un punt imatge
i(A) ∈ Π. Sabem que aquesta aplicació
i : P3(R)− {O} −→ P2(R)
transforma rectes en rectes i conserva la raó doble.7
• Per poder mesurar distàncies sobre una fotografia necessitem que elsobjectes fotografiats tinguin una certa estructura geomètrica: hi hemde poder reconèixer rectes i plans i també hem de saber que algunsd’aquests objectes són paral.lels al món real (és a dir, es tallen al «plade l’infinit» de P3(R).
Tot això ho entendem més fàcilment si ho desenvolupem a partir d’unexemple concret. Suposem que a la fotografia següent coneixem l’ampladai l’alçada de la taula i volem calcular, per exemple, l’amplada de l’obi quehi ha al damunt de la taula i l’alçada del gerro cilíndric de vidre. Procedimd’aquesta manera.
7Evidentment, els objectius fotogràfics presenten distorsions òptiques que fan que l’a-plicació i no transformi exactament rectes en rectes. De tota manera, si volem utilitzarla fotografia per a mesurar distàncies, podem corregir digitalment aquestes aberracionsper aconseguir una imatge que, amb prou aproximació, es pugui considerar que és unaperspectivitat.
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• Prenem el pla de la taula com a «pla de referència». Acceptem queels costats de la taula són línies rectes paral.leles i que també hosón la generatriu del gerro i les arestes de les potes. Aleshores, elspunts d’intersecció (a la foto) dels costats paral.lels de la taula ensdeterminaran la intersecció del pla de referència amb el pla de l’infinitde P3(R). Sobre la fotografia, tindrem una recta (de color vermell) queserà aquesta intersecció.
• Comencem calculant l’amplada de l’obi. Sobre la recta que determinael cantell anterior de la taula hi tenim cinc punts ben determinats: elsdos extrems de la taula, els dos extrems de l’obi i el «punt de fuga»d’aquesta recta, és a dir, el punt on la recta talla la recta de l’infinitdel pla de referència. Sabem que la raó doble de quatre d’aquests
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punts serà mateixa a la fotografia (on la podem mesurar) que al mónreal (on la desconeixem). A la fotografia tindrem8
|(A,B, C,D)| = |BD| · |AC ||AD| · |BC | = 0.31958.
|(A,B, C, E)| = |BE | · |AC ||AE | · |BC | = 0.65888.D’altra banda, a la realitat, com que el punt A està infinitament lluny,si prenem l’amplada de la taula com a unitat de mesura, tindrem que
|(A,B, C,D)| serà la distància (real) entre els punts B i D i |(A,B, C, E)|serà la distància (real) entre els punts B i E . En conclusió, l’ampladade l’obi és 0.3393 vegades l’amplada de la taula. Si la taula fa 90 cmd’amplada, l’obi fa 30.5 cm.
• Mesurem ara l’alçada del gerro de vidre. Dibuixem la recta XY queforma una generatriu del cilindre. Observem que, en contraposició
8Aquí hem utilitzat un programa d’edició gràfica per mesurar distàncies (en píxels) a lafotografia.
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al que passava abans, ara no tenim cap mesura de referència sobreaquesta recta, perquè la mesura de referència vertical que tenim és
KC i està sobre una recta diferent: la que determina el cantell d’unapota de la taula.Unim la base del gerro X amb la cantonada de la taula C per unarecta XC que estarà sobre el pla de referència que hem de recordarque és el pla de la taula. Com que tenim determinada la recta de fugadel pla de referència, podem dibuixar una recta que passi per l’extremsuperior del gerro Y i que sigui paral.lela (al món real) a la recta XC .Aquesta recta ens determinarà un punt L sobre la recta KC . L’alçadadel gerro serà igual a la distància (en el món real) entre els punts C i
L. Hem reduït el problema a una situació com la de l’apartat anterior.Utilitzant la recta XY —paral.lela, en el món real, a la recta KC—podem determinar el punt de fuga U de la recta KC . Calculem arala raó doble (U,C,K , L) a la fotografia i al món real. A la fotografiatenim
|(U,C,K , L)| = |CL| · |UK ||UL| · |KC | = 0.3942.Al món real, com que el punt U és infinitament llunyà, aquesta raódoble serà igual a la relació entre l’alçada del gerro i l’alçada de lataula. En conclusió, si l’alçada de la taula és de 77 cm, el gerro téuna alçada de 30.4 cm.
Geometria epipolarS’anomena geometria epipolar l’estudi de les relacions geomètriques entreles imatges d’un mateix objecte obtingudes des de llocs diferents. És uncamp d’estudi fonamental a la visió per ordinador, tant per a problemes «di-rectes» —generació d’imatges estereoscòpiques a partir d’un objecte virtual3D— com en problemes «inversos» —reconstrucció d’objectes 3D a partirde diverses imatges. En aquest apartat introduirem els conceptes bàsicsd’aquesta teoria (d’una manera força superficial).Suposem, doncs, que en un punt de l’espai tridimensional tenim una cà-mera fotogràfica que projecta els objectes de la realitat sobre un sensor. Jahem dit abans que és important considerar «la realitat» com l’espai projec-tiu P3(R). El sensor fotogràfic estarà en un pla Π de P3(R), isomorf a P2(R)i el centre òptic de la càmera estarà en un punt O ∈ P3(R), un punt que nopertany al pla Π. La relació geomètrica entre la realitat i la imatge vindràdonada per una projecció
P : P3(R)−O −→ Π ∼= P2(R).
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Podem il.lustrar la situació amb un dibuix com aquest:9
L’aplicació P és una homografia singular (vegeu l’exercici II.3): si prenemcoordenades a P3(R) i a Π, vindrà donada per una matriu 3×4 de rang 3 quetambé denotarem per P . Si coneixem aquesta matriu coneixem la relacióentre els punts de la realitat X i les seves imatges x = PX . La situació dela càmera ve donada per PO = 0. Recíprocament, si x ∈ Π és un punt de lafotografia, tots els punts que es projecten sobre x formaran una recta quepassa per O i per qualsevol solució del sistema lineal PX = x .Una manera d’expressar P−1(x) és aquesta. Com que la matriu P té rangtres, podem trobar una «inversa per la dreta» de P , és a dir, una matriu Ptal que PP = I , on I denota la matriu identitat 3× 3.10 Aleshores, un puntde l’antiimatge de x seria Px i l’antiimatge seria la recta que passa per Oi Px .
P−1(x) = {recta per O i Px}.
La matriu P conté tota la informació sobre la situació que estem des-crivint, incloent la posició de la càmera, donada pel punt O. Com podemcalcular aquesta matriu? És una matriu 3× 4 i conté, per tant, 12 paràme-tres. De fet, P està determinada llevat d’un factor no nul (vegeu l’exercici
II.4). Per tant, tenim només 11 paràmetres a determinar. Cada parella (x, X )ens dóna un sistema de quatre equacions Px = X , però com que les coorde-nades que utilitzem són homogènies, només rebaixem els graus de llibertaten tres unitats. En conclusió, podem determinar P , en general, si coneixem
quatre parelles (x, X ).Suposem ara que tenim dues càmeres amb centres diferents O i O′ queprojecten la realitat sobre dos plans Π i Π′. Introduïm aquests conceptes:
• Un punt X 6= O de la realitat es projectarà sobre un punt x = PX delpla Π i en un punt x ′ = P ′X del pla Π′.
9En una càmera, el sensor està darrere el centre òptic però, geomètricament, no hi hacap diferència entre col.locar-lo darrere o davant.10L’existència d’infinites inverses per la dreta P és evident si pensem P com la matriud’una aplicació lineal exhaustiva R4 → R3. Un mètode que s’utilitza per trobar una inversaconcreta és el de Moore-Penrose P := PT (PPT )−1 (vegeu l’exercici II.48).
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• La recta OO′ tallarà el pla Π en un punt e i el pla Π′ en un punt e′.Aquests punts s’anomenen els epipols i, evidentment, estan alineatsamb els centres òptics de les dues càmeres.• Els punts O,O′, e, e′, X , x, x ′ estan en un mateix pla. Diem que és un
pla epipolar. Si variem X , tots els plans epipolars contindran la recta
OO′.
Volem ara estudiar quina és la relació que podem establir entre x i x ′. Enprimer lloc, és clar que no podem parlar d’una aplicació x 7→ x ′. En efecte,la recta Ox es projecta sobre la recta e′x ′ i tots els punts de la recta Ox esprojecten sobre el mateix punt x ∈ Π. Dit d’una altra manera, tots els punts
X de la realitat que la càmera O veu com a punt x de la foto, la càmera O′els veu com a punts de la recta e′x ′.En canvi, sí que tenim una aplicació ben definida x 7→ e′x ′. És a dir,tenim una aplicacióΦ : Π− {e} −→ {rectes de Π′ que passen per e′} .Vegem ara que Φ és una homografia singular. En primer lloc, pel principide dualitat, el conjunt de la dreta és un subconjunt de
{rectes de Π′ = P2(R)} ∼= P2(R).Encara més, les rectes d’un pla que passen per un punt formen una recta
projectiva P1(R). En definitiva, l’aplicació Φ la podem entendre comΦ : P2(R)− {e} −→ P1(R) ⊂ P2(R)
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i té sentit dir que és una homografia singular. Per veure-ho, calculem lamatriu de Φ a partir de les matrius P,P ′. Això és senzill de fer:
• Comencem amb un punt x ∈ Π − {e}. Sigui P com abans i sigui
X = Px .
• La recta r := Ox hem vist abans que passa pels punts O i Px .
• Projectem ara r sobre el pla Π′ i obtenim la recta r′ que es la rectaque passa per e′ i per x ′ = P ′X = P ′ Px . Per tant, si utilitzem lanotació de l’exercici II.7, podem escriure r′ = [e′]×P ′ Px .• En conclusió, l’aplicació x 7→ r′ ve donada per r′ = [e′]×P ′ Px i és unahomografia —possiblement singular— donada per la matriu
F := [e′]×P ′ P.
Aquesta matriu F s’anomena la matriu fonamental de la geometria epipolarde les dues càmeres que estem considerant i ens descriu la relació entreles imatges que obtenim a Π i a Π′. Observem:
• F és una matriu 3× 3 i està determinada llevat d’un factor no nul.
• F té rang 2 i, per tant, Φ és efectivament una homografia singular. Enefecte, sabem que la imatge de Φ és una recta projectiva P1(R).• Donat x ∈ Π, l’única cosa que podem afirmar de x ′ és que x ′ pertanya la recta Φ(x) = Fx . És a dir, la relació entre x i x ′ ve donada per
(x ′)TFx = 0.
• Els epipols e i e′ estan determinats per F perquè Fe = 0 i (e′)TF = 0.
• Com que F és una matriu 3×3 de rang 2, definida llevat d’un factor nonul, té 7 graus de llibertat i la podrem determinar resolent un sistemalineal si coneixem 7 parelles (x, x ′).11
11A la pràctica cal prendre un mínim de 8 parelles de punts i aplicar tècniques de càlculnumèric que s’escapen del contingut d’aquest curs. El mètode de càlcul de F que méss’aproxima al punt de vista teòric que hem explicat es coneix com a «l’algorisme dels 8punts» (Longuet-Higgins 1981, Hartley 1997) i funciona d’aquesta manera. Partim d’unmínim de 8 parelles de punts (X, Y ) dels quals tenim les seves coordenades homogènies.En primer lloc, normalitzem aquestes coordenades (restant la mitjana i dividint per ladesviació) i plantegem el sistema lineal homogeni XTFY = 0 on les incògnites són els
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Un cas diferent i més senzill es dóna quan O = O′, és a dir, les duescàmeres estan situades en un mateix punt i, per tant, l’anàlisi anterior noés vàlida. Aquesta situació és la que tenim, per exemple, quan fem una
fotografia panoràmica:12 fem dues fotos d’un mateix objecte des d’un mateixpunt, apuntant en direccions diferents, i després volem «enganxar» aquestesdues fotos de manera que obtinguem una única imatge que cobreixi un campvisual superior al de cada imatge per separat.En aquest cas, tenim un únic centre de projecció O i dos plans diferentsΠ, Π′. Cada punt X de la realitat ens dóna per projecció una imatge xal pla Π i una imatge x ′ al pla Π′. Ara, però, la correspondència x 7→
x ′ sí que és una aplicació: és una perspectivitat Π → Π′ des del punt
O ∈ P3(R). Aquesta aplicació és una homografia i vindrà donada per unamatriu 3 × 3 de rang 3. Si determinem aquesta matriu, haurem trobatuna aplicació projectiva que, aplicada a una de les fotografies, ens la faràcorrespondre amb l’altra.13 Com que sabem que una homografia del plaqueda determinada per la imatge d’una referència projectiva, per determinaraquesta matriu en tindrem prou amb trobar les equivalències de 4 punts (queno n’hi hagi tres d’alineats).14
nou coeficients de la matriu 3 × 3 F . Per resoldre aquest sistema utilitzarem un mètodede mínims quadrats (per exemple, la descomposició SVD) per tal de trobar una matriu
F de norma 1 tal que XTFY tingui norma mínima. Aquesta serà la millor aproximacióde la matriu fonamental F però, en principi, no tindrà determinant zero. L’aproximaremper una matriu de determinant zero (la matriu fonamental ha de tenir determinant zero)utilitzant novament la descomposició SVD i substituint per zero el valor propi més petit.Finalment, caldrà desfer la normalització de coordenades que hem fet al principi per tenir(una aproximació de) la matriu fonamental en les coordenades originals del punts. Aquestmètode és molt senzill de programar però en molts casos és massa sensible als (inevitables)errors de mesura i, en conseqüència, s’han dissenyat altres algorismes més robustos.12La majoria de càmeres actuals permeten fer fotografies panoràmiques de manera au-tomàtica. Això vol dir que duen implementat el procediment matemàtic que descrivim aquí.13Podeu trobar els detalls a l’article d’en Gregori Guasp «Enganxant fotografies», Mat22007, treball no. 9.14Fem un comentari final: hem estudiat els principis geomètrics on es fonamenta lageometria epipolar, com a primer pas de tota la ingent quantitat de tecnologia que calutilitzar a l’àrea de la visió per ordinador. Hem de ser conscients de la gran distànciaque hi ha entre els conceptes elementals de geometria projectiva que hem exposat i lesdificultats de tota mena que cal resoldre per implementar aquests principis en un sistemaprou «intel.ligent».
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Exercicis
II.1 Demostreu que si E és un subespai no nul d’un espai vectorial V , aleshores
P(E) és una subvarietat de P(V ) el el sentit axiomàtic (pàgina 56).
II.2 Demostreu l’equivalència entre les dues definicions de suma de subvarietatsque apareixen a la pàgina 91.
II.3 Sigui φ : V → W una aplicació lineal entre k-espais vectorials. Generalitzeuel concepte d’homografia a P(φ) : X → P(W ) on X és el complement d’unasubvarietat a P(V ). Comproveu que la projecció des d’un punt sobre un hiperplàés un exemple d’això. Si φ té un nucli no trivial, direm que P(φ) és una
homografia singular.
II.4 Sigui O un punt d’un pla projectiu P(V ) i sigui f : P(V ) − O → P(V ) unahomografia singular f = P(φ). Demostreu que l’aplicació lineal φ : V → Vestà unívocament determinada per f llevat d’un factor λ 6= 0.
II.5 Demostreu que si φ,ψ : V → V són dos isomorfismes tals que P(φ) = P(ψ),existeix λ 6= 0 tal que φ = λψ.
II.6 Demostreu que dues rectes de Pn(k), n ≥ 3, sempre estan contingudes en unasubvarietat de dimensió 3.
II.7 Siguin A = {a0.a1, a2}, B = {b0, b1, b2} ∈ P2(k). Definim la matriu 3× 3
[A]× :=
 0 a2 −a1−a2 0 a0
a1 −a0 0
 .
Demostreu que, si identifiquem {α, β, γ} amb la recta αX + βY + γZ = 0,aleshores la recta que passa per A i B és la recta [A]×B. Aquesta recta tambées pot calcular com A× B (producte vectorial).
II.8 Escriviu les coordenades de tots els punts de P2(F3) i les equacions de totesles rectes de P2(F3). Indiqueu, en una taula de doble entrada, quins punts hiha a cada recta.
II.9 El cos de quatre elements F4 és un cos de característica 2 format pels elements




II.10 Tenim les quatre figures (A, J, Q, K) dels quatre colls (♣, ♠, ♥, ♦) d’una baralla.Setze cartes en total. Volem col.locar-les en un quadrat 4× 4 de manera quea cada fila i a cada columna no hi hagi ni dues cartes del mateix valor ni duescartes del mateix coll. Utilitzeu el pla projectiu P2(F4) per resoldre aquestproblema, aplicant els exercicis I.62 i I.63.A més, tenim 16 gots amb quatre tipus de beguda (α , β, γ, δ), quatre gots percada beguda, i volem col.locar un got sobre cada carta de manera que a cadafila i columna no hi hagi dos gots amb la mateixa beguda i, a més, que sobrela taula no hi hagi dues combinacions valor–beguda ni coll–beguda repetides.És possible?
II.11 Els quadrats llatins ortogonals s’utilitzen per construir codis (vegeu els exer-cicis I.65, I.66, I.67) especialment eficients. Ara considerarem codis q-aris delongitud n, és a dir, conjunts de paraules de longitud n formades amb elementsdel conjunt {0, 1, . . . , q− 1}. Si n = 4 i volem que el codi corregeixi un error,es pot demostrar que com a màxim el codi pot tenir q2 paraules.Utilitzeu els dos quadrats llatins ortogonals de l’exercici anterior per construirun codi amb n = 4, q = 4, que codifiqui 4 bits i que corregeixi un error. Laidea és que cada paraula estigui formada pel número de fila, el número decolumna, el valor del primer quadrat llatí i el valor del segon quadrat llatí.Observeu que si tenim dos quadrats llatins ortogonals d’ordre q aquest mètodepermet construir un codi q-ari de longitud 4 que corregeixi un error i que tingui
q2 paraules, que és el màxim possible.
II.12 Trobeu una bijecció f entre dos espais projectius que no sigui una col.lineacióperò que compleixi que si A, B, C són punts alineats, aleshores f (A), f (B), f (C )també són punts alineats.En canvi, demostreu que si X i Y són plans projectius axiomàtics i f : X → Yés una bijecció que envia punts alineats a punts alineats, aleshores f és unacol.lineació.
II.13 Sigui f : X → Y una bijecció entre dos espais projectius de la mateixa dimensió(finita) que transformi punts alineats en punts alineats. Es tracta de demostrarque f és una col.lineació (compareu amb l’exercici anterior). Seguiu aquestspassos:
(a) Sigui U0, . . . , Un, U una referència projectiva de X , de manera que X =
U0 + · · ·+ Un. Demostreu, per inducció sobre i, que
f (U0 + · · ·+ Ui) ⊆ f (U0) + · · ·+ f (Ui), 0 ≤ i ≤ n.
(b) Definim H := U0 + · · · + Un−1, que és un hiperplà de X i K := f (U0) +
· · ·+ f (Un−1) que és una subvarietat de Y de dimensió ≤ n−1. Observeuque X = H + Un i que, per l’apartat anterior, f (H) ⊆ K .
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(c) Demostreu que Y = K + Un i, per tant, K és un hiperplà de Y .(d) Demostreu que f (H) = K .(e) Observeu que la restricció de f a H dóna una aplicació com la de l’enun-ciat en una dimensió inferior i apliqueu l’exercici anterior per demostrarel teorema.
II.14 Escollim una referència projectiva a P2(k) i prenem coordenades homogèniesrespecte d’aquest sistema. Sigui P 6= {1, 0, 1} un punt qualsevol de P2(k).Construïm un punt S(P) de la següent manera:
(a) Unim P amb {1, 0, 1} per una recta r.(b) Tallem r amb la recta x = 0 i obtenim el punt Q.(c) Unim Q amb {1, 1, 1} per una recta s.(d) Tallem s amb la recta z = 0 i obtenim el punt S(P).
Calculeu S({1, a, 0}). Feu un dibuix il.lustratiu.
II.15 Suposeu que tenim una inclusió P2(Fp) ⊂ P2(k) que respecti les relacionsd’incidència, en el sentit que si tenim tres punts A,B, C ∈ P2(Fp), aquests trespunts estan alineats a P2(Fp) si i només si ho estan a P2(k). Apliqueu l’exercicianterior per demostrar que k ha de tenir característica p.
II.16 Suposem que tenim un conjunt finit de punts del pla projectiu real que noestan tots sobre dues rectes. Dibuixem les rectes que els uneixen. Afegim alspunts inicials les interseccions d’aquestes rectes. Repetim el procés indefini-dament. Demostreu que mai no acabarem.1 (Indicació: utilitzeu el teorema decoordinació.)
II.17 Siguin A i B dos punts d’un pla projectiu P2(k) i sigui r una recta que no conténi A ni B. Digueu com es pot trobar gràficament el punt d’intersecció de larecta r amb la recta que passa per A i B, sense dibuixar la recta AB.
II.18 La configuració de Perles és una configuració no regular de nou punts i nourectes que ve descrita per aquest esquema:
1Aquest bonic exercici va aparèixer en converses amb en Xavier Xarles.
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Aquesta configuració té la curiosa propietat que es pot incloure a P2(R) peròno es pot incloure a P2(Q). Demostreu-ho.2
II.19 La configuració de Möbius-Kantor és la configuració de dos quadrilàters ABCDi abcd que estan mútuament inscrits un en l’altre. És a dir, els vèrtex del pri-mer quadrilàter estan sobre els costats del segon quadrilàter i els vèrtex delsegon quadrilàter estan sobre els costats del primer quadrilàter. Aquesta con-figuració es pot descriure amb aquest esquema:
(a) Demostreu que si aquesta configuració es pot incloure a un espai projec-tiu, està continguda en un pla.(b) Considereu la configuració que s’obté a partir del pla afí sobre el cos F3després d’eliminar el punt (0, 0) i les quatre rectes que hi passen (vegeul’exercici I.64). Demostreu que és la configuració de Möbius-Kantor.(c) Decidiu quins plans projectius P2(k) contenen una configuració de Mö-bius-Kantor.
II.20 Considereu aquests punts de P2(C):
{−1, 1, 0}, {−1,0, 1}, {0,−1, 1}
{−ω, 1, 0}, {−ω,0, 1}, {0,−ω, 1}
{−ω2, 1, 0}, {−ω2,0, 1}, {0,−ω2, 1}
on ω és una arrel cúbica primitiva de la unitat, és a dir, una arrel del polinomi
x2 + x + 1. Demostreu que aquests punts estan sobre 12 rectes de maneraque cada recta conté exactament 3 punts. És a dir, es forma una configuracióisomorfa al pla afí F23 que, per tant, es pot incloure a P2(C).3
2Aquesta configuració és la resposta a l’enigma plantejat a un breu apòleg titulat «La
col.lecció Bauzà del British Museum», fàcilment localitzable a Internet. Demostrar el quedemana l’exercici és ben senzill, però inventar una configuració que sigui realitzable al plareal però no al pla racional és força més difícil. Aquesta configuració va ser descobertapel matemàtic israelià Micha Asher Perles i va ser el primer pas de la teoria dels polítopsintrínsecament irracionals. La idea inicial de la configuració de Perles es troba en elpentàgon regular estrellat.3Aquesta configuració es coneix com a configuració de Hesse i contradiu el teorema
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II.21 Siguin A0, . . . , An, U i A′0, . . . , A′n, U ′ referències d’un espai projectiu P(V ) (dedimensió > 0). Demostreu que existeix una col.lineació f : P(V ) → P(V ) talque f (Ai) = A′i, i = 0, . . . , n i f (U) = U ′. És única?
II.22 Una homologia és una homografia (que no és la identitat) d’un pla projectiuen ell mateix que deixa fixos tots els punt d’una recta, anomenada l’eix del’homologia. Suposem que f : X → X és una homologia. Demostreu:
(a) f té com a màxim un punt fix fora de l’eix.(b) Si A és un punt que no és fix, aleshores la recta que passa per A i f (A)és una recta invariant (és a dir, si P ∈ Af (A), aleshores f (P) ∈ Af (A)).(c) Existeix un únic punt P tal que totes les rectes que passen per P sóninvariants. Aquest punt s’anomena el centre de l’homologia.
Si el centre no pertany a l’eix, es diu que f és una homologia general. Si elcentre pertany a l’eix, es diu que f és una homologia especial o una elació.
II.23 Sigui φ l’endomorfisme d’un Q-espai vectorial E donat, en una certa base, perla matriu −5 2 −1−4 1 −18 −4 1
 .
Demostreu que P(φ) és una homologia de P(E). Trobeu el seu eix i el seucentre.
II.24 A un pla projectiu P2(k) considerem un punt C i dues rectes (diferents) r i sque no passin per C . Demostreu que hi ha una homologia de centre C quetransforma r en s.
II.25 Sigui f : P2(k) → P2(k) una homografia (diferent de la identitat) que deixainvariants totes les rectes que passen per un punt A. Demostreu que f és unahomologia de centre A.
II.26 Considereu quatre punts A = {a0, a1}, B = {b0, b1}, C = {c0, c1}, D = {d0, d1}d’una recta projectiva P1(k). Calculeu la raó doble (A,B, C,D) en funció de
a0, . . . , d1.
II.27 Demostreu aquesta propietat multiplicativa de la raó doble
(A,B, C,D) (A,B,D, E) = (A,B, C, E).de Sylvester-Gallai (exercici I.33). Això ens demostra que el teorema de Sylvester-Gallaino es pot demostrar només amb els axiomes d’incidència. D’altra banda, l’exercici II.15ens demostra que aquesta (ni cap) inclusió F33 ⊂ P2(C) no es pot estendre a una inclusió
P2(F3) ⊂ P2(C) (que conservi la incidència).
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II.28 Dues homografies f , g : Pn(k) → Pn(k) direm que són similars si existeix unahomografia h : Pn(k)→ Pn(k) tal que hf = gh. Classifiqueu, llevat de similitud,les homografies de P1(C).
II.29 Sigui f : P1(R) → P1(R) una homografia que compleix f ({1,−1}) = {0, 1},
f ({2, 1}) = {1, 1}. Demostreu que f té (exactament) dos punts fixos.
II.30 Sigui V un espai vectorial de dimensió 2 i sigui f : P(V )→ P(V ) una bijecció.Demostreu que existeix una aplicació lineal φ : V → V tal que f = P(φ) si inomés si f conserva la raó doble.
II.31 Sigui X = P(V ) un pla projectiu i sigui X ∗ el pla projectiu dual, és a dir, el plaprojectiu axiomàtic que s’obté prenent com a punts de X ∗ les rectes de X i coma rectes de X ∗ els punts de X . Demostreu que hi ha una col.lineació natural
X ∗ ∼= P(V ∗) on V ∗ denota l’espai vectorial dual de l’espai vectorial V .4
II.32 En un pla projectiu, demostreu que una projectivitat entre dues rectes diferentsés una perspectivitat si i només si el punt on es tallen les dues rectes és unpunt fix. Anomenem feix de rectes al conjunt de totes les rectes que passenper un punt, anomenat centre del feix. Definiu els conceptes de perspectivitati projectivitat entre dos feixos de rectes d’un pla projectiu. Demostreu queuna projectivitat entre dos feixos de rectes diferents és una perspectivitat si inomés si la recta que uneix els dos centres és una recta fixa.
II.33 Siguin A,B, C,D ∈ P1(k) (en aquest ordre) quatre punts diferents que estiguinen quaterna harmònica. Demostreu que la característica de k és 6= 2. Demos-treu que l’ordre dels quatre punts no importa si i només si la característicade k és 3. Trobeu una manera geomètrica de construir D a partir de A,B, C(recordeu l’exercici I.14).
II.34 Siguin A, C,D tres punts alineats d’un pla projectiu. Trobeu geomètricamentun punt B tal que A,B, C,D estiguin en quaterna harmònica.
II.35 Considerem la recta projectiva real P1(R).(a) Demostreu que els punts {a, 1}, {b, 1}, {c, 1}, {0, 1} (en aquest ordre) for-men una quaterna harmònica si i només si c és la mitjana harmònica de
a i b. És a dir, c és l’invers de la mitjana dels inversos de a i b:(b) Considereu aquests punts d’una recta projectiva:
P1 = {1, 1}, P2 = {1/2, 1}, P∞ = {0, 1}.
Trobeu una successió de punts Pi (i > 0) tals que (Pi−1, Pi+1, Pi, P∞) =
−1 (és a dir, formin quaterna harmònica).5
4Això explica el nom d’espai dual.5Aquest exercici explica el nom de quaterna harmònica a partir de la mitjana harmònica.
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II.36 En un espai P3(k) considerem tres plans Π1, Π2, Π3 que es tallen en una recta
r i dues rectes L, L′ que es tallen en un punt P /∈ r. Suposem que cadascunade les dues rectes talla cada pla en un punt: Ai = Πi∩L, A′i = Πi∩L′, i = 1, 2, 3.Demostreu que (P, A1, A2, A3) = (P, A′1, A′2, A′3).
II.37 Considereu aquests punts de l’espai projectiu P3(Q):
A = {0, 1, 0,−1}, B = {1, 1,−1, 0}, C = {−1, 1, 1,−2}, D = {1, 2,−1,−1};
A′ = {0, 0, 1, 0}, B′ = {0, 0, 0, 1}, C ′ = {0, 0, 1, 1}, D′ = {0, 0, 1, λ}.
(a) Observeu que els punts A,B, C,D estan alineats. Calculeu la raó doble(A,B, C,D).(b) Si existeix una projectivitat que transforma els punts A,B, C,D en elspunts A′, B′, C ′, D′, respectivament, trobeu el valor de λ.(c) Expliqueu com ho faríeu per trobar dues perspectivitats π, π′ a P3(Q)tals que f = π′π transformi els punts A,B, C,D en els punts A′, B′, C ′, D′,respectivament.
II.38 Siguin r, r′ rectes d’un espai projectiu Pn(k), n ≥ 2. Siguin A,B, C ∈ r trespunts diferents, A′, B′, C ′ ∈ r′ tres punts diferents. Demostreu que existeix unaprojectivitat f : r → r′ que és composició d’un màxim de tres perspectivitats ital que f (A) = A′, f (B) = B′, f (C ) = C ′. Per fer-ho, considereu diversos casos:
(a) r, r′ coplanars, r 6= r′, {A,B, C} ∩ {A′, B′, C ′} = ∅.(b) r, r′ coplanars, r 6= r′, A = A′.(c) r, r′ coplanars, r 6= r′, A = B′.(d) r = r′.(e) r i r′ no coplanars.
II.39 Siguin r, r′ dues rectes d’un espai projectiu i sigui f : r → r′ una aplicacióbijectiva que conservi la raó doble. Demostreu que f és una projectivitat.
II.40 Demostreu que tota homografia (diferent de la identitat) f : P2(R)→ P2(R) éscomposició de com a màxim dues homologies. Seguiu aquests passos:
(a) Demostreu que f té com a mínim un punt fix O. Sigui r una recta quepassi per O i no sigui invariant (exercici 25).(b) Utilitzeu els exercicis anteriors per veure que l’aplicació f : f → f (r) hade ser una perspectivitat. Sigui A el seu centre de perspectiva.
Sobre la relació entre la mitjana harmònica, Pitàgores i la música podeu consultar l’article
What’s Harmonic about the Harmonic Series de David E. Kullman (The College Math. J.32(3), 2001).
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(c) Apliqueu l’exercici 24 i sigui h una homologia de centre A que transformi
r en f (r).(d) Acabeu la demostració del teorema veient que h−1f és una homologia.
II.41 Considerem una recta projectiva P2(k) amb k de característica diferent de 2.(a) Donats a, b ∈ k , trobeu d tal que {a, 1}, {b, 1}, {1, 0}, {d, 1} fornimquaterna harmònica.(b) Sigui a ∈ k , a 6= 0, trobeu b tal que els punts {−1, 1}, {1, 1}, {a, 1},
{b, 1} formin quaterna harmònica.
II.42 Una aplicació bijectiva f : P1(k)→ P1(k) (k de característica diferent de 2) esdiu que és una aplicació de von Staudt si conserva les quaternes harmòniques(vegeu la nota 2 de la pàgina 112). Sigui f una aplicació de von Staud quedeixa fixos tres punts diferents. Es tracta d’estudiar si f és necessàriamentigual a la identitat. Prenem aquests punts fixos A, B, C com a referènciaprojectiva de P1(k).(a) Si λ ∈ k , definim
τ(λ) := (A,B, C, f ({λ, 1})).Demostreu que τ(λ) ∈ k , τ(0) = 0, τ(1) = 1. Demostreu que f ({λ, 1}) =
{τ(λ), 1}.(b) Apliqueu l’exercici anterior per demostrar que τ(λ/2) = τ(λ)/2, τ(λ+ µ) =
τ(λ) + τ(µ) i τ(−λ) = −τ(λ), per tot λ, µ ∈ k .(c) Apliqueu l’exercici anterior per demostrar que τ(λ−1) = τ(λ)−1, per tot
λ ∈ k .(d) Demostreu que τ és un automorfisme de k . Per demostrar això apliqueuaquestes identitats:
x2 = x − (1x + 11− x
)−1
, xy = 12 ((x + y)2 − x2 − y2) .
(e) Discutiu si f pot ser diferent de la identitat.
II.43 Sigui f : P1(k) → P1(k) una aplicació (k de característica diferent de 2). De-mostreu que existeix un isomorfisme semilineal φ tal que f = P(φ) si i noméssi f és una aplicació de von Staudt.
II.44 Resoleu aquestes qüestions sobre les coordenades de Plücker de les rectesde P3(Q).(a) Escriviu les coordenades de Plücker de la recta que passa pels punts
{0,−1,−1,−1} i {1, 0, 2,−1}.
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(b) Trobeu dos punts de la recta r donada per les seves coordenades dePlücker: r = {−1,−2, 1,−7, 2,−3}.(c) Trobeu la intersecció de r amb la recta s = {1, 1,−1, 2, 3, 5}.(d) Trobeu la intersecció de la recta s amb el pla x0 + x1 − x2 + 2x3 = 0.
II.45 Demostreu que si un punt {q01, q02, q03, q23, q31, q12} ∈ P5(k) compleix l’e-quació q01q23 + q02q31 + q03q12 = 0 (quàdrica de Klein), aleshores existeixuna recta de P3(k) que té per coordenades de Plücker {q01, . . . , q12}. Feu-hoseguint aquests passos:(a) Demostreu que la matriu
A =

q12 −q02 q01 0
−q31 −q03 0 q01
q23 0 −q03 q020 q23 q31 q12
 .
té rang 2.(b) El nucli de A és una recta r de P3(k). Suposeu, sense pèrdua de gene-ralitat, q01 6= 0. Trobeu dos punts de la recta r.(c) A partir dels dos punts de r, calculeu les coordenades de Plücker de r icomproveu que són iguals a {q01, . . . , q12}.
II.46 Aquesta fotografia està feta des del cim de Pujoalbo (P), a la Vall d’Aran. Elscims denotats per A, C i D són, respectivament: Besibèrri Nord, Tuc deraHumeneja i Punta Alta de Comalesbienes. Això ens permet dibuixar en unmapa les visuals des del Pujoalbo cap aquests tres cims.
Expliqueu i justifiqueu matemàticament com podríem aplicar les eines de la




II.47 A la carretera de la fotografia, continueu la línia discontínua de manera quecada segment tingui la mateixa longitud i aquesta longitud sigui igual a laseparació entre segments.
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II.48 Sigui A una matriu n × m (n files i m columnes) sobre el cos real. Suposemque A té rang n < m.
(a) Siguin −→v 1, . . . ,−→v n els vectors fila de A. Sigui X := AAT . Demostreu que




17. Espai afí sobre un espai
vectorial
L
es paraules «espai afí» i «geometria afí» ja han aparegut di-verses vegades en aquestes lliçons, de manera més o menysinformal. Normalment, ens referíem a la geometria cartesiana
«ordinària» de kn, on k és un cos. És la geometria que s’es-tudia a l’ensenyament secundari i que ens permet parlar, per exemple, delpunt de l’espai 3D de coordenades (−1, 2, 1) o de la recta del pla d’equació
x − 3y = 1. També hem utilitzat l’adjectiu «afí» en contraposició a «pro-jectiu», hem donat una definició axiomàtica de pla afí —punts i rectes ambuna relació de paral.lelisme— i hem comentat (sense entrar gaire en detalls)que l’espai afí és el complement d’un hiperplà d’un espai projectiu.En aquesta part del curs volem reformular amb més precisió tots aquestsconceptes. A primera vista, pot semblar superflu fer-ho perquè, tanmateix,ja coneixem la geometria «ordinària» de kn, però hi ha motius per estudiarbé el concepte d’espai afí sobre un espai vectorial. Per exemple:
• Quan fem geometria a kn o, més en general, a un espai vectorial V ,tenim certes estructures que no responen gaire a la intuïció geomè-trica:
– A V Hi ha un origen, un «punt zero», un element distingit delsaltres, que no té cap significat geomètric natural.
– A V es produeix, inevitablement, una confusió entre dos concep-tes: el concepte de punt i el concepte de vector: de vegades,un element de V diem que és un punt de la geometria, i altresvegades diem que és un vector. Són conceptes ben diferents unde l’altre: els vectors es poden sumar i multiplicar per escalars,i hi ha un vector zero; els punts no es poden sumar ni es podenmultiplicar per escalars i tampoc no hi ha cap «punt zero». Sónconceptes diferents, però és fàcil que es confonguin un amb l’altreperquè els punts són els elements de V i els vectors... també.En la definició d’espai afí que donarem aquí farem una distincióclara entre punts i vectors.
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• Hi ha conceptes matemàtics —o físics— importants que tenen, demanera natural, una estructura afí. Posem uns exemples:
– Algunes magnituds físiques com el temps o l’energia tenen unaestructura natural d’espai afí —i no pas d’espai vectorial. Pensem,per exemple, en el temps. Podem sumar les dues del migdia d’avuiamb les tres de la tarda d’abans d’ahir? Té algun sentit canònicparlar de l’instant de temps zero?1 Podem multiplicar per 3 les6:01 de la tarda del 4 d’abril de 1968, hora de Memphis, TN?Si el temps formés un espai vectorial, ho podríem fer, però nopodem. En canvi, sí que podem sumar —o restar— cinc minuts atres quarts de cinc de la matinada d’avui, i també podem saberquant de temps ha passat entre el migdia del 25 de juliol del1714 i les dues del migdia del 11 de setembre d’aquell mateixany. Aquest comportament del temps és normal, com veurem, enuna estructura d’espai afí.
– Sigui f una funció real contínua a tota la recta i sigui P el conjuntde totes les seves primitives. Aquest conjunt P no té estructu-ra natural d’espai vectorial: ni tenim 0 ∈ P ni la suma de duesprimitives és una primitiva. En canvi, sí que tindrà una estruc-tura natural d’espai afí que prové del fet que dos elements de Pdifereixen en un element arbitrari de R.
– Sigui S el conjunt de totes les solucions de l’equació diferencial
y′′ = y + et . Tampoc no hi ha una estructura natural d’espaivectorial a S però sí que hi ha una estructura d’espai afí queprové del fet que dos elements de S difereixen en un element del’espai vectorial etR⊕ e−tR.
– Sigui H el conjunt de les solucions d’un sistema lineal A−→x =
−→a 6= 0. La situació és la mateixa dels exemples anteriors: noformen un espai vectorial, però dos elements de H difereixen enun element de l’espai vectorial kerA.
Donem ja la definició d’espai afí. Un espai afí és una parella2 (X, V )formada per
1. Un conjunt3 X . Els seus elements s’anomenen punts de l’espai afí.
1Estem parlant del temps de la mecànica clàssica. Res a veure amb el big bang.2Seguint un abús de llenguatge tradicional, sovint parlarem de l’«espai afí X» i obviaremmencionar l’espai vectorial V . Si volem ser més precisos, parlarem de l’«espai afí X sobre
l’espai vectorial V » o de l’«espai afí X amb espai vectorial associat V ».3Normalment, demanarem que X no sigui buit.
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2. Un espai vectorial V .4 Els seus elements s’anomenen vectors.
Aquests dos components de l’espai afí estan relacionats per una operació5Φ —anomenada suma i denotada com a tal— que ens permet sumar aqualsevol punt qualsevol vector:
Φ : X × V −→ X
(P,−→v ) 7→ P +−→vFinalment, aquesta operació de suma ha de complir tres axiomes:
1. P +−→0 = P per tot punt P ∈ X .2. P + (−→v +−→w ) = (P +−→v ) +−→w per tot punt P ∈ X i qualssevol vectors
−→v ,−→w ∈ V .3. Per tot P,Q ∈ X existeix un únic −→v ∈ V tal que Q = P +−→v . Deno-tarem aquest vector −→v per −→PQ.
De manera més compacta, diem que un espai afí és un conjunt sobre el que
actua un espai vectorial, de manera simplement transitiva.6Si l’espai vectorial V té dimensió n, direm que l’espai afí té dimensió
n. De la definició anterior es desprenen immediatament aquestes quatrepropietats:
• −→PP = −→0 per tot P ∈ X .
• −→PQ = −−→QP per tot P,Q ∈ X .
• −→PQ +−→QR = −→PR per tot P,Q,R ∈ X .
• Si −→PQ = −→RS, aleshores −→PR = −→QS per tot P,Q,R, S ∈ X .7
4Generalment suposarem que és de dimensió finita.5És a dir, un espai afí no és una parella (X, V ) sinó que és una terna (X, V ,Φ) formadaper un conjunt, un espai vectorial i una acció simplement transitiva de l’espai vectorialsobre el conjunt.6Aquestes paraules volen dir, exactament, el mateix que hem dit a la definició d’espaiafí. Dir que V actua sobre X vol dir que hi ha una aplicació X × V → X que compleix elsaxiomes 1 i 2. Dir que l’acció és simplement transitiva és una altra manera de dir que escompleix l’axioma 3.7Observem que aquesta propietat elemental dels espais afins ve a ser una menad’axioma de les paral.leles.
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Finalment, és convenient fer aquest advertiment important:
En un espai afí, l’única operació que podem fer és
P +−→v
és a dir, sumar a un punt un vector. Qualsevol altra operació
és inadmissible: sumar —o restar— punts, multiplicar punts
per escalars, etc., no tenen cap significat lícit.8
Donem ara uns quants exemples d’espais afins:
• En els exemples anteriors —el temps, les primitives d’una funció, lessolucions d’una equació diferencial lineal o les solucions d’un sistemalineal— és fàcil veure que tenim uns estructura d’espai afí natural.Per exemple, en el conjunt P de les primitives d’una funció f l’espaivectorial seria V = R i l’operació de V sobre P seria la suma ordinàriade funcions F + k per F ∈ P i k ∈ R (entès com una funció constant).• Un espai vectorial V ens el podem mirar de manera natural com aun espai afí sobre l’espai vectorial V , posant X := V i considerant lasuma de V com a operació de V sobre X . Entendrem que aquesta ésl’estructura afí canònica d’un espai vectorial.• El complement d’un hiperplà en un espai projectiu té una estructuranatural d’espai afí. Més concretament, sigui V un espai vectorial dedimensió n + 1 i considerem el seu espai projectiu P(V ). Sigui H unsubespai de V de dimensió n i considerem la subvarietat projectiva
P(H) ⊂ P(V ), que és un hiperplà de P(V ). Afirmem que
X := P(V )− P(H)
té una estructura natural d’espai afí de dimensió n. Per comprovar-ho,hem de trobar un espai vectorial E de dimensió n apropiat i una accióde E sobre X que compleixi els tres axiomes dels espais afins.L’espai vectorial apropiat E és aquest:
E := L(V /H,H)
8Més endavant definirem una certa operació entre punts —les combinacions afins depunts— que seran, doncs, l’excepció a aquesta regla. D’altra banda, pot ser temptadordefinir una resta de punts a través de P − Q := −→QP . Aquesta definició és lícita, però potdur fàcilment a errors i és preferible no utilitzar-la mai (vegeu l’exercici III.5).
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és a dir, l’espai de les aplicacions lineals de l’espai vectorial quocient
V /H en l’espai vectorial H . Veiem que V /H té dimensió 1 i, per tant,
E té dimensió n. Ara hem de definir la suma d’un punt P = [−→v ] ∈ X iun vector φ ∈ E . Ho fem així:
P + φ := [−→v + φπ(−→v )]
on π : V → V /H és l’aplicació de pas al quocient. Deixem com aexercici comprovar que aquesta suma està ben definida i que compleixels tres axiomes d’espai afí. (Exercici III.6.)9En conclusió: el complement d’un hiperplà en un espai projectiu ésun espai afí. De fet, es pot demostrar que per aquest procediments’obtenen tots els espais afins. Estudiarem amb més detall tot això enel capítol C.5.
Combinacions afinsDefinirem ara una operació important que podem fer en els espais afins: lescombinacions afins. Suposem que tenim un espai afí X , n punts P1, . . . , Pn ∈
X i n escalars λ1, . . . , λn ∈ k que compleixen la condició λ1 + · · · + λn = 1.En aquestes circumstàncies, podem definir la combinació afí
λ1P1 + · · ·+ λnPn ∈ X
d’aquesta manera: escollim un punt qualsevol O ∈ X i definim
λ1P1 + · · ·+ λnPn := O + (λ1−−→OP1 + · · ·+ λn−−→OPn) .
Hem de comprovar que el resultat és independent del punt O que haguem
9Aquesta construcció que acabem de fer és complicada i poc intuïtiva però és, inevita-blement, la construcció que cal fer per dotar X d’una estructura natural d’espai afí. Detota manera, si renunciem a la naturalitat, hi ha una manera molt més senzilla de convertirel complement d’un hiperplà en un espai afí. És aquesta: en primer lloc, convertim l’espaiprojectiu en un Pn(k), de manera que l’hiperplà P(H) sigui l’hiperplà xn = 0. Aleshores, elconjunt X serà
X = {{x0, . . . , xn} ∈ Pn : xn 6= 0}.Com a espai vectorial que actua sobre l’espai afí prenem el mateix hiperplà xn = 0 de V il’acció que considerem és
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escollit. En efecte, si O′ és un altre punt, tenim
λ1P1 + · · ·+ λnPn = O + (λ1−−→OP1 + · · ·+ λn−−→OPn)= O′ −−−→OO′ + λ1 (−−→OO′ +−−→O′P1)+ · · ·+ λn (−−→OO′ +−−→OPn)= O′ + (λ1−−→O′P1 + · · ·+ λn−−−→O′Pn) .
Observem que la condició λ1 + · · ·+ λn = 1 és essencial.En particular, si tenim dos punts P,Q ∈ X i un escalar λ ∈ k podem ferla combinació afí λP + (1− λ)Q que dóna un punt de l’espai afí.10Un exemple important d’utilització de les combinacions afins apareix enla definició del baricentre d’un conjunt (finit) de punts. Si tenim punts
P1, . . . , Pr en un espai afí, el seu baricentre és el punt
B := 1r P1 + . . .+ 1r Pr.Evidentment, perquè això tingui sentit cal que el nombre de punts r siguiuna unitat al cos base k .Un altre exemple d’aplicació de les combinacions afins —un exempleamb un gran impacte tecnològic— és el de les corbes de Bézier.11 Si P0 i
10Aquest concepte de combinació afí és molt útil però també és «perillós» perquè nohem d’oblidar que no podem ni sumar ni restar punts ni multiplicar-los per escalars ni,en general, fer combinacions lineals de punts que no compleixin la condició imprescindibleque la suma dels coeficients sigui igual a 1. Per exemple, A = 3P−2Q té sentit, però ni 3Pni −2Q signifiquen res, ni tampoc podem «deduir», de la igualtat anterior, que A+2Q = 3P(una expressió que no té cap sentit). Cal anar amb compte de no caure en aquests errors.Una manera d’entendre fàcilment com és que es poden fer combinacions afins i no es podenfer combinacions lineals generals consisteix en pensar en l’espai afí de les primitives d’unafunció contínua: si F,G són primitives de f 6= 0, la combinació lineal 3F + 2G no és unaprimitiva de f , però la combinació afí 3F − 2G sí que és una primitiva de f .11Aquestes corbes van ser utilitzades per primera vegada als anys seixanta del segleXX per l’enginyer Pierre Bézier, que les va aplicar al disseny dels automòbils Renault.Actualment, les corbes de Bézier són omnipresents al disseny perquè són les que es fanservir a tots els programes de CAD i als estàndards tipogràfics (TrueType, PostScript, etc.).Són la base de tot el que es coneix com a gràfics vectorials, per oposició als formats raster.Aquí teniu un exemple:
La primera paraula es veu igual independentment del nivell de zoom que fem, perquè lescorbes que la determinen són corbes de Bézier que es calculen cada vegada que ampliemla imatge. En canvi, la segona paraula no està definida per funcions matemàtiques sinóque és un conjunt de píxels més o menys foscos que, amb un nivell de zoom concret, esveuen pràcticament igual que la primera paraula.
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P1 són punts d’un pla afí sobre el cos real, la combinació afí
Q0(t) := (1− t)P0 + tP1, 0 ≤ t ≤ 1
parametritza el segment que va de P0 a P1. Suposem que tenim un tercerpunt P2 i que parametritzem el segment de P1 a P2 per la combinació afí
Q1(t) := (1− t)P1 + tP2, 0 ≤ t ≤ 1.
Ara podem considerar el segment de Q0 a Q1:
f (t) := (1− t)Q0 + tQ1 = (1− t)2P0 + 2t(1− t)P1 + t2P2, 0 ≤ t ≤ 1,
que és una corba de segon grau que uneix P0 amb P2 i és, per definició, unacorba de Bézier quadràtica. Si, en lloc de tres punts P0, P1, P2 en prenemquatre, obtindrem una corba de Bézier cúbica.
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18. Subvarietats i fórmules de
Grassmann
E
n els espais projectius tenim el concepte de subvarietat i aquestconcepte també existeix en els espais afins. Ja hem vist queels espais afins i els espais projectius estan molt directamentrelacionats i, de fet, també hi haurà una bona relació entre lessubvarietats projectives i les subvarietats afins.Sigui X un espai afí sobre un espai vectorial V . Si P és un punt de X i
F és un subespai vectorial de V , podem considerar tots els punts de X ques’obtenen sumant a P vectors de F :
P + F := {P +−→v ∈ X : −→v ∈ F} = {Q ∈ X : −→PQ ∈ F} .
Direm que aquest subconjunt de X és una subvarietat afí1 de X . Observem:
• P és un punt de P + F . Si Q ∈ P + F , aleshores P + F = Q + F .• El subespai F ⊆ V està completament determinat per la subvarietat
P + F (exercici III.11). Direm que F és el subespai director de lasubvarietat P + F .• Si F té dimensió m, direm que P+F és una subvarietat de dimensió mde X . Sim = 1, direm que la subvarietat és una recta; sim = dimX−1,direm que la subvarietat és un hiperplà. Una subvarietat de dimensiózero és un punt.• Una subvarietat P + F hereta de X una estructura d’espai afí, ambespai vectorial associat igual a F .• En el món afí hi ha el concepte de paral.lelisme. Dues subvarietats
P + F i Q + G direm que són paral.leles quan F ⊆ G o G ⊆ F . Enel cas de dues rectes, això és el mateix que dir que dues rectes sónparal.leles si tenen el mateix subespai director. Observem que, enaquest context, estem considerant que tota subvarietat és paral.lela aella mateixa.
1Si el context és clar, en direm simplement «subvarietat».
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Les rectes d’un espai afí compleixen les propietats que esperem en unageometria «afí»:
• Per dos punts diferents hi passa una única recta.
• Donat un punt P i una recta r, hi ha una única recta que passa per Pi és paral.lela a r.
• Si tenim quatre punts diferents no alineats A,B, C,D de manera quela recta AB és paral.lela a la recta CD i la recta AC és paral.lela a larecta BD, aleshores −→AB = −→CD.
Les demostracions són senzilles i les deixem com a exercici.
Suma i intersecció de subvarietatsIgual que succeeix en els espais projectius, podem parlar d’intersecció i
suma de subvarietats:2
• Si Y , Z són subvarietats de X i Y ∩ Z 6= ∅, aleshores Y ∩ Z és tambéuna subvarietat de X . En efecte, si P ∈ Y ∩ Z , aleshores Y = P + F i
Z = P + G i és fàcil veure que Y ∩ Z = P + (F ∩ G).
• Si Y = P + F i Z = Q +G són dues subvarietats de X , podem definirla seva suma com la subvarietat
Y + Z := P + (F + G + 〈−→PQ〉) .
Es pot comprovar que, amb aquesta definició, Y + Z = Z + Y i Y + Zés la subvarietat més petita3 que conté Y ∪ Z (exercici III.9).
Coneixem la relació que hi ha entre els espais projectius i els espaisafins: si eliminem un hiperplà d’un espai projectiu, obtenim un espai afíde la mateixa dimensió. Aquesta relació es tradueix també en una relacióentre les subvarietats projectives i les subvarietats afins. Més concretament,suposem que tenim un espai projectiu P(V ) i un hiperplà P(H) ⊂ P(V ). Hem
2Aquí tenim una altra excepció a la regla que «no podem sumar punts». En efecte, unpunt és, de fet, una subvarietat de dimensió zero i dues (o més) subvarietats es podensumar. Per tant, si tenim punts A1, . . . , An ∈ X , podríem interpretar A1 + · · · + An com lasubvarietat de X que és suma de les subvarietats A1, . . . , An.3Això vol dir que si W és una subvarietat i W ⊇ Y ∪ Z , aleshores W ⊇ Y + Z .
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{ subvarietats projectives de P(V )no contingudes a P(H)
}
.
Anem a veure com funciona aquesta correspondència bijectiva i quines pro-pietats té. Donarem només les idees principals i deixarem els detalls per aun capítol de la part de la part de Complements.Suposem que tenim una subvarietat projectiva P(W ) ⊆ P(V ) que noestigui continguda a P(H). Considerem L = P(W ) ∩ X . Cal veure que estracta, efectivament, d’una subvarietat afí de X . En primer lloc, observemque, per hipòtesi, existirà un vector −→v ∈ W tal que −→v /∈ H . Sigui P :=[−→v ] ∈ X . Recordem que X és un espai afí sobre l’espai vectorial E =
L(V /H,H). Aleshores, es pot demostrar que
L = P(W ) ∩ X = P + L(V /H,W ∩H)
que és una subvarietat afí de X de la mateixa dimensió que P(W ).Recíprocament, si comencem amb una subvarietat afí L = P+F de l’espaiafí X , tindrem que P = [−→v ] amb −→v ∈ V −H i F és un subespai vectorial de
E = L(V /H,H). Hem d’associar a L una certa subvarietat projectiva L de
P(V ). Comencem definint aquest subespai vectorial de H:
K := {φπ(−→v ) : φ ∈ F} ⊆ H.
Aleshores, si definim
L := P (〈−→v 〉 ⊕ K)obtenim una subvarietat projectiva de P(V ) de la mateixa dimensió que L.Podem comprovar aquestes propietats de les correspondències que aca-bem de definir:
• Les dues correspondències són inversa una de l’altra:
L ∩ X = L, L ∩ X = L.
• Aquestes correspondències es comporten bé respecte de la suma desubvarietats:
L1 + L2 = L1 + L2.
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• També es comporten bé respecte de la intersecció de subvarietats, peròara cal seu una mica més curosos. Si L1 i L2 són dues subvarietatsafins tals que L1 ∩ L2 6= ∅, aleshores
L1 ∩ L2 = L1 ∩ L2.
En canvi, si L1 ∩ L2 = ∅, aleshores
L1 ∩ L2 = P(F̃1 ∩ F2)
on F̃1 ∩ F2 indica un espai vectorial isomorf a F1 ∩ F2.
Fórmules de Grassmann afinsLa correspondència entre subvarietats afins i subvarietats projectives enspermet deduir, a partir la fórmula de Grassmann de la geometria projectiva—que recordem que era una conseqüència immediata de les fórmules del’àlgebra lineal— unes fórmules de Grassmann afins que, com feien les fór-mules projectives, ens relacionen les dimensions de la suma i la interseccióde subvarietats amb les dimensions de cada subvarietat.
Siguin L1 = P1 +F1 i L2 = P2 +F2 subvarietats d’un espai afí (de
dimensió finita). Aleshores:
1. Si L1 ∩ L2 6= ∅, aleshores
dim(L1 + L2) = dim(L1) + dim(L2)− dim(L1 ∩ L2).
2. Si L1 ∩ L2 = ∅, aleshores
dim(L1 + L2) = dim(L1) + dim(L2)− dim(F1 ∩ F2) + 1.
La demostració és immediata a partir del fet que tot espai afí proce-deix d’un espai projectiu, de les fórmules de Grassmann projectives i delscomentaris anteriors sobre el comportament de la correspondència entresubvarietats afins i projectives respecte de la suma i la intersecció de sub-varietats. D’altra banda, les fórmules també es poden demostrar directa-ment amb molta facilitat, sense haver de recórrer a l’espai projectiu (exercici
III.10).
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19. Coordenades i equacions
E
ns agradaria poder introduir sistemes de referència en els espaisafins de manera que els punts i els vectors tinguessin coorde-
nades i les subvarietats tinguessin equacions. La manera defer-ho és aquesta. Suposem que X és un espai afí sobre l’espaivectorial V . Una referència afí per a X és una parella
R = {P; B}
on P és un punt de X (anomenat l’origen de la referència) i B ={−→e 1, . . . ,−→e n}és una base (ordenada) de l’espai vectorial V .Fixada una referència R de X , cada punt A ∈ X té unes coordenadesperfectament determinades que es defineixen així:
A = (λ1, . . . , λn) ⇐⇒ −→PA = λ1−→e 1 + · · ·+ λn−→e n.
És a dir, quan escollim una referència, els punts de X queden en cor-respondència bijectiva amb kn, de manera que el punt P de la referènciaes converteix en (0, . . . , 0). A més, l’operació de suma de l’espai afí es con-verteix en la suma «coordenada amb coordenada»: si sumem el punt decoordenades (λ1, . . . , λn) amb el vector de coordenades (µ1, . . . , µn) obtenimel punt de coordenades
(λ1, . . . , λn) +−−−−−−−→(µ1, . . . , µn) = (λ1 + µ1, . . . , λn + µn).
És possible introduir coordenades de manera geomètrica, sense invocaruna base de l’espai vectorial associat? La resposta és sí. Suposem que
X és un espai afí de dimensió n. Considerem n + 1 punts A0, . . . , An quecompleixin aquestes condicions equivalents:
1. Cap d’ells no es pot expressar com a combinació afí de la resta.1
2. No hi ha cap subvarietat pròpia que els contingui tots.
1En la notació de l’exercici III.18 això vol dir que els punts són afinament independents.
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3. A0 + · · ·+ An = X (suma entesa com a suma de subvarietats).
4. Els vectors −−→A0A1, . . . ,−−→A0An ∈ V són linealment independents.
Si tenim aquests punts, podem considerar aquesta referència afí:
R = {A0;−−→A0A1, . . . ,−−→A0An}
i considerar coordenades respecte d’aquesta referència. Observem que, d’a-questa manera, les coordenades dels punts A0, . . . , An són
A0 = (0, . . . , 0)
Ai = (0, . . . , 1, . . . , 0), i = 1, . . . , n, un únic 1 en el lloc i-èssim.
Relació amb les coordenades projectivesSi ja sabem que un espai afí és el complement d’un hiperplà en un espaiprojectiu, té sentit preguntar-se quina relació hi ha entre les coordenadeshomogènies a l’espai projectiu i les coordenades afins a l’espai afí. Suposem,doncs, que tenim un espai projectiu P(V ) i un hiperplà P(H) ⊂ P(V ). Sivolem tenir coordenades homogènies a P(V ) hem d’escollir una referènciaprojectiva U0, . . . , Un, U . L’escollim de manera que el punts U0, . . . , Un−1estiguin a l’hiperplà P(H). És a dir, fem que aquest hiperplà sigui l’hiperplà
xn = 0. Aleshores, considerem aquests punts de l’espai afí X = P(V )−P(H):
A0 = Un = {0, . . . , 0, 1}
Ai = {0, . . . , 1, . . . , 0, 1}, i = 1, . . . , n (un 1 en el lloc i-èssim)que clarament són afinament independents i ens donen una referència afí,com hem explicat abans. En aquests moments, doncs, tenim coordenades
homogènies a P(V ) i coordenades afins a X . Volem veure quina relació hiha entre aquestes dues coordenades.Les coordenades projectives que hem escollit ens identifiquen l’espaiprojectiu P(V ) a Pn(k), on k és el cos base, de manera que H és l’hiperplà
xn = 0. En aquestes circumstàncies, la discussió a la nota de la pàgina 140ens identifica l’espai vectorial de l’espai afí X a H i ens descriu com és lasuma d’un punt amb un vector. D’aquesta manera, és fàcil veure que
• {−−→A0A1, . . . ,−−→A0An} és la base canònica de H .
• Si P = {λ0, . . . , λn} /∈ H , aleshores −−→A0P = (λ0/λn, . . . , λn−1/λn, 0) ∈ H .
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En conclusió, la relació que hi ha entre les coordenades projectives i lescoordenades afins —quan hem escollit la referència afí de la manera quehem indicat— ve donada per aquestes senzilles correspondències:




, . . . , λn−1λn
)
(µ1, . . . , µn)↔ {µ1, . . . , µn, 1}Aquests canvis de coordenades afí↔ projectiu s’anomenen, respectivament,
homogeneïtzació i deshomogeneïtzació, per motius obvis.
Equacions d’una subvarietatSuposem que tenim fixada una referència R = {P0; B} de l’espai afí X i que
L = P + F és una subvarietat de X . El punt P tindrà unes coordenades
P = (p1, . . . , pn)i podem escollir una base de F
F = 〈−→v 1, . . . ,−→v r〉.En aquestes condicions, anomenarem equació paramètrica de L l’expressió
(X1, . . . , Xn) = (p1, . . . , pn) + r∑1 λi−→v i.Si els paràmetres λi recorren k , obtenim les coordenades (X1, . . . , Xn) detots els punts de L.Les equacions cartesianes d’una subvarietat les obtindrem eliminant elsparàmetres λi de l’equació paramètrica. Fem-ho amb detall. En primer lloc,si escrivim cada vector −→v i com a combinació lineal de la base B , tindrem
−→v i = α i1−→v 1 + · · ·+ α in−→v n, i = 1, . . . , ri l’equació paramètrica adopta la forma
(X1, . . . , Xn) = (p1, . . . , pn) + r∑1 λi (α i1, . . . , α in)que, si l’escrivim en forma matricial, ésX1 − p1...
Xn − pn
 =
α11 · · · αr1... ...
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Els punts de la subvarietat són els que tenen coordenades (X1, . . . , Xn) quefan que l’equació matricial anterior tingui solució. Sabem que l’equació tésolució si i només si el rang de la matriu (α ji ) (que ja sabem que és igual a








Aleshores, l’equació paramètrica s’obtindrà «resolent» el sistema lineal an-terior i expressant la solució en la forma
(X1, . . . , Xn) = (p1, . . . , pn) + kerB.
Fem un exemple. Considerem la subvarietat P + F d’un espai afí dedimensió 4 sobre el cos racional que, en una certa referència, s’expressacom P = (1, 3, 0,−1), F = 〈−−−−−−−−−→(0, 1,−1,−3),−−−−−−−→(1,−1, 1, 0)〉. La matriu ampliadacorresponent seria 
0 1 x − 11 −1 y− 3
−1 1 z
−3 0 t + 1

Aquesta matriu ha de tenir rang 2. Per tant, els seus quatre menors 3 × 3han de ser zero. De fet, en aquest exemple n’hi ha prou amb igualar a zerodos d’aquests menors. Les equacions cartesianes que obtenim són





om sempre fem quan introduïm una certa estructura, és hora dedefinir quines seran les transformacions dels espais afins. Endirem afinitats (també: aplicacions afins, transformacions afins)i, com que un espai afí conté tres ingredients —els punts, elsvectors i la suma (punt + vector)— les afinitats han de tenir en compteaquests tres ingredients.Suposem que X i X ′ són espais afins amb espais vectorials associats V i
V ′, respectivament. Suposem que el cos base és el mateix en els dos casos.Una afinitat del primer d’aquests espais afins en el segon consisteix en
1. Una aplicació (de conjunts) f : X → X ′.1
2. Una aplicació lineal φ : V → V ′.
3. Una relació de compatibilitat entre f i φ: per tot P ∈ X i tot −→v ∈ Ves compleix
f (P +−→v ) = f (P) + φ(−→v ).
Quan tinguem una afinitat, per abús de llenguatge parlarem de l’afinitat
f : X → X ′, sense fer menció de l’aplicació lineal φ. Una manera natural dereferir-se a l’aplicació φ és anomenar-la la diferencial de f i denotar-la df .Aquesta notació és coherent amb el concepte de diferencial d’una funcióde diverses variables2 i amb el fet que, com veurem més endavant, φ vedeterminada per f .Si admetem que φ sigui una aplicació semi-lineal, obtenim un conceptemés general que anomenarem «semi-afinitat». En aquest cas, ja no calexigir que els dos espais afins tinguin el mateix cos base.Estudiem ara una sèrie de propietats elementals de les afinitats que sóntotes senzilles de demostrar.
1Observem que no cal que f sigui bijectiva. Això contrasta amb el cas projectiu quanexigíem que les homografies fossin bijectives.2En efecte, si considerem una afinitat f : Rn → Rm, aleshores df : Rn → Rm coincideixefectivament amb la diferencial —o aplicació lineal tangent— del càlcul diferencial.
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• La composició de dues afinitats torna a ser una afinitat.• Per la condició 3, és evident que es compleix
df (−→PQ) = −−−−−→f (P)f (Q).
Aquesta fórmula ens diu que l’aplicació df ve determinada per l’apli-cació f . Dit d’una altra manera, si sabem que f : X → X ′ és unaaplicació que forma part d’una afinitat, ja no cal especificar quina ésl’aplicació lineal df , perquè es dedueix de f .• En canvi, l’aplicació lineal df no determina f : hi pot haver afinitats di-ferents amb la mateixa aplicació lineal associada. Ja veurem exemplesmés endavant. De tota manera, si coneixem df i coneixem la imatged’un sol punt, sí que ja tenim determinada f . En efecte, si sabem que
f (P0) = Q0 aleshores, si P ∈ X és un punt qualsevol, tenim
f (P) = f (P0 +−−→P0P) = f (P0) + df (−−→P0P) = Q0 + df (−−→P0P).
• Les afinitats conserven les combinacions afins. Si λ1 + · · · + λr = 1,aleshores
f (λ1P1 + · · ·+ λrPr) = λ1f (P1) + · · ·+ λrf (Pr).Això es comprova fàcilment a partir de la definició de combinació afí.• Les afinitats transformen subvarietats en subvarietats. Suposem que
f : X → X ′ és una afinitat i L = P + F és una subvarietat de X .Aleshores, és immediat comprovar que
f (P + F ) = f (P) + df (F ).
• Una afinitat és bijectiva a nivell de punts si i només si ho és a nivellde vectors. Per tant, podem parlar d’afinitats bijectives sense haverd’especificar si ho són a nivell de punts o de vectors.
Expressió en coordenadesSuposem que tenim una afinitat f : X → X ′ i que tenim referències afinsals dos espais afins X i X ′. Com podem expressar l’acció de f a nivell decoordenades? Suposem que R = {P0; −→v 1, . . . ,−→v n} és una referència afí de
X i R′ = {P ′0; −→v ′1, . . . ,−→v ′m} és una referència afí de X ′. Si A = (λ1, . . . , λn)
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és un punt de X i f (A) = (µ1, . . . , µm) és la seva imatge a X ′, quina relacióhi ha entre les coordenades (λi) i les coordenades (µj )?Observem que, per definició de coordenades d’un punt en una referència,tenim





f (A) = f (P0 +∑n1 λi−→v i) = f (P0) + n∑1 λi df (−→v i)
= f (P0) +M
λ1...
λn




on M és la matriu de l’aplicació lineal df : V → V ′ en les bases {−→v i} i

















Amb aquesta senzilla estratagema de la «matriu ampliada» podem treballaramb les afinitats com ho faríem amb les aplicacions lineals: composiciód’afinitats, canvi de referències, etc.33S’intueix —i és una intuïció correcta— que hi ha una relació entre aquesta matriuampliada i els processos d’homogeneïtzació i deshomogeneïtzació que ens relacionen lescoordenades afins i les coordenades projectives.
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21. Algunes afinitats interessants
E
n aquest capítol considerarem afinitats d’un espai afí en ell ma-teix. Direm que dues afinitats són similars o equivalents si hiha una afinitat bijectiva —és a dir, un canvi de referència afí—que transforma una en l’altra. Més exactament, dues afinitats
f , g : X → X són equivalents si existeix una afinitat bijectiva h : X → X talque h−1fh = g. Hem après que, fixada una referència, una afinitat ve dona-da per una matriu ampliada. Dues afinitats f i g seran similars si existeixenreferències R i R′ tals que la matriu de f en la referència R sigui igual ala matriu de g en la referència R′.A l’hora d’estudiar una afinitat hi ha dos conceptes importants:
• Punts fixos. Evidentment, un punt fix d’una afinitat f és un punt P talque f (P) = P . Es poden trobar resolent l’equació lineal f (X ) = X . Elconjunt de tots els punts fixos de f , si no és buit, forma una subvarietatque designarem per Fix(f ) (exercici III.30). És clar que la dimensiód’aquesta subvarietat és un invariant de f : si dues afinitats f , g sónsimilars, aleshores Fix(f ) i Fix(g) tenen la mateixa dimensió.
• Rectes invariants. Una recta r és invariant per una afinitat f si escompleix que si P ∈ r, aleshores f (P) ∈ r.1 Si la recta és L =
P + 〈−→v 〉, aleshores les condicions necessàries i suficients perquè Lsigui invariant per f són (exercici III.33):
1. −→v ha de ser vector propi de df .2. −−−→Pf (P) ha de ser un múltiple de −→v .
Aquests dos conceptes són casos particulars del concepte general de subva-
rietat invariant, un concepte que ens porta a definir el nivell d’invariànciad’una afinitat com la mínima dimensió d’una subvarietat invariant. Si hi haalgun punt fix, el nivell d’invariància és 0; si no hi ha cap punt fix però hi
1Observeu la diferència entre «una recta invariant» i «una recta de punts invariants»:si tots els punts d’una recta són invariants, és clar que la recta és invariant, però en unarecta invariant pot ser que no hi hagi cap punt invariant.
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ha alguna recta invariant, el nivell d’invariància és 1, etc. La notació queutilitzarem per al nivell d’invariància és ρ(f ) i és evident que es tracta d’un
invariant de les afinitats, en el sentit que tenir el mateix nivell d’invariànciaés una condició necessària perquè dues afinitats siguin similars.Quan el nivell d’invariància és > 0 (és a dir, quan no hi ha cap punt fix)es diu que hi ha lliscament.Estudiem ara algunes afinitats f : X → X que tenen un interès especial.
• Translacions. Escollim un vector −→v 6= 0. La translació de vector −→vés l’afinitat T−→v que es defineix per
T−→v (P) = P +−→v .Observem immediatament que una translació no té punts fixos i queles seves rectes invariants són les que tenen subespai director iguala 〈−→v 〉. D’altra banda, l’aplicació lineal associada és la identitat. Siescollim una referència afí en la qual el primer vector de la base siguiigual a −→v , la matriu de T−→v s’escriu




En conclusió, totes les translacions són similars i tenen nivell d’inva-riància igual a 1.
• Reflexions. Suposem ara que el cos base té característica diferent dedos. Sigui H un hiperplà de X amb subespai director E i sigui −→v /∈ E .La reflexió respecte de H amb arrel −→v és l’única afinitat f : X → Xque deixa fixos tots els punts de H i tal que df (−→v ) = −−→v .2 Si prenemuna referència
R = {P; −→v 1, . . . ,−→v n}on P ∈ H , −→v 1, . . . ,−→v n−1 ∈ E , −→v n = −→v , la matriu de f en aquesta
2Aquest concepte clàssic de reflexió es pot generalitzar de diverses maneres. Per exem-ple, en lloc d’exigir df (−→v ) = −−→v podem demanar que df (−→v ) = λ−→v per algun λ 6= 0, 1.Encara més general, podem oblidar-nos de l’arrel −→v i demanar només que Fix(f ) sigui unhiperplà. En aquest darrer cas es parla de pseudo-reflexions.
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referència és 
1 . . . 1
−1




Deduïm que totes les reflexions són similars. També veiem que Fix(f ) =
H i pel que fa a les rectes invariants, a banda de les que estan contin-gudes a H (evidentment) només ho són les que tenen subespai directorigual a 〈−→v 〉. Sovint es diu que H és el mirall de la reflexió.• Projeccions. Considerem un hiperplà H amb subespai director E isigui −→v /∈ E . La projecció sobre H en la direcció del vector −→v ésl’afinitat f : X → X que deixa fixos tots els punts de H i tal que
df (−→v ) = 0. És clar que, en una referència apropiada, la matriu de fés 
1 . . . 1 0




Totes les projeccions són similars.• Homotècies. Una homotècia és una afinitat f : X → X tal que df = rIon r 6= 0, 1 s’anomena la raó de l’homotècia i I és la identitat. Siprenem una referència qualsevol i calculem la matriu de f obtindrem
r . . .
r





Veiem immediatament que f té un únic punt fix. Si prenem aquestpunt fix com a punt base de la referència afí, la matriu de f esdevé
r . . .
r




En conclusió, dues homotècies són similars si i només si tenen lamateixa raó.
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• Reflexions amb lliscament. Estudiem ara la composició d’una reflexiói una translació f = T−→w R .3 Aquí R serà una reflexió amb arrel −→v ,respecte d’un hiperplà H amb subespai director E . Prenem una refe-rència apropiada R = {P0; −→v 1, . . . ,−→v n} que hem escollit de maneraque H = P0 + 〈−→v 1, . . . ,−→v n−1〉 i −→v n = −→v . En aquesta referència, lamatriu de R serà 
1 . . . 1
−1




Si les coordenades de −→w són (b1, . . . , bn), la matriu de f en aquestareferència serà 
1 . . . 1
−1





Ara hem de distingir dos casos:
– Si −→w és múltiple de −→v , serà b1 = · · · = bn−1 = 0 i veiem que totsels punts de l’hiperplà 2xn = bn són fixos per f . La conclusió ésque f torna a ser una reflexió. L’arrel és la mateixa de R , peròl’hiperplà de punts fixos ha canviat.
– En canvi, si algun bi 6= 0, 1 ≤ i ≤ n − 1, veiem que f no técap punt fix i, en conseqüència, no és una reflexió. Direm que estracta d’una reflexió amb lliscament. En aquest cas existeix unareferència en la qual la matriu de f té aquesta forma:
1 . . . 1
−1




Per trobar aquesta referència fem el següent. Escrivim −→w =
bn−→v n + −→e amb −→e ∈ E , −→e 6= 0. Prenem com a punt base de lanova referència
Q0 := P0 + bn2 −→v n3Observem que les afinitats RT−→w i T−→w R són equivalents i, per tant, n’hi ha prou ambestudiar-ne una.
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i com a base de E prenem −→e 1, . . . ,−→e n de manera que −→e 1 = −→e ,−→e 1, . . . ,−→e n−1 sigui una base de E i −→e n = −→v . Es comprovafàcilment que la matriu de f en aquesta referència és com lamatriu anterior.No hi ha punts fixos, però sí que hi ha rectes invariants, perexemple la recta Q0 + 〈−→e 〉. Per tant, el nivell d’invariància ésigual a 1.
Les reflexions amb lliscament ens proporcionen un exemple no trivialde dues afinitats no similars f  g amb la mateixa diferencial df = dg,que es distingeixen perquè tenen nivells d’invariància diferents.
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22. Dos teoremes importants de
geometria afí
El teorema fonamental de la geometria afí
L
’anomenat «teorema fonamental de la geometria projectiva» (ca-pítol 15) afirma que —amb algunes excepcions molt clares—totes les col.lineacions s’obtenen a partir d’aplicacions semi-lineals. Anàlogament, s’anomena «teorema fonamental de lageometria afí» el teorema que afirma que totes les col.lineacions de l’espaiafí —amb algunes excepcions molt clares— són semi-afinitats.Recordem que, en qualsevol àmbit on tingui sentit parlar de línies rectes,una col.lineació és una aplicació bijectiva f : X → X que compleix quetres punts diferents A,B, C ∈ X estan alineats si i només si els punts
f (A), f (B), f (C ) ∈ X també estan alineats.Per exemple, si X és un espai afí, una afinitat bijectiva és automàticamentuna col.lineació. En efecte, A,B, C ∈ X estan alineats si i només si −→AB =
λ
−→
AC amb λ 6= 0. Com que df (−→AB) = −−−−−→f (A)f (B), això és equivalent a que
f (A), f (B), f (C ) estiguin alineats. Si f no és una afinitat però sí que és unasemi-afinitat, la mateixa demostració ens diu que f és una col.lineació.Ens preguntem, doncs, si col.lineacions i semi-afinitats són el mateix.En general, la resposta és no, perquè hi ha una sèrie de contraexemplesevidents:
• En un espai afí sobre el cos de dos elements les rectes només tenen dospunts i, com que mai no podem tenir tres punts diferents alineats, totaaplicació bijectiva és una col.lineació. Però no tota aplicació bijectivaés una afinitat (exercici III.42).1
• En un espai afí de dimensió 1 tots els punts estan alineats i, per tant,tota bijecció és una col.lineació. Però hi ha aplicacions bijectives queno són semi-afinitats. Per veure-ho hem d’utilitzar un recurs similar
1Si el cos base és el cos de dos elements, afinitats i semi-afinitats són el mateix.
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al que vam utilitzar en el cas projectiu. En aquell cas, vam introduir la
raó doble i vam veure que les col.lineacions que són homografies sónprecisament les que conserven la raó doble. En el cas afí, l’invariantés la raó simple.Siguin A,B, C tres punts diferents d’una recta d’un espai afí. Definimla seva raó simple com l’escalar (ben definit) (A,B, C ) ∈ k que compleix
−→
AB = (A,B, C ) −→AC.
És molt senzill comprovar que si f : X → X és una afinitat bijectiva,aleshores (A,B, C ) = (f (A), f (B), f (C )). Recíprocament, si X té dimensió1 i f conserva la raó simple, aleshores f és una afinitat (exercici III.49).
Si excloem aquestes dues «patologies», les col.lineacions i les semi-afinitatssón el mateix.
[teorema fonamental de la geometria afí] Si f : X → X és una
col.lineació d’un espai afí de dimensió finita > 1 sobre un cos de
més de dos elements, aleshores f és una semi-afinitat.
La demostració d’aquest teorema no la podem incloure aquí.
Classificació de les afinitatsEl segon teorema important que discutirem en aquest capítol fa referènciaa la classificació de les afinitats. Si tenim dues afinitats f , g : X → X , compodem decidir si són similars o no ho són?2Comencem buscant algunes condicions necessàries perquè f i g siguinsimilars. És clar que si f té punts fixos i g no en té, no poden ser similars.Més en general, és clar que si són similars han de tenir el mateix nivell
d’invariància.L’altra condició necessària molt clara és que si f és similar a g, aleshores
df i dg són aplicacions lineals similars. Recordem que dues aplicacionslineals són similars si existeix un canvi de base que transforma una enl’altra.El teorema de classificació diu que aquestes dues condicions són tambésuficients:
2Recordem que «similars» vol dir que hi ha un canvi de referència que transforma unaen l’altra i, per tant, les dues tenen exactament les mateixes propietats geomètriques.
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Dues afinitats f , g : X → X són similars si i només si
1. Les aplicacions lineals associades df i dg són similars.
2. Els nivells d’invariància ρ(f ) i ρ(g) són iguals.
Aquest teorema —que no podem demostrar aquí— redueix el problema dedecidir si dues afinitats són similars a dos problemes: decidir si dues apli-cacions lineals són similars i calcular el nivell d’invariància. Diguem algunacosa sobre aquests dos problemes.El problema de la classificació de les aplicacions lineals es resol en elscursos d’àlgebra lineal utilitzant el que es coneix com a forma racional d’un
endomorfisme o, en el cas que el cos base sigui algebraicament tancat, for-
ma de Jordan. El teorema que es demostra diu que dos endomorfismes sónsimilars si i només si tenen la mateixa forma racional (o la mateixa formade Jordan). En aquests mateixos cursos s’explica com es pot trobar, de ma-nera efectiva, la forma racional d’un endomorfisme —polinomi característic,polinomi anul.lador, descomposició en blocs, etc. Podem considerar, doncs,que aquest problema està essencialment resolt.3El nivell d’invariància l’hem definit com la mínima dimensió d’una sub-varietat invariant. Amb aquesta definició, sembla difícil poder-lo calcularefectivament. Afortunadament, hi ha una definició alternativa que és menysintuïtiva però és més senzilla d’aplicar.4
3Repassem breument com es pot decidir si dues matrius quadrades a coeficients en uncos k són similars o no ho són. Excepte en casos molt senzills, treballar amb la forma deJordan no és recomanable, perquè requereix determinar els valors propis i, per tant, cal sercapaços de trobar les arrels del polinomi característic. És molt més interessant resoldreel problema de la similitud de les dues matrius a partir de les seves formes racionals. Lateoria ens diu que la forma canònica racional depèn d’una successió de polinomis mònics
p1(x), . . . , pr(x) que compleixen pi(x)|pi+1(x) per tot i. Aquests polinomis s’anomenen els
factors invariants de la matriu i estan unívocament determinats per la matriu. Aleshores,dues matrius són similars si i només si tenen els mateixos factors invariants. Curiosament,els factors invariants es poden calcular sense necessitat de trobar arrels de polinomis nide factoritzar polinomis. Això és degut a l’existència de l’anomenada forma de Smith d’unamatriu. Si partim d’una matriu A podem aplicar el mètode del pivot —també conegutcom a PAQ-reducció— a la matriu xI − A (que és una matriu amb coeficients a k [x ]) demanera que al final trobarem una matriu diagonal en la que els termes de la diagonal seranprecisament els factors invariants p1(x), . . . , pr(x). Per arribar a aquesta matriu diagonalnomés hem d’utilitzar les operacions aritmètiques de l’anell k [x ] i l’algorisme d’Euclides decàlcul del màxim comú divisor. Els detalls de tot això es poden trobar al llibre Geometria
plana i àlgebra lineal de Ferran Cedó i Agustí Reventós.4Tampoc no demostrarem aquest teorema perquè necessita eines de les que apareixena la demostració del teorema de classificació.
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Sigui f : X → X una afinitat i sigui P ∈ X un punt qualsevol.
Sigui −→v := −−−→Pf (P). Aleshores
ρ(f ) = mín{r : (df − I)r(−→v ) ∈ Im(df − I)r+1} .
(I indica l’endomorfisme identitat.) El corol.lari que obtenim d’aquest teore-ma és5
Si f és una afinitat i 1 no és valor propi de df , aleshores ρ(f ) = 0.
Afinitats del plaCom a exemple de tot el que hem dit fins ara, estudiem la classificació deles afinitats bijectives f : X → X on X és un pla afí. D’una banda, hemde classificar les matrius invertibles 2× 2 i de l’altra hem de considerar elnivell d’invariància, que pot ser 0, 1 o 2.Una matriu 2×2 pot ser que no tingui cap valor propi a k , que en tinguiun o que en tingui dos de diferents. A més, en el cas d’un únic valor propipot ser que la matriu sigui diagonalitzable o que no ho sigui. D’altra banda,sabem que només hi pot haver nivell d’invariància no trivial si 1 és valorpropi i també sabem que els vectors directors de les rectes invariants hande ser vectors propis de df .La classificació apareix a la taula següent. Fem algunes observacions:
• Si df no té valors propis, el nivell d’invariància ha de ser zero i ha detenir algun punt fix. És fàcil veure que si tingués més d’un punt fix,aleshores 1 seria un valor propi.
• En una homologia especial6 tenim tota una recta de punts fixos. Sigui
P un punt fix qualsevol. Prenem −→e 1 un vector que no sigui vectorpropi de df i prenem −→e 2 = df (−→e 1) − −→e 1. En aquesta referència lamatriu adopta la forma canònica. Aleshores, la recta de punts fixos és
P + 〈−→e 2〉 i les rectes invariants són totes les rectes paral.leles a larecta de punts fixos.
5Aquest corol.lari es pot demostrar molt fàcilment sense utilitzar el teorema.6Els termes «homologia general» i «homologia especial» ja van aparèixer a la geometriaprojectiva (exercici II.22). Aquells conceptes projectius i els conceptes afins d’ara estanrelacionats.
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matriu de df ρ(f ) nom puntsfixos rectesinvar. formacanònica
sense valors propis 0 el.líptica 1 ∅
0 a 01 b 00 0 1

(1 00 1)
0 Identitat Tot és fix
1 0 00 1 00 0 1

1 Translació ∅ ∞
1 0 10 1 00 0 1

(1 01 1)
0 Homologia especial recta ∞
1 0 01 1 00 0 1

2 Homologia especialamb lliscament ∅ ∅
1 0 11 1 00 0 1

(
a 00 a) , a 6= 0, 1 0 Homotècia 1 ∞
a 0 00 a 00 0 1

(
a 01 a) , a 6= 0, 1 0 Parabòlica 1 1
a 0 01 a 00 0 1

(1 00 a) a 6= 0, 1
0 Homologia general recta ∞
1 0 00 a 00 0 1

1 Homologia generalamb lliscament ∅ 1
1 0 10 a 00 0 1

(
a 00 b) a 6= ba, b 6= 0, 1 0 Hiperbòlica 1 2
a 0 00 b 00 0 1

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• Una homologia especial amb lliscament tindrà, en una referència apro-piada, una matriu 1 0 a1 1 b0 0 1
 .
Si no ha de tenir cap punt fix, necessàriament a 6= 0 i veiem queel nivell d’invariància no pot ser 1. Per trobar una referència en laque la matriu s’expressi en la seva forma canònica fem el següent.Escollim un vector −→v 1 6= 0 que no sigui vector propi i definim −→v 2 =
df (−→v 1)−−→v 1. Aleshores, en aquesta base la matriu df està en la sevaforma canònica. Sigui O el punt origen de la referència en la quetreballem i sigui −→v el vector de O a f (O). Aquest vector −→v no pot servector propi de df perquè, si ho fos, tindríem que −→v = λ−→v 2 i aleshoreses pot comprovar immediatament que O − λ−→v 1 seria un punt fix de f ,que no té punts fixos. Per tant, si prenem la referència
R = {O; −→v , df (−→v )−−→v },
en aquesta referència l’afinitat s’escriurà en la seva forma canònica.
• Una homologia general amb lliscament tindrà, en una certa referència
R = {O; −→v 1,−→v 2} una matriu1 0 b0 a c0 0 1

amb a 6= 0, 1. Com que hi ha lliscament, no pot tenir cap punt fixi ha de ser b 6= 0. Aleshores, considerem els vectors −→e 1 = b−→v 1 i−→e 2 = 11−a−→v 2 i comprovem que en la referència
R′ = {O +−→e 1 + c−→e 2; −→e 1,−→e 2}
la matriu de l’afinitat està en la forma canònica. Hi ha una única rectainvariant que és la recta (O + c−→e 2) + 〈−→e 1〉. El nivell d’invariància hade ser, en conseqüència, igual a 1.
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E
n els espais afins que hem estudiat fins ara no hi tenen ca-buda els conceptes geomètrics relacionats amb la mesura dedistàncies i angles —ni tampoc el que anomenàvem «relacionsd’ordre». Si volem parlar, per exemple, de perpendicularitat, desegments, de longitud d’un vector o de distància entre dos punts prendremcom a cos base el cos dels nombres reals i demanarem que l’espai vecto-rial associat a l’espai afí tingui una estructura «euclidiana» donada per un
producte escalar definit positiu. Aquest concepte d’espai vectorial euclidiàja s’ha estudiat en els cursos d’àlgebra lineal, però ara repassarem la sevadefinició i les seves propietats fonamentals.
Espais vectorials euclidiansUn espai vectorial euclidià és un espai vectorial (de dimensió finita) V sobreel cos dels nombres reals,1 conjuntament amb una aplicació
V × V −→ R
(−→u ,−→v ) 7→ 〈−→u ,−→v 〉que compleix aquestes propietats.
1. Per cada −→v ∈ V , l’aplicació −→u 7→ 〈−→u ,−→v 〉 és lineal.2. Per cada −→u ,−→v ∈ V es compleix 〈−→u ,−→v 〉 = 〈−→v ,−→u 〉.3. Per cada −→u ∈ V es compleix 〈−→u ,−→u 〉 ≥ 0.4. Si 〈−→u ,−→u 〉 = 0, aleshores −→u = 0.
Direm que (−→u ,−→v ) 7→ 〈−→u ,−→v 〉 és un producte escalar definit positiu a l’espaivectorial V .En un espai vectorial euclidià podem mesurar la longitud d’un vector il’angle entre dos vectors. Vegem com ho fem:
1Podríem generalitzar tot això al cos dels nombres complexos, però ens allunyaríemmassa del contingut d’aquest curs.
B 165 C
B Espai afí euclidià C
• La longitud d’un vector −→u ∈ V es defineix com
||−→u ||:=√〈−→u ,−→u 〉.
• Per definir la mesura de l’angle que formen dos vectors necessitemuna propietat important dels productes escalars definits positius quees coneix com a desigualtat de Cauchy-Schwarz:2
|〈−→u ,−→v 〉| ≤ ||−→u || ||−→v ||
i la igualtat es dóna si i només si els dos vectors són linealmentdependents. Aquesta desigualtat implica que si −→u ,−→v 6= 0 tenim
−1 ≤ 〈−→u ,−→v 〉
||−→u || ||−→v ||
≤ 1
i, per tant, té sentit definir la mesura de l’angle format per dos vectorsno nuls −→u ,−→v com el nombre real
] (−→u ,−→v ) := arccos 〈−→u ,−→v 〉
||−→u || ||−→v ||
de manera que la mesura d’un angle varia entre 0 i π i es compleixque dos vectors no nuls són perpendiculars si i només si el seu pro-ducte escalar és zero. Observem també que l’ordre dels dos vectorsés irrellevant.3
En un espai vectorial euclidià V és important el concepte de subes-
pais ortogonals: Direm que dos subespais E1 i E2 de V són ortogonals si
〈−→e 1,−→e 2〉 = 0 per tot −→e 1 ∈ E1 i −→e 2 ∈ E2. D’altra banda, si E és un subespaide V , definim l’ortogonal de E com
E⊥ := {−→v ∈ V : 〈−→v ,−→e 〉 = 0 per tot −→e ∈ E} .
2Per demostrar aquesta desigualtat, desenvolupeu 〈−→u − λ−→v ,−→u − λ−→v 〉 ≥ 0 per λ =
〈−→u ,−→v 〉/〈−→v ,−→v 〉.3És pertinent preguntar-se per què hem definit la mesura de longituds i la mesurad’angles de la manera com ho hem fet. D’entrada, ens podríem preguntar per què utilitzemel producte escalar i, en segon lloc, sobta l’aparició de l’arrel quadrada i, encara més, lautilització, per primera vegada en tots aquests apunts, d’una funció transcendent com és lafunció arccos. Sobre el perquè del producte escalar podeu consultar la nota 3 de la pàgina175. La resposta a per què utilitzem les funcions arrel quadrada i arccos és massa llargaper a una nota a peu de pàgina i la trobareu en un apèndix al final d’aquest capítol.
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És senzill comprovar que E⊥ és també un subespai de V i que V = E ⊕E⊥.Finalment, recordem el concepte de base ortonormal d’un espai vectorialeuclidià: és una base −→e 1, . . . ,−→e n amb la propietat
〈−→e i,−→e j〉 = δij , i = 1, . . . , n.
És a dir, els vectors de la base són ortogonals dos a dos i tenen longitudigual a 1. És senzill demostrar (per inducció) que tot espai vectorial euclidiàté alguna base ortonormal. L’avantatge de les bases ortonormals és que,si treballem en una d’aquestes bases, és molt senzill calcular el producteescalar de dos vectors:
〈(λ1, . . . , λn), (µ1, . . . , µn)〉 = λ1µ1 + · · ·+ λnµn.
Espais afins euclidiansUn espai afí euclidià serà un espai afí en el qual l’espai vectorial associatsigui un espai vectorial euclidià. En un espai afí euclidià podem definir la
distància entre dos punts per la fórmula
d(A,B) := || −→AB ||
i podem definir el segment delimitat per A i B com
{P : P = λA+ (1− λ)B, λ ∈ [0, 1]} .
A partir d’aquí no és difícil comprovar (exercici III.52) aquestes dues propi-etats geomètriques clàssiques de la distància:
• [Desigualtat triangular] Donats punts A,B, C qualssevol, es compleix
d(A, C ) ≤ d(A,B) + d(B,C ).
• [Teorema de Pitàgores] Si el triangle A,B, C és rectangle i l’anglerecte és al vèrtex A, aleshores
d(B,C )2 = d(A,B)2 + d(A, C )2.
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En un espai afí euclidià direm que dues subvarietats són ortogonals siho són els seus subespais directors.En un espai afí euclidià podem parlar de la distància entre dues subva-
rietats afins com la distància mínima entre un punt de la primera subvarietati un punt de la segona subvarietat:
d(L1, L2) := ínf {d(A1, A2) : A1 ∈ L1, A2 ∈ L2} .
Sorgeix el problema interessant de calcular aquesta distància. Suposemque tenim dues subvarietats
L1 = P1 + F1; L2 = P2 + F2i volem calcular d(L1, L2). La idea és que la distància entre Q1 ∈ L1 i
Q2 ∈ L2 serà mínima quan la recta Q1Q2 sigui perpendicular a L1 i a L2(exercici III.54). Per desenvolupar aquesta idea seguim aquests passos:
1. Calculem el subespai vectorial (F1 + F2)⊥. Sabem que V s’expressacom a suma directa
V = (F1 + F2)⊕ (F1 + F2)⊥.
2. Escrivim −−−→P1P2 = −→u +−→v amb −→u ∈ F1 +F2 i −→v ∈ (F1 +F2)⊥. Observemque aquesta expressió és única.3. Escrivim −→u = −→u 1 + −→u 2 amb −→u 1 ∈ F1 i −→u 2 ∈ F2. Aquesta expressiópot no ser única.4. Aleshores,
d(L1, L2) = ||−→v || = d(P1 +−→u 1, P2 −−→u 2).
Demostrem aquesta darrera afirmació. Escollim punts qualssevol Qi = Pi +−→e i ∈ Li, i = 1, 2 i calculem la distància entre ells. Obtenim
d(Q1, Q2) = ||(−→u +−→e 2 −−→e 1) +−→v ||.Apliquem ara el teorema de Pitàgores (els vectors −→u + −→e 2 − −→e 1 i −→v sónperpendiculars):
d(Q1, Q2) =√||−→u +−→e 2 −−→e 1||2 + ||−→v ||2.
Aquí els vectors −→u , −→v estan fixats mentre que −→e 1 recorre F1 i −→e 2 recorre
F2. Aleshores, és clar que el mínim d’aquesta funció es produirà quan −→u =
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−→e 1 − −→e 2 i aquest mínim serà igual a ||−→v ||, i també és clar que els punts
P1 +−→u 1 i P2 −−→u 2 realitzen aquesta distància (poden no ser els únics quela realitzen).
Apèndix: el perquè de la funció arccosA una nota de la pàgina 166 ens preguntàvem per què hem definit la mesura delongituds i la mesura d’angles de la manera com ho hem fet. Dèiem que sobta-va l’aparició de l’arrel quadrada i, encara més, la utilització, per primera vegadaen tots aquests apunts, d’una funció transcendent com és la funció arccos. Enaquest apèndix explicarem una mica la motivació que hi ha al darrere d’aquestesdefinicions. És clar que, com que són definicions, només els hauríem d’exigir que,amb elles, es compleixin els axiomes de la geometria d’Euclides-Hilbert i, si ambaquestes «estranyes» definicions es compleixen els axiomes, això ja les fa bones.Ara bé, cal recordar que ni Euclides ni Hilbert no parlen ni de longitud d’unsegment ni de mesura d’un angle: parlen només de segments congruents i d’anglescongruents. Per obtenir la geometria d’Euclides-Hilbert n’hi ha prou amb definir,per exemple, que dos vectors −→u ,−→v són congruents si 〈−→u ,−→u 〉 = 〈−→v ,−→v 〉 i definirque l’angle que formen els vectors unitaris −→u ,−→v és congruent a l’angle que formenels vectors unitaris −→u ′,−→v ′ si 〈−→u ,−→v 〉 = 〈−→u ′,−→v ′〉. Per tant, si volem assignar acada vector una longitud (un nombre real) i a cada parella de vectors unitaris una
mesura d’angle (un nombre real), de manera que dos vectors siguin congruents sii només si tenen la mateixa longitud, i dos angles siguin congruents si i només sitenen la mateixa mesura, aleshores podem definir la longitud de −→u com f (〈−→u ,−→u 〉)i l’angle entre els vectors unitaris −→u ,−→v com g(〈−→u ,−→v 〉) on f i g són funcions realsinjectives absolutament arbitràries. Dit això, la pregunta és: per què prenem coma funció f la funció arrel quadrada i com a funció g la (complicadíssima) funcióarccos?La resposta a aquesta pregunta és que a la funció longitud d’un segment i ala funció mesura d’un angle els demanem una propietat addicional: compatibilitatamb la suma geomètrica de segments i angles (en el sentit de Hilbert).4Pensem primer en la longitud. Voldríem escollir la funció f que sigui positiva iinjectiva, i també voldríem que si A,B, C són tres punts alineats i B està entre Ai C , aleshores, la longitud de A a C sigui la suma de la longitud de A a B més lalongitud de B a C . Si ara expressem −→BC = λ−→AB amb λ > 0, fàcilment arribem aque f ha de complir aquesta equació funcional
f (x) + f (λ2x) = f((1 + λ)2x), λ, x > 0.i això ens obliga a que (llevat d’un factor d’escala) la funció f sigui la funció arrelquadrada (exercici III.55).
4Hem d’entendre que aquesta compatibilitat és simplement una propietat «desitjable»,no una propietat obligatòria.
B 169 C
B Espai afí euclidià C
El motiu pel qual, en la mesura d’angles, la millor opció és utilitzar la funcióarccos és el mateix que en el cas de la longitud d’un vector, però la justificació ésmés complicada. En primer lloc, diguem que arccos : [−1, 1]→ R/2πZ és la inversade la funció cos : R → [−1, 1] i convé recordar què és, exactament, aquesta funciócosinus. Quan parlem del cosinus d’un angle, podem voler dir una d’aquestes duescoses:
1. El cosinus d’un angle (agut) és el quocient de la longitud del catet contiguper la longitud de la hipotenusa en un triangle rectangle format a partir d’a-quest angle. És un concepte purament geomètric que requereix el conceptede longitud i també el concepte d’angle recte. Denotem aquest cosinus ge-omètric com a gcos. És senzill veure que, si −→u ,−→v 6= 0 són dos vectors, elcosinus geomètric de l’angle que formen compleix
gcos(](−→u ,−→v )) = 〈−→u ,−→v 〉
||−→u || ||−→v ||
.
2. La funció real de variable real cosinus és la funció analítica definida per lasèrie cosα := ∞∑
n=0 (−1)n α
2n(2n)! .
De manera equivalent, cosα és la part real de la funció exp(iα).
Són dos conceptes essencialment diferents, sense cap relació aparent entre ells.La definició que hem donat de mesura d’un angle té com a conseqüència unificarels dos conceptes. Si mesurem un angle utilitzant g = arccos aconseguim que elcosinus d’un angle (concepte geomètric) sigui el mateix que el cosinus de la sevamesura (concepte analític).Tanmateix, això encara no explica per què volem unificar el concepte geomètricde cosinus d’un angle —estudiat des dels inicis de la matemàtica— amb el conceptedonat per l’«estranya» sèrie de potències anterior. Suposem, doncs, que definim lamesura d’un angle com g (〈−→u ,−→v 〉/||−→u || ||−→v ||) i mirem qui «ha de ser» la funció g.Per simplificar la notació, considerem la inversa de g —diguem-ni h— i substituïmla definició de la mesura d’un angle per aquesta nova definició
h(α) = 〈−→u ,−→v 〉
per a vectors unitaris −→u ,−→v sobre les semirectes que defineixen l’angle. Volemveure que, necessàriament, h = cos. Tenim:
1. Segons la definició d’angle recte, els vectors −→u ,−→v seran perpendiculars si
](−→u ,−→v ) ≡ ](−−→u ,−→v ) i això és equivalent a 〈−→u ,−→v 〉 = 0.
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2. És clar que la mesura d’angles ha de dependre de l’elecció d’una unitat demesura d’angles: decidim que l’angle recte mesuri π/2.
3. Ja hem dit que el punt clau és que voldríem escollir la funció h de manera quela suma geomètrica d’angles —entesa com «posar un angle a continuació del’altre en un costat apropiat»— coincidís amb la suma de les seves mesures—com a nombres reals. Siguin −→u i −→v dos vectors unitaris perpendiculars isigui −→w un vector unitari coplanar amb ells que estigui entre els dos. Això voldir −→w = r−→u + s−→v amb r2 + s2 = 1. Si ](−→u ,−→w ) mesura α , volem que l’angle
](−→w ,−→v ) mesuri π/2 − α . Fent uns càlculs senzills veiem que, si definim lafunció k(α) := h(π/2 − α), aquestes dues funcions h i k han de complir larelació h2 + k2 = 1.
4. Les fórmules clàssiques del cosinus i el sinus de la suma de dos angles esdemostren geomètricament i només fan referència als conceptes geomètricsde sinus i cosinus. Per tant, aquestes mateixes fórmules han de ser vàlidesper a les nostres funcions h i k .
5. Finalment, les fórmules anteriors ens diuen que la funció `(t) = h(t) + ik(t)compleix que `(t1 + t2) = `(t1)`(t2) i que h(t) > 0 si 0 < t < π/2. Això nomésés possible5 si ` és la funció exponencial exp(it). En conclusió, h = cos.
En conclusió: si volem una mesura de segments que sigui additiva, cal utilitzar lafunció arrel quadrada i si volem una mesura d’angles que sigui additiva, cal utilitzarla funció analítica arccos. Dit d’una altra manera: si no insistim en «mesurar»,podem fer tota la geometria afí sense sortir ni de la geometria ni de l’àlgebra, peròsi insistim en mesurar —de manera additiva— els angles amb nombres reals, enscal l’anàlisi matemàtica.6




al com hem anat fent cada vegada que hem estudiat una novaestructura, ara ens toca explicar quines són les transformaci-ons dels espais afins euclidians. Les anomenarem moviments
rígids i abans de definir-los estudiarem les transformacionsdels espais vectorials euclidians: les isometries. Recordem que el cos baseés sempre el cos real.
Isometries linealsSuposem que V i W són espais vectorials euclidians. Una aplicació φ :
V → W direm que és una isometria si
1. φ és lineal.2. φ conserva el producte escalar:
〈−→u ,−→v 〉 = 〈φ(−→u ), φ(−→v )〉 per tot −→u ,−→v ∈ V .
De fet, la primera condició és redundant perquè si φ conserva el producteescalar, aleshores φ ha de ser lineal (exercici III.56).Considerem ara el cas d’una isometria φ : V → V d’un espai vectorialen ell mateix. En aquest cas, φ és necessàriament un isomorfisme lineal ila seva inversa φ−1 és clarament una isometria. Aleshores, direm que duesisometries φ, φ′ són similars si existeix una isometria ψ tal que φ′ = ψφψ−1.Com podem determinar si una aplicació lineal φ : V → V és una iso-metria o no ho és? Suposem que hem escollit una base ortonormal i quela matriu de φ en aquesta base és M . Aleshores, el producte escalar dedos vectors −→u = (a1, . . . , an) i −→v = (b1, . . . , bn) s’obté fent el producte dematrius (a1, . . . , an)(b1, . . . , bn)T . D’aquí es dedueix immediatament que φés una isometria si i només si la matriu M compleix la condició
MTM = I
és a dir, la matriu inversa de M coincideix amb la matriu transposada de M .Les matrius que tenen aquesta propietat s’anomenen matrius ortogonals
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i les isometries (bijectives) també es coneixen com transformacions orto-
gonals. És evident que les isometries d’un espai vectorial euclidià en ellmateix formen un grup. Aquest grup rep el nom de grup ortogonal de l’espaivectorial euclidià V i es denota per O(V ).
Moviments rígidsSigui X un espai afí euclidià. Una aplicació f : X → X direm que és un
moviment rígid si f conserva la distància. És a dir,
d(A,B) = d(f (A), f (B)), per tot A,B ∈ X.Hi ha una definició equivalent que cal conèixer:
f : X → X és un moviment rígid si i només si f és una afinitat i
df és una isometria.
Vegem com es demostra això. És clar que la part interessant és veure quesi f conserva la distància, aleshores f és una afinitat i df és una isometria.Escollim un punt P0 ∈ X i definim una aplicació φ : V → V per
φ(−→v ) := −−−−−−−−−−→f (P0)f (P0 +−→v ).Amb aquesta definició es compleix que
f (P0 +−→v ) = f (P0) + φ(−→v ) per tot −→v ∈ V .És a dir, φ és un bon candidat a ser df . Comprovem ara que φ és unaisometria. Siguin −→e ,−→v ∈ V i siguin A := P0 +−→e , B = P0 +−→v . Aleshores
d(A,B)2 = d(A,P0)2 + d(B,P0)2 + 2〈−−→AP0,−−→P0B〉
d(f (A), f (B))2 = d(f (A), f (P0))2 + d(f (B), f (P0))2 + 2〈−−−−−−→f (A)f (P0),−−−−−−→f (P0)f (B)〉Això implica immediatament que 〈−→e ,−→v 〉 = 〈φ(−→e ), φ(−→v )〉 i φ és una iso-metria. Acabem la demostració veient que f és una afinitat amb df = φ.Donats A ∈ X , −→v ∈ V cal veure que f (A + −→v ) = f (A) + φ(−→v ) que ésequivalent a φ(−→v ) = −−−−−−−−−→f (A)f (A+−→v ). Tenim:
−−−−−−−−−→
f (A)f (A+−→v ) = −−−−−−→f (A)f (P0) +−−−−−−−−−−→f (P0)f (A+−→v )= −φ(−−→P0A) + φ(−−→P0A+−→v ) = φ(−→v ).
Deduïm que un moviment rígid és sempre una afinitat bijectiva i l’apli-cació inversa també és un moviment rígid. Direm que dos moviments rígids
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f , f ′ : X → X són similars1 si existeix un moviment rígid h : X → X tal que
f ′ = hfh−1.
Alguns exemplesUn moviment rígid és, en particular, una afinitat. Com que havíem estudiatalgunes afinitats importants, podem ara mirar si són moviments rígids o noho són. La condició necessària i suficient és que la part lineal sigui unaisometria.
• Clarament, qualsevol translació T−→v és un moviment rígid perquè l’apli-cació lineal associada és la identitat. Sabem que totes les translacionssón similars com a afinitats. En canvi,
T−→u ∼ T−→v com a moviments rígids si i només si ||−→u || = ||−→v ||.En efecte, suposem que hi ha un moviment rígid h tal que T−→uh = hT−→v .Aleshores, escollim un punt P ∈ A i observem que
h(P) +−→u = T−→uh(P) = hT−→v (P) = h(P +−→v ) = h(P) + dh(−→v )i, per tant, dh(−→v ) = −→u i, com que dh és una isometria, veiem que
||−→u || = ||−→v ||.Recíprocament, suposem que ||−→u || = ||−→v ||. Trivialment, hi ha unaisometria φ : V → V tal que φ(−→v ) = −→u . Escollim un punt P ∈ Xi sigui h : X → X l’afinitat tal que h(P) = P i dh = φ. És clarque h ś un moviment rígid i és fàcil comprovar que hT−→v (P) = T−→uh(P).Aleshores, com que les afinitats hT−→v i T−→uh tenen la mateixa part lineali coincideixen en un punt, són iguals (pàgina 152).
• Les úniques homotècies que són moviments rígids són les de raó −1i totes aquestes són similars entre elles.
• Les úniques reflexions que són moviments rígids són aquelles en lesque l’arrel és perpendicular a l’hiperplà de punts fixos. En aquestcas parlarem de reflexions ortogonals i ja no cal especificar l’arrelperquè n’hi ha prou amb especificar l’hiperplà mirall. Alternativament,una reflexió ortogonal queda determinada si coneixem un punt del
1Ja teníem un concepte d’afinitats similars i, per tant, quan parlem de moviments rígidssimilars hauríem d’especificar si ens referim a similars com a afinitats o similars com amoviments rígids. Dos moviment rígids que siguin similars com a moviments rígids tambéseran similars com a afinitats, però el recíproc no és cert. Normalment, el context ja ensindicarà quin és el concepte de similitud que estem considerant.
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mirall (és a dir, un punt fix) i una arrel. Més concretament, sigui Q unpunt de l’hiperplà mirall i sigui −→n un vector unitari normal2 al mirall.Aleshores, la reflexió ortogonal ve donada per (exercici III.57)
f (P) = P − 2 〈−→QP,−→n 〉−→n .
• Com que la composició de dos moviments rígids torna a ser un mo-viment rígid, tenim que les reflexions ortogonals amb lliscament sónmoviments rígids.
• Una rotació lineal és una isometria de determinant igual a 1. Si ladimensió és igual a dos, és fàcil veure que una rotació lineal tindràuna matriu de la forma
Rα = (cosα − sinαsinα cosα )
per algun α ∈ R/2πZ únic que s’anomena l’angle de rotació. Unarotació afí al pla és un moviment rígid que té com a part lineal unarotació d’angle diferent de zero. Com a afinitat, serà una afinitat el-líptica o una homotècia de raó −1. En tot cas, tindrà un únic punt fixi, si prenem aquest punt fix com a punt base d’una referència, la sevamatriu serà cosα − sinα 0sinα cosα 00 0 1
 .
Hem vist que entre els moviments rígids hi tenim les reflexions, les rotacionsi les translacions.3 De fet, es pot demostrar (exercici III.63) que qualsevolmoviment rígid es pot expressar com a composició de moviments d’aqueststres tipus i, encara més, tot moviment rígid és composició de reflexions.
2En aquest context, seguint la tradició, la paraula «normal» significa «perpendicular».3 En certa manera, podríem dir que les translacions, les rotacions i les reflexions sónmoviments rígids «per definició». L’explicació és aquesta. Recordem que per desenvolu-par la geometria d’Euclides-Hilbert necessitem el crucial axioma III.5 —el criteri CAC decongruència de triangles— i que a l’exercici I.38 hem vist que aquest axioma és una con-seqüència de l’existència de «prou moviments» a la nostra geometria. Les reflexions, lestranslacions i les rotacions són «prou moviments» si definim la congruència de segments iangles a partir d’alguna «cosa» que es conservi per aquests tres tipus d’afinitats. Aquesta«cosa» és el producte escalar. En conclusió: definim la congruència de segments i angles através del producte escalar perquè d’aquesta manera les reflexions, translacions i rotacionsseran moviments de la geometria i, en conseqüència, es complirà III.5,
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25. Classificació dels moviments
rígids
S
i tenim dos moviments rígids f , g : X → X d’un espai afí euclidià,ens agradaria poder decidir si són similars (com a movimentsrígids) o no ho són. Una condició necessària evident és que hande ser similars com a afinitats i, per tant, han de tenir el mateixnivell d’invariància. Aquesta condició no és suficient perquè, per exemple,ja sabem que totes les translacions són similars com a afinitats però, encanvi, perquè dues translacions siguin similars com a moviments rígids calque els vectors de translació tinguin la mateixa longitud.Una altra condició necessària perquè f i g siguin similars és que df i dgsiguin isometries similars (com a isometries). Per tant, si volem classificarels moviments rígids cal classificar abans les isometries.Hi ha un teorema de classificació de les isometries que ens permet deci-dir quan dues isometries són similars i, de fet, ens permet conèixer exacta-ment quines isometries hi ha, llevat de similitud. Recordem que el cos baseés el cos real.
[Classificació de les isometries] Considerem isometries d’un espai
vectorial euclidià en ell mateix.
1. Dues isometries són similars si i només si tenen el mateix
polinomi característic.
2. Si tenim una isometria qualsevol, existeix una base ortonor-
mal en la qual la matriu de la isometria té aquesta forma
Ir
−Is 0
R10 . . .
Rt

on r, s, t ≥ 0, Im denota la matriu identitat m×m i cada Ri
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és una rotació lineal amb matriu
Ri = (cosαi − sinαisinαi cosαi
)
amb αi 6= 0, π per i = 1, . . . , t.
Aquest resultat s’estudia als cursos d’àlgebra lineal i no el demostrarem.Per tant, és molt senzill decidir si dues isometries són similars o no itenim una descripció molt senzilla de com són, llevat d’equivalència, totesles isometries possibles. Si φ : V → V és una isometria, aleshores l’espaivectorial V admet una descomposició ortogonal1 en subespais invariantsper φ
V = V + ⊥ V − ⊥ Π1 ⊥ · · · ⊥ Πt, t ≥ 0de manera que
• φ és la identitat sobre V +.• φ és multiplicació per −1 sobre V −.• Cada Πi és un subespai de dimensió 2 i la restricció de φ a cada Πiés una rotació lineal.
Un cop tenim resolt el problema de la similitud df ∼ dg, l’exemple de lestranslacions ens mostra que encara necessitem alguna cosa més per decidirsi f ∼ g. Ha de ser alguna cosa relacionada amb el lliscament.Definirem ara el concepte de vector de lliscament d’un moviment rígid
f : X → X .2 En primer lloc, expressem l’espai vectorial V com a sumaortogonal
V = V + ⊥ (V +)⊥.Observem que, per definició,
V + = ker(df − I )i, d’altra banda, no és difícil demostrar que(V +)⊥ = Im(df − I).
1Una descomposició ortogonal és una descomposició en suma directa de subespais quesiguin ortogonals dos a dos.2Els conceptes de lliscament i nivell d’invariància s’apliquen a les afinitats f : X →
X , però aquest concepte de vector de lliscament que introduïm ara només s’aplica alsmoviments rígids. De fet, a la pagina següent comprovarem que el nivell d’invariància d’unmoviment rígid només pot ser 0 o 1.
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En efecte, si −→v ∈ V és un vector qualsevol i −→u ∈ V +, tenim
〈df (−→v )−−→v ,−→u 〉 = 〈df (−→v ),−→u 〉 − 〈−→v ,−→u 〉 = 〈df (−→v ), df (−→u )〉 − 〈−→v ,−→u 〉 = 0
perquè df és una isometria lineal. Això ens demostra que Im(df−I) ⊆ (V +)⊥i, com que les dimensions coincideixen, els dos subespais són iguals.Escollim un punt P ∈ X i expressem
−−−→
Pf (P) = −→u +−→v , −→u ∈ V +, −→v ∈ (V +)⊥ = Im(df − I).
El vector −→u té aquestes propietats:
• Per construcció, df (−→u ) = −→u .
• −→u no depèn del punt P que hem escollit. En efecte, si Q ∈ X és unaltre punt qualsevol, descomponem
−→
PQ = −→e +−→w , −→e ∈ V +, −→w ∈ (V +)⊥.
Tindrem
−−−−−→
f (P)f (Q) = df (−→PQ) = df (−→e ) + df (−→w ) = −→e + df (−→w ).
Considerem ara la igualtat
−−−→
Qf (Q) = −→QP +−−−→Pf (P) +−−−−−→f (P)f (Q)
que ens dóna immediatament que el vector de lliscament que obtenima partir de Q és el mateix que hem obtingut a partir de P .
• Si −→u = 0, f té nivell d’invariància zero; en cas contrari, f té nivell d’in-variància 1. En efecte, si −→u = 0 tindrem −−−→Pf (P) ∈ Im(df − I) i existiràun vector −→e ∈ V tal que −−−→Pf (P) = df (−→e )−−→e . Aleshores es comprovaimmediatament que P − −→e és un punt fix i el nivell d’invariància észero.Demostrem ara que el nivell d’invariància no pot ser més gran que 1.Considerem la descomposició −−−→Pf (P) = −→u +−→v on −→u . Tindrem
(df − I)(−−−→Pf (P)) = (df − I)(−→u +−→v ) = (df − I)(−→v ) ∈ Im(df − I)2
i, pel teorema de càlcul del nivell d’invariància de la pàgina 162, ob-tenim ρ(f ) ≤ 1.
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Direm que −→u és el vector de lliscament del moviment rígid f i, com quedepèn únicament de f , podem denotar-lo per −→u f . Per exemple, el vector delliscament d’una translació T−→v és el vector −→v .El vector de lliscament és l’ingredient que faltava per poder classificarels moviments rígids. En primer lloc observem que dos moviments rígidssimilars tenen vectors de lliscament de la mateixa longitud. Suposem que
f ∼ g són dos moviments rígids similars, amb vectors de lliscament −→u fi −→u g. Existirà un moviment rígid h tal que hf = gh i, en conseqüència,també dhdf = dgdh. Per definició del vector de lliscament, sabem que
−→u f ∈ ker(df − I) i que podem escriure
−−−→
Pf (P) = −→u f + (df − I)(−→e ).Aleshores,
−−−−−−−→
h(P)gh(P) = −−−−−−−→h(P)hf (P) = dh(−−−→Pf (P))= dh(−→u f ) + dh(df − I)(−→e )= dh(−→u f ) + (dg− I)dh(−→e ).Si ara observem que dh(−→u f ) ∈ ker(dg− I), deduïm que dh(−→u f ) = −→u g i, comque dh és una isometria, ||−→u f || = ||−→u g||.En conclusió, tenir vectors de lliscament de la mateixa longitud és unacondició necessària perquè dos moviments rígids siguin similars. De fet, siles diferencials són similars, aquesta és també una condició suficient:
[Teorema de classificació dels moviments rígids] Dos moviments
rígids f , g : X → X són similars (com a moviments rígids) si i
només si les isometries df , dg són similars (com a isometries) i
els vectors de lliscament de f i g tenen la mateixa longitud.
Per demostrar aquest teorema parlarem de la forma canònica d’un movi-ment rígid. Ja hem vist que la matriu d’una isometria lineal es pot escriure,en una certa base ortonormal, en una forma canònica Ψ formada per blocs
Ir , Is i Ri. Si el vector de lliscament d’un moviment rígid és zero, hi haurà unpunt fix i, prenent aquest punt fix com a punt base de la referència, obtenimuna matriu canònica per al moviment rígid que té la forma(Ψ 00 1) .
En canvi, si hi ha lliscament i −→u f 6= 0 és el vector de lliscament, ja sabem que−→u f serà un vector propi de valor propi 1. Això vol dir que el primer bloc de Ψ
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serà una matriu identitat Ir amb r > 0. Prenem −→e 1 := −→u f /||−→u f || i completem−→e 1 a una base ortonormal de manera que la matriu de la isometria linealen aquesta base tingui la forma canònica Ψ. Aleshores, igual que hem fetabans, descomponem −−−→Pf (P) = −→u f +(df − I)(−→e ). Si prenem com a punt baseel punt P −−→e , observem que la matriu de f adquireix la forma canònica
Ψ





A partir d’això, el teorema de classificació és clar.
B 180 C
Exercicis
III.1 Considerem l’acció de l’espai vectorial R2 sobre el semiplà superior X :=
{(x, y) ∈ R2 : y > 0} donada per
(x, y) +−−−→(a, b) := (x + a, yeb).
Demostreu que X és un espai afí.
III.2 Sigui X = {(x, y) ∈ R2 : y = x2} ⊂ R2. Demostreu que l’acció de R sobre Xdonada per (x, y) + t := (x + t, y+ t2 + 2tx) fa de X un espai afí. Vegeu que
X no és subvarietat afí de R2.
III.3 Considereu la circumferència unitat S1 = {z ∈ C : |z| = 1} amb l’acció de Rdonada per z + t = zeit . Decidiu si S1 és, amb aquesta acció, un espai afí ono ho és.
III.4 Siguin P,Q,R, S quatre punts diferents d’un espai afí. Demostreu que si
−→
PQ = −→RS, aleshores −→PR = −→QS.
III.5 Sigui X un espai afí amb espai vectorial associat V . Definim una aplicacióΦ : X×X → V per Φ(P,Q) := −→PQ. Comproveu que aquesta aplicació compleixaquestes propietats:
(a) Φ(P,Q) + Φ(Q,R) = Φ(P,R).(b) Per tot P ∈ X , l’aplicació ΨP : X → V donada per ΨP (Q) := Φ(P,Q) ésbijectiva.
Recíprocament, Suposem que X és un conjunt i V és un espai vectorial i quetenim una aplicació Φ : X × X → V que compleix les condicions dels dosapartats anteriors. Definiu a X una estructura natural d’espai afí sobre V .
III.6 Sigui E un espai vectorial i sigui V0 ( E un subespai vectorial. Sigui X elconjunt de tots els subespais vectorials U de E que estan en suma directaamb V0. Volem definir sobre X una estructura natural d’espai afí sobre l’espaivectorialW = L(E/V0, V0) de les aplicacions lineals de E/V0 en V0. Per fer-ho,definim
U + φ := {−→u + φπ(−→u ) : −→u ∈ U}on π : E/V0 → V0 és la projecció natural. Comproveu que això està ben definiti dota X d’estructura d’espai afí sobre W .
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III.7 Sigui P(H) un hiperplà d’un espai projectiu P(V ) i considerem l’espai afí A :=
P(V )−P(H) sobre l’espai vectorial W = L(V /H,H) (pàgina 139). Si P,Q sónpunts de P(V ), identifiqueu −→PQ ∈ W .
III.8 Demostreu que la recta que passa per A i B està formada per tots els puntsque es poden escriure com a combinació afí de A i B.
III.9 Siguin Y , Z ,W subvarietats d’un espai afí X tals que W ⊇ Y ∪ Z . Demostreuque W ⊇ Y + Z .
III.10 Demostreu les fórmules de Grassmann afins sense utilitzar les fórmules deGrassmann projectives.
III.11 Siguin Y1 = P1 + F1 i Y2 = P2 + F2 dues subvarietats d’un espai afí X .Demostreu que Y1 = Y2 si i només si(a) F1 = F2.(b) −−−→P1P2 ∈ F2.
III.12 Sigui r0 una recta d’un pla afí i sigui X el conjunt de totes les rectes paral-leles a r0. Trobeu una estructura d’espai afí a X . Podeu fer-ho d’una maneranatural?
III.13 Considerem quatre punts A,B, C,D en un espai afí (característica diferent de2); sigui X el punt mig de AC i sigui Y el punts mig de BD. Demostreu que
X = Y si i només si −→AB = −→DC . En particular, les diagonals d’un quadrilàteres tallen en el seu punt mig si i només si el quadrilàter és un paral.lelogram.
III.14 Demostreu el Teorema de Varignon (1791): «si s’uneixen els punts mitjos dels
costats adjacents d’un quadrilàter (no necessàriament contingut en un pla),
llavors la figura obtinguda és un paral.lelogram». Proveu també que els quatrevèrtex del quadrilàter tenen el mateix baricentre que els punts mitjans delscostats. (El punt mig de AB és, per definició, el baricentre de A i B.)
III.15 Demostreu que un espai afí de dimensió > 1 compleix l’axioma de coplanaritat(nota 8 de la pàgina 20) si i només si la dimensió és 2 i el cos base técaracterística diferent de 2.
III.16 Sigui X un espai afí amb cos base k de característica diferent de dos i sigui
Y ⊆ X un subconjunt no buit. Demostreu que Y és una subvarietat afí de Xsi i només si
P,Q ∈ Y =⇒ (1− λ)P + λQ ∈ Y per tot λ ∈ k.
Demostreu que el resultat també és cert en característica 2, sempre que elcos k tingui més de dos elements.
III.17 Demostreu aquestes propietats de les combinacions afins:
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(a) Si λ0 = 0, aleshores λ0P0 + · · ·+ λnPn = λ1P1 + · · ·+ λnPn.(b) Si P0 = P1, aleshores λ0P0 + · · ·+λnPn = (λ0 +λ1)P0 +λ2P2 + · · ·+λnPn.(c) Si Q = λ0P0+λ1P1 i P0 = µ0R0+µ1R1 són combinacions afins, aleshores
Q es pot escriure com a combinació afí de R0, R1 i P1.(d) Si Q = λP0 + µP1 és una combinació afí i si λ 6= 0, aleshores P0 es potescriure com a combinació afí de Q i P1.1
III.18 Siguin A1, . . . , Ar punts d’un espai afí. Demostreu que són equivalents:(a) Cap d’aquests punts no és combinació afí dels altres.(b) Si λ1 + . . .+ λr = µ1 + . . .+ µr = 1 i
λ1A1 + . . .+ λrAr = µ1A1 + . . .+ µrAr
aleshores λi = µi, 1 ≤ i ≤ r.Si es compleixen aquestes propietats, direm que els punts A1, . . . , Ar són afi-
nament independents.
III.19 Considerem R2 amb l’estructura ordinària d’espai afí. Donats dos punts A,B,definim
S(A,B)(t) := (1− t)A+ tBon t és un paràmetre 0 ≤ t ≤ 1. És clar que S(A,B) és una parametritzaciódel segment AB. Considerem ara quatre punts P0, P1, P2, P3 de manera queno n’hi hagi tres d’alineats. Definim la corba de Bézier cúbica donada peraquests punts com la corba parametritzada B(t) definida d’aquesta manera:
Q0 := S(P0, P1); Q1 := S(P1, P2); Q2 := S(P2, P3);
R0 := S(Q0, Q1); R1 := S(Q1, Q2); B = S(R0, R1).(a) Escriviu B(t) de manera explícita com a combinació afí de P0, P1, P2, P3.(b) Demostreu que la recta tangent a la corba B(t) per t = 0 és la recta
P0P1.(c) Justifiqueu que la corba R0(t) no pot tenir cap cúspide, però la corba
B(t) sí que en pot tenir.2
1En aquest exercici i en alguns de més endavant és important recordar que és il.legalescriure «combinacions lineals» de punts quan els coeficients no sumen 1.2Quan utilitzem qualsevol programa de disseny gràfic, disposem d’una eina per unir dospunts —anomenats «nodes»— per una corba. Si dibuixem aquesta corba, veiem que podemcontrolar la seva forma desplaçant dos punts que apareixen sobre les rectes tangents ala corba en cada node. Estem dibuixant una corba de Bézier cúbica basada en els quatrepunts que tenim: els dos nodes i els dos punts que apareixen sobre les tangents.
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III.20 Siguin A0, . . . , An punts d’un espai afí X de dimensió n. Demostreu que sónequivalents:
(a) Els punts són afinament independents.(b) No hi ha cap subvarietat pròpia de X que els contingui tots.(c) A0 + · · ·+ An = X (suma entesa com a suma de subvarietats).(d) Els vectors −−→A0A1, . . . ,−−−→A0An són linealment independents.
III.21 Siguin A0, . . . , An punts afinament independents d’un espai afí X de dimensió
n sobre un cos k . Demostreu que si P ∈ X , existeixen λ0, . . . , λn ∈ k únicstals que P = λ0 A0 + · · ·+ λn An. Es diu que (λ0, . . . , λn) són les coordenades
baricèntriques de P respecte dels punts A0, . . . , An.
III.22 Demostreu que si en un espai afí tenim P = λA + µ B (amb λ+ µ = 1) i B =
α C +β D (amb α +β = 1), aleshores es compleix que P = λA+µα C +µβ D.Apliqueu-ho a demostrar que (en característica diferent de 2 i 3) les medianesd’un triangle es tallen en el baricentre del triangle.
III.23 Sigui X un pla afí sobre un cos ordenat k . Si A,B, C ∈ X , direm que A estàentre B i C si existeix λ ∈ k amb 0 < λ < 1 tal que A = (1 − λ)B + λC .Demostreu que, amb aquesta definició, X compleix els axiomes d’ordre deHilbert. (Utilitzeu les propietats de les combinacions afins que apareixen alsexercicis 17 i 22.)
III.24 Suposem que a un espai afí k2 hi ha definida una relació d’«estar entre»de manera que es compleixen els axiomes d’ordre de Hilbert. Definim unsubconjunt P ⊂ k per
P := {a ∈ k − {0} : (0, 0) no està entre (1, 0) i (a, 0)}.
es tracta de demostrar que P dota k d’estructura de cos ordenat (segonsl’exercici I.44).
(a) Demostreu que (a, 0) està entre (b, 0) i (c, 0) si i només si (0, a) estàentre (b, 0) i (c, 0) (considereu les rectes x+y = a, x+y = b, x+y = c).(b) Demostreu que a ∈ P si i només si −a /∈ P (apliqueu les propietatsde la pàgina 23 a la recta x + y = 0 i al segment que uneix (a, 0) amb(0, a)).(c) Demostreu que si a, b ∈ P , aleshores a+ b ∈ P (considereu el trianglede vèrtex (b, a), (b, 0), (a+ b, 0)).(d) Demostreu que si a, b ∈ P , aleshores ab ∈ P (considereu un dibuix comel de la pàgina 45).(e) Demostreu que k és un cos ordenat.
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III.25 En un espai afí de dimensió 4 sobre un cos de característica zero (amb unacerta referència fixada), trobeu equacions cartesianes i paramètriques peraquestes varietats lineals:
(a) La recta que passa pels punts (2,−1, 0,−2) i (1, 1, 1, 0).(b) El pla que passa pels punts (3, 0, 1, 1), (1,−1, 1, 2) i (−3,−1, 0, 1).(c) La varietat lineal de dimensió 3 que passa pels quatre punts (2,−1, 3, 2),(0,−1, 1, 0), (1,−1,−1, 3) i (2, 1,−2,−1).
III.26 En un espai afí de dimensió 4 (amb una referència fixada) trobeu equacionscartesianes i paramètriques per al pla que passa pel punt (1, 4, 1, 2) i és paral-lel al pla {2x − y− z + t = 2,
x + 2y− t = 5.
III.27 A un espai afí de dimensió 3 sobre un cos de característica zero (amb unareferència fixada R) considerem la referència
R′ = {(−1, 0, 1); (1, 1, 0), (0,−1, 0), (1, 0,−1)}
(a) Donat el punt de coordenades (2, 1,−1) en la referència R, determineules seves coordenades en la referència R′.(b) Considereu el pla que en la referència R té equació x − y + 3z = 7.Trobeu la seva equació respecte de R′.(c) Considereu la recta que en la referència R té equació{3x + y− z = 0,
x + 2y+ z = 2.
Trobeu les seves equacions en la referència R′.
III.28 Sigui f una afinitat. Demostreu que f és bijectiva si i només si df és unisomorfisme.
III.29 Siguin A,B espais afins (característica 6= 2) i sigui f : A → B una aplicacióque compleix que f (λP + µQ) = λf (P) + µf (Q) per tot P,Q ∈ A i tot λ, µ amb
λ + µ = 1. És a dir, f conserva les combinacions afins. Demostreu que f ésuna afinitat. (Indicació: apliqueu l’exercici 13.)
III.30 Demostreu que el conjunt de punts fixos d’una afinitat f : X → X és buit o ésuna subvarietat de X .
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III.31 Considereu l’afinitat f : X → Y (cos base de característica zero) donada,respecte d’unes certes referències, per(
x1
x2






Trobeu les equacions de f respecte de les referències
R1 = {(1, 0, 0); (2,−1, 0), (0, 2,−1), (−1, 0, 2)},
R2 = {(2, 1); (1, 1), (1,−1)}.
III.32 Sigui X un espai afí de dimensió 3 sobre un cos de característica zero i sigui
f : X → X l’afinitat donada (en una certa referència) per
x ′ = 1− 13x + 23y+ 23z
y′ = 23x − 13y+ 23z
z′ = −1 + 23x + 23y− 13z
Trobeu els seus punts fixos. Trobeu la transformada de la recta x = y−22 = z+13 .Determineu l’antiimatge del pla d’equació x − y− z = 2.
III.33 Demostreu que la condició necessària i suficient perquè una recta L = P+〈−→v 〉sigui invariant per una afinitat f és que −→v sigui vector propi de df i −−−→Pf (P)sigui múltiple de −→v .
III.34 Una pseudoreflexió és una afinitat f : X → X diferent de la identitat quedeixa fixos els punts d’un hiperplà. En particular, les reflexions són casosparticulars de pseudoreflexions. Suposem que tenim una pseudoreflexió fd’un espai afí de dimensió n > 1. Demostreu que existeix una referència
R = {P; −→v 1, . . . ,−→v n} tal que la matriu de f en aquesta base té algunad’aquestes dues formes (λ 6= 1):
1 0. . . 01 0 00 λ 00 · · · 0 0 1
 ,

1 0. . . 01 1 00 1 00 · · · 0 0 1
 .
III.35 Demostreu que si una afinitat en un pla afí té dues rectes paral.leles (diferents)invariants, aleshores totes les rectes paral.leles a aquestes dues són invariants.Què passa si substituïm «afinitat» per «semi-afinitat»?3
3La segona part de l’exercici ens diu que és impossible resoldre la primera part senseutilitzar coordenades, es a dir, usant només geometria axiomàtica.
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III.36 SiguiM la matriu d’una afinitat f : X → X en una certa referència i sigui a1x1+
· · · + anxn + b = 0 l’equació d’un hiperplà H de X . Demostreu que l’equacióde l’hiperplà f (H) s’obté4 fent el producte de matrius (a1, . . . , an, b)M−1.
III.37 En un pla afí sobre el cos Q (amb una certa referència), escriviu les equacionsde la reflexió respecte de la recta 2x + 3y = 2 amb arrel −→e = −−→(1, 1).
III.38 Sigui X = Q3 amb l’estructura afí canònica. Escriviu la matriu de l’afinitat
f : X → X sabent que f (1, 1, 0) = (0, 0, 0) i que la restricció de f al pla
x + y = 1 és una translació de vector −→v = −−−−→(0, 0, 1).
III.39 Sigui f : X → X una afinitat i sigui n invertible al cos base. Demostreu que si
fn té un punt fix, aleshores f també té un punt fix. Podem suprimir la condiciósobre n? (Indicació: utilitzeu el baricentre.)
III.40 Sigui G un conjunt finit d’afinitats d’un espai afí X que tingui estructura degrup (amb la composició d’aplicacions). Demostreu que si el nombre d’ele-ments de G és invertible al cos base, aleshores hi ha un punt A ∈ X tal que
f (A) = A per tota afinitat f ∈ G.
III.41 Sigui X un pla afí sobre el cos real i sigui f := X → X una afinitat diferentde la identitat tal que f3 = I . Determineu f .
III.42 Sigui X un espai afí de dimensió > 2 sobre el cos F2. Demostreu que hi hacol.lineacions f : X → X que no són afinitats. Doneu dues demostracions: unacomparant el nombre de col.lineacions amb el d’afinitats i l’altra mostrant unacol.lineació concreta que no sigui una afinitat.
III.43 Considereu l’afinitat d’un pla afí sobre Q donada (en una certa referència) perla matriu M:
M = 3 −2 −24 −3 −40 0 1
 . B = 1 0 00 −1 00 0 1
 .
Demostreu que és una reflexió. Trobeu l’eix, una arrel i una referència en laqual la matriu s’expressi en la forma B.
III.44 Considereu l’afinitat d’un pla afí sobre Q donada (en una certa referència) perla matriu M:
M =  5 −2 −2212 −5 −530 0 1
 . B = 1 0 10 −1 00 0 1
 .
4Aquest exercici ens dóna un mètode per trobar les rectes invariants d’una afinitat delpla com a vectors propis de la matriu transposada. És clar que tot això té relació amb elprincipi de dualitat.
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Demostreu que és una reflexió amb lliscament. Trobeu una referència en laqual la matriu s’expressi en la forma B.
III.45 Sigui f una afinitat d’un pla afí real que no té cap punt fix i que té una únicarecta invariant. Demostreu que existeix a 6= 1 i una referència en la qual lamatriu de f és
B = 1 0 10 a 00 0 1
 .
III.46 Considereu aquestes dues afinitats d’un espai afí real de dimensió 3:
f =

−3 −4 −3 16 7 5 −1
−4 −4 −3 20 0 0 1
 , g =

0 −1 0 a5 2 4 1
−1 1 −1 −10 0 0 1
 .
Determineu tots els valors del paràmetre a que fan que f i g siguin similars(si és que n’hi ha algun).
III.47 Siguin A,B, C tres punts (diferents) alineats. Demostreu aquestes propietatsde la raó simple:(a) (A,B, C ) (B,C, A) = −(C,B, A).(b) (A,B, C ) (A, C, B) = 1.(c) A = A′ si i només si (A,B, C ) = (A′, B, C ).
III.48 Demostreu que una afinitat bijectiva conserva la raó simple.
III.49 Sigui X una recta afí i sigui f : X → X una aplicació bijectiva que conservi laraó simple. Demostreu que f és una afinitat.
III.50 Siguin A, B, C tres punts no alineats en un pla afí sobre un cos de caracte-rística diferent de 2 i siguin P , Q, R tres punts (diferents dels tres anteriors)tals que P està sobre la recta AB, Q està sobre la recta BC i R està sobre larecta AC .(a) Trobeu una combinació lineal λ1−→PB+λ2−→QC+λ3−→RA = 0 amb λ1, λ2, λ3 6= 0.(b) Demostreu el teorema de Menelau:5 els punts P , Q i R estan alineatssi i només si (P, A, B) (Q,B, C ) (R,C, A) = 1.(c) Demostreu el teorema de Ceva:6 les rectes PC , QA i RB són concurrentssi i només si (P, A, B) (Q,B, C ) (R,C, A) = −1. (Indicació: apliqueu duesvegades el teorema de Menelau.)




III.51 Demostreu que el segment delimitat pels punts A i B en un espai afí euclidiàestà format per tots els punts P tals que (P, A, B) ≤ 0.
III.52 En un espai afí euclidià, demostreu la desigualtat triangular i el teorema dePitàgores.
III.53 Demostreu que en un espai afí euclidià, una recta que no passi per cap delsvèrtex A,B, C d’un triangle no pot tallar els tres segments delimitats per A, Bi C .
III.54 Siguin L1 i L2 dues subvarietats afins d’un espai afí euclidià i siguin Q1 ∈ L1,
Q2 ∈ L2. Demostreu que d(Q1, Q2) = d(L1, L2) si i només si la recta Q1Q2 ésperpendicular a L1 i a L2.
III.55 Sigui f : [0,∞)→ [0,∞) una funció tal que
(a) f (x) = 0 si i només si x = 0.(b) f (x) + f (λ2x) = f ((1 + λ)2x) per tot x, λ > 0.
Demostreu que existeix α > 0 tal que f (x) = α√x per tot x .
III.56 Demostreu que si V iW són espais vectorials euclidians i φ : V → W conservael producte escalar, aleshores φ és lineal.
III.57 Sigui f : X → X una reflexió ortogonal d’arrel unitària −→n i suposeu que Q ésun punt del mirall de f . Demostreu que
f (P) = P − 2 〈−→QP,−→n 〉−→n
per tot P ∈ X .
III.58 Sigui −→u el vector de lliscament d’un moviment rígid f : X → X . Demostreuque
||−→u || = mín{d(P, f (P)) : P ∈ X}.
III.59 En un pla afí euclidià, una rotació és un moviment rígid f tal que l’isomor-fisme lineal df té determinant 1. Si R és una rotació i fixem una referència,demostreu que existeix θ ∈ R/2πZ únic (s’anomena l’angle de rotació de R)tal que dR ve donat per la matriu(cosθ − sinθsinθ cosθ ) .
Demostreu que tota rotació (diferent de la identitat) té un únic punt fix. S’a-nomena, és clar, el centre de la rotació. Demostreu que dues rotacions sónsimilars si i només si els seus angles són iguals llevat del signe.
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III.60 En un pla afí euclidià, sigui σ una reflexió ortogonal respecte d’una recta i sigui
Rθ una rotació d’angle θ. Demostreu que σRθσ és una rotació i determineuel seu angle de rotació.
III.61 En un pla afí euclidià, sigui σ una reflexió ortogonal respecte d’una recta.Prenem una referència ortonormal. Demostreu que existeix θ ∈ R/2πZ únictal que dσ ve donat per la matriu(cosθ sinθsinθ − cosθ) .
III.62 En un pla afí euclidià, siguin σi, i = 1, 2 dues reflexions ortogonals respectede dues rectes no paral.leles Pi + 〈−→v i〉, i = 1, 2. Demostreu que σ1σ2 és unarotació i determineu el seu centre i el seu angle de rotació.
III.63 Demostreu que tot moviment rígid és producte de reflexions.
III.64 Sigui R una rotació d’un pla afí euclidià i sigui P un punt que no quedi fix:
R(P) = Q 6= P . Demostreu que el centre de R pertany a la recta
r : P + 12−→PQ + 〈−→PQ〉⊥.
III.65 Considerem tres rectes d’un pla afí euclidià que determinin un triangle i siguin
σ1, σ2, σ3 les reflexions ortogonals respecte de cadascuna d’aquestes tresrectes. Classifiqueu el moviment rígid σ1σ2σ3. Estudieu també els casos quanles tres rectes són concurrents o paral.leles.
III.66 A R3 amb l’estructura ordinària d’espai afí euclidià, sigui σ la reflexió ortogonalrespecte del pla x − y− 3z = 3. Calculeu σ (r) si r és la recta
x + 3y = 4
x + y− z = 3
}
III.67 En una certa referència, una afinitat d’un pla afí real s’escriu
x ′ = 8x − 49y+ 3
y′ = x − 6y− 1
}
Pot haver-hi alguna estructura d’espai afí euclidià al pla de manera que aques-ta afinitat sigui un moviment rígid?
III.68 Considereu l’afinitat del pla afí R2 d’equacions




escrites en la referència
R = {(1, 2);−−−−−→(−1,−1),−−→(1, 0)} .
Comproveu que és un moviment rígid i classifiqueu-lo.
III.69 A l’espai afí euclidià R3 considereu el moviment rígid donat (en la referènciacanònica) per
x ′ = 19(−8x − y+ 4z)
y′ = 19(−x − 8y− 4z) + 1
z′ = 19(4x − 4y+ 7z)− 1

determineu el vector de lliscament i una referència ortonormal en la qual elmoviment rígid s’expressi en la seva forma canònica.
III.70 Al pla afí R2 considerem el producte escalar definit per
〈−→e 1,−→e 1〉 = 2, 〈−→e 2,−→e 2〉 = 3, 〈−→e 1,−→e 2〉 = −1on −→e 1,−→e 2,−→e 3 és la base canònica. Demostreu que és un producte escalardefinit positiu i considereu R2 com un pla afí euclidià amb aquest producteescalar. Trobeu la imatge del punt P = (1,−1) per la reflexió ortogonal d’eix
x + 2y = 1.
III.71 Trobeu a l’espai afí euclidià R4 la distància del pla
Π : { y− z − 2 = 0x + y− 3t + 3 = 0a la recta r : (−1, 1, 1, 4) + 〈(2, 1, 1,−1)〉. Doneu punts del pla i la recta querealitzin aquesta distància.
III.72 Sigui L la varietat lineal de l’espai afí euclidià R4 donada per{
x − y+ z = −12x − z + t = 3.Trobeu el pla Π ortogonal a L tal que L ∩ Π = {(1, 1,−1, 0)}.
III.73 Els associaedres7 són una família de políedres convexos Kn ⊂ Rn−2. Perexemple, K3 és un segment i K4 és un pentàgon. Com passa sovint,8 la definició
7Aquests políedres els va descobrir James Stasheff el 1963 en els seus estudis sobrela propietat associativa llevat d’homotopia. En particular, els vèrtex de Kn estan en cor-respondència bijectiva amb les maneres diferents d’associar n elements. La definició méssenzilla en dimensió una més de la necessària la va trobar Jean-Louis Loday l’any 2002.8Per exemple, la definició més senzilla del triangle equilàter s’obté definint els seusvèrtex com els punts (1, 0, 0), (0, 1, 0) i (0, 0, 1) de R3, encara que el triangle equilàter siguiun polígon de R2.
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més senzilla d’aquests políedres s’obté en un espai de dimensió superior a lanecessària, en aquest cas, Rn−1. Per exemple, els 14 vèrtex de K5 són aquestspunts de R4:
V1 = (4, 1, 2, 3), V2 = (3, 1, 2, 4), V3 = (3, 2, 1, 4), V4 = (4, 2, 1, 3)
V5 = (1, 4, 1, 4), V6 = (1, 6, 1, 2), V7 = (1, 6, 2, 1), V8 = (1, 2, 6, 1)
V9 = (2, 1, 6, 1), V10 = (4, 1, 4, 1), V11 = (2, 1, 3, 4), V12 = (1, 2, 3, 4)
V13 = (4, 3, 2, 1), V14 = (4, 3, 1, 2)
Observem que tots aquests punts pertanyen a l’hiperplà H d’equació x + y+
z + t = 10. Per tant, K5 ⊂ H ∼= R3. Com a informació suplementària sobre K5direm que té 9 cares que es troben sobre aquests hiperplans de R4:
3x − y− z − t + 6 = 0 3y− x − z − t + 6 = 0 3z − x − y− t + 6 = 03t − x − y− z + 6 = 0 x + y− z − t + 4 = 0 y+ z − x − t + 4 = 0
z + t − x − y+ 4 = 0 x + y+ z − 3t + 6 = 0 y+ z + t − 3x + 6 = 0
Feu un model de cartró d’aquest políedre K5 de manera hi hagi una cara quetingui com a vèrtex V1, V2, V3, V4 en aquest ordre en el sentit de les agullesdel rellotge (mirant el políedre des de l’exterior).9






a geometria lineal estudia —des de punts de vista diversos—objectes geomètrics com les rectes i els plans, que anomenem«lineals» i que, en definitiva, quan prenem coordenades, vénendescrits per equacions de primer grau. Si volem anar més en-llà d’aquests objectes de primer grau, estarem transcendint la geometrialineal per entrar al què es coneix com a geometria algebraica: l’estudi ge-omètric dels objectes —corbes, superfícies,...— que, prenent coordenades,vénen descrits per equacions algebraiques de grau arbitrari, és a dir, perpolinomis en diverses variables.Les quàdriques —objectes algebraics de segon grau que definirem ambprecisió d’aquí a un moment— es situen, en certa manera, a la fronteraentre el món lineal i el món de la geometria algebraica. També per motiushistòrics. El concepte de quàdrica inclou les clàssiques seccions d’un con—la circumferència, l’el.lipse, la paràbola i la hipèrbola— i superfícies coml’el.lipsoide, els hiperboloides, etc. i és clar que la circumferència forma part,de manera essencial, de la geometria d’Euclides que, per tant, no és unageometria purament lineal. També hi ha motius estrictament matemàticsque fan que l’estudi de les quàdriques sigui potser més proper als mètodesde l’àlgebra lineal que no pas als mètodes més generals de la geometriaalgebraica.En aquesta darrera part del curs estudiarem les quàdriques i ho faremde manera una mica diferent a com ho hem fet en l’estudi dels objecteslineals. Per exemple:
• Abandonarem el mètode axiomàtic i, des del primer moment, adopta-rem un punt de vista algebraic. L’elegància del tractament axiomàticdel concepte de «recta que passa per dos punts» no es pot transportaral cas, per exemple, de les corbes: el principi «l’anàlisi lògica de la
nostra intuïció de l’espai» perd part de la seva validesa quan ens pre-guntem, per exemple, què hi ha a la nostra «intuïció» que ens permetidistingir entre la cissoide de Diocles —una corba algebraica de tercergrau— i la quadratriu d’Hípies —una corba transcendent.1
1Tanmateix, en el cas de les quàdriques, el tractament axiomàtic sí que és possible. El
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• Estudiarem simultàniament el cas afí i el cas projectiu. Ja sabem quel’espai afí és una part de l’espai projectiu —concretament, el comple-ment d’un hiperplà— i, quan considerem una quàdrica, sovint no enscaldrà dir si només considerem la seva part afí o si considerem totala quàdrica completa.
• Distingirem, per primera vegada, entre un objecte geomètric i els seuspunts. Aquest és un punt de vista característic de la geometria alge-braica. Pensem, per exemple, en la cònica x2 + y2 + 1 que no té cappunt en el pla real i, malgrat això, la considerarem com una cònica deple dret i com una cònica diferent de la cònica x2 + 1 que tampoc técap punt en el pla real. Tanmateix, aquestes dues còniques sí que te-nen punts en algun cos més gran que el cos real. Una cònica no serà,doncs, un conjunt de punts, sinó que serà un polinomi de segon grau
p(x, y), i els punts de la cònica (en un cert cos) seran les solucions de
p(x, y) = 0 (en aquest cos).
Quàdriques a l’espai afíSigui X un espai afí de dimensió n sobre un cos k , amb una referència fixada—que ens permet identificar X a l’espai afí canònic kn. Una quàdrica de Xserà un polinomi de segon grau en n variables x1, . . . , xn
p(x1, . . . , xn)
amb coeficients al cos k , mòdul la relació d’equivalència
p(x1, . . . , xn) ∼ λp(x1, . . . , xn) si λ 6= 0, λ ∈ k.
Per tant, una quàdrica és una classe d’equivalència de polinomis de segongrau encara que, per abús de llenguatge, parlarem de «la quàdrica p» quanhauríem de parlar de «la quàdrica [p]».Anomenarem còniques a les quàdriques en un espai de dimensió n = 2.Els punts de la quàdrica p(x1, . . . , xn) seran els punts (a1, . . . , an) ∈ Xtals que p(a1, . . . , an) = 0. Observem que és un concepte ben definit perquèdos polinomis que difereixen en una constant no nul.la donen els mateixospunts.
cas més conegut és el de les còniques del pla, que poden definir-se d’aquesta manera: unacònica d’un pla projectiu X és el conjunt dels punts on es tallen les rectes corresponentsper una projectivitat (que no sigui una perspectivitat) entre dos feixos de rectes. (Vegeul’exercici IV.28.
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Com sempre que introduïm algun objecte nou, hem d’incloure-hi unanoció d’objectes equivalents. Suposem que f : X → X és una afinitat. Siescrivim f en coordenades, veiem que f indueix una aplicació del conjunt depolinomis en n variables en ell mateix
f∗ : k [x1, . . . , xn] −→ k [x1, . . . , xn].Per exemple, si n = 2 i f (x, y) = (x+y−1, y+1), tenim que f∗(x2 +y2−2) =
x2 + 2y2 + 2xy − 2x . Això ens permet aquesta definició: direm que duesquàdriques p i q de X són equivalents si existeix una afinitat bijectiva
f : X → X tal que f∗(p) = q.2
Exemples
• Per exemple, si la característica de k és 6= 2, la cònica x2 − y2 ésequivalent a la cònica xy per l’afinitat f (x, y) = (x + y, x − y).• Suposem que k = F5 és el cos de 5 elements. La transformació
f (x, y, z) = (x+y, y−x, z) ens mostra que les quàdriques x2 +y2 +2z2i x2 +y2 +z2 són equivalents. En canvi, les còniques x2 +2y2 i x2 +y2no són equivalents.3
Quàdriques a l’espai projectiuConsiderem l’espai projectiu Pn(k) de dimensió n sobre un cos k . Els puntsde l’espai vindran donats per les seves coordenades homogènies
Q = {x1, . . . , xn+1}i, en general, si p(x1, . . . , xn+1) és un polinomi, no té sentit dir si p(Q) = 0,precisament perquè, si λ 6= 0,
{x1, . . . , xn+1} = {λx1, . . . , λxn+1}.En tot cas, p(Q) = 0 sí que té sentit si p és un polinomi homogeni, és a dir,un polinomi on tots els seus monomis tenen el mateix grau.Per exemple, p = x2 − y2 + 3xy és un polinomi homogeni, mentre que
q = x2 − y2 + 3x + 2 no ho és. Observem que sí que té sentit preguntar-sesi p(Q) = 0 perquè
p(λx1, . . . , λxn+1) = λ2p(x1, . . . , xn+1).
2Recordem l’abús de llenguatge d’escriure p en lloc de [p] per designar una quàdrica.És a dir, quan escrivim f∗(p) = q de fet volem dir f∗(p) = λq per algun λ 6= 0, λ ∈ k .3Vegeu la nota 5 de la pàgina 210.
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Una quàdrica de Pn(k) serà un polinomi homogeni de segon grau en
n+ 1 variables x1, . . . , xn+1
p(x1, . . . , xn+1)
amb coeficients al cos k , mòdul la relació d’equivalència
p(x1, . . . , xn+1) ∼ λp(x1, . . . , xn+1) si λ 6= 0, λ ∈ k.
Els punts de la quàdrica p(x1, . . . , xn+1) seran els punts {a1, . . . , an+1} ∈
Pn(k) tals que p(a1, . . . , an+1) = 0. Observem que és un concepte ben definit.Dues quàdriques p i q de Pn(k) són equivalents si existeix una homo-grafia f : Pn(k) → Pn(k) que transforma una en l’altra. Observem que unahomografia ens dóna una matriu ben definida llevat d’una constant no nul-la, que ens serveix per transformar cada polinomi homogeni en un altrepolinomi homogeni, ben definit llevat d’una constant no nul.la.
Relació entre quàdriques projectives i quàdriques afinsHem dit que no distingiríem entre quàdriques projectives i quàdriques afinsi el motiu és que «gairebé» són la mateixa cosa. Recordem la relació entrel’espai projectiu Pn(k) i l’espai afí kn. La relació ve donada per
kn = Pn(k)− {xn+1 = 0}.
És a dir, kn s’obté a partir de Pn(k) suprimint un hiperplà que, sense pèrduade generalitat, podem suposar que és l’hiperplà d’equació xn+1 = 0.Amb aquesta identificació de l’espai afí com una «part» de l’espai projec-tiu, hi ha una correspondència senzilla entre les coordenades homogèniesd’un punt de l’espai projectiu (fora de l’hiperplà xn+1 = 0) i les coordenadesd’aquest mateix punt a l’espai afí. Aquesta correspondència ve donada per
(x1, . . . , xn) 7−→ {x1, . . . , xn, 1}(
x1




←− {x1, . . . , xn+1}
Aquesta correspondència ens dóna una correspondència entre quàdri-ques afins i quàdriques projectives. Recordem que una quàdrica afí és unpolinomi de segon grau en n variables (mòdul una constant no nul.la) i queuna quàdrica projectiva és un polinomi homogeni de segon grau en n + 1variables (mòdul una constant no nul.la). Disposem d’aquests dos processos:
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• Homogeneïtzació: de l’espai afí a l’espai projectiu.4
p(x1, . . . , xn) 7−→ x2n+1 p( x1xn+1 , . . . , xnxn+1
)
.
Per exemple, si homogeneïtzem el polinomi en dues variables
x2 + y2 − 2xy+ x − y+ 1
obtenim el polinomi homogeni en tres variables5
x2 + y2 − 2xy+ xz − yz + z2.
• Deshomogeneïtzació: de l’espai projectiu a l’espai afí.
p(x1, . . . , xn+1) 7−→ p(x1, . . . , xn, 1).Per exemple, si deshomogeneïtzem el polinomi homogeni en tres vari-ables
x2 − y2 + 2yz + z2obtenim el polinomi en dues variables
x2 − y2 + 2y+ 1.
Observem que aquests dos processos «conserven» els punts de les quàdri-ques: els punts de la quàdrica afí són els punts de la quàdrica projectivaque estan fora de l’hiperplà xn+1 = 0.Els dos processos no són exactament invers un de l’altre. Observem quesi deshomogeneïtzem z2 + xz+yz obtenim 1 + x +y que no és un polinomide segon grau i, per tant, no és una quàdrica afí. Aquest problema nomésapareix quan comencem amb una quàdrica projectiva que és divisible per
xn+1. En conclusió,
Hi ha una correspondència bijectiva entre les quàdriques de kn
i les quàdriques de Pn(k) que no són divisibles per xn+1. En
aquesta correspondència, els punts de la quàdrica afí són els
punts de la quàdrica projectiva que estan a l’espai afí.
4L’exponent 2 és degut a que homogeneïtzem polinomis de grau 2. El procés també espot fer en qualsevol grau r canviant x2n+1 per xrn+1.5Una manera informal d’explicar el procés d’homogeneïtzació podria ser dir que «con-vertim tots els monomis en monomis de segon grau afegint una potència convenient d’unanova variable xn+1».
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En conseqüència, quan parlem d’una quàdrica, no farem distinció entre sila considerem quàdrica afí o la considerem quàdrica projectiva.Les coses canvien quan tenim en compte els conceptes afí i projectiude quàdriques equivalents. Dues quàdriques projectives equivalents (coma quàdriques projectives) pot ser que no ho siguin com a quàdriques afins.L’explicació és que l’equivalència projectiva pot venir donada per una homo-grafia que mogui l’hiperplà xn+1 = 0 i, per tant, no doni lloc a una afinitat.Estudiarem tot això amb més detall més endavant i serà el moment quandonarem sentit aquestes frases de la pàgina 50:
Si poguéssim imaginar l’infinit com una recta, totes aquestes es-
tranyes metamorfosis de l’el.lipse serien molt menys misterioses.
Imaginem una el.lipse que no toca la recta de l’infinit: veiem una
el.lipse. L’el.lipse es va acostant a l’infinit fins que toca l’infinit en
un únic punt: veiem una paràbola. Finalment, l’el.lipse és tallada
per l’infinit: veiem una hipèrbola, amb una branca a cada costat
de l’infinit. Són imaginacions aparentment absurdes, però si tin-
guessin una base matemàtica sòlida ens permetrien entendre les
tres còniques com una mateixa corba, situada en tres posicions
diverses respecte de l’infinit. Llàstima que això de «l’infinit» no
sapiguem —de moment— què vol dir!
B 199 C
27. Quatre punts de vista sobre les
quàdriques
E
n aquest capítol estudiarem fins a quatre maneres diferents —però essencialment equivalents— de considerar les quàdriques.Suposarem sempre que la característica del cos base és dife-rent de dos.
1. El punt de vista bilinealJa hem parlat en algun capítol anterior de productes escalars en un espaivectorial. Ho tornarem a fer ara amb més generalitat. V serà un espaivectorial de dimensió finita sobre un cos k . Una forma bilineal simètrica a
V és una aplicació
V × V −→ k(−→u ,−→v ) 7→ −→u · −→vque compleix aquestes propietats:
1. Per cada −→v ∈ V , l’aplicació −→u 7→ −→u · −→v és lineal.2. Per cada −→u ,−→v ∈ V es compleix −→u · −→v = −→v · −→u .
En aquest context, direm que dos vectors −→u ,−→v ∈ V són ortogonals o
perpendiculars si −→u · −→v = 0.Quan estudiàvem productes escalars definits positius sobre un espai vec-torial real teníem les mateixes propietats i dues propietats addicionals, peròara ens interessa estudiar aquest concepte més general. Una forma bilinealsimètrica és, doncs, una manera de «multiplicar escalarment» vectors d’unespai vectorial. Com que aquest concepte d’ara és més general que el quehavíem estudiat abans, cal tenir en compte que en una forma bilineal si-mètrica poden passar coses que no passen mai en els productes escalarsdefinits positius.
• Hi pot haver vectors −→e que siguin perpendiculars a ells mateixos, ésa dir −→e · −→e = 0. En direm vectors isòtrops. Si l’únic vector isòtrop ésel vector zero, direm que la forma bilineal és anisòtropa (o el.líptica).
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• Si F és un subespai vectorial de V , podem considerar el subespai F⊥format pels vectors que són perpendiculars a tots els vectors de F . Engeneral, pot passar que F ∩ F⊥ 6= {0}.
• Hi pot haver vectors −→e 6= 0 que siguin perpendiculars a qualsevolaltre vector de l’espai. Els vectors −→e tals que −→e · −→v = 0 per tot
−→v ∈ V formen un subespai vectorial que s’anomena el radical de V ies denota com Rad(V ). Si Rad(V ) = 0 direm que la forma bilineal és
no singular.
• Si V = F ⊕G i cada vector de G és perpendicular a cada vector de Fdirem que F i G estan en suma ortogonal i escriurem V = F ⊥ G.
Exemple: Suposem que l’espai vectorial V té dimensió 2, que la formabilineal és no singular i que hi ha un vector isòtrop −→e 1 6= 0. Com que
V ⊥ = 0, existirà un vector −→v amb −→e 1 · −→v 6= 0. Sigui −→w := (1/(−→e 1 · −→v ))−→v iconsiderem el vector
−→e 2 = −→w − −→w · −→w2 −→e 1.Aleshores, és fàcil comprovar que {−→e 1,−→e 2} és una base de V tal que
−→e 1 · −→e 1 = −→e 2 · −→e 2 = 0, −→e 1 · −→e 2 = 1.
Direm que V , amb aquesta forma bilineal, és un pla hiperbòlic.1A les formes bilineals hi ha, naturalment, un concepte d’equivalència:dues formes bilineals simètriques sobre V són equivalents si existeix unisomorfisme lineal φ : V → V tal que
−→e ·1 −→v = φ(−→e ) ·2 φ(−→v ) per tot −→e ,−→v ∈ V .
2. El punt de vista quadràticUna forma lineal en un espai vectorial V és una aplicació ω : V → k quecompleix
1. ω(−→e +−→v ) = ω(−→e ) + ω(−→v ).
2. ω(λ−→e ) = λω(−→e ).
1No hem de confondre aquest concepte de pla hiperbòlic amb el pla de la geometriahiperbòlica.
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Com ho faríem per definir un concepte de forma quadràtica? La segonacondició sembla fàcil de traduir al cas quadràtic: Q(λ−→e ) = λ2Q(−→e ). Quinacondició hauria de substituir la primera si volguéssim axiomatitzar la idead’«elevar al quadrat»? Recordem aquesta famosa identitat:
(a+ b)2 = a2 + b2 + 2a · b
que ens relaciona la multiplicació i l’operació d’elevar al quadrat.2 Aquestaidentitat ens suggereix que hauríem de definir una forma quadràtica en unespai vectorial V com una aplicació Q : V → k que compleixi
1. −→e · −→v := 12 (Q(−→e +−→v )−Q(−→e )−Q(−→v )) és una forma bilineal a V .2. Q(λ−→e ) = λ2Q(−→e ) per tot −→e ∈ V .
No cal dir que també tenim un concepte de formes quadràtiques equiva-lents: Dues formes quadràtiques Q1, Q2 sobre V són equivalents si hi haun isomorfisme lineal φ : V → V tal que Q1(−→e ) = Q2(φ(−→e )) per tot −→e ∈ V .Direm que una forma quadràtica és no singular si ho és la forma bilinealassociada definida per la condició 1 anterior.
3. El punt de vista matricialUna matriu quadrada M = (aij ) es diu que és simètrica si aij = aji per tot
i, j . Equivalentment, M és simètrica si coincideix amb la seva transposada:
M = MT .Quina relació d’equivalència considerarem a les matrius simètriques? Alconjunt de les matrius ja tenim una relació d’equivalència —anomenada
similitud— segons la qual dues matrius quadrades M i N són similars siexisteix una matriu invertible P tal que P−1MP = N . Però aquesta relació—que és molt important quan estudiem matrius que representen aplicacionslineals— no ens interessa ara que volem estudiar matrius simètriques que
representen formes bilineals. D’altra banda, si M és una matriu simètrica,
P−1MP en general no ho és.L’equivalència entre matrius simètriques que ens interessa ara és aques-ta: dues matrius simètriques M i N són equivalents si existeix una matriuinvertible P tal que PTMP = N .
2Aquesta identitat ens demostra que si sabem elevar al quadrat, restar i dividir per 2, jasabem multiplicar. Aquesta curiositat és explotada a un apòleg titulat L’alquímia catalana
i el Regula Universalis, fàcilment localitzable a Internet.
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Com que tenim dos conceptes d’equivalència diferents entre matrius
P−1MP ∼1 M; PTMP ∼2 M
convé estar molt atent a no confondre’ls. Insistim: l’equivalència P−1MP ∼1
M és important quan estudiem l’efecte d’un canvi de base en una aplicaciólineal; l’equivalència PTMP ∼2 M serà important quan estudiem l’efected’un canvi de base en una forma bilineal.
4. El punt de vista polinòmicVolem estudiar quàdriques i ja hem dit que una quàdrica de Pn(k) serà unpolinomi homogeni de segon grau en n+ 1 variables (llevat d’un escalar nonul, no ho oblidem!) També hem dit que dues quàdriques seran equivalentsquan hi hagi un canvi de coordenades projectiu que transformi un polinomien l’altre.
Els quatre punts de vista són equivalentsFormes bilineals, formes quadràtiques, matrius simètriques i polinomis ho-mogenis de segon grau són, essencialment, un mateix concepte mirat desde quatre angles diferents, i aquesta possibilitat de mirar un mateix objectematemàtic des de diversos punts de vista és immensament enriquidora. Pertant, a l’hora d’estudiar les quàdriques podem escollir qualsevol d’aquestsquatre punts de vista. Cadascun té els seus avantatges. Per exemple, lesformes bilineals i les formes quadràtiques es poden estudiar «sense coor-denades» i són, per tant, més conceptuals, mentre que les matrius i elspolinomis estan millor adaptats al càlcul i són directament «codificables».Estudiem ara breument com podem passar d’un d’aquests quatre con-ceptes a un altre.
• Formes bilineals i formes quadràtiques. Aquesta correspondència éssenzilla. Si tenim una forma bilineal sobre V podem definir una formaquadràtica sobre V aixi
Q(−→e ) = −→e · −→e
i comprovar immediatament que compleix les dues propietats de lesformes quadràtiques. Recíprocament, si Q és una forma quadràtica, lipodem associar una forma bilineal així
−→e · −→v := 12 (Q(−→e +−→v )−Q(−→e )−Q(−→v )) .
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També és important tenir en compte què passa amb el concepte d’e-quivalència que tenim a formes bilineals i a formes quadràtiques: ésmolt senzill comprovar que dues formes quadràtiques són equivalentssi i només si ho són les seves formes bilineals associades.• Formes bilineals i matrius simètriques. Suposem que tenim una formabilineal sobre V . Fixem una base {−→e 1, . . . ,−→e n} de V i considerem lamatriu simètrica n× n
M := (−→e i · −→e j).Direm que és la matriu de la forma bilineal en la base donada. Recí-procament, si M és una matriu simètrica qualsevol, podem definir unaforma bilineal simètrica sobre V d’aquesta manera
(a1, . . . , an) · (b1, . . . , bn) := (a1, . . . , an)M (b1, . . . , bn)Ti podem comprovar molt fàcilment que es compleixen les dues condi-cions de les formes bilineals simètriques. També és fàcil veure queaquestes dues correspondències són inversa una de l’altra.En particular, si −→v ,−→w són vectors expressats, en una base, com amatrius d’una única columna i si M és la matriu d’una forma bilinealen la base donada, aleshores el vector producte −→v · −→w es calcula
−→v · −→w = −→v T M −→w .
Vegem ara com es comporta aquesta correspondència entre formes bi-lineals i matrius (un cop hem escollit una base) respecte dels conceptesd’equivalència que tenim a formes bilineals i a matrius simètriques.Suposem que tenim dues formes bilineals simètriques equivalents através d’un isomorfisme lineal φ : V → V . Això vol dir que
−→v ·1 −→w = φ(−→v ) ·2 φ(−→w ).En la base que hem fixat, l’isomorfisme φ vindrà donat per una ma-triu invertible P i les dues formes bilineals tindran matrius M1 i M2,respectivament. Tindrem
−→v TM1−→w = −→v ·1 −→w = φ(−→v ) ·2 φ(−→w ) = (P−→v )TM2(P−→w ) = −→v TPTM2P−→w .Com que la matriu d’una forma bilineal determina la forma bilineal, laconclusió és que
PTM2P = M1
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és a dir: l’equivalència de formes bilineals es correspon a l’equivalènciade matrius simètriques que hem definit abans —i no pas a l’equiva-lència P−1MP ∼ M que ja coneixíem! Aquesta és la justificació quehaguem introduït precisament l’equivalència PTMP ∼ M .
• Matrius simètriques i polinomis homogenis de grau 2. SiguiM = (aij )una matriu simètrica de mida n. A partir de M podem definir aquestpolinomi homogeni de grau 2 en les variables x1, . . . , xn










p(x1, . . . , xn) = (x1, . . . , xn)M (x1, . . . , xn)T .És clar que, d’aquesta manera, tenim una correspondència bijectivaentre matrius simètriques diferents de zero i polinomis homogenis degrau 2, i també és fàcil veure que aquesta correspondència respectaels conceptes d’equivalència que hi ha a les matrius simètriques i alspolinomis homogenis.3
Observem, doncs, que tenim quatre maneres d’entendre i estudiar lesquàdriques. Cal fer, però, algunes consideracions. L’equivalència entre for-mes bilineals i formes quadràtiques és canònica i també ho és l’equivalènciaentre matrius simètriques diferents de zero i polinomis homogenis de segongrau, però l’equivalència entre formes bilineals/formes quadràtiques i ma-trius simètriques/polinomis homogenis no ho és perquè requereix l’elecciód’una base de l’espai vectorial. D’altra banda, recordem que una quàdricano és exactament un polinomi homogeni de segon grau, sinó que és unaclasse d’equivalència de polinomis homogenis de segon grau.Quan la forma quadràtica associada a una quàdrica sigui no singular,direm que la quàdrica és no degenerada.
3Observem quina és exactament la relació entre els termes de la matriu simètrica i elscoeficients del polinomi homogeni de grau 2 que li associem. Els termes de la diagonalsón els coeficients dels monomis x2i i els termes fora de la diagonal són la meitat delscoeficients dels monomis xixj .
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28. Teoremes de classificació
V
oldríem classificar les quàdriques de dimensió arbitrària sobreun cos arbitrari: saber exactament quines quàdriques hi ha(llevat d’equivalència) i ser capaços de decidir, donades duesquàdriques, si són equivalents o no ho són. Segurament, és unobjectiu massa ambiciós, però, si més no, mirarem fins on podem arribar.La dificultat del problema depèn del cos base. D’entrada, estudiarem quèpodem dir quan el cos base és un cos arbitrari de característica diferentde dos i en el capítol següent veurem com per certs cossos concrets podemarribar a una classificació completa.Hem vist que hi ha com a mínim quatre maneres d’entendre les quà-driques. De cara als teoremes de classificació que estudiarem en aquestcapítol, el punt de vista més convenient és el de les formes bilineals si-
mètriques, que sabem que és completament equivalent al de les formes
quadràtiques. Com que és més curt escriure «forma quadràtica», utilitzaremaquesta nomenclatura, però ens cal tenir present que sempre tindrem, enparal.lel, una forma quadràtica i la seva forma bilineal simètrica associada.Per tant, estudiarem espais vectorials de dimensió finita V amb una formaquadràtica Q, és a dir, parelles (V ,Q). El nom que utilitzarem per a laparella (V ,Q) és el d’espai quadràtic.1Si tenim dos espais quadràtics (V1, Q1) i (V2, Q2), una isometria2 entreells serà un isomorfisme lineal φ : V1 → V2 tal que Q1(−→v ) = Q2(φ(−→v )) pertot −→v ∈ V1. Escriurem V1 ∼= V2 si hi ha una isometria entre V1 i V2.3Per classificar necessitem disposar d’invariants, és a dir, necessitem as-sociar a cada forma quadràtica alguns objectes matemàtics senzills (i cal-culables!) —com ara nombres enters— de manera que dues formes equiva-
1Com sempre, cometrem l’abús de llenguatge de denotar un espai quadràtic simplementpel primer membre de la parella i escriurem V en lloc de (V ,Q).2És natural utilitzar aquí la paraula «isometria» perquè si el cos base és R i la formabilineal és un producte escalar definit positiu, el concepte actual coincideix amb el concepted’isometria entre espais afins euclidians.3La notació V1 ∼= V2 és ambigua i el context ens ha de explicar si estem parlant d’una
isometria entre els espais quadràtics V1 i V2 o d’un isomorfisme lineal entre els espaisvectorials V1 i V2.
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lents tinguin associats els mateixos objectes. La culminació de l’èxit seriadisposar de prou invariants per poder arribar a demostrar que dues formessón equivalents si i només si tenen els mateixos invariants.Abans de començar, repassem alguns conceptes que ja hem vist. Tenim,doncs, un espai quadràtic V .
• El radical de V és el subespai format pels vectors perpendiculars aqualsevol altre vector. El denotem per Rad(V ). Diem que V és no
singular si el seu radical és zero: Rad(V ) = 0.
• Un vector és isòtrop si és perpendicular a ell mateix. Diem que V és
anisòtrop o el.líptic si l’únic vector isòtrop és el vector zero. Diremque V és totalment isòtrop si tots els seus vectors són isòtrops.
• Direm que V és un pla hiperbòlic si té dimensió 2, és no singular iés no el.líptic. A l’exemple de la pàgina 201 vam veure que tot plahiperbòlic té una base en la qual la matriu de la forma bilineal és(0 11 0). En particular, tots els plans hiperbòlics són isomorfs. Si hotraduïm al llenguatge de les còniques, un pla hiperbòlic correspon a lacònica xy i això justifica el seu nom. D’altra banda, un pla hiperbòlictambé té una base en la que la matriu de la forma bilineal s’escriu(1 00 −1) i la cònica corresponent és x2 − y2 que és equivalent, pertant, a la cònica xy.
Primer invariant: la dimensióAquest és trivial. Si tenim una isometria entre dos espais quadràtics V ∼= W ,aleshores dim(V ) = dim(W ). Res més a dir.
Segon invariant: el rangAquest és senzill. Definim
rang(V ) = dimV − dim RadV .
És clar que és un invariant, perquè si V ∼= W , també RadV ∼= RadW . Comes pot calcular? Observem que, si M és la matriu de la forma bilineal enuna certa base, tenim
RadV = {−→v : −→u TM−→v = 0 per tot −→u ∈ V } = {−→v : M−→v = 0} = kerM.
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Per tant, el rang de la forma bilineal coincideix amb el rang de la sevamatriu en qualsevol base.Sigui ara E ⊆ V un subespai vectorial qualsevol que estigui en sumadirecta amb RadV . És evident que aquesta suma directa serà una sumaortogonal i tindrem
V = Rad(V ) ⊥ E.D’altra banda, E ha de ser no singular. A més, l’espai E és únic llevatd’isometria: si tenim una altra descomposició V = Rad(V ) ⊥ E ′, es compleixque E ∼= E ′. Aquest fet és conseqüència d’un teorema fonamental de lesformes quadràtiques:
[Teorema de Witt] Sigui V un espai quadràtic i siguin V = E1 ⊥
F1 = E2 ⊥ F2 dues descomposicions de V en suma ortogonal. Si
E1 i E2 són isomètrics, aleshores F1 i F2 també són isomètrics.4
Això ens diu que si classifiquem E ja haurem classificat V . Per tant, a partird’ara suposarem, sense pèrdua de generalitat, que V és no singular.
Tercer invariant: l’índexAra V és no singular. En aquest cas, el comportament dels subespais or-togonals ja s’assembla més al cas clàssic dels productes escalars definitspositius sobre el cos real. Per exemple, es pot demostrar (exercici IV.5) quesi E ⊆ V és un subespai no singular, aleshores E⊥⊥ = E i V = E ⊥ E⊥.
4Als textos sobre formes quadràtiques apareixen diverses versions del teorema de Witt.El que acabem d’enunciar és potser la versió més general, de la que es dedueixen ambrelativa facilitat les altres versions del teorema:• Teorema d’extensió. Siguin V1 = E1 ⊥ F1 i V2 = E2 ⊥ F2 dos espais quadràticsisomètrics i sigui φ : E1 → E2 una isometria. Existeix una isometria φ̃ : V1 → V2 quecoincideix amb φ sobre E1 i tal que φ̃(F1) = F2.• Teorema de cancel.lació. Si E1 ⊥ F1 = E1 ⊥ F2, aleshores F1 i F2 són isomètrics.• Teorema original de Witt. Si E1, E2 ⊆ V són subespais isomètrics no singulars d’unespai quadràtic V , aleshores E⊥1 i E⊥2 també són isomètrics.• Extensió en subespais no singulars. Si E1, E2 són subespais no singulars d’un espaiquadràtic V i φ : E1 ∼= E2 és una isometria, aleshores existeix una isometria ψ : V ∼=
V tal que ψ|E1 = φ.• Extensió en un espai no singular. Si E1, E2 són subespais d’un espai quadràtic nosingular V i φ : E1 ∼= E2 és una isometria, aleshores existeix una isometria ψ : V ∼= Vtal que ψ|E1 = φ.
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Definim l’índex de V com la màxima dimensió d’un subespai totalmentisòtrop de V . És clar que l’índex és un invariant. La pregunta és com espot calcular.Per exemple, en un pla hiperbòlic, hi ha dues rectes totalment isòtropes,però el pla no és totalment isòtrop (vegeu l’exercici IV.3). En conclusió,l’índex d’un pla hiperbòlic és 1.Suposem que E ⊆ V és un subespai totalment isòtrop de dimensió mà-xima. Utilitzant les mateixes idees de l’exemple del pla hiperbòlic de lapàgina 201 es pot demostrar per inducció això (exercici IV.11):
Sigui −→e 1, . . . ,−→e r una base de E (per tant, r és l’índex de V ).
Existeixen vectors −→e ′1, . . . ,−→e ′r ∈ V tals que cada subespai Hi :=
〈−→e i,−→e ′i〉 és un pla hiperbòlic i V = H1 ⊥ · · · ⊥ Hr ⊥ F on F és
anisòtrop.
És a dir, podem descompondre cada espai quadràtic no singular V coma suma ortogonal de plans hiperbòlics —tants com indica l’índex de V— iun subespai anisòtrop. Un aspecte clau és que aquesta descomposició és
única en aquest sentit: si tenim
V = H ′1 ⊥ · · · ⊥ H ′s ⊥ F ′on cada H ′i és un pla hiperbòlic i F és un espai anisòtrop, aleshores r = si F ∼= F ′. En particular, podem redefinir l’índex com el nombre de plans
hiperbòlics en qualsevol descomposició de V com a suma ortogonal de plans
hiperbòlics i un espai anisòtrop. Aquest fet no trivial és conseqüència tambédel teorema de Witt que hem enunciat abans.Tot això que hem dit implica que, si deixem de banda el problema delcàlcul explícit de l’índex, la classificació de les formes quadràtiques es redu-eix a la classificació dels espais anisòtrops —que són els que no tenen capvector isòtrop no nul. El problema que ens trobem és que la classificaciódels espais anisòtrops depèn força del cos base i ja no podem obtenir resul-tats generals com els que hem vist fins ara. En el proper capítol estudiaremels espais anisòtrops per a alguns cossos concrets i així completarem laclassificació per a aquests cossos.
Quart invariant: el determinantSi M i N són dues matrius simètriques equivalents, els seus determinantspoden ser diferents. En efecte, l’equivalència vindrà donada per una matriu
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invertible P tal que PTMP = N . Aleshores,
det(N) = det(M) det(P)2.
Aquesta fórmula ens dóna una certa informació. Per exemple, si el cosbase és el cos R veiem que una matriu de determinant positiu no pot serequivalent a una matriu de determinant negatiu. Si el cos base és el cos
Q, una matriu de determinant 2 no pot ser equivalent a una matriu dedeterminant 4. En conclusió, el determinant mòdul quadrats és un invariantde la forma quadràtica.5
5Ara és trivial comprovar l’afirmació de la pàgina 196 que deia que les formes quadrà-tiques x2 + 2y2 i x2 + y2 no són equivalents sobre el cos F5. En efecte, el determinant dela primera forma és 2 —que no és un quadrat a F5— i el de la segona és 1, que sí que ésun quadrat.
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C, Fq i R
S
uposem que V és un espai quadràtic sobre un cos k . En elcapítol anterior hem vist que hi ha una descomposició única(llevat d’isometria)
V = Rad(V ) ⊥ H1 ⊥ · · · ⊥ Hr ⊥ E
on cada Hi és un pla hiperbòlic i E és un espai el.líptic. Per tenir unaclassificació completa ens cal veure quines possibilitats hi ha per a E . Laresposta depèn de quin sigui el cos base k . En aquest capítol estudiaremtres casos molt importants.
Cas d’un cos algebraicament tancatAquest cas és extraordinàriament senzill perquè
Si k és un cos algebraicament tancat, hi ha, llevat d’isomorfisme,
un únic espai el.líptic no trivial. Aquest espai té dimensió 1.
En efecte, suposem que E és un espai el.líptic de dimensió > 1 i siguin
−→u ,−→v ∈ E dos vectors linealment independents. Com que k és algebraica-ment tancat, l’equació de segon grau en λ
(λ−→u +−→v ) · (λ−→u +−→v ) = λ2−→u · −→u + 2λ−→u · −→v +−→v · −→v = 0
sempre té solució i, per tant, sempre hi ha algun vector isòtrop no trivial a
E . Però això no pot ser perquè E és el.líptic i, per definició, no pot tenirvectors isòtrops no nuls.D’altra banda, si E té dimensió 1 i −→u ∈ E és un vector no nul, sigui
a = −→u · −→u ∈ k − {0}. Com que k és algebraicament tancat, existirà b ∈ ktal que b2 = 1/a. Aleshores, podem prendre com a base de E el vector b−→u ,de manera que la matriu de la forma bilineal en aquesta base és la matriu(1). És a dir, hi ha un únic espai el.líptic de dimensió 1.
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En conclusió: per a cada valor de n = dim(V ) hi ha, llevat d’isomorfisme,una única forma quadràtica no singular i, per tant, una única quàdrica nodegenerada. És aquesta:{
x1x2 + · · ·+ xn−1xn si n és parell
x1x2 + · · ·+ xn−2xn−1 + x2n si n és senar
Encara ho podem simplificar més. Sabem que xy ∼ x2 − y2. Com que
k és algebraicament tancat, existeix ζ ∈ k tal que ζ2 = −1. Per tant,
x2 − y2 ∼ x2 + y2. En conclusió:
Sobre un cos algebraicament tancat1, tota quàdrica de rang r és
equivalent a
x21 + · · ·+ x2r .
Cas d’un cos finitPer estudiar les formes quadràtiques sobre un cos finit —que recordem quesempre suposem que és de característica diferent de dos— convé saberalguna cosa sobre els quadrats en un cos finit. Sigui, doncs, q una potènciad’un primer senar p i considerem el cos Fq que té exactament q elements.Aquestes propietats es demostren quan s’estudia la teoria dels cossos finits:
• La meitat dels elements no nuls de Fq són quadrats i l’altra meitat noho són. El producte de dos quadrats és un quadrat, el producte dedos no quadrats és un no quadrat i el producte d’un quadrat i un noquadrat és un no quadrat.2• Fixem un no quadrat ν ∈ Fq. Tot altre no quadrat és de la forma u2ν.• Tot element de Fq és suma de dos quadrats. En particular, ν = a2+b2.• −1 ∈ Fq és un quadrat si i només si q ≡ 1 (4).
En aquest cas, la classificació dels espais el.líptics és una mica més compli-cada que en el cas anterior, però no gaire. Llevat d’isometria, hi ha noméstres espais el.líptics no nuls (exercici IV.12):
1Observem que només hem usat que les equacions de segon grau tenen solució. Pertant, el resultat té validesa més enllà dels cossos algebraicament tancats: n’hi ha prou quetot element de k tingui arrel quadrada.2Podem dir-ho amb un llenguatge més «matemàtic»: El quocient del grup multiplicatiude Fq pel subgrup dels quadrats és el grup de dos elements.
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• En dimensió 1 hi ha dos el.líptics no equivalents, de matrius (1) i (ν),respectivament.• En dimensió 2 hi ha, llevat d’equivalència, un únic espai el.líptic. Lamatriu d’aquest espai el.líptic depèn de que −1 sigui un quadrat o noho sigui: (1 00 ν) , q ≡ 1 (4); (1 00 1) , q ≡ 3 (4).• En dimensió ≥ 3 no hi ha cap espai el.líptic.
Un cop coneixem els possibles el.líptics, ja sabem exactament quines formesquadràtiques hi ha.
Sobre el cos Fq amb q senar hi ha (llevat d’equivalència) dues
formes quadràtiques en cada rang n.• Si n = 2r + 1, tenim
x1x2 + · · ·+ x2r−1x2r + x22r+1
x1x2 + · · ·+ x2r−1x2r + νx22r+1• Si n = 2r, tenim
x1x2 + · · ·+ x2r−3x2r−2 + x2r−1x2r
x1x2 + · · ·+ x2r−3x2r−2 + x22r−1 + λx22r
on λ = ν si q ≡ 1 (4) i λ = 1 si q ≡ 3 (4).
Ara que ja sabem quines formes quadràtiques hi ha, la segona preguntaés, donades dues formes quadràtiques, com podem decidir si són equivalentso no. En el cas dels cossos finits, la resposta és molt senzilla i la dóna elrang i el determinant (que vol dir el determinant mòdul quadrats, com vamdiscutir al capítol anterior). En efecte, és molt fàcil adonar-se que, de lesdues formes que hi ha per a cada rang donat, en una el determinant és unquadrat i en l’altra és un no quadrat. Problema resolt.3Ara que ja sabem que dues formes quadràtiques sobre Fq són equivalentssi i només si tenen el mateix rang i el mateix determinant (mòdul quadrats),podem trobar una llista de formes més senzilla que l’anterior. Per exemple:
3Hi manca un detall: com podem saber si un element de Fq és un quadrat? Euler vacontestar aquesta pregunta en el cas que q sigui un primer, però la seva resposta es potestendre al cas general. El criteri d’Euler diu que si q és una potència d’un primer senar i
a 6= 0 és un element del cos Fq, aleshores a és un quadrat a Fq si i només si a(q−1)/2 = 1.
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Sobre el cos Fq amb q senar hi ha (llevat d’equivalència) dues
formes bilineals simètriques en cada rang n:
x21 + · · ·+ x2n
x21 + · · ·+ x2n−1 + νx2n
Tenim ja la classificació de les formes quadràtiques sobre un cos finit,però ara cal discutir la classificació de les quàdriques, que sabem queno són exactament el mateix que les formes quadràtiques perquè si Q ésuna forma quadràtica, com a quàdriques tenim que Q i λQ amb λ 6= 0són equivalents. La pregunta és: si multipliquem per ν cadascuna de lesdues formes quadràtiques que hi ha en cada rang, quina forma obtenim?La resposta és senzilla, perquè sabem que només cal mirar el determinant.Resulta que, en grau senar, les dues formes quadràtiques donen la mateixaquàdrica, mentre que en grau parell donen quàdriques diferents:
Sobre el cos Fq amb q senar hi ha (llevat d’equivalència) aques-
tes quàdriques projectives en cada rang n.
• Si n és senar, una única quàdrica x21 + · · ·+ x2n.• Si n és parell, dues quàdriques
x21 + · · ·+ x2n
x21 + · · ·+ x2n−1 + νx2n.
Cas del cos realEstudiem ara el cas k = R. Aquí és senzill determinar els espais anisòtrops:si tenim un vector −→u tal que −→u ·−→u > 0 i un altre vector −→v tal que −→v ·−→v < 0,sempre podrem trobar un vector −→w combinació lineal no trivial de −→u i −→vtal que −→w · −→w = 0. Com que en un espai anisòtrop no hi pot haver vectorsisòtrops no nuls, deduïm que una forma bilineal simètrica serà el.líptica si inomés si és «definida positiva» o «definida negativa», és a dir, serà un típicproducte escalar definit positiu o un típic producte escalar definit positiucanviat de signe. Ja hem estudiat els productes escalars definits positiusi sabem, per exemple, que existeixen bases ortonormals. En conclusió, unespai el.líptic tindrà com a matriu ±I i tota forma quadràtica és equivalenta una forma quadràtica «diagonal»
±x21 ± · · · ± x2n.
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Per classificar una forma quadràtica real necessitem conèixer la dimensió, elrang, l’índex i el signe de la part el.líptica, i dues formes quadràtiques sobre
R seran equivalents si i només si aquests quatre invariants coincideixen.Si passem ara a les quàdriques, veiem que si canviem el signe d’unaforma quadràtica, dels quatre invariants anteriors només canvia el signede la part el.líptica, mentre que la quàdrica és la mateixa. Per tant, duesquàdriques sobre R són equivalents si i només si tenen la mateixa dimensió,el mateix rang i el mateix índex.
Exemple: Còniques del pla projectiuL’espai vectorial té dimensió 3 i hi ha cinc combinacions possibles de rangi índex:
rang índex0 1
1 x2«recta doble»
2 x2 + y2«punt doble» x2 − y2«dues rectes»
3 x2 + y2 + z2«cònica imaginària» x
2 + y2 − z2
«cònica real
no degenerada»
Per tal de completar la classificació de les quàdriques sobre el cos Rens caldria disposar d’un mètode per calcular l’índex. Aquest mètode resultad’un famós teorema sobre les matrius simètriques:
Tota matriu real simètrica diagonalitza en una base ortonormal
(respecte del producte escalar ordinari de Rn).
Expliquem què vol dir això. Aquest teorema ens diu que si M és una matriusimètrica amb coeficients reals, aquesta matriu es pot diagonalitzar sobreel cos R. És a dir, existeix una matriu real P tal que P−1MP és una matriudiagonal. A més, el teorema també ens diu que aquesta matriu P podem
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aconseguir que sigui una matriu ortogonal, és a dir, una matriu tal que
PPT = I . Aquest fet és extraordinàriament rellevant per a tot el que estemestudiant perquè la condició PPT = I implica que
P−1MP = PTMP
és a dir, en aquest cas els dos conceptes d’equivalència de matrius —M ∼
P−1MP , relacionat amb aplicacions lineals i M ∼ PTMP , relacionat ambformes quadràtiques— coincideixen. La conclusió és:
Si M és una matriu simètrica, el seu polinomi característic té
totes les arrels reals i s’escriu com
X r(X − λ1) · · · (X − λs)(X − µ1) · · · (X − µt)
amb λ1, . . . , λs > 0, µ1, . . . , µt < 0. La forma quadràtica associada
a M és equivalent a
x21 + · · ·+ x2s − x2s+1 − · · · − x2s+t.
És a dir, per classificar una forma quadràtica real (o una quàdrica realprojectiva) n’hi ha prou amb saber quantes arrels positives té el polinomicaracterístic de la seva matriu. És més, ni tan sols cal trobar aquestesarrels, perquè hi ha un curiós teorema demostrat4 per Descartes que enspermet determinar trivialment el nombre d’arrels positives sense haver-lesde calcular (exercici IV.26):
[Regla dels signes de Descartes] Si un polinomi amb coeficients
reals té totes les seves arrels reals, el nombre d’arrels positives
és igual al nombre de canvis de signe entre monomis consecutius
no nuls (quan els ordenem per ordre creixent).
4Potser hauríem de dir «utilitzat» per Descartes al tercer llibre de La Géométrie, el seutractat matemàtic publicat el 1637, com apèndix al famós Discours de la méthode.
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em vist que hi ha una única cònica projectiva real no dege-nerada i no buida de punts: x2 + y2 − z2. Les tres còniquesclàssiques del pla afí —l’el.lipse, la hipèrbola i la paràbola1 —s’obtenen a partir d’aquesta única cònica projectiva situant la
recta de l’infinit en diverses posicions: si no toca la cònica, en el pla afí«veiem» una el.lipse, si la toca en un punt, veiem una paràbola, si la tallaen dos punts, veiem una hipèrbola. Aquest exemple senzill conté la idea dela classificació de les quàdriques afins: cal primer veure quina és la quà-drica projectiva que tenim i després cal tenir en compte com talla aquestaquàdrica l’hiperplà de l’infinit.Considerem un espai projectiu Pn(k) i prenem H := {xn+1 = 0} com ahiperplà de l’infinit. El complement d’aquest hiperplà serà un espai afí
kn = Pn(k)− {xn+1 = 0}.
Sabem com podem passar de coordenades homogènies a Pn(k) a coordena-des afins a kn i viceversa, i també sabem com podem passar de quàdriquesa Pn(k) (que no siguin divisibles per xn+1) a quàdriques a kn i viceversa.Denotarem Q∞ la restricció de la quàdrica Q a l’hiperplà de l’infinit. Coma polinomi homogeni, Q∞ s’obté substituint xn+1 = 0 al polinomi de Q.Suposem que tenim dues quàdriques Q1 i Q2. Volem saber si Q1 i Q2són equivalents com a quàdriques afins.
[Classificació afí de les quàdriques] Q1 ∼ Q2 com a quàdriques
afins si i només si
1. Q1 ∼ Q2 com a quàdriques de Pn(k).
2. Q∞1 ∼ Q∞2 com a quàdriques de H ∼= Pn−1(k).1I la circumferència? El concepte de circumferència és un concepte mètric que nomésté sentit en un espai afí euclidià, mentre que ara estem en un espai afí general.
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Aquest teorema redueix la classificació afí de les quàdriques a classificardues quàdriques projectives. Per demostrar aquest teorema el llenguatgemés adient és el de les formes quadràtiques. Suposem, doncs, que Q1 i
Q2 són dues formes quadràtiques sobre un espai vectorial V i que H és unhiperplà de V .La implicació en un sentit és molt clara i tota la dificultat està en demos-trar que les dues condicions 1, 2 impliquen que Q1 ∼ Q2 com a quàdriquesafins. La primera condició ens diu que hi ha un isomorfisme φ : V → V quetransforma Q2 en λQ1 per algun λ 6= 0. Tindrem (en el llenguatge de lesformes quadràtiques) Q2(φ(−→v )) = λQ1(−→v ). Anàlogament, la segona condicióens diu que tenim un isomorfisme ψ : H → H que transforma Q∞1 en µQ∞2per algun µ 6= 0. Tindrem Q1(ψ(−→v )) = µQ2(−→v ) per tot −→v ∈ H .Considerem ara γ := φψ : H → φ(H) que complirà
Q2(γ(−→v )) = λµ Q2(−→v ) per tot −→v ∈ H .
A menys que λµ sigui igual a 1, γ no és una isometria i no podem aplicar elteorema de Witt per obtenir una isometria de l’espai quadràtic V . Aquestfet complica les coses. És convenient donar un nom a aquestes «isometries
llevat d’un factor»: en direm similituds. Si V és un espai quadràtic, unasimilitud és un isomorfisme lineal φ : V → V tal que existeix λ 6= 0 (ano-menat la raó de la similitud) tal que Q(φ(−→v )) = λQ(−→v ) per tot −→v ∈ V . Enparticular, les isometries són les similituds de raó 1. El teorema que enscal per acabar la classificació afí de les quàdriques és aquest:
[Teorema d’extensió de similituds] Sigui V un espai quadràtic
i sigui φ : H1 → H2 una similitud entre dos hiperplans de V .
Existeix una similitud ψ : V → V tal que ψ(H1) = H2.2
Aplicant aquest teorema obtenim que hi ha una similitud ρ : V → V ambla propietat que ρ(H) = φ(H). Aleshores, φ−1ρ : V → V serà una similitudque deixarà H invariant i, en conseqüència, serà una afinitat entre Q1 i (un
2Observem que no diem que ψ sigui una extensió de φ perquè, en general, no seria cert(exercici IV.25). Aquest teorema, imprescindible per demostrar el teorema de classificacióafí de les quàdriques, l’he après de l’Agustí Reventós, que el va publicar al seu llibre
Geometria Projectiva (2006) (teorema 8.3.5). Si el que volem, en lloc de classificar lesquàdriques, és classificar les formes quadràtiques en el context afí, l’enunciat del teoremaseria al mateix, però a la demostració tindríem λ = µ = 1 i γ seria una isometria. Aleshores,acabaríem la demostració amb el teorema de Witt d’extensió d’isometries i no ens caldriainvocar aquest teorema d’extensió de similituds.
B 218 C
B Classificació afí de les quàdriques C
múltiple no nul de) Q2. Això acaba la demostració del teorema de classifi-cació afí de les quàdriques, com a conseqüència del teorema d’extensió desimilituds.La conclusió és que per classificar afinament una quàdrica Q hem declassificar (projectivament) dues quàdriques: la quàdrica original Q (miradacom a quàdrica projectiva, és a dir, homogeneïtzada) i la quàdrica restringidaa l’infinit Q∞.
Còniques del pla afí realAl capítol anterior hem vist que les quàdriques reals estan classificades pelseu rang i el seu índex, en total dos nombres enters no negatius. Per tant,per classificar una quàdrica afí real necessitarem quatre invariants: el rangi l’índex de la quàdrica projectiva (ρ, ι) i el rang i l’índex de la quàdricaprojectiva de l’hiperplà de l’infinit (ρ∞, ι∞).Com a exemple, apliquem el teorema de classificació a les còniques delpla afí real. La classificació vindrà donada pels quatre invariants (ρ, ι, ρ∞, ι∞)i podem fer una taula amb totes les combinacions d’aquests quatre inva-riants. En cada cas, donem un polinomi que representa la cònica i donemtambé un nom que descriu l’aspecte geomètric de la cònica de punts. Ob-servem, però, que no totes les combinacions són possibles. En alguns casos,això és evident: per exemple, és clar que
ρ∞ ≤ ρ, ι∞ ≤ ι,però hi ha altres casos que requereixen una anàlisi una mica més profun-da. Vegem, per exemple, que la combinació (ρ, ι, ρ∞, ι∞) = (2, 1, 2, 0) ésimpossible. Si V té rang 2, això vol dir que té un radical de dimensió 1de la forma 〈−→e 〉. Per tant, V = 〈−→e 〉 ⊥ H on H és l’hiperplà de l’infinit.Aleshores, per definició d’índex, ι = ι∞. També és impossible la combinació(ρ, ι, ρ∞, ι∞) = (3, 0, 1, 0) perquè l’espai V seria el.líptic i, en canvi, H tindriaradical i, per tant, contindria un vector isòtrop.
Quàdriques de l’espai afí real de tres dimensionsPodem també fer una taula amb totes les combinacions possibles en di-mensió tres. Igual que abans, caldria argumentar que les combinacionsque apareixen en blanc són realment impossibles. Això ho podríem fer ambarguments similars als que hem utilitzat per a les còniques. De fet, les res-triccions genèriques que han de complir els quatre invariants (ρ, ι, ρ∞, ι∞)són aquestes:3
3La primera restricció és senzilla (exercici IV.15). La demostració de les altres tres
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ρ∞ = 1 ρ∞ = 2
ι∞ = 0 ι∞ = 0 ι∞ = 1
ρ = 1 ι = 0 x2«recta doble»
ρ = 2
ι = 0 x2 + 1«imaginària» x2 + y2«punt doble»






ι = 0 x2 + y2 + 1«imaginària»
ι = 1 x2 + y«paràbola» x2 + y2 − 1«el.lipse» x2 − y2 + 1«hipèrbola»
Classificació de les còniques del pla afí R2
• 0 ≤ ρ − ρ∞ ≤ 2.
• Si ρ = ρ∞, aleshores ι = ι∞.
• Si ρ = ρ∞ + 1, aleshores ι = ι∞, ι∞ + 1.
• Si ρ = ρ∞ + 2, aleshores ι = ι∞ + 1.
Les quàdriques (no buides) de R3 són superfícies a l’espai 3D i és moltsenzill visualitzar-les amb qualsevol programa de dibuix 3D de funcionsmatemàtiques. No té sentit incloure aquí dibuixos estàtics que no podendonar la mateixa informació que un d’aquests dibuixos 3D dinàmics que espoden generar a la pantalla d’un ordinador.
propietats la podeu trobar al capítol C.7.
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ρ∞ = 1 ρ∞ = 2 ρ∞ = 3
ι∞ = 0 ι∞ = 0 ι∞ = 1 ι∞ = 0 ι∞ = 1
ρ = 1 ι = 0 x2«pla doble»
ρ = 2
ι = 0 x2 + 1«imaginària» x2 + y2«recta doble»






ι = 0 x2 + y2 + 1«imaginària» x2 + y2 + z2«punt doble»
ι = 1 x2 + y«cilindre
parabòlic»
x2 + y2 − 1
«cilindre
el.líptic»
x2 − y2 + 1
«cilindre
hiperbòlic»
x2 + y2 − z2
«con»
ρ = 4
ι = 0 x2 + y2 + z2 + 1«imaginària»
ι = 1 x2 + y2 + z«paraboloide
el.líptic»
x2 + y2 + z2 − 1
«el.lipsoide»
x2 + y2 − z2 + 1
«hiperboloide
de dos fulls»
ι = 2 x2 − y2 + z«paraboloide
hiperbòlic»
x2 − y2 − z2 + 1
«hiperboloide
d’un full»
Classificació de les quàdriques de l’espai afí R3
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Exercicis
IV.1 Demostreu que les quàdriques de Pn(k) formen un espai projectiu X ∼= PN (k)amb N = (n2 + 3n)/2. Siguin P1, . . . , Pr ∈ Pn(k) punts independents, ésa dir, tals que la subvarietat més petita que els contingui tingui dimensió
r − 1. Demostreu que el conjunt de les quàdriques que passen per P1, . . . , Prforma una subvarietat de X de dimensió N − r. Demostreu que per N puntsindependents de Pn(k) hi passa una única quàdrica.
IV.2 Sigui 〈−,−〉 una forma bilineal simètrica sobre un espai vectorial V i sigui
−→e ∈ V un vector fixat. Definim
B〈−,−〉−→e (−→u ,−→v ) := 〈−→e ,−→e 〉 〈−→u ,−→v 〉 − 〈−→e ,−→u 〉 〈−→e ,−→v 〉.
Comproveu que B〈−,−〉−→e és una forma bilineal simètrica sobre V . Considereul’espai vectorial R3 amb el producte escalar ordinari 〈−,−〉, i una partículapuntual de massam situada en el punt definit per un cert vector−→r . Demostreuque el moment d’inèrcia d’aquesta partícula respecte d’un eix que passa perl’origen ve donat per
I = mB〈−,−〉−→r (−→n ,−→n )on −→n és un vector unitari en la direcció de l’eix. Escriviu la matriu de laforma bilineal B〈−,−〉−→r en la base canònica, en funció de les coordenades de−→r = (x, y, z).1
IV.3 Demostreu que si en un espai quadràtic V tots els vectors són isòtrops, ales-hores V = Rad(V ).
IV.4 Sigui H un pla hiperbòlic i siguin −→e 1,−→e 2 ∈ H dos vectors isòtrops linealmentindependents. Demostreu que els únics vectors isòtrops de H són els múltiplesde −→e 1 i els múltiples de −→e 2.
IV.5 Sigui V un espai quadràtic i sigui E ⊆ V un subespai no singular. Demostreu:
(a) dimE⊥ = dimV − dimE .(b) V = E ⊥ E⊥.
1Aquesta forma bilineal és el que s’anomena tensor d’inèrcia (les formes bilineals si-mètriques són cassos particulars del concepte més general de tensor). El teorema de lapàgina 216 explica l’existència dels eixos principals d’inèrcia d’un sòlid rígid i el fet quesempre siguin perpendiculars entre ells.
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(c) Si V també és no singular, aleshores E⊥ és no singular.(d) Si V = E ⊥ F , aleshores F = E⊥.
IV.6 Sigui V un espai quadràtic.
(a) Sigui −→v ∈ V un vector no isòtrop. Demostreu que
V = 〈−→v 〉 ⊥ 〈−→v 〉⊥.
(b) Demostreu, per inducció sobre la dimensió, que V admet una base or-togonal.
IV.7 La identitat
x2 + ay2 + bxy = (x + b2 y
)2 + (a− b24
)
y2
(coneguda com a «compleció de quadrats») ens permet diagonalitzar la for-ma quadràtica x2 + ay2 + bxy. Generalitzeu aquest mètode a un nombrequalsevol de variables i demostreu per inducció que tota quàdrica es potdiagonalitzar, és a dir, tota quàdrica és equivalent a una quàdrica de la for-ma a1x21 + · · · + arx2r . Obtenim, així, una demostració alternativa al resul-tat de l’exercici anterior. Apliqueu aquest mètode a diagonalitzar la forma
x2 − xy+ xz − yz − z2 sobre el cos de tres elements.
IV.8 Sigui V un espai quadràtic i sigui −→v ∈ V un vector no isòtrop. Definim unaaplicació lineal φ : V → V així:
φ(−→e ) = −→e − 2(−→v · −→e−→v · −→v
)
−→v .
Direm que φ és la reflexió ortogonal d’arrel −→v . Demostreu que φ és unaisometria.
IV.9 Sigui V un espai quadràtic i siguin −→u ,−→v ∈ V tals que
−→u · −→u = −→v · −→v 6= 0.




IV.10 Sigui V un espai quadràtic de dimensió 3 i sigui e1, e2, e3 una base de V demanera que la matriu em la forma quadràtica en aquesta base és1 0 00 −1 00 0 0
 .
Demostreu que hi ha una isometria 〈−→e 1 +−→e 2〉 ∼= 〈−→e 3〉 que no es pot estendrea cap isometria V ∼= V .
IV.11 Sigui V un espai quadràtic no singular i sigui E ⊆ V un subespai totalmentisòtrop. Sigui −→e 1, . . . ,−→e r una base de E . Demostreu per inducció que exis-teixen vectors −→e ′1, . . . ,−→e ′r ∈ V tals que cada subespai Hi := 〈−→e i,−→e ′i〉 és unpla hiperbòlic i V = H1 ⊥ · · · ⊥ Hr ⊥ F .
IV.12 Determineu els espais el.líptics sobre un cos finit. Demostreu que en dimensió
≥ 3 no n’hi ha cap, que n’hi ha exactament un (llevat d’equivalència) endimensió 2 i que n’hi ha exactament dos (llevat d’equivalència) en dimensió 1.
IV.13 Considereu les formes quadràtiques x2 +2xy+ xz+3yz i x2 +y2 +2yz sobreel cos de cinc elements. Determineu si són equivalents o no. Ho són com acòniques?
IV.14 Considereu aquestes formes quadràtiques de dimensió 3 sobre el cos Fq amb
q senar:
Q+ = xy+ z2, Q− = xy+ νz2
Qs = x2 + y2 + z2, Qn = x2 + y2 + νz2on ν ∈ Fq no és un quadrat. Decidiu quines equivalències hi ha entre aquestesquatre formes quadràtiques. Feu el mateix en dimensió 2 amb les formes
Qs = x2 + y2, Q+ = xy
Qn = x2 + νy2, Q− = x2 − νy2Finalment, repetiu aquest mateix exercici canviant «formes quadràtiques» per«quàdriques».
IV.15 Sigui ρ el rang d’una quàdrica i ρ∞ el rang de la quàdrica restringida aun hiperplà. Demostreu que ρ − 2 ≤ ρ∞ ≤ ρ. Demostreu que aquestesdesigualtats no es poden millorar.
IV.16 Sigui p(x) un polinomi de grau tres sobre el cos real. Observeu que
q(x, y) = p(x)− p(y)x − yés una cònica afí. Classifiqueu-la.
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IV.17 Sigui Q una quàdrica afí. Direm que un punt P és un centre de Q si la simetriacentral respecte de P deixa invariant Q. Demostreu que P és un centre de Qsi i només si ∇Q(P) = 0.2 Quines còniques reals tenen centre?
IV.18 Considereu la cònica real afí
x2 − 3y2 + 2xy− 2x + 10y− 10.
Classifiqueu-la i trobeu una afinitat que la transformi en la seva forma ca-nònica. Feu-ho per dos mètodes: (1) per compleció de quadrats (exercici7); (2) aplicant el teorema que diu que tota matriu simètrica diagonalitza enuna base ortonormal. Observeu la innegable superioritat (computacional) delmètode de compleció de quadrats.3
IV.19 Classifiqueu aquesta quàdrica de l’espai afí real de dimensió tres:
x2 + 2y2 − z2 + 4xy− 2xz + 6y− z + 1.
IV.20 Considereu aquestes tres quàdriques d’un espai afí k3:
(a) xy = z; (b) x2 + y2 + z2 = 1; (c) x2 + y2 = z.
Decidiu quines d’aquestes quàdriques són equivalents (a l’espai afí, s’entén) iquines no ho són, en els casos k = R i k = C.
IV.21 Sigui Q una quàdrica i sigui l una recta. Direm que l és tangent a Q si laintersecció de Q amb l és un punt doble (és a dir, és equivalent a la quàdrica
x2). Trobeu totes les rectes del pla afí real que passen pel punt (1,−2) i sóntangents a la cònica 2x2 − y2 − x − y = 3.
IV.22 Sigui C una cònica no degenerada del pla projectiu real i sigui P un punt delpla. Si pel punt P passen exactament dues rectes tangents a C, que tallen lacònica en punts A i B, aleshores, la recta AB és, per definició, la recta polar
del punt P respecte de la cònica C. Sigui ara C la cònica x2 + y2 = z2 i sigui
P = {1, 0, 0}. Trobeu l’equació de la recta polar de P .
IV.23 Demostreu que la quàdrica real no degenerada de dimensió 3 i índex 2 és
doblement reglada perquè per cada punt hi passen dues rectes contingudesa la quàdrica.
2Aquí el símbol ∇ indica l’operador gradient del càlcul diferencial.3En aquest exemple resulta evident que el mètode de compleció de quadrats és moltmés eficient, però cal tenir en compte dues coses: (1) el mètode que es basa en el teoremade diagonalització de les matrius simètriques té importància teòrica de cara al càlcul del’índex; (2) el mètode de compleció de quadrats proporciona una afinitat mentre que elmètode de diagonalització proporciona un moviment rígid i, per tant, aquest mètode ésimportant en un context de «classificació euclidiana de les quàdriques» (que no tenimtemps de tractar aquí).
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IV.24 Considereu la quàdrica x2 +y2 + z2− t2 de l’espai projectiu real de dimensió3. Per cada λ sigui Hλ l’hiperplà x + y = λt. Classifiqueu, en funció de λ, laquàdrica afí que s’obté prenent Hλ com a hiperplà de l’infinit.
IV.25 Trobeu un espai quadràtic V , dos hiperplans H1, H2 i una similitud φ : H1 →
H2 que no es pugui estendre a cap similitud ψ : V → V .
IV.26 Demostreu la regla dels signes de Descartes (pàgina 216) seguint aquestspassos: sigui p(x) = a0+a1x+· · ·+anxn un polinomi amb coeficients reals. Noés restrictiu suposar que a0 > 0. Procediu per inducció sobre n per demostrarque el nombre d’arrels positives de q(x) és menor o igual al nombre de canvisde signe. Per fer-ho, compareu el nombre de canvis de signe de p(x) amb elsde la seva derivada p′(x) i compareu el nombre d’arrels positives de p(x) ambel nombre d’arrels positives de p′(x) (apliqueu el teorema de Rolle). Suposeuara que p(x) té totes les seves arrels reals, apliqueu el resultat anterior a
p(x) i p(−x) i arribeu a la conclusió que el nombre d’arrels positives de p(x)és igual al nombre de canvis de signe de p(x).
IV.27 Considerem les paràboles y = 1u x2, x = 1u y2 on u 6= 0 és una constant fixada.Per cada recta y = λx considerem els punts Aλ, Bλ on la recta talla cadascunad’aquelles paràboles. Denotem per O l’origen de coordenades. Demostreu queels punts X tals que Aλ, Bλ, O, X (en aquest ordre) formen quaterna harmònicasón els punts del folium de Descartes x3 + y3 − 2uxy = 0.
IV.28 (Definició sintètica de cònica.) Una cònica sintètica en un pla projectiu axio-màtic X és el conjunt de punts de X on es tallen les rectes corresponents d’unaprojectivitat (que no sigui perspectivitat) f : LP → LQ entre dos feixos de rec-tes de centres diferents P i Q (exercici II.32). Demostreu que si X = P2(k),efectivament aquest conjunt de punts és una cònica no degenerada (segonsel concepte de cònica que considerem al curs).
IV.29 Siguin P,Q dos punts diferents d’una cònica no degenerada del pla projectiureal. Demostreu que els punts de la cònica són els punts on es tallen lesrectes corresponents per una projectivitat (que no és perspectivitat) entre elfeix de rectes de centre P i el feix de rectes de centre Q.
IV.30 Demostreu el teorema de Pascal (pàgina 52): Si ABCDEF és un hexàgoninscrit a una cònica no degenerada, el punts P = AB∩ED, Q = CD∩FA i R =
BC ∩ EF estan alineats. Per fer-ho, apliqueu l’exercici anterior i considereula perspectivitat de centre D sobre la recta AB, la perspectivitat de centre Fsobre la recta BC i una perspectivitat de centre Q entre les rectes AB i BC .
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IV.31 (Ternes pitagòriques.) Volem determinar totes les «ternes pitagòriques», és adir, tots els enters x, y, z tals que x2 + y2 = z2. Això és equivalent a trobartots els punts racionals —és a dir, els punts de coordenades racionals—de la cònica x2 + y2 = 1. Podem procedir d’aquesta manera: trobem unpunt racional concret P i considerem totes les rectes que passen per P . Percada recta, trobem la seva intersecció amb la cònica, que serà un altre puntracional. D’aquesta manera els trobarem tots. Apliqueu aquest mètode a lesternes pitagòriques i recupereu la proposició 29 del llibre X d’Euclides queafirma que totes les ternes pitagòriques s’obtenen prenent enters arbitraris
u, v i considerant x = u2 − v2, y = −2uv , z = u2 + v2.
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C.1. Models de la geometria
hiperbòlica
L
amentablement, en aquest curs no tenim temps per desenvolupar, nique sigui mínimament, la geometria hiperbòlica —que recordem queés la geometria que compleix tots els axiomes d’Euclides-Hilbertmenys l’axioma de les paral.leles, que és fals en aquesta geometria—però sí que voldríem demostrar que la geometria hiperbòlica «existeix» en el sentitque és possible construir un model d’aquesta geometria. Ja sabem que construirun model de la geometria hiperbòlica vol dir donar definicions dels conceptes pri-mitius de la geometria —punt, recta, ordre i congruència— dins de la matemàtica«estàndard», demostrar els diversos axiomes i veure que l’axioma de les paral.lelesno es verifica.Donarem tres models de la geometria hiperbòlica —els tres més coneguts—però només demostrarem tots els detalls en un d’ells. Per tal de simplificar l’expo-sició ens limitarem —tal com vam fer quan vam estudiar la geometria de Hilbert—al cas de la geometria plana.
El model del disc de KleinEl model de la geometria hiperbòlica que es coneix com a model de Klein, no vaser descobert per primera vegada per Felix Klein, sinó que va ser descobert tresanys abans per Eugenio Beltrami el 1868.1
1Un exemple més de la llei de Boyer .
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Considerem, en el pla euclidià ordinari R2, els dos subconjunts següents:
C := {(x, y) ∈ R2 | x2 + y2 = 1}
K := {(x, y) ∈ R2 | x2 + y2 < 1}Els punts de la geometria seran els punts de K i les rectes de la geometria seranles rectes de R2 que tallen K. La relació d’incidència i la relació d’ordre són lesmateixes que al pla R2. Hem de tenir en compte, doncs, que només els punts de Ksón punts de la geometria i així, per exemple, dues rectes que es tallin en un puntexterior a K seran, en aquest model, disjuntes.Ens adonem immediatament que en aquesta geometria es compleixen els axi-omes d’incidència, els axiomes d’ordre i l’axioma de Dedekind. També és evidentque l’axioma de les paral.leles no es compleix. Però no podem afirmar encara quetinguem un model de la geometria hiperbòlica, perquè no hem definit el conceptede congruència de segments i angles. La manera més senzilla d’abordar el proble-ma de la congruència és abandonar el punt de vista d’Euclides-Hilbert i adoptarel punt de vista de Klein, és a dir, introduir el «moviment».En primer lloc, mirem K des d’un punt de vista projectiu. Considerem el plaprojectiu P2(R) i la cònica projectiva real no degenerada X2 +Y 2−Z 2 i considerem
K i C com a subconjunts de P2(R). Realment, com que la cònica no té punts al’infinit, no hem canviat res de K ni de C: simplement hem ampliat l’espai ambientdel pla afí real al pla projectiu real. Aleshores, definim un moviment rígid de Kcom una col.lineació P2(R)→ P2(R) que deixa invariant la cònica C.2A partir dels moviments rígids, definim la congruència de segments i anglesd’aquesta manera completament natural:
• Dos segments AB i A′B′ de K són congruents si i només si existeix un movi-ment rígid f tal que f (A) = A′ i f (B) = B′.• Dos angles hk i h′k ′ de K són congruents si i només si existeix un movimentrígid f tal que f (h) = h′ i f (k) = k ′.
Exemple. Les rectes X = 0 i Y = 0 són perpendiculars.3 En efecte, consideremaquesta referència del pla projectiu:
A = {−1, 0, 1}, B = {1, 0, 1}, C = {0, 1, 1}, D = {0, 1, 0}.
2Observem una interessant similitud entre aquesta definició de moviment rígid al plade la geometria hiperbòlica i el concepte de moviment rígid al pla euclidià: en tots doscasos es tracta de col.lineacions que deixen invariant una cònica. En el cas hiperbòlic ésla cònica real no degenerada X 2 + Y 2 − Z 2, mentre que en el cas euclidià és la cònicaimaginària no degenerada X 2 + Y 2 + Z 2.3Curiosament, aquestes dues rectes també són perpendiculars a la geometria euclidiana.De fet, es pot demostrar que, en els angles que tenen el vèrtex a l’origen (0, 0), no hi hadiferència entre la geometria hiperbòlica i la geometria ordinària. Això deixa de ser certquan el vèrtex de l’angle és en algun altre punt de K.
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Observem que A,B, C ∈ C, mentre que D és a la recta de l’infinit. Considerem arala col.lineació f : P2(R)→ P2(R) tal que
f (A) = B, f (B) = A, f (C ) = C, f (D) = D.
Sabem que aquesta col.lineació existeix i és única. D’altra banda, si O = {0, 0, 1}és el centre de la circumferència C, es compleix que f transforma l’angle B̂OC en elseu adjacent ÂOC . Si f és un moviment rígid —és a dir, f (C) = C— això implicaràque aquests dos angles adjacent seran congruents i, per tant, els dos seran rectes.Per demostrar que f és un moviment rígid utilitzarem aquesta propietat de lescòniques reals no degenerades: una cònica real no degenerada està determinada
per tres punts i les rectes tangents en dos d’aquests punts. Aquí «recta tangent»vol dir una recta que talla la cònica en un únic punt. Aleshores, f (C) serà unacònica que passarà pels punts A,B, C i tal que la recta tangent a A serà la recta
AD i la recta tangent a B serà la recta BD. Només hi ha una cònica amb aquestespropietats: la cònica C.Per tal de comprovar que, amb la definició de congruència de segments i an-gles que hem donat, es compleixen els axiomes, definirem una mesura d’angles isegments que serà compatible amb els moviments rígids, de manera que dos seg-ments o dos angles seran congruents si i només si tenen la mateixa mesura. L’einafonamental per definir aquesta mesura és la raó doble de quatre punts alineats ode quatre rectes concurrents.Siguin A i B dos punts de K i siguin U i V els punts d’intersecció de la rectaque passa per A i B amb C. Ordenem els punts U i V de manera que A estiguientre U i B. Definim:
`(AB) := (U,V , A, B).Observem que això està ben definit, és a dir, no depèn de l’ordre dels punts A i B.Aquesta funció ` compleix
`(AB) = `(A′B′) si i només si AB ≡ A′B′.
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Per demostrar aquesta propietat fem la construcció següent. Siguin U , V , U ′,
V ′ ∈ C els punts que s’utilitzen per definir `(AB) i `(A′B′). Sigui P el punt de
P2(R) on es tallen les tangents a C per U i V i sigui P ′ el punt de P2(R) on estallen les tangents a C per U ′ i V ′. Sigui E ∈ C el punt on la recta PA talla C isigui E ′ ∈ C el punt on la recta P ′A′ talla C. Sigui f l’única col.lineació de P2(R)que transforma U,V , E, P en U ′, V ′, E ′, P ′. Resulta que f és un moviment rígid pelmateix raonament de l’exemple anterior. Ara, com que les col.lineacions conservenla raó doble, és evident que f (B) = B′ si i només si (U,V , A, B) = (U ′, V ′, A′, B′).Amb aquesta propietat ja tenim que la noció de congruència de segments com-pleix els axiomes III.1, III.2 i III.3.Observem que hem associat a cada segment AB un nombre real `(AB) de maneraque els segments congruents són aquells per als quals la funció ` pren el mateixvalor. Per tant, seria lògic anomenar `(AB) la longitud hiperbòlica del segment AB.Ara bé, aquesta funció ` és multiplicativa i pren valors a l’interval (0, 1], de maneraque el segment nul AA tindria longitud 1 i una semirecta tindria longitud 0. Totaixò és perfectament coherent, però no s’adiu amb les propietats que té la funciódistància de la geometria elemental. Per tal d’evitar això, s’acostuma a introduirla funció − log en la definició de la longitud hiperbòlica, de manera que la mesurahiperbòlica d’un segment —en aquest model de Klein que estem estudiant ara—s’acostuma a definir com
dh(A,B) = −12 log (U,V , A, B).Així, tenim una funció distància4 que és additiva, el segment nul té longitud zero iuna semirecta té longitud ∞. De tota manera, des del punt de vista que adoptemen aquest capítol, la introducció de −12 log té un interès exclusivament estètic.La definició de la mesura d’angles és lleugerament més complicada que ladefinició de la mesura de segments, però també es basa en la raó doble. Suposem,doncs, que tenim dues rectes diferents a, b que es tallen en un punt P ∈ K. Siguin
u i v les rectes que passen per P i són tangents a la cònica C. Recordem que tenimel concepte de raó doble de quatre rectes concurrents. Considerem, doncs, la raódoble (u, v, a, b) i definim la mesura de l’angle format per les rectes a, b com
`(ab) := (u, v, a, b).
Tanmateix, aquesta definició té un problema: com que el punt P es troba a l’interiorde la cònica C, les rectes u i v no existeixen! Cal, doncs, fer alguna modificació aaquesta definició, preservant la idea original. La solució és senzilla: les rectes u i v
4Evidentment, res no canvia si en lloc del coeficient 1/2 utilitzem qualsevol altra constantpositiva. Es tracta només d’una elecció arbitrària del «segment unitat». El coeficient 1/2dóna lloc a unes fórmules lleugerament més senzilles i el motiu de fons és que, escollintaquest coeficient, la curvatura de la geometria és −1. No podem tractar aquests temesamb més detall.
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no existeixen com a rectes del pla projectiu real, però sí que existeixen com a rectesdel pla projectiu complex P2(C).5 D’aquesta manera, podem definir `(ab), que serà,en principi, un nombre complex. Tanmateix, cal fer algunes consideracions:
• Les rectes a i b tallen la recta de l’infinit en punts reals, mentre que les rectes
u i v tallen la recta de l’infinit en dos punts no reals conjugats. En efecte,sigui f : P2(C) → P2(C) la col.lineació induïda per la conjugació complexa
z 7→ z. És clar que f deixa invariants les rectes a i b (perquè estan definidessobre els reals) i converteix les rectes tangents u i v en rectes tangents.Com que u i v no són reals, l’única possibilitat és que f intercanviï les duestangents. Per tant, si tallem les quatre rectes a, b, u, v amb la recta del’infinit Z = 0, obtenim, com hem afirmat, dos punts reals i dos punts noreals conjugats.
• (u, v, a, b) és un nombre complex de mòdul u. Per calcular aquesta raó do-ble, tallem les quatre rectes amb la recta de l’infinit i obtenim quatre punts
z, z,m, n amb m,n reals i z no real. Aleshores, (u, v, a, b) = (z, z,m, n), i uncàlcul directe mostra que (z, z,m, n) (z, z,m, n) = 1.
• La raó doble (u, v, a, b) està definida llevat d’una indeterminació, que provéde que les rectes a i b no estan ordenades, ni tampoc no ho estan les rectes
u i v . Per tant, la raó doble (u, v, a, b) és un nombre complex de mòdul u,definit llevat de conjugació. Prenem l’ordenació convenient per tal que tinguipart imaginària no negativa.
• Si ara fixem el punt P i la recta a, la correspondència b 7→ (u, v, a, b) dó-na una funció bijectiva i contínua entre les rectes que passen per P i lasemicircumferència
{z ∈ C : |z| = 1, Im(z) ≥ 0}.
En conclusió, donades dues rectes concurrents a, b del pla hiperbòlic K, els po-dem associar una mesura `(ab) que és un nombre complex de mòdul 1 amb partimaginària no negativa.
Exemple. Calculem `(a, b) quan a i b són les rectes X = 0, Y = 0. El puntd’intersecció és el punt O = (0, 0) i hem de trobar les dues rectes que passen per
5Aquí tenim un exemple interessant d’una consideració que vam fer quan estudiàvemles còniques i insistíem en fer la distinció entre una cònica i els seus punts. La cònica
X 2 + Y 2 − Z 2 és una cònica a coeficients racionals —diem que el seu cos de definició és
Q— i podem considerar els seus punts a qualsevol cos que contingui Q. Per exemple, elspunts reals de la cònica són precisament C, però també podem considerar els seus puntcomplexos, és a dir, els seus punts a P2(C). De la mateixa manera, la recta a vindrà donadaper una equació αX +βY +γZ amb coeficients reals i podem considerar els punts reals dela recta —que estaran a P2(R)— o bé els punts complexos d’aquesta mateixa recta —queestaran a P2(C)— o bé els seus punts a qualsevol cos que contingui els reals.
B 234 C
B Models de la geometria hiperbòlica C
O i tallen la cònica en un únic punt. És fàcil veure que són les rectes Y = iX ,
Y = −iX . Tenim ja les quatre rectes a, b, u, v i hem de calcular la raó doble(u, v, a, b). Per fer-ho, tallem aquestes quatre rectes amb una recta, per exemplela recta de l’infinit Z = 0. Els punts que obtenim són
{1, i}, {1,−i}, {0, 1}, {1, 0}.La raó doble d’aquests quatre punts, en aquest ordre, és −1. Per tant, `(X = 0, Y =0) = −1. Recordem que hem vist que aquestes dues rectes són perpendiculars.D’altra banda, es evident que si a és una recta qualsevol, `(aa) = 1.Aquesta mesura que hem definit compleix una propietat similar a la de la mesurade segments:
`(ab) = `(a′b′) si i només si existeix un moviment rígid f tal que f (a) =
a′ i f (b) = b′.
La implicació en un sentit és immediata: si hi ha un moviment rígid que transformales rectes a i b en les rectes a′ i b′, aleshores `(ab) = `(a′b′). La implicacióinteressant és la recíproca.Suposem que tenim dues rectes a i b que es tallen en un punt de K i duesrectes a′ i b′ que es tallen en un punt de K, de manera que `(ab) = `(a′b′). Hemde trobar un moviment rígid f tal que f (a) = a′ i f (b) = b′. La construcció és moltsimilar a la que vam fer en el cas de la congruència de segments, fins el punt quepodem utilitzar el mateix dibuix anterior. La recta a serà la recta UV del dibuixanterior i el punt A del dibuix serà el punt on es tallen a i b. Anàlogament, larecta a′ serà la recta U ′V ′ del dibuix anterior i el punt A′ del dibuix serà el punton es tallen a′ i b′. Els punts UPVE formen una referència del pla projectiu iels punts U ′P ′V ′E ′ serà una altra referència. En aquestes condicions, sigui f lacol.lineació de P2(R) que transforma la primera referència en la segona. Per unargument que ja hem utilitzat dues vegades, f serà un moviment rígid. f tambédefinirà una col.lineació de P2(C). Siguin u, v les rectes tangents a C des del punt
A, ordenades de manera que
`(ab) = (u, v, a, b).Aleshores, f (u), f (v ) seran les rectes tangents a C des del punts A′. Com que lescol.lineacions conserven la raó doble, tindrem
`(a′b′) = `(ab) = (u, v, a, b) = (f (u), f (v ), a′, f (b)) ∈ C.Ara hi ha dues possibilitats:
• Si (f (u), f (v ), a′, b′) té part imaginària ≥ 0, aleshores
`(a′b′) = (f (u), f (v ), a′, b′)i, per tant, (f (u), f (v ), a′, f (b)) = (f (u), f (v ), a′, b′). Deduïm f (b) = b′.
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• Si (f (u), f (v ), a′, b′) té part imaginària < 0, aleshores
`(a′b′) = (f (v ), f (u), a′, b′)
i ens cal fer un pas més en la demostració. Sigui g la col.lineació que trans-forma la referència U ′P ′V ′E ′ en la referència U ′P ′V ′E ′′, on E ′′ és el punt
6= E ′ on la recta P ′A′ talla C. Aleshores, és senzill veure6 que g(a′) = a′ i gpermuta les dues tangents a C per A′. Per tant,
(f (v ), f (u), a′, b′) = `(a′b′) = `(ab) = (f (u), f (v ), a′, f (b))= (gf (u), gf (v ), a′, gf (b)) = (f (v ), f (u), a′, gf (b))
i h := gf és el moviment rígid que buscàvem.
Igual com passava amb la primera definició que hem donat de mesura d’unsegment, la funció `(ab) és perfectament vàlida per mesurar l’angle que formendues rectes, però té l’inconvenient que és multiplicativa en lloc d’additiva, val −1quan les rectes són perpendiculars i val 1 quan les rectes són iguals. Si volem unamesura d’angles additiva en la qual l’angle nul mesuri zero i l’angle recte mesuri
π/2, la solució és molt senzilla: `(ab) és un complex de mòdul 1 amb part imaginàriano negativa, és a dir, és de la forma `(ab) = exp(2iθ), per algun θ ∈ [0, π/2] bendefinit. Podem redefinir la mesura de l’angle que formen les dues rectes a, b comel nombre real θ. La fórmula clàssica que apareix als llibres és
`(ab) := 12i (u, v, a, b) ∈ [0, π2 ] .
De tota manera, cal recordar que dues rectes concurrents no és el mateix que unangle —que hem definit com a «dues semirectes del mateix vèrtex que no pertanyena la mateixa recta»— per tant, estrictament parlant, la funció `(ab) no és una
mesura d’angles. Per mesurar angles, ho fem així: siguin h, k dues semirectes delmateix vèrtex que, per tant, determinen un angle, i siguin h̃ 6= k̃ les rectes quecontenen h, k , respectivament. Aleshores
• Si `(h̃k̃) = π/2, l’angle és recte i la seva mesura és π/2. Sabent quan unangle és recte, ja podem parlar d’angles aguts i d’angles obtusos.
• Si l’angle hk és agut, definim la seva mesura com `(h̃k̃). Si l’angle hk ésobtús, definim la seva mesura com π − `(h̃k̃).
6En efecte, g transforma tangents en tangents. Per tant, o bé deixa les dues tangentstal qual o bé les permuta. Si les deixa tal qual, considerem els dos punts de tangència i,a més, els punts U ′, V ′. g deixaria fixos quatre punts que formen una referència i g seriala identitat, però no ho és perquè g(E ′) = E ′′ 6= E ′.
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Ara ja podem afirmar que dos angles són congruents si i només si tenen la mateixamesura.De tot el que hem dit fins ara es dedueix que es compleix l’axioma III.4 i nomésens faltaria comprovar el crucial axioma III.5 que és el criteri CAC que ens rela-ciona la congruència de segments amb la congruència d’angles. Però ara aquestacomprovació és immediata utilitzant el criteri que apareix a l’exercici I.38, perquè lacomprovació de les hipòtesis de l’exercici l’hem fet al llarg de la discussió anterior.
Dos models de PoincaréUn dels models més coneguts del pla hiperbòlic és el disc de Poincaré,7 que ésprecisament el model que hem presentat en el capítol 7.
Els punts de la geometria són els mateixos que en el model de Beltrami-Klein,però ara els anomenarem D per evitar confusions:
D := {(x, y) ∈ R2 | x2 + y2 < 1}
però les rectes són diferents en els dos models. Les rectes (hiperbòliques) del discde Poincaré són
1. Les rectes ordinàries de R2 que passen per l’origen.2. Les circumferències (ordinàries) de R2 que tallen ortogonalment la circumfe-rència C = {(x, y) ∈ R2 | x2 + y2 = 1}.
7Descobert per Riemann.
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Les relacions d’incidència i ordre al disc de Poincaré són les mateixes de la geo-metria euclidiana ordinària de R2. Una propietat molt interessant d’aquest modelés que es tracta d’un model conforme: la mesura hiperbòlica d’un angle coincideixamb la mesura euclidiana d’aquest angle.8 En canvi, la distància entre dos puntses mesura fent una mena de raó doble:
dh(A,B) := − log d(A,P)d(B,Q)d(A,Q)d(B,P)on P,Q ∈ C són els «punts a l’infinit» de la recta hiperbòlica que passa per A i B,ordenats de manera que A està entre P i B.9
L’altre model del pla hiperbòlic que duu el nom de Poincaré és el semiplà de
Poincaré.10 Els punts d’aquest model són
H := {(x, y) ∈ R2 : y > 0}
és a dir, els punts del semiplà superior del pla euclidià R2. Les rectes són
1. Les rectes verticals ordinàries de R2.
2. Les circumferències (ordinàries) de R2 que tenen el centre a l’eix x .
8Evidentment, definim l’angle (euclidià) que formen dues circumferències que es tallencom l’angle que formen les seves tangents.9Igual que en el model de Beltrami-Klein, podem escollir arbitràriament el segmentunitat introduint una constant positiva a la definició de distància, però la millor opció —laque simplifica les fórmules de la geometria— és, ara, prendre aquesta constant igual a 1.10El primer que el va utilitzar va ser Beltrami.
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També és un model conforme —els angles hiperbòlics es mesuren igual que elsangles euclidians—, les relacions d’incidència i ordre són les mateixes del plaeuclidià R2 i la distància entre dos punt es mesura amb la mateixa fórmula del discde Poincaré —amb la interpretació òbvia, quan els punts estan sobre una rectavertical.Tanmateix, els tres models que hem presentat K, D , H són equivalents entreells.11 Per veure-ho, hem d’introduir el concepte de projecció estereogràfica, queés un concepte que té interès per ell mateix. Sigui Sn l’esfera unitat de Rn+1 i sigui
N ∈ Sn un punt qualsevol. Considerem un hiperplà H de Rn+1 tal que N ∈ H⊥.Aleshores, tenim una bijecció contínua f : Sn − N → H que transforma cada punt






Projecció estereogràfica de Sn − {N} a Rn.
Considerem ara l’esfera unitat S2 ⊂ R3 i siguin A = (0, 0,−1), B = (−1, 0, 0).Considerem les projeccions estereogràfiques
p : S2 − A −→ {z = 0}
q : S2 − B −→ {x = 1}.Identifiquem així els tres models de la geometria hiperbòlica que hem estudiat:
K = {(x, y, 1) : x2 + y2 < 1}
D = {(x, y, 0) : x2 + y2 < 1}
H = {(1, y, z) : z > 0}
11Ja hem dit que qualsevol model de la geometria euclidiana és equivalent a R2. Tambées pot demostrar que hi ha una única geometria hiperbòlica i, per tant, tots els models hande ser equivalents.
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Sigui
U := {(x, y, z) ∈ S2}l’hemisferi superior de S2 i sigui
π : K −→ U
la projecció vertical π(x, y, 1) = (x, y,√1− x2 − y2 ). Direm sense demostració quetenim isomorfismes de models12
pπ : K −→ U −→ D
qp−1 : D −→ U −→ H
Galeria de meravellesJa hem lamentat que no podem desenvolupar, en aquest curs, la geometria hiper-bòlica, però sí que estaria bé acabar aquest capítol amb una petita «galeria demeravelles» que presenti algunes propietats curioses i admirables de la geometriahiperbòlica que fan que sigui ben diferent de la geometria que ens va ensenyarEuclides.
• Les rectes fan coses repugnants.Adrien-Marie Legendre va ser un dels molts matemàtics que, al llarg dela història, van estar obsessionats en demostrar l’axioma de les paral.leles apartir dels altres axiomes d’Euclides. L’existència de la geometria hiperbòlicacondemna aquests intents al fracàs: totes les «demostracions» del cinquèpostulat han d’utilitzar, en un moment o altre, alguna propietat «evident»que només es pot demostrar amb l’axioma de les paral.leles. Legendre es vaconcentrar en demostrar que la suma dels angles d’un triangle no pot sermenor que dos rectes, sense utilitzar, és clar, l’axioma de les paral.leles. Lesseves successives «demostracions» van apareixent en les diverses edicions—a partir del 1794— dels seus Éléments de géométrie.En una de les darreres edicions del seu llibre de geometria, Legendre pre-senta una demostració correcta que només utilitza el «fet» que una rectano pot estar continguda completament a l’interior d’un angle. En una notadel llibre justifica aquesta propietat i el primer «argument» que dóna diu,textualment: «or, il répugne à la nature de la ligne droite qu’une telle ligne,
indéfiniment prolongée, puisse être renfermée dans un angle». A continuació,dóna una «demostració» que aquest fet repugnant no és possible, basada enque una recta ha de dividir el pla en dues parts «iguals».
12Un isomorfisme entre dos models és una bijecció entre els punts i una bijecció entreles rectes, de manera que es conservin les relacions d’incidència, ordre i congruència.
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Observant qualsevol dels tres models de la geometria hiperbòlica que hemestudiant en aquest capítol veiem que, a la geometria hiperbòlica, qualsevolangle conté al seu interior infinites rectes.
• No hi ha plànols a escalaA la geometria hiperbòlica es compleix el criteri AAA de congruència detriangles: Si dos triangles tenen els angles corresponents congruents, també
tenen els costats congruents. És a dir, no hi ha triangles «semblants» o, ditd’una altra manera, si tenim un triangle i en volem fer un altre d’igual peròmés gran o més petit, no podem. No hi ha plànols a escala.Si, per exemple, observem què passa en el model de Poincaré —recordemque és un model conforme i, per tant, els angles hiperbòlics són iguals que elsangles euclidians— veiem que podem construir triangles amb angles molt imolt petits, sempre que els costats siguin molt i molt grans. D’alguna manera,a la geometria hiperbòlica els angles i les distàncies són interdependents ino gaudeixen de la «llibertat» que tenen a la geometria d’Euclides.Tanmateix, aquesta «estranya» propietat de la geometria hiperbòlica no enshauria de sorprendre: tampoc no hi ha plànols a escala de la superfície dela Terra, és a dir, plànols que redueixin (exactament) totes les distàncies enun factor constant.13
• Enrajolar és molt més interessant.Si volem enrajolar un pla —en el nostre espai euclidià habitual— amb rajolesidèntiques que siguin polígons regulars, les possibilitats que tenim són moltpoques. Podem fer-ho amb triangles equilàters i a cada vèrtex hi confluiransis triangles; ho podem fer amb quadrats i a cada vèrtex hi confluiran quatrequadrats; ho podem fer amb hexàgons regulars i a cada vèrtex hi confluirantres hexàgons. Cap altre enrajolat «regular» és possible en aquesta avor-rida geometria euclidiana. També podríem fer ràpidament una llista de lesescasses possibilitats que tenim per omplir un espai de dimensió tres ambpolíedres regulars.
13Aquest exemple que acabem de posar requereix una explicació. Normalment, entenemque un plànol d’una regió de la Terra és una reproducció d’aquesta regió en un pla, demanera que les distàncies al pla i a la Terra siguin proporcionals, és a dir, la distànciaa la Terra s’obté multiplicant la distància al plànol per un factor d’escala (6= 1) constant.La teoria de la curvatura de Gauss que s’estudia als cursos de geometria diferencial ensmostra que això no és possible fer-ho de manera exacta, però resulta que tampoc no éspossible fer-ho sobre una superfície esfèrica igual a la de la Terra —el problema no rauen voler que el mapa sigui pla— perquè a la geometria esfèrica també hi ha criteri AAAde congruència de triangles. Quan diem que a la geometria hiperbòlica no hi ha plànols aescala, volem dir exactament el mateix que en el cas dels mapes de la Terra: no és possiblereproduir de manera exacta una regió del pla hiperbòlic en el mateix pla hiperbòlic (o enun pla euclidià) —a menys, és clar, que ho fem a escala 1:1.
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En canvi, el que succeeix a la geometria hiperbòlica és absolutament ex-traordinari: podem enrajolar amb qualsevol polígon regular i podem decidirlliurement quantes rajoles volem que es toquin a cada vèrtex.14 Are bé: elpreu que cal pagar per tenir un enrajolat molt «exòtic» pot ser molt gran. Sivolem que a cada vèrtex hi hagi moltes rajoles, cada rajola haurà de teniruns angles molt petits i això només serà possible si la rajola és molt gran.Aquest fet que acabem de descriure té una gran importància. Està relacionatamb les superfícies compactes i els seus recobriments, amb la teoria delsgrups fuchsians, amb les varietats de dimensió tres...
Un enrajolat del disc de Poincaré amb pentàgons regulars iguals, demanera que a cada vèrtex hi conflueixen cinc pentàgons. Cada rajolaconté un retrat de János Bolyai original de Ferenc Márkos. Els retratsde dues rajoles adjacents estan relacionats per una reflexió ortogonalrespecte de la recta que forma la seva vora comuna. [Generat amb les
eines de Malin Chistersson (llicència Creative Commons).]
14Només hi ha unes poques restriccions evidents: amb triangles n’hi ha d’haver més desis a cada vèrtex; amb quadrats, més de quatre; amb pentàgons o amb hexàgons, més detres.
B 242 C
B Models de la geometria hiperbòlica C
• Hi ha un patró universal de longitud.A la geometria euclidiana trobem natural que hi hagi un «patró universal»per mesurar angles però no hi hagi cap patró universal per mesurar longituds.És a dir, podem prendre l’angle recte, que és un angle unívocament definitper les seves propietats geomètriques, i utilitzar-lo —ell o qualsevol múltipleo submúltiple— com a «angle unitat». En canvi, no hi ha cap segment quetingui unes propietats geomètriques intrínseques que ens el singularitzinde manera que el puguem utilitzar com a unitat «universal» de longitud.El motiu de fons d’aquesta situació és que la geometria euclidiana admet«homotècies»: donada una figura, en podem construir una altra amb elsmateixos angles i les longituds multiplicades per un factor constant.En canvi, a la geometria hiperbòlica hem vist que distàncies i angles estaníntimament relacionats i també hem vist que no és possible fer «homotècies».Això suggereix que a la geometria hiperbòlica hi podria haver un «patróuniversal» de longituds.15 Per explicar quin és aquest patró de longituds calfer algunes consideracions prèvies.Al pla hiperbòlic, per definició, hi ha una recta l, un punt P /∈ l i, com amínim, dues rectes r1, r2 que passen per P i no tallen l. A partir d’aquí espot estudiar el comportament de les rectes del pla que no es tallen i s’arribaa demostrar això:
– Per cada recta l i cada punt P /∈ l hi ha infinites rectes r que passenper P i no tallen l.
– Sigui r una semirecta de vèrtex P i sigui α(r) l’angle que forma r ambla perpendicular a l per P . Ja sabem que si α(r) = π/2, aleshores r notalla l.
– Podem dividir l’interval [0, π/2] en dos subconjunts disjunts A i B, demanera que α(r) ∈ A si i només si r talla l.
– No és difícil veure que A és un interval semiobert i B és un intervaltancat. És a dir, existeix un angle α0 ∈ (0, π/2) tal que A = [0, α0) i
B = [α0, π/2]. Dit d’una altra manera: les semirectes que formen un
15Si pensem en la geometria esfèrica —la de la superfície d’una esfera— no ens costagens veure que aquest patró universal de longitud sí que existeix: la longitud d’una rectaqualsevol, és a dir, la longitud d’un cercle màxim de l’esfera. De fet, la definició originaldel metre del sistema mètric es va fonamentar en aquest patró universal: un metre era0.25× 10−7 vegades la longitud d’un meridià.
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angle més petit que α0 tallen l i les que formen un angle més gran oigual a α0 no tallen l.
– Les dues rectes amb α(r) = ±α0 direm que són les paral.leles a l per P .De les altres rectes que passen per P i no tallen l en direm ultraparal-
leles.
– De l’angle α0 que formen les dues paral.leles r i r′ a l per P en direml’angle de paral.lelisme. És clar que només depèn de la classe decongruència del segment PO.
En conclusió, podem assignar a cada segment un nombre real de (0, π/2) quesigui l’angle de paral.lelisme corresponent al segment PO donat. Aquestafunció Π és decreixent i exhaustiva i ens permet definir una unitat de longitudcom la d’un segment PO tal que (per exemple) Π(PO) = π/3.És clar que aquest valor π/3 que, de manera arbitrària, hem utilitzat, potsubstituir-se per qualsevol altre valor. Ens podem preguntar quina és la«millor» opció. En el cas de la mesura d’angles, assignem a l’angle recte elvalor (arbitrari) π/2 perquè d’aquesta manera es simplifiquen moltíssim lesfórmules de la trigonometria i del càlcul. D’una manera similar, resulta quela millor elecció és la que fa que el segment PO amb Π(PO) = π/4 tinguiuna longitud igual a log(1 +√2).16 Amb aquesta elecció, la funció Π té unadescripció relativament senzilla17
Π(x) = arccos tanh(x).
16Recordem que en el model de Klein definíem la longitud d’un segment AB amb lafórmula ` = −a log(U,V , A, B) on a era una constant arbitrària que preníem igual a 1/2.És un exercici senzill veure que aquella elecció de a = 1/2 és precisament la que éscoherent amb aquesta elecció d’ara.17Aquesta és la famosa fórmula de l’angle de paral.lelisme, descoberta independentmentper Bolyai i Lobatxevski. Es diu que quan aquests matemàtics van trobar aquesta fórmulava ser quan finalment van arribar a la convicció que havien descobert una nova geometriaplenament coherent i vàlida.
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H
em vist que, en dimensió més gran que dos, els axiomes d’espai pro-jectiu impliquen el teorema de Desargues —i, aleshores, el teoremade coordinació ens diu que aquests espais són de la forma Pn(k)—però, en canvi, hi pot haver plans projectius (axiomàtics) on el teo-rema de Desargues sigui fals.En aquest capítol estudiarem amb més detall alguns plans projectius on fallael teorema de Desargues: són els plans no desarguesians.1
Plans lliuresEls plans lliures són els exemples més senzills —i menys interessants— de plansno desarguesians. A l’exercici I.60 es demanava la construcció d’un d’aquests plans.La idea és ben senzilla:
1. Sigui X0 la configuració formada per quatre punts A,B, C,D i quatre rectes
{A,B}, {B,C}, {C,D}, {D,A}. Evidentment, X0 no és un pla projectiu.2. Definim X1 ⊃ X0 d’aquesta manera:• Els punts de X1 són els punts de X0 i, a més, per cada parella de rectes
r, s de X0 que no es tallin, un nou punt que serà incident només a lesrectes r i s.• Les rectes de X1 seran les de X0 i, a més, per cada parella de punts
A,B de X0 que no estiguin alineats, una nova recta que serà incidentnomés als punts A i B.
3. Repetim el procés i obtenim X2 ⊃ X1, X3 ⊃ X2, etc.
1Ens podem preguntar quin interès pot tenir estudiar aquests plans «estranys». Mars-hall Hall, en un article del 1943 justifica l’estudi dels plans projectius per la seves relacionsamb l’anàlisi combinatòria, el block design, les àlgebres no associatives o no distributives,les identitats universals en grups i anells de divisió, els reticles, els conjunts parcialmentordenats («posets») i la física quàntica. Des del 1945 fins ara, amb l’eclosió de la revoluciódigital, aquesta llista s’ha ampliat moltíssim. En tot cas, un pla projectiu és una estructuraque és conceptualment molt simple —punts, rectes, un quadrilàter, per dos punts una rectai per dues rectes un punt— i que, en canvi, ens permet «fer geometria» d’una manera plena.
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Per exemple, el dibuix següent representa l’etapa X4. Els quatre punts inicials iles quatre rectes inicials són de color negre. A l’etapa X1 introduïm els elementsde color carbassa: dos punts i dues rectes. A l’etapa X2 introduïm els elements decolor vermell: un punt i una recta. A l’etapa X3 apareixen els elements de colorverd: dues rectes i dos punts. A l’etapa X4 s’adjunten els elements de color blau,que són quatre punts i quatre rectes.
No és difícil demostrar per inducció aquestes dues propietats de la construccióanterior:
• A cada Xi es compleix que donats dos punts (diferents), hi ha com a màximuna recta que els uneix.• Tres punts (diferents) de Xi estan alineats a algun Xj amb j > i si i només sija estan alineats a Xi.
X és un pla projectiu no desarguesià. Demostrar que és un pla projectiu éstrivial. Per veure que no es compleix el teorema de Desargues observem els tri-angles ABC i A′B′C ′ del dibuix anterior (que representa X4). Estan en perspectivarespecte del punt D. Per tal que estiguessin en perspectiva respecte d’un eix cal-dria que els punts P,Q,R del dibuix estiguessin alineats a X . Com que a X4 noestan alineats, per una propietat anterior, tampoc no estan alineats a X . Per tant,aquests dos triangles ens donen un contraexemple a Desargues.
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Si fem la mateixa construcció anterior en lloc de començar a un quadrilàtercomencem amb una configuració C arbitrària, obtindrem un pla projectiu X quecontindrà C. Això ens diu que «cap configuració que contingui tres punts alineats
pot ser un teorema a tots els plans projectius» (exercici I.61).
Quanta àlgebra ens cal per construir un pla projectiu?Si k és un cos, ja sabem com construir l’espai afí kn i l’espai projectiu Pn(k), peròsi ens fixem bé en la construcció d’aquests objectes geomètrics veiem que, de fet,la propietat commutativa de la multiplicació de k no s’utilitza en cap moment i, pertant, la mateixa construcció la podem fer quan k és un anell de divisió que no éscos. Obtenim espais projectius que no compleixen Pappos (però sí que compleixenDesargues). En podem preguntar ara quin seria un conjunt minimal de propietatsde k que ens permetrien dotar kn d’estructura d’espai afí axiomàtic i obtenir —percompleció com a la pàgina 62— un espai projectiu axiomàtic (encara que no complísel teorema de Desargues).Si n > 2, la resposta és que k no pot ser menys que un anell de divisió, perquèsabem que tot espai projectiu de dimensió > 2 compleix Desargues i el teorema decoordinació ens diu que si es compleix Desargues aleshores l’espai projectiu ha de
ser Pn(k) per algun anell de divisió k .Sabem (capítol 10) que tenir un pla projectiu és equivalent a tenir un pla afí.Suposem, doncs, que volem construir un pla afí (axiomàtic) k2. Repassem bé laconstrucció d’aquest objecte per observar què és el que realment necessitem de k .Els punts, les rectes i la relació d’incidència de k2 són:
Punts. Prenem com a conjunt de punts k2, és a dir, les parelles (x, y), amb x, y ∈ k .
Rectes. Si descrivim una recta per la seva equació,2 veiem que tenim les rectes
Y = Xm+ b i les rectes X = c. Anomenarem aquestes rectes R(m,b) i R(c),respectivament, amb m,b, c ∈ k .
Incidència. Tenim dos casos d’incidència:a) (x, y) ∈ R(x) per tot x, y ∈ k .b) (x, y) ∈ R(m,b) si i només si y = xm+ b.
Observem que l’únic moment en què utilitzem l’estructura algebraica de k és enel criteri d’incidència b) i aquest criteri només utilitza una única operació algebraicade k , l’operació3 (x,m, b) 7→ xm+ b.
2Escriurem els coeficients a la dreta perquè no volem utilitzar la propietat commutativade la multiplicació.3Aquesta operació de «multiplicar i després sumar» s’utilitza de manera important enels processadors digitals (unitats MAC).
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Això ens suggereix que seria possible construir un pla projectiu a partir d’un conjunt
k amb una operació k3 → k que complís una sèrie de propietats necessàries isuficients perquè els criteris d’incidència anteriors donin lloc a un pla afí. Aquestaestructura algebraica «minimal» s’anomena un anell ternari:Un anell ternari és un conjunt T (amb més d’un element) amb una operacióternària (x,m, b) 7→ 〈x,m, b〉de manera que es compleixin aquests tres axiomes:4
1. Per tot m, x, y ∈ T , existeix un únic b ∈ T tal que 〈x,m, b〉 = y.
2. Per totm,m′, b, b′ ∈ T ambm 6= m′, existeix un únic x ∈ T tal que 〈x,m, b〉 =
〈x,m′, b′〉.
3. Per tot x, y, x ′, y′ ∈ T amb x 6= x ′, existeixen uns únics m,b ∈ T tals que
〈x,m, b〉 = y i 〈x ′, m, b〉 = y′.
És un exercici senzill veure que aquests tres axiomes són exactament les condicionsnecessàries i suficients perquè T 2, amb les rectes
R(c) := {(c, y) : y ∈ T}, R(m,b) := {(x, y) : y = 〈x,m, b〉}, c,m, b ∈ T
compleixi els axiomes de pla afí i, com a conseqüència, puguem definir un plaprojectiu P2(T ). En particular, si k és un anell de divisió, la definició 〈x,m, b〉 :=
xm+b ens dota k d’estructura d’anell ternari i aleshores el pla afí i el pla projectiuque obtenim coincideixen amb els plans afí i projectiu ordinaris que hem estudiatal llarg d’aquestes notes. Recíprocament, si P és un pla projectiu, r és una rectade P i ∞ és un punt de r, no és difícil introduir geomètricament una estructurad’anell ternari al conjunt r − ∞ de manera que P és el pla projectiu associat aaquest anell ternari.5 Es tracta d’un procés de coordinació.Una manera d’obtenir un anell ternari és a partir d’un quasi-cos. Un quasi-cos és un conjunt Q amb dues operacions (suma i producte) que tenen aquestespropietats:
1. Q és un grup abelià amb la suma.
2. Es compleix la propietat distributiva per l’esquerra: a(b+ c) = ab+ ac pertot a, b, c ∈ Q. (Estem definint els quasi-cossos per l’esquerra.)
4Normalment, s’exigeix també que hi hagi dos elements 0, 1 ∈ T de manera que, pertot a, b ∈ T es compleixi 〈a, 0, b〉 = 〈0, a, b〉 = b i 〈a, 1, 0〉 = 〈1, a, 0〉 = a, però aquestescondicions no són necessàries per coordinar un pla afí.5Aquest anell ternari que coordina el pla P depèn, en principi, de l’elecció de la recta
r i del punt ∞.
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3. Per tot a, b, c ∈ Q, a 6= b, existeix x ∈ Q únic tal que ax = bx + c.4. La multiplicació compleix aquestes propietats:
(a) Té element neutre bilateral: a1 = a = 1a per tot a ∈ Q.(b) 0a = 0 per tot a ∈ Q.(c) Per tot a, b ∈ Q, a 6= 0, existeix un únic x ∈ Q tal que xa = b.
És fàcil comprovar que si Q és un quasi-cos, aleshores 〈x,m, b〉 := xm+b defineixuna estructura d’anell ternari sobre el conjunt Q.
El Pla de Veblen-WedderburnEs tracta del primer exemple descobert de pla projectiu finit no desarguesià. És unpla d’ordre nou, és a dir, té 91 punts i cada recta té 10 punts. Apareix en un treballde Veblen i Wedderburn del 1907, basat en uns treballs de Dickson del 1905.Considerem el grup abelià A = Z/3Z × Z/3Z i denotem els seus 9 elementsper 0, ±1, ±i, ±1 ± i. Definim una multiplicació sobre A posant 0a = a0 = 0,
a1 = 1a = a per tot a i de manera que la resta dels elements es multipliquinsegons aquesta taula:
−1 i −i 1 + i 1− i −1 + i −1− i
− 1 1 −i i −1− i −1 + i 1− i 1 + i
i −i −1 1 −1 + i 1 + i −1− i 1− i
− i i 1 −1 1− i −1− i 1 + i −1 + i
1 + i −1− i 1− i −1 + i −1 −i i 1
1− i −1 + i −1− i 1 + i i −1 1 −i
− 1 + i 1− i 1 + i −1− i −i 1 −1 i
− 1− i 1 + i −1 + i 1− i 1 i −i −1
Es pot comprovar —fent, per exemple, un programa senzill— que A és un quasi-
cos associatiu. En canvi, la propietat distributiva per la dreta no es compleix i Ano és un anell: (1 + i) i = 1− i 6= i+ i2.
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Com hem dit abans, l’operació 〈x,m, b〉 = xm + b dota A d’una estructura d’anellternari i permet definir un pla projectiu P2(A), que tindrà ordre 9. El fet que Ano sigui un anell de divisió ens indueix a pensar que aquest pla projectiu no seràdesarguesià. La manera més elemental de veure-ho seria mostrar una configuracióde X que contradigui Desargues. Considerem (en el pla afí A2) aquests dos triangles
A = (0, i), B = (1, i), C = (i, 1)
A′ = (−1− i,−1− i), B′ = (−i,−1− i), C ′ = (1− i, i).
La recta AA′ és Y = xi + i, la recta BB′ és Y = −Xi − i i la recta CC ′ és Y =
X (−1+ i)−1+ i. Per tant, els dos triangles estan en perspectiva respecte del punt(−1, 0). D’altra banda, les rectes AB i A′B′ són, respectivament, Y = i i Y = −1− i,que són paral.leles, les rectes AC i A′C ′ són, respectivament, Y = X (−1 − i) + i i
Y = X (−1 − i) − i, que també són paral.leles. Per tant, si es complís Desargues,els dos triangles estarien en perspectiva respecte de la recta de l’infinit i, per tant,les rectes BC i B′C ′ també haurien de ser paral.leles. Però aquestes rectes són,respectivament, Y = −X+1+i i Y = Xi+1−i, que no són paral.leles. En conclusió,el pla projectiu de Veblen-Wedderburn no és desarguesià.Es coneix que hi ha exactament (llevat d’isomorfisme) quatre plans projectiusfinits d’ordre 9: el pla desarguesià P2(F9), el pla de Veblen-Wedderburn que acabemde construir, el seu dual, i un quart pla anomenat pla de Hughes, construït tambéper Veblen i Wedderburn i redescobert per Hughes cinquanta anys més tard. Quenomés n’hi ha quatre es va demostrar fent una cerca exhaustiva per ordinador.
El pla de CayleyEl pla projectiu no desarguesià més significatiu és el pla P2(O) construït sobre els
octonions O. En aquest apartat explicarem breument com es construeix aquest pla—però quedarem ben lluny de dilucidar amb profunditat les seves (transcendentals)propietats.6
6És impossible explicar en una nota a peu de pàgina la immensa importància d’aquestsdos objectes: els octonions i el pla projectiu que defineixen (el «pla de Cayley»). Tampoc noen tindríem prou amb tot un capítol d’aquest llibre. Si ho haguéssim de fer amb una únicafrase, potser diríem que «el pla de Cayley és el responsable últim de les cinc àlgebres de
Lie excepcionals» però justificar aquesta frase també ens duria molt lluny.Pensem que el pla de Cayley és un pla projectiu «continu» (en llenguatge més tècnic:una varietat riemanniana), com ho són el pla real o el pla complex i que la geometria ques’hi pot fer pot ser tan rica com la que es fa sobre els reals (que és la geometria d’Euclides,directament relacionada amb el grup ortogonal), la que es fa sobre els complexos (que ésla geometria complexa, relacionada amb l’anàlisi complexa, la geometria algebraica i elgrup unitari) o la que es fa sobre els quaternions (que és la geometria simplèctica queapareix, per exemple, a la mecànica hamiltoniana). Aquestes tres grans geometries –laimportància de les quals no requereix demostració— «només» guanyen la geometria delsoctonions en el fet que són vàlides en qualsevol dimensió, mentre que sobre els octonions,com que falla la propietat de Desargues, només podem fer geometria plana (...i no oblidem
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Els octonions —també coneguts com a «nombres de Cayley»— van ser desco-berts independentment per John T. Graves (1843) i Arthur Cayley (1845) i formenel quart terme d’una successió que comença
R ⊂ C ⊂ H ⊂ O ⊂ · · ·
i que continua indefinidament. Els dos primers termes de la successió són cossosben coneguts i el tercer és un anell de divisió —els quaternions de Hamilton— delqual hem parlat molt breument en aquest curs. Estudiem ara què tenen en comúels termes de la successió i com el procés que passa d’un terme al següent potrepetir-se indefinidament.
R, C, H, etc. són espais vectorials reals i cadascun té dimensió doble de l’ante-rior. En cada cas, tenim un multiplicació que és R-bilineal i tenim una «conjugació»
x 7→ x que també és R-lineal i és compatible amb la multiplicació en el sentit que
xy = y x . Finalment, el pas d’un terme al següent s’aconsegueix afegint un nouelement de quadrat −1. Per exemple, per passar de R a C introduïm i amb i2 = −1i per passar de C a H introduïm j amb j2 = −1. Ja veiem que aquest procés semblaque es pugui iterar indefinidament: es coneix com el «procés de Cayley-Dickson».Expliquem-ho amb més detall:
• Comencem amb una «àlgebra» A, que ara voldrà dir un R-espai vectori-al euclidià de dimensió finita amb una «multiplicació» (x, y) 7→ xy que és
R-bilineal. Aquesta bilinealitat ens diu que es compleixen les propietatsdistributives (per la dreta i per l’esquerra) i també es compleix
x(λy) = λ(xy), (λx)y = λ(xy), λ ∈ R, x, y ∈ A.
la geometria de dimensió 1!). Això explica que a la classificació de les àlgebres de Liesimples (Killing, 1887) hi apareguin tres famílies infinites —corresponents a les geometriesortogonal, unitària i simplèctica— i cinc àlgebres «excepcionals» que Freudenthal, el 1951,va intuir que havien de procedir de la geometria del pla de Cayley.Si, en lloc d’una nota a peu de pàgina o d’un capítol sencer, disposéssim de seixantapàgines per explicar la importància d’aquests objectes que estem estudiant ara, la millorcosa que podríem fer seria reproduir les seixanta pàgines del magnífic article «The Octoni-
ons» de John C. Baez (Bull. Amer. Math. Soc. 2001). En aquest article es parla de la relaciódels octonions i el seu pla projectiu amb: àlgebres de Jordan, periodicitat de Bott, grupsi àlgebres de Lie, àlgebres de Clifford, espinors, trialitat, model estàndard de la física departícules, invariant de Hopf, geometria de Lorentz, espai-temps de Minkowski, relativitatespecial, el «quadrat màgic» de Freudenthal, supergravetat, teoria de cordes,...Però encara podríem prendre un punt de vista més «conceptual» que ens duria a entendreel pla de Cayley com una «manifestació» d’un esquema molt profund que potser apareixper primera vegada al llibre 13 d’Euclides, quan es classifiquen els cinc sòlids platònics.El 1976, V. I. Arnold va incloure a la llista dels «grans problemes de la matemàtica actual»el «problema A-D-E» que demana trobar la raó última de l’aparició, a moltes àrees de lesmatemàtiques, d’una classificació de tipus A-D-E com la de les àlgebres de Lie simples.Per a més detalls sobre això, vegeu l’article «The ubiquity of Coxeter-Dynkin diagrams»(Hazewinkel et. al., Nieuw Arch. Wisk. 1977).
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Aquesta multiplicació tindrà un element neutre (bilateral, únic) 1 ∈ A queens permet incloure R ⊂ A identificant λ ∈ R amb λ1 ∈ A, de manera quel’expressió λx no és ambigua perquè el producte del vector x ∈ A per l’escalar
λ ∈ R coincideix amb el producte λx de A. Observem que no postulem lapropietat associativa de la multiplicació i, per tant, A pot no ser un anell.D’altra banda, els elements de R commuten amb tots els elements de A itambé «associen» amb tots els elements de A, en el sentit que es compleixla propietat associativa x(yz) = (xy)z sempre que algun dels tres elements
x, y, z ∈ A sigui real.• A més, A tindrà una «conjugació» x 7→ x amb aquestes propietats:
– És R-lineal: x + y = x + y i λx = λ x , per tot x ∈ A, λ ∈ R.
– xy = y x per tot x, y ∈ A. En particular, 1 = 1.
– És una involució: x = x .
– x + x ∈ R per tot x ∈ A.
– Per tot x ∈ A, xx = ||x||2, on ||x|| indica la norma euclidiana a A.• En aquestes condicions podem definir B := A ⊕ A (suma ortogonal) que,d’entrada, és un R-espai vectorial euclidià de dimensió doble de la dimensióde A. Definim una multiplicació a B a través d’aquesta fórmula(a1, a2) · (a3, a4) := (a1a3 − a4a2, a1a4 + a3a2).En particular, si definim v := (0, 1) ∈ B, els elements de B es poden escriureen la forma a1 +va2, amb a1, a2 ∈ A i la multiplicació de B ve caracteritzadaper aquestes fórmules
v2 = −1, a1(va2) = v (a1a2),(va1)(va2) = −(a2a1), (va1)a2 = v (a2a1).• La multiplicació de B té element neutre 1 := (1, 0) i tenim una inclusió A ⊂ Bdonada per a 7→ (a, 0), que respecta la multiplicació: A és una subàlgebrade B.• Podem estendre la conjugació de A a una conjugació de B per
a1 + va2 := a1 − va2.
• Finalment, podem comprovar que la nova àlgebra B torna a estar en lesmateixes condicions de A i li podem tornar a aplicar el mateix procediment.En conclusió, si comencem amb l’àlgebra R amb conjugació trivial (x = x) iapliquem repetidament el procés de Cayley-Dickson que acabem de descriureobtindrem una successió d’àlgebres
R ⊂ A1 ⊂ A2 ⊂ A3 ⊂ A4 ⊂ · · ·
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• Ara podem comprovar fàcilment que A1 és isomorfa al cos complex C i que
A2 és isomorfa a l’anell de divisió dels quaternions H. En particular, podem
definir els quaternions com A2. Finalment, podem definir els octonions Ocom l’àlgebra A3.• Tanmateix, podríem dir que «a cada bugada perdem un llençol» perquè lespropietats de les successives àlgebres que anem obtenint són cada vegadamés febles.7 Comencem amb un cos ordenat amb conjugació trivial (R). En elpas següent tenim C, que encara és un cos, però ja no és ordenat i té conju-gació no trivial. En el pas següent, H, hem perdut la propietat commutativade la multiplicació: ij 6= ji. En el pas següent, O, perdem també la propietatassociativa de la multiplicació i en el pas següent apareixen divisors de zero.
En particular,
O = H⊕ vHi un octonió u s’escriu com a vuit nombres reals —d’aquí els ve el nom— o com aquatre nombres complexos, o com a dos quaternions
u = q1 + vq2.
Els octonions es multipliquen segons aquestes regles
qv = vq, v2 = −1, p(vq) = v (pq), (vp)q = v (qp), (vp)(vq) = −qp
on p, q ∈ H. Veim, doncs, que la multiplicació de O no és associativa i no podemdefinir «espais vectorials» ni «espais projectius» sobre O, ni podem fer «geometrialineal» sobre O, si més no geometria lineal de dimensió > 2.L’observació crucial és que O té prou estructura per poder definir un pla pro-jectiu, en la línia dels apartats anteriors. Aquest pla P2(O) és el pla de Cayley.De fet, O és un quasi-cos. Per arribar a veure això, estudiem algunes propietatsespecífiques de O.
• Si x, y ∈ O, es compleix (xx)y = x(xy).Posem x = (a, b), y = (c, d) on a, b, c, d són quaternions. Recordem queels quaternions sí que són associatius i recordem també que, com que qq =
qq ∈ R, es compleix que qq commuta amb qualsevol quaternió. Aleshores,un càlcul immediat ens dóna la igualtat que volem.
7John C. Baez ho explica de manera humorística a l’article que hem citat a la notaanterior: «R és el puntal de la família, el cos ordenat i complet en què tots confiem; C
és el germà més jove, una mica fatxenda, però encara ben respectable perquè, si bé no
és ordenat, és algebraicament complet; H, com que no és commutatiu, és el cosí excèntric
al que mai no es convida a les reunions familiars importants; però O, que ni tan sols és
associatiu, és el vell oncle guillat que ningú permet que surti del seu cau a les golfes.»
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• O compleix la propietat alternativa.Aquesta propietat és una forma feble de la propietat associativa que ens diuque, per tot x, y ∈ O es compleix
x2y = x(xy), yx2 = (yx)x, (xy)x = x(yx).
Per demostrar la primera identitat, posem λ := x + x ∈ R. Aleshores,
0 = (xx)y− x(xy) = (xλ)y− x2y− x(λy) + x(xy) = x(xy)− x2y.
La segona identitat es demostra igual. Per demostrar la tercera, desenvolu-pem la identitat
(x + y)((x + y)x) = ((x + y)(x + y))x.
• Qualsevol subàlgebra de O generada8 per dos elements és associativa.Això és conseqüència immediata de la propietat anterior. En particular, a Oestan ben definides les potències xr (no calen parèntesis).
• ||xy|| = ||x|| ||y|| per tot x, y ∈ O.Aquesta propietat essencial —direm que O és una àlgebra normada— escompleix (evidentment) a les subàlgebres de O (R, C, H) i, com veurem,deixa de complir-se a les àlgebres següents que anem obtenint per procésde Cayley-Dickson. Es tracta de comprovar que
(xy)(y x) = (xx)(yy).
Observem aquestes igualtats i recordem que a+ a ∈ R:
a = a+ a2 + a− a2 ; a = a+ a2 − a− a2 .Això ens diu que els elements x, y, x, y ∈ O pertanyen a la subàlgebra ge-nerada per (x − x)/2, (y− y)/2 que, pel que hem vist abans, és associativa.
• O no té divisors de zero.Això és evident per la propietat anterior. En canvi, més enllà de O en lasuccessió de les àlgebres de Cayley-Dickson, sempre hi ha divisors de zeroi ja no és possible utilitzar aquelles àlgebres per construir plans projectius.Per veure això, observem que a A4 es compleix
(i, j) (v, v (ij)) = 0.
8Recordem que estem considerant R-àlgebres i, per tant, la subàlgebra generada perdos elements, és també una R-àlgebra i, en particular, conté els nombres reals.
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• O és quasi-cos.Si repassem les condicions que ha de complir un quasi-cos, veiem que amb totel que ja sabem de O n’hi ha prou amb demostrar que si a, b 6= 0, existeixen
x, y tals que ax = b i ya = b. En efecte, n’hi ha prou amb prendre
x := 1
||a||2 ab, y := 1||a||2 bai recordar que per tot octonió q es compleix que q, q pertanyen a l’àlge-bra generada per (q − q)/2. La unicitat de x, y és evident per la propietatdistributiva de O.
• O compleix la identitat de Moufang: (xy)(zx) = x(yz)x .Observem que l’expressió de la dreta és unívoca, per la propietat alternati-va. Aquesta versió feble de la propietat associativa —que no demostraremaquí— té una significació geomètrica: gràcies a aquesta propietat, el pla deCayley P2(O) compleix el que es coneix com la configuració restringida de
Desargues que és la configuració de Desargues afegint la condició que l’eix
de perspectiva dels dos triangles passi pel centre de perspectiva.
Per acabar, demostrem que P2(O) no compleix Desargues, posant un exemple con-cret de dos triangles en perspectiva respecte d’un punt que no tinguin un eix deperspectiva. Considerem aquests dos triangles del pla afí:
A = (0, 0), B = (v, 0), C = (1, v )
A′ = (0, j), B′ = (v, j), C ′ = (1, i+ j + v ).
La recta AA′ és X = 0, la recta BB′ és X = v i la recta CC ′ és X = 1. Per tant, elsdos triangles estan en perspectiva respecte d’un punt de l’infinit. D’altra banda,
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les rectes AB i A′B′ són, respectivament, Y = 0 i Y = j , que són paral.leles. Lesrectes AC i A′C ′ són, respectivament, Y = Xv i Y = X (i+ v )+ j , que es tallen en elpunt (−k, vk)) on, com és habitual, k := ij . La recta BC és 2Y = X (v − 1) + v + 1i la recta B′C ′ és 2Y = Xu + 2j − vu amb u = (1 + v )(i + v ). Per tant, si els dostriangles estiguessin en perspectiva respecte d’una recta, aquesta recta hauria deser la recta Y = vk , que talla la recta BC en el punt P = (−k + v (1− k), vk). Peròaquest punt P no pertany a la recta B′C ′.
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E
l teorema de coordinació ens diu que el concepte d’espai projectiuentès com un sistema de punts i rectes que compleixen tres axiomesmolt simples —als que cal afegir, si la dimensió és 2, l’axioma dePappos que afirma que la configuració de Pappos és un teorema—és equivalent al concepte d’espai projectiu d’un espai vectorial P(V ) sobre un cos
k . D’una manera més general, si en lloc de la configuració de Pappos posem com aaxioma la configuració de Desargues, també tenim equivalència entre el concepteaxiomàtic d’espai projectiu i els objectes P(V ) on ara k és un anell de divisió.És molt interessant entendre quines línies de treball cal seguir per arribar ademostrar un teorema com aquest. Per tant, abans d’entrar en la demostració,pensarem quina pot ser l’estratègia natural per atacar el problema.
• Comencem amb un objecte geomètric amb molt poca estructura: un espaiprojectiu X . Només tenim punts i rectes, res més. Si volem arribar a demos-trar que X ∼= P(V ) ens cal construir, a partir de X , dos objectes algebraicsprou sofisticats: un cos k i un k-espai vectorial V . Aquest ha de ser el primerpas. Després, ja veurem com podem demostrar que X ∼= P(V ).• Ara intervé una idea crucial, de caràcter general, que és una de les ideesmés importants i fecundes de les matemàtiques:
Si X és una estructura matemàtica qualsevol, el grup dels seus
automorfismes és un objecte algebraic que, sovint, conté una in-
formació molt valuosa sobre X .
És a dir, si volem estudiar uns objectes que, aparentment, tenen poca estruc-tura, sempre podem considerar el grup dels seus automorfismes i els seussubgrups i ja tenim tota una quantitat d’informació algebraica molt estruc-turada que ens pot informar sobre les propietats dels objectes inicials.En el nostre cas, si tenim un espai projectiu X , podem considerar les seves
col.lineacions, que formen un grup, i podem considerar els seus subgrups.Per exemple, el subgrup de les afinitats, el subgrup de les translacions, etc.
• Si tenim X , d’on podem treure un espai vectorial V ? Col.loquem-nos enuna situació afí —que ja sabem que és equivalent a la situació projectiva—i preguntem-nos com podem identificar en un espai afí A l’espai vectorial
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associat V . La resposta s’obté aplicant la idea expressada al punt anterior:
V s’identifica al grup de les translacions de A (incloent la identitat).• Ja tenim l’espai vectorial V , però ara ens cal trobar el cos d’escalars k . Unapregunta ben curiosa, oi? Tenim un espai vectorial i hem de trobar el seucos d’escalars. La manera de fer-ho és tornar a utilitzar la idea fonamentalque hem discutit abans. Considerem els automorfismes de V . Un escalarserà un automorfisme de V que no canviï la direcció de les translacions. Iquè pot voler dir que dues translacions tenen la mateixa direcció? Doncs voldir que tenen les mateixes rectes invariants, que és un concepte puramentgeomètric.• D’aquesta manera ja tenim un esquema clar de com podem atacar la demos-tració del teorema de coordinació.
– Dins del grup de les col.lineacions de X identifiquem el subgrup de lestranslacions V . Demostrem que és un grup abelià.
– Definim els escalars com els automorfismes de V que conserven la di-recció. Sigui k el conjunt dels escalars. Demostrem que k és un cos(o, en el cas més general, un anell de divisió) i que V és un k-espaivectorial (o un k-mòdul lliure) de la mateixa dimensió que X .
– Si fem tot això amb l’espai projectiu P(E) i amb un hiperplà de l’infinit
P(H) es compleix que V = H . Això ens permet creure que potser seremcapaços de demostrar que X ∼= P(V ⊕ k).
– Finalment, ja sabem que P(V ) compleix Pappos si i només si V és unespai vectorials sobre un cos.
Un cop assimilades aquestes idees, ja podem procedir a la demostració formaldel teorema de coordinació que enunciarem com ho fem a la pàgina 106:
[Teorema de coordinació] Sigui X un espai projectiu axiomàtic de di-
mensió finita n > 1 on es verifiqui el teorema de Pappos. Existeix un
cos k i un isomorfisme X ∼= Pn(k). Si no es verifica el teorema de
Pappos però sí que es verifica el teorema de Desargues, també tenim
X ∼= Pn(k) per algun anell de divisió k .
Dilatacions i translacionsSigui X un espai projectiu axiomàtic de dimensió finita n > 1 i escollim un hiperplà
H de X que anomenarem hiperplà de l’infinit. Les col.lineacions de X formen un grup
C amb l’operació de composició. Recordem que una col.lineació és una aplicacióbijectiva f : X → X que compleix que A,B, C ∈ X estan alineats si i només si
f (A), f (B), f (C ) ∈ X estan alineats. Considerem aquests dos subgrups de C (que, enprincipi, depenen de l’elecció de H):
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• Una dilatació és una col.lineació que deixa fixos (un a un) tots els punts del’infinit. Les dilatacions formen un subgrup D ⊆ C.• Una translació és una dilatació que no té cap punt fix fora de l’infinit. Si hiafegim també la identitat, tenim un subconjunt V ⊆ D que demostrarem queés un subgrup.
Demostrem ara algunes primeres propietats de les dilatacions i les translacions.
• Si una dilatació té dos punts fixos fora de l’infinit, és la identitat.Això és evident perquè si x és un punt de X , podem unir x amb cada un delsdos punts fixos fora de l’infinit. Obtenim dues rectes, cadascuna de les qualsconté dos punts fixos. Per tant, són rectes invariants i el punt x on es tallenserà un punt fix.• Si τ és una translació, les rectes xτ(x), x ∈ X − H , són concurrents en un
punt de l’infinit, anomenat la direcció de τ .Sigui z = xτ(x) ∩ H i y ∈ X − H . La recta xy es transformarà en la recta
τ(x)τ(y) i això implica que aquestes dues rectes es tallen en un punt del’infinit. Per l’axioma projectiu, les rectes xτ(x) i yτ(y) es tallaran. El punt
xτ(x)∩yτ(y) és un punt fix de τ . Per tant, és a l’infinit i ha de coincidir ambel punt z.• Una translació ve determinada per la imatge d’un punt fora de l’infinit.Si coneixem τ(x) per a un punt x ∈ X −H , també coneixem la direcció z ∈ Hde τ . Aleshores, τ(y) es pot calcular de la manera següent. Si u = xy ∩ H ,aleshores τ(y) = uτ(x) ∩ yz.• V és un subgrup normal de D .Per demostrar que V és un subgrup de D només cal veure que si τ1, τ2són translacions aleshores τ1τ2 és una translació o és la identitat. Si τ1τ2tingués un punt fix x /∈ H , tindríem τ1τ2(x) = x i τ2(x) = τ−11 (x). Si apliquemla propietat anterior a les translacions τ2 i τ−11 obtenim τ2 = τ−11 iτ1τ2 = 1Per veure que V és normal a D cal veure que si σ ∈ D i τ ∈ V , aleshores
στσ−1 ∈ V . Suposem que στσ−1 tingués un punt fix x fora de l’infinit.Aleshores, σ−1(x) seria un punt fix de τ fora de l’infinit. Això només potpassar si τ = 1 i, aleshores στσ−1 = 1 ∈ V .• Si hi ha translacions de direccions diferents, aleshores V és un grup abelià.Suposem que τ1 i τ2 tenen direccions diferents z1, z2. Aleshores,
τ1τ2(x) = τ1(x)z2 ∩ τ2(x)z1 = τ2τ1(x).Si τ1 i τ2 tenen la mateixa direcció, escollim una translació τ que tingui unadirecció diferent. Aleshores, també τ2τ té direcció diferent de la de τ1 i τ2
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(perquè τ = τ−12 (τ2τ)). Per tant, com que hem vist que les translacions dedireccions diferents commuten, tenim
τ1(τ2τ) = (τ2τ)τ1 = τ2(ττ1) = τ2τ1τ,d’on τ1τ2 = τ2τ1.
Si σ 6= 1 és una dilatació, definim el seu centre de la manera següent. Si σés una translació, el seu centre és la seva direcció. Si σ no és una translació, elseu centre és l’únic punt fix fora de l’infinit. Observem que si Zσ és el centre de σ ,aleshores per tot x /∈ H es compleix que σ (x) pertany a la recta que passar per xi Zσ .Observem que encara no hem utilitzat la configuració de Desargues i, per tant,tot això que hem dit fins ara també és cert en els plans no desarguesians comels que hem estudiat al capítol anterior. Però perquè el teorema que volem de-mostrar sigui cert cal que es compleixi Desargues, i en un moment o altre de lademostració ens caldrà utilitzar la configuració de Desargues. En aquell momententendrem quin és exactament el paper que juga Desargues en tot el programaque estem desenvolupant per demostrar el teorema de coordinació: podem dir, demanera informal, que el teorema de Desargues és equivalent a l’existència de prou
dilatacions a l’espai X . Més exactament:
Direm que X té prou dilatacions si per tota elecció de H es compleix
que donats tres punts (diferents) alineats a, x , y tals que x, y /∈ H ,
existeix una dilatació σ de centre a tal que σ (x) = y.
A X es compleix la configuració de Desargues si i només si X té prou
dilatacions.
Demostrem-ho. Suposem que X té prou dilatacions, en el sentit de l’enunciatdel teorema, i siguin ABC , A′B′C ′ dos triangles amb un centre de perspectiva O.Siguin P , Q, R els punts d’intersecció dels costats homòlegs,
P = BC ∩ B′C ′, Q = AC ∩ A′C ′, R = AB ∩ A′B′.Volem veure que P , Q, R estan alineats. Com que ja sabem que això és automàti-cament cert en dimensió > 2, suposem que X és un pla projectiu i escollim la recta
PQ com a recta de l’infinit. Sigui σ una dilatació de centre O tal que σ (A) = A′,que existeix per hipòtesi. Com que P i Q estan a l’infinit, tindrem σ (P) = P i
σ (Q) = Q. Aleshores, és clar que s’ha de complir σ (C ) = C ′ i σ (B) = B′. Per tant,
σ (R) = R i R ha de ser a l’infinit, és a dir, R està alineat amb P i Q.Recíprocament, suposem que Desargues és cert i que tenim tres punts a, x0, y0com a l’enunciat. Cal definir una dilatació σ de centre a amb σ (x0) = y0. Comencemposant
σ |H = 1, σ (a) = a, σ (x0) = y0.
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Escollim ara x1 /∈ H fora de la recta x0y0 i, aplicant el mètode que hem usat quanhem vist que una translació ve determinada per la imatge d’un punt fora de l’infinit,trobem un punt y1 i definim σ (x1) = y1. Més concretament,
y1 := [[x1x0 ∩H ] + y0] ∩ ax1.
Això que hem fet amb x1 per definir σ (x1) = y1 ho podem fer amb qualsevol punt
x 6= a fora de l’infinit que no estigui alineat amb x0, y0. Si x sí que està alineatamb x0, y0, per definir σ (x) apliquem el mateix mètode, però respecte de x1, y1. Enconclusió, sempre podem definir σ (x), però per a la majoria de punts tenim duesmaneres de fer-ho: a partir de x0, y0 o a partir de x1, y1 i aquestes dues manerespodrien donar resultats diferents. El punt interessant és quan intentem demostrarque les dues maneres donen el mateix resultat ens apareix una configuració deDesargues i, en conclusió, si es compleix Desargues tenim ben definida una bijecció
σ : X → X que deixa fix a i els punts de l’infinit i envia x0 a y0.Cal veure ara que la transformació σ que hem pogut definir gràcies a la con-figuració de Desargues és una col.lineació, és a dir que x, x ′, z estan alineats sii només si ho estan σ (x), σ (x ′), σ (z). Observem que no és restrictiu suposar que
z ∈ H . Aleshores, si dibuixem els nou punts x0, y0, a, x, x ′, z, σ (x), σ (x ′), σ (z) = zveiem que, el el pitjor dels casos,1 tenim una configuració de Desargues i arribema la conclusió que σ és, efectivament, una col.lineació.Com a corol.lari d’aquesta propietat crucial obtenim que, si es compleix Desar-gues, V és sempre un grup abelià. D’altra banda, de tot el que hem dit es dedueixque si x, y /∈ H , existeix una única translació τ ∈ V tal que τ(x) = y. És naturaldenotar aquesta translació per tx,y.
1Si la configuració que obtenim no és plana, un raonament senzill com el de la demos-tració de Desargues quan els triangles no són coplanars ens resol el problema, però quanla configuració és plana cal específicament el teorema de Desargues.
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EscalarsTenim, doncs, un grup abelià V . Recordem que els elements de V són unes certescol.lineacions τ : X → X anomenades translacions i que l’operació de V és lacomposició de col.lineacions. Ens cal anar en compte amb les notacions perquè,com que hem vist que V és un grup abelià, la seva operació l’anomenarem «suma»,encara que sigui una «composició» d’aplicacions. Per complicar-ho encara unamica més, ara ens interessa considerar l’anell d’endomorfismes R del grup abelià
V . Recordem que les operacions d’aquest anell són
(φ +ψ)(τ) = φ(τ) ◦ψ(τ); (φ ·ψ)(τ) = φ(ψ(τ)).
L’element 0 ∈ R és l’endomorfisme τ 7→ 1 per tota translació τ i l’element 1 ∈ Rés l’endomorfisme τ 7→ τ per tota translació τ . Evidentment, el grup abelià Vadquireix una estructura natural de R-mòdul donada per φ · τ := φ(τ). Com que
V és un subgrup normal de D (el grup de totes les dilatacions), cada dilatació σdóna, per conjugació, un element cσ de l’anell R:
cσ (τ) := στσ−1.
Un escalar serà un element λ ∈ R que conservi la direcció, és a dir, tal que ladirecció de λ · τ sigui la mateixa que la de τ per tot τ ∈ V , τ 6= 1. Com a exempled’escalar, un raonament geomètric senzill mostra que si σ és una dilatació, ales-hores cσ és un escalar. Com que els escalars seran el «cos base» de la geometria,denotarem per k ⊂ R el conjunt dels escalars. És immediat que k és un subanellde R i, per tant, V és un k-mòdul.Demostrem ara algunes propietats dels escalars i de les translacions.
• Dues translacions de la mateixa direcció «difereixen» en un escalar cσ .Siguin τ, τ ′ ∈ V dues translacions de la mateixa direcció i x un punt fora del’infinit. Demostrarem que existeix una dilatació σ tal que cστ = τ ′. Escollimuna dilatació σ de centre x tal que σ (τ(x)) = τ ′(x) (ho podem fer perquè,com que estem suposant que es compleix Desargues, sabem que hi ha proudilatacions). Aleshores, (στσ−1)(x) = τ ′(x) i, donat que una translació quedadeterminada per la imatge d’un punt fora de l’infinit, tenim que cστ = τ ′.• k és un anell de divisió.Aquest resultat és el punt clau en la coordinació de X . Recordem que unanell de divisió és un anell que compleix els axiomes de cos, excepte lacommutativitat de la multiplicació. Com que k és un anell, l’única cosa quecal comprovar és que donat un escalar diferent de zero λ ∈ k , existeix unaltre escalar µ ∈ k tal que λµ = µλ = 1. De fet, demostrarem més que això.Escollim un punt qualsevol x fora de l’infinit i sigui λ ∈ k un escalar qualsevoldiferent de zero. Demostrarem que existeix una dilatació σ de centre x tal
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que λ = cσ . Com que és evident que els escalars del tipus cσ tenen invers,el teorema estarà demostrat.Sigui, doncs, λ 6= 0 un escalar. El fet que sigui λ 6= 0 voldrà dir que existiràuna translació τ tal que λτ 6= 1. Prenem un punt x fora de l’infinit i siguin
y = τ(x), y′ = (λτ)(x). Tenim que x , y, y′ són tres punts alineats i podemtrobar una dilatació σ de centre x que enviï y′ a y. Definim µ = cσλ, ihaurem acabat la demostració si veiem que µ = 1 perquè aleshores λ = cσ−1i λ tindrà inversos pels dos costats.Tenim τ = tx,y, λτ = tx,y′ i
(µtx,y)(x) = (cσλtx,y)(x) = σ (λtx,y)σ−1(x) = σ (λtx,y)(x) = σ (y′) = y
i, per tant, µ(tx,y) = tx,y. A partir d’aquí demostrarem µ = 1. Sigui z un puntqualsevol fora de l’infinit, no alineat amb x, y. Considerem
(µtx,z)(x) = (µtx,y + µty,z)(x) = (µty,z)(µtx,y(x)) = (µty,z)(y)
i observem que el membre de d’esquerra pertany a la recta xz mentre que elmembre de la dreta pertany a la recta yz. Deduïm que (µtx,z)(x) = z, és adir, µtx,z = tx,z per tot z no alineat amb xy.Si ara z és arbitrari, podem escriure tx,z = tx,a + tx,b amb a i b no alineatsamb x, y. Aleshores, µtx,a = tx,a, µtx,b = tx,b i µtx,z = tx,z . Per tant, veiemque µ = 1.
• V ∼= kn com a k-mòdul. En particular, si la multiplicació de k és commutativa,
V és un k-espai vectorial de dimensió n.Fins ara, la dimensió de l’espai projectiu X no ha intervingut. Ara sí queho fa. Recordem que havíem començat amb un espai projectiu axiomàtic
X de dimensió n > 1. La demostració s’entendrà millor en el cas n = 2.Escollim, fora de l’infinit, tres punts no alineats x , y, z. Demostrarem que lestranslacions tx,y, tx,z generen V . Considerem una translació tx,u i prenem elspunts y′, z′ donats per la configuració del dibuix següent.
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Aleshores, tx,u = tx,y′+tx,z′ . D’altra banda, com que tx,y′ té la mateixa direccióque tx,y, hauran de diferir en un escalar, i el mateix podrem dir de tx,z′ . Pertant, tx,u = λtx,y + µtx,z per uns certs escalars λ, µ ∈ k .En el cas de dimensió n arbitrària, la idea de la demostració és la matei-xa però els detalls són més complicats. En conclusió, si X té dimensió n,podem trobar translacions tx,x1 , . . . , tx,xn que generin V , prenent els punts
x, x1, . . . , xn fora de l’infinit, de manera que no estiguin en cap subvarietat dedimensió n− 1. Per tenir una base de V cal encara demostrar que aquestestranslacions són linealment independents. Es dedueix d’aquest criteri:
Siguin τ1, . . . , τn 6= 1 translacions i siguin z1, . . . , zn ∈ H les reves respectives
direccions. Es compleix que τ1, . . . , τn són linealment dependents si i només
si z1, . . . , zn estan en una mateixa subvarietat de deimensió n− 2.Novament, perquè la idea de la demostració es vegi més clara, considerarem
n = 3. Escollim un punt e ∈ X − H . Si τ1 = λτ2 + µτ3 per alguns escalars
λ, µ ∈ k , tindrem
τ1(e) = λ(τ2)(µτ3(e)).El punt de l’esquerra pertany a la recta que uneix e amb z1, mentre queel punt de la dreta pertany al pla que conté e, z2 i z3. Per tant, els punts
z1, z2, z3 estan alineats. Recíprocament, posem τ1 = te,x1 i definim els punts
x2, x3 de la següent manera:
x2 = ez2 ∩ x1z3, x3 = ez3 ∩ x1z2.
Aleshores,
τ1 = te,x1 = te,x2 + te,x3però és clar que existeixen escalars λ, µ tals que te,x2 = λτ2 i te,x3 = µτ3.
Conclusió de la demostracióHem començat amb un espai projectiu axiomàtic X de dimensió n > 1 i hem cons-truït un anell de divisió k i un k-mòdul lliure V de dimensió n. Ara la intenció ésacabar la demostració del teorema de coordinació veient que X ∼= P(V ⊕ k).Escollim un punt w0 ∈ X −H . Definirem una aplicació
f : P(V ⊕ k) −→ X
que serà una col.lineació. Ho fem en dues etapes:
• Definim primer f : P(V )→ H per f (〈τ〉) = d(τ) on d(τ) indica la direcció de
τ , que és un punt de H . És clar que aquesta aplicació està ben definida i,pel criteri d’independència lineal que acabem de veure, és una col.lineació.
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• Definim ara f (x) per qualsevol x ∈ P(V ⊕ k) − P(V ). Podem escriure x =
〈(τ, 1)〉 amb τ ∈ V unívocament determinat per x . Aleshores, definim
f (x) := τ(w0).
Tenim ja definida l’aplicació f : P(V ⊕ k) → X i no és difícil veure que ésefectivament bijectiva. Comprovem, per acabar, que és una col.lineació: x, y, z estanalineats si i només si f (x), f (y), f (z) estan alineats. Observem que n’hi ha prou ambdemostrar-ho si z ∈ P(V ) i x, y /∈ P(V ). Posem
x = 〈(τ, 1)〉, y = 〈(τ ′, 1)〉, z = 〈(τ ′′, 0)〉.
És immediat que aquests tres punts estan alineats si i només si existeix un escalar
µ 6= 0 tal que τ ′′ = µ(τ ′−τ). D’altra banda, f (x) = τ(w0), f (y) = τ ′(w0), f (z) = d(τ ′′)i aquests tres punts estan alineats si i només si τ ′′ i tf (x),f (y) tenen la mateixadirecció. Però tf (x),f (y) = τ ′ − τ i, per tant f (x), f (y), f (z) estan alineats si i noméssi τ ′′ i τ ′ − τ difereixen en un escalar. Hem demostrat que f és una col.lineació, iaixò acaba la demostració del teorema.
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E
l teorema de coordinació ens diu que si tenim una geometria projectivaaxiomàtica X de dimensió n > 1, podem introduir coordenades en unanell de divisió k de manera que X ∼= Pn(k). És a dir, els punts de
X vénen donats per les seves coordenades homogènies i les rectesper les seves equacions algebraiques. Aquell teorema justifica, doncs, la utilitzacióde mètodes algebraics a la geometria. El teorema que volem demostrar ara —que,tradicionalment, es coneix com «teorema fonamental de la geometria projectiva»—va un pas més enllà i ens diu que les col.lineacions d’una geometria projectiva espoden representar per matrius. Enunciem amb precisió el teorema, tal com el vamintroduir a la pàgina 108:
[Teorema de representació] Sigui f : P(E) → P(E ′) una col.lineació
entre espais projectius de dimensió > 1. Aleshores, existeix un isomor-
fisme semi-lineal ψ : E → E ′ tal que f = P(ψ).
Aquí suposarem que E i E ′ són espais vectorials sobre cossos K , K ′, respecti-vament. Res no canviaria a la demostració si suposéssim que K i K ′ són anells dedivisió.A la demostració d’aquest teorema s’hi arriba aprofundint una mica més en elsmètodes que hem utilitzat per demostrar el teorema de coordinació: translacions iescalars.
Translacions i escalars a P(E)En aquest apartat la idea que volem seguir és aplicar tota la maquinària de lademostració del teorema de coordinació al cas X = P(E) i arribar a identificarel grup de les translacions i el cos d’escalars. Esperaríem que el grup de lestranslacions fos (isomorf a) un hiperplà de E i que el cos d’escalars fos (isomorf a)
K . Suposem, doncs, que E és un K -espai vectorial de dimensió n + 1 > 2 i de-finim X := P(E). Escollim un hiperplà F ⊂ E i sigui H = P(F ) l’hiperplà de Xcorresponent a F . Sigui V el grup abelià de les translacions de X respecte de H isigui k el cos d’escalars associat, segons hem estudiat al capítol anterior. L’objectiud’aquesta primera part de la demostració és veure que F ∼= V i K ∼= k .Com que F és un hiperplà de E , podem escriure E = F ⊕ K−→e per un cert
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vector −→e ∈ E − F , de manera que tot vector −→v ∈ E s’expressa de manera únicacom −→v = −→u + λ−→e per algun −→u ∈ F i algun λ ∈ K . Definim
φ−→v : E −→ Ecom l’única aplicació lineal que és la identitat sobre F i compleix que
φ−→v (−→e ) = −→e +−→v .Clarament, P(φ−→v ) és una translació per tot −→v 6= 0 i, per tant, l’assignació −→v 7→
P(φ−→v ) dóna una aplicació ben definidaΦ : F −→ Vque compleix aquestes propietats:
• Φ és homomorfisme de grups abelians. És a dir,Φ(−→v +−→w ) = Φ(−→v ) + Φ(−→w )(on la suma del terme de la dreta indica l’operació del grup abelià V , que ésla composició de translacions). Aquest fet és evident.• Φ és injectiva. En efecte,Φ(−→v )(〈−→e 〉) = 〈φ−→v (−→e )〉 = 〈−→e +−→v 〉.Per tant, si Φ(−→v ) = Φ(−→w ), aleshores −→v = −→w .• Φ és exhaustiva. En efecte, suposem que τ ∈ V és una translació de Xrespecte de H . Recordem que això vol dir que τ és una col.lineació de X quedeixa fixos els punts de H i cap més. Aleshores, existiran −→u ∈ F i λ ∈ Ktals que
τ(〈−→e 〉) = 〈−→u + λ−→e 〉.Si ara considerem la translació τ ′ := Φ(λ−1−→u ) ∈ V , veiem que τ i τ ′ coinci-deixen en el punt 〈−→e 〉 ∈ X −H . Per tant, τ = τ ′.• La direcció de Φ(−→v ) és 〈−→v 〉 ∈ H . Això és evident perquè els punts 〈−→e 〉,Φ(−→v )(〈−→e 〉) = 〈−→e +−→v 〉 i 〈−→v 〉 estan alineats.• Φ : F → V és un isomorfisme semi-lineal. Observem que F és un K -espaivectorial i V és un k-espai vectorial. D’altra banda, si λ ∈ K , podem consi-derar l’endomorfisme de V donat per
P(φ−→v ) 7→ P(φλ−→v )que, clarament, conserva la direcció i és, per tant, un element de k . Aixòdóna lloc a un homomorfisme de cossos
α : K −→ k
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i, trivialment, Φ : F → V és una aplicació semi-lineal amb homomorfisme decossos associat α . Com que Φ és bijectiva, és molt senzill deduir que α ésexhaustiva i Φ és un isomorfisme semi-lineal. Hem demostrat el que volíem:hi ha un isomorfisme de cossos α : K ∼= k i un isomorfisme semilineal d’espaisvectorials Φ : F ∼= V .
Demostració del teoremaSuposem ara que tenim una col.lineació
f : P(E) −→ P(E ′)i apliquem els resultats de l’apartat anterior a cadascun dels dos espais P(E), P(E ′).
• Escollim un hiperplà H = P(F ) de P(E) i un punt x = 〈−→e 〉 ∈ P(E) − H .Tindrem un cos d’escalars k i un k-espai vectorial de translacions V queestaran relacionats amb K i F a través d’isomorfismesΦ : F → V ; α : K → k.
• Prenem l’hiperplà H ′ := f (H) = P(F ′) de P(E ′) i el punt x ′ := f (x) = 〈−→e ′〉 ∈
P(E ′)−H ′. Tindrem un cos d’escalars k ′ i un k ′-espai vectorial de translacions
V ′ que estaran relacionats amb K ′ i F ′ a través d’isomorfismesΦ′ : F ′ → V ′; α ′ : K ′ → k ′.
• L’aplicació f ens permet relacionar els objectes anteriors a través de duesaplicacions
f∗ : V ′ −→ V , f∗(τ ′) := f−1τ ′f
f∗ : F ′ −→ F, f∗ := Φ−1f∗Φ′que és fàcil comprovar que són isomorfismes semi-lineals: f∗ té associat unisomorfisme de cossos β : k ′ → k , β(λ) = f∗λf−1∗ , i f∗ té associat l’isomorfismede cossos γ := α−1βα ′ : K ′ → K .• La direcció de la translació f∗Φ′(−→v ′) és el punt f−1(〈−→v ′〉).Escrivim τ ′ := Φ′(−→v ′) i sigui z la direcció de f∗(τ ′). Considerem els punts
x, x ′ que havíem escollit. El punt z és la intersecció de la recta que uneix xi (f∗(τ ′))(x) amb l’hiperplà H . Els tres punts
x, f−1τ ′(x ′), zestan alineats a P(E). Com que f és una col.lineació, els tres punts
f (x), τ ′(x ′), f (z)estaran alineats a P(E ′) i això implica que f (z) és la direcció de la translació
τ ′ = Φ′(−→v ′), que ja hem vist abans que és igual a 〈−→v ′〉.
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Amb aquests preliminars ja estem en situació de trobar una aplicació semi-lineal
ψ : E → E ′ tal que f = P(ψ). Per comoditat, definirem l’aplicació en el sentitcontrari. Definim φ : E ′ → E per la fórmula
φ(λ−→e ′ +−→v ′) := γ(λ)−→e + f∗(−→v ′); λ ∈ K ′,−→v ′ ∈ F ′.Observem que és un isomorfisme semi-lineal ben definit amb isomorfisme de cossosassociat γ : K ′ → K . Sigui ara
h : P(E) −→ P(E); h := P(φ) ◦ f .Acabarem la demostració si veiem que h és la identitat.
• h deixa fixos els punts de l’hiperplà H .En efecte, sigui −→v ∈ F . Aleshores, si utilitzem la notació d(−) per indicar ladirecció d’una translació, tenim
P(φ)f (〈−→v 〉) = P(φ)f (d(Φ(−→v )))= P(φ)f (d(f∗Φ′(f∗)−1(−→v )))= P(φ)f (f−1〈(f∗)−1(−→v )〉)
= P(φ)(〈(f∗)−1(−→v )〉)= 〈f∗(f∗)−1(−→v )〉 = 〈−→v 〉.
• h commuta amb les translacions.Suposem que τ és una translació (diferent de la identitat) de P(E). Volemdemostrar que h−1τh = τ . En primer lloc, observem que h−1τh és claramentuna translació que té la mateixa direcció que τ . Per tant, com que duestranslacions de la mateixa direcció difereixen en un escalar, existirà λ ∈ ktal que h−1τh = λτ . Volem demostrar λ = 1. Comencem observant que,aplicant les definicions de h i f∗, la igualtat h−1τh = λτ es tradueix en
P(φ−1)τP(φ) = f−1∗ (λτ). (*)Escrivim ara τ = Φ(−→v ) per un cert vector −→v ∈ F − {0}. Aleshores, λτ =Φ(α−1(λ)−→v ) = Φ(µ−→v ). Apliquem la igualtat (∗) al punt x ′ = 〈−→e ′〉. tenim
P(φ−1) Φ(−→v )P(φ) (x ′) = P(φ−1) Φ(−→v ) (x) = P(φ−1) 〈−→e +−→v 〉= 〈−→e ′ + (f∗)−1(−→v )〉 = Φ′(f∗)−1(−→v )(x ′).
f−1∗ (λτ)(x ′) = Φ′(f∗)−1Φ−1Φ(µ−→v )(x ′)= Φ′(f∗)−1(µ−→v )(x ′).Com que una translació ve determinada per la imatge del punt x ′ i com queΦ i f∗ són isomorfismes, deduïm que −→v = µ−→v i, per tant, λ = 1.
Evidentment, si h deixa fixos els punts d’un hiperplà i un punt exterior (observemque h(x) = x) i commuta amb totes les translacions, h és la identitat i f = P(φ−1).
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A
l llarg d’aquestes notes hem posat èmfasi en la relació que hi ha entrela geometria afí i la geometria projectiva. Hem mirat l’espai afí comuna part de l’espai projectiu —més exactament, com el complementd’un hiperplà de l’espai projectiu— i hem mirat l’espai projectiu comuna compleció de l’espai afí —afegint-hi els «punts de l’infinit». Tanmateix, no hemtingut temps d’estudiar a fons aquestes transicions projectiu→afí i afí→projectiui, per motius d’eficiència, hem acabat tractant per separat les dues geometries.En aquest capítol de la secció de complements omplirem aquest buit amb tots elsdetalls que no han trobat lloc a les notes.
De l’espai projectiu a l’espai afí
Sigui X = P(V ) un espai projectiu de dimensió n i sigui P(H) un hiperplà de X . Jahem estudiat (pàgina 139) com podem dotar el complement A := P(V )−P(H) d’unaestructura natural1 d’espai afí. Volem estudiar ara aquella construcció amb mésdetall. El primer pas és veure quin és l’espai vectorial associat a l’espai afí A. Estracta de l’espai E := L(V /H,H) format per totes les aplicacions lineals V /H → H .L’acció de E sobre A de donada per
[−→v ] + ω := [−→v + ωπ(−→v )], −→v ∈ V , ω ∈ L(V /H,H)
on π : V → V /H és la projecció canònica. Amb aquesta definició no és difícil veureque es compleixen els axiomes d’espai afí (exercici III.6). D’altra banda, com que
V /H té dimensió 1, l’espai vectorial E té la mateixa dimensió que H i, per tant, ladimensió de l’espai afí A és la mateixa que la dimensió de l’espai projectiu X .En conclusió, a partir d’una parella (P(V ),P(H)) formada per un espai projectiui un hiperplà seu podem definir de manera canònica un espai afí de la mateixa
1Aquí, i en moltes altres ocasions al llarg d’aquest llibre, hem utilitzat les paraules
natural o canònic en un sentit poc precís, per indicar una construcció que depèn nomésde les dades del problema sense utilitzar cap element extern com pugui ser una eleccióarbitrària. Dit d’una altra manera, una construcció canònica és aquella que sempre quela duem a terme amb els mateixos inputs obtenim el mateix resultat, exactament. Hi hauna altra interpretació més formal de construcció natural que té a veure amb el conceptede functor i la teoria de categories. No entrarem en aquest camp però si coneixeu aquestconcepte de functor podeu llegir la nota 4).
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dimensió que l’espai projectiu P(V ) que té com a conjunt de punts els punts del’espai projectiu que no pertanyen a l’hiperplà.
De les subvarietats projectives a les subvarietats afinsVolem anar ara un pas més enllà i estudiar quina relació hi ha entre les subvarietatsprojectives de X i les subvarietats afins de A. Aquesta correspondència ja la vamestablir a la pàgina 145. Vegem-la ara amb més detall.
1. Sigui P(W ) ⊆ P(V ) una subvarietat projectiva no continguda a P(H) i sigui
L := P(W )∩A. Es compleix que L és una subvarietat afí de A de manera quesi P és un punt qualsevol de L, aleshores
L = P + L(V /H,W ∩H).
Per veure-ho, posem P = [−→v ] amb−→v ∈ W−H . Aleshores, si Q = [−→v +φπ(−→v )]amb φ ∈ L(V /H,W ∩ H), és evident que Q ∈ L. Recíprocament, sigui Q =[−→w ] ∈ L i sigui φ := −→PQ ∈ L(V /H,H). A l’exercici III.7 es demanava descriurel’homomorfisme φ. La solució és aquesta:
φ(−→e +H) = µ−→w − λ−→v
on λ, µ estan determinats per la propietat −→e −λ−→v , −→e −µ−→w ∈ H . Aleshores,és evident que φ ∈ L(V /H,W ∩H).
2. Recíprocament, sigui L = P + F una subvarietat afí de A, amb P = [−→v ],
−→v ∈ V −H . Definim
F [−→v ] := {φπ(−→v ) : φ ∈ F} , L := P (〈−→v 〉 ⊕ F [−→v ]) .
Es veu fàcilment que F [−→v ] és un subespai vectorial de V de la mateixadimensió que F . Demostrem ara que L no depèn de l’elecció de P ∈ L.Sigui Q = [−→v ′] ∈ L. Això vol dir que existirà φ0 ∈ F tal que −→v ′ = λ−→v +
φ0π(−→v ) per algun λ 6= 0. Aleshores, φπ(−→v ′) = λφπ(−→v ) i P (〈−→v 〉 ⊕ F [−→v ]) =
P
(
〈−→v ′〉 ⊕ F [−→v ]).
3. Les construccions dels dos apartats anteriors són inversa una de l’altra. De-mostrem que P(W ) ∩ A = P(W ). Sigui −→v ∈ W −H . Aplicant les definicions,tenim
P(W ) ∩ A = P (〈−→v 〉 ⊕ {φπ(−→v ) : φ ∈ L(V /H,W ∩H)}) = P(W ′)
i volem veure que això és el mateix que P(W ). És evident que W ′ ⊆ W .Si calculem les dimensions de W i W ′ veurem que són iguals. La igualtat
L ∩ A = L és senzilla.
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Comportament respecte de la suma i la interseccióEntre subvarietats projectives i també entre subvarietats afins tenim definides lesoperacions de suma i intersecció.2 La correspondència anterior es comporta bérespecte d’aquestes dues operacions, i ara explicarem què volem dir exactament.Designem per SP (P(V ) | P(H)) el conjunt de les subvarietats (projectives) de
P(V ) que no estan contingudes a P(H) (incloent-hi el conjunt buit) i designem per
SA (P(V )− P(H)) el conjunt de les subvarietats afins de l’espai afí P(V ) − P(H)(incloent-hi el conjunt buit). Hem definit una bijecció entre aquests dos conjunts
φ : SP (P(V ) | P(H))→ SA (P(V )− P(H))
que té la propietat que Y ⊆ Z si i només si φ(Y ) ⊆ φ(Z ).3 Com que la suma i laintersecció de subvarietats es poden definir exclusivament a partir de la inclusió —la suma és la subvarietat més petita que conté les dues subvarietats i la interseccióés la subvarietat més gran que està continguda en totes dues— obtenim, sense quecalgui cap més demostració:
φ(Y + Z ) = φ(Y ) + φ(Z ), φ(Y e Z ) = φ(Y ) ∩ φ(Z )
φ−1(Y + Z ) = φ−1(Y ) + φ−1(Z ), φ−1(Y ∩ Z ) = φ−1(Y ) e φ−1(Z )Observem que hem utilitzat el símbol e per indicar la intersecció de dos elementsde SP (P(V ) | P(H)). El motiu és que la intersecció ordinària no està ben definidaa SP (P(V ) | P(H)) perquè podria donar una subvarietat continguda a P(H) que noés un element de SP (P(V ) | P(H)). Així, X e Y = X ∩ Y si X ∩ Y no està continguta P(H) i X e Y = ∅ en cas contrari.Vegem ara què podem dir sobre φ−1(L1)∩φ−1(L2) quan L1 = P1+F1, L2 = P2+F2són varietats afins disjuntes. Posem P1 = [−→v 1], P2 = [−→v 2]. Siguin
Ei := 〈−→v i〉 ⊕ Fi[−→v i], i = 1, 2
2No hem tingut temps d’explicar amb detall quin tipus d’estructura abstracta sobre elconjunt de les subvarietats d’un espai projectiu ens proporcionen aquestes dues operaci-ons. Donem ara unes breus indicacions sobre aquest tema. Si X és un espai projectiude dimensió finita i designem per S(X ) el conjunt de totes les subvarietats de X , incloentel conjunt buit, és evident que S(X ) és un conjunt parcialment ordenat («poset») per larelació d’inclusió. Les operacions de suma i intersecció doten S(X ) d’una estructura de
reticle (anglès: lattice) i les propietats d’aquestes dues operacions que hem anat estudi-ant ens diuen que aquest reticle és complet (qualsevol conjunt de subvarietats té suma iintersecció), complementat (donada una subvarietat Y existeix una subvarietat Z tal que
Y + Z = X i Y ∩ Z = ∅), modular (la propietat de modularitat apareix a l’exercici II.54) ide dimensió finita. En qualsevol reticle amb aquestes propietats es pot desenvolupar unateoria de la dimensió que, en particular, inclou les fórmules de Grassmann. D’altra banda,es pot demostrar que qualsevol reticle amb aquestes propietats és isomorf al reticle de lessubvarietats d’algun espai projectiu de dimensió finita. Si X = P(V ), és clar que S(X ) ésisomorf al reticle dels subespais vectorials de V .3Amb el llenguatge de la nota anterior, diríem que φ és un isomorfisme de reticles.
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De manera que L1 ∩ L2 = P(E1 ∩ E2), però voldríem relacionar això amb F1, F2.Definim f : F1 ∩ F2 → E1 ∩ E2 per
f (φ) := φπ(−→v 1).
Aleshores, f està ben definida i és un isomorfisme. En efecte, sigui φ0 := −−−→P2P1.Tindrem
λ−→v 1 = −→v 2 + φ0π(−→v 2)amb λ 6= 0. D’aquí es dedueix que φπ(−→v 1) = λφπ(−→v 2) i realment f (φ) ∈ E1∩E2. fés clarament una aplicació lineal. Si f (φ) = 0, aleshores φπ(−→v 1) = 0 i com que φestà definida sobre l’espai vectorial de dimensió 1 V /H , tindrem φ = 0 i hem vistque f és injectiva. Vegem ara que f és exhaustiva. Sigui −→e ∈ E1 ∩ E2. Això vol dirque
−→e = α−→v 1 + φ1π(−→v 1) = β−→v 2 + φ2π(−→v 2), φ1 ∈ F1, φ2 ∈ F2.Si els coeficients α , β són tots dos diferents de zero obtenim immediatament
P1 + 1αφ1 = P2 + 1βφ2i això és impossible perquè estem sota la hipòtesi que L1 i L2 són disjuntes. Pertant, per exemple, β = 0. Aleshores,
α−→v 1 = φ2π(−→v 2)− φ1π(−→v 1) ∈ H
i això implica α = 0. Hem demostrat
−→e = φ1π(−→v 1) = φ2π(−→v 2)
i això implica φ1 = φ2 ∈ F1 ∩ F2 i −→e = f (φ1).Deduïm que, en el cas que L1 i L2 siguin disjuntes, hi ha un isomorfisme L1∩L2 ∼=
P(F1 ∩ F2).La conclusió de tot això és que hi ha una correspondència bijectiva entre lessubvarietats afins de A = P(V ) − P(H) i les subvarietats projectives de X = P(V )que no estan contingudes a l’hiperplà P(H), i aquesta correspondència conserva ladimensió i respecta la suma i la intersecció de subvarietats.
De les homografies a les afinitatsPer completar el «diccionari» que ens permet passat de l’espai projectiu a l’espaiafí volem veure ara quina relació hi ha entre aquests dos mons a nivell de lestransformacions de cadascun dels objectes: les afinitats dels espais afins i leshomografies dels espais projectius.Suposem, doncs, que tenim una homografia f : P(V )→ P(V ′) i volem veure que,sota unes hipòtesis molt naturals, f dóna lloc a una afinitat f̃ : A → A′ entre els
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espais afins que hem construït a partir de P(V ) i P(V ′). Voldríem considerar elcas més general possible, que és aquell en que f és una homografia singular, unageneralització senzilla del concepte d’homografia que vam considerar a l’exercici
II.3. Recordem-ne la definició. Si φ : V → V ′ és una aplicació lineal diferent dezero, podem definir
P(φ) ([−→v ]) := [φ(−→v )]que és una aplicació ben definida sempre que −→v /∈ kerφ. Per tant, obtenim unaaplicació
P(φ) : P(V )− P(kerφ) −→ P(V ′).Observem que l’aplicació lineal φ està determinada llevat del producte per unaconstant no nul.la. La relació entre homografies singulars i afinitats ve donada peraquest resultat:
Sigui f una homografia singular de P(V ) a P(V ′) tal que f doni lloc,
per restricció, a una aplicació f̃ : A→ A′. Aleshores, f̃ és una afinitat.
Demostrem aquest resultat. Sigui φ : V → V ′ una aplicació lineal que repre-senti l’homografia singular f i siguin H,H ′ hiperplans de V i V ′, respectivament,de manera que A = P(V ) − P(H), A′ = P(V ′) − P(H ′) siguin els espais afins queobtenim. La condició que la restricció de f ens doni una aplicació f̃ : A → A′ ésequivalent a
φ(−→v ) ∈ H ′ ⇐⇒ −→v ∈ H.Això és senzill de veure i l’únic pas de la demostració que requereix un comentariés veure que si f està ben definida aleshores φ(H) ⊆ H ′. Suposem, doncs, que
f està ben definida i considerem H ′′ := H ′ ∩ φ(V ). Com que H ′ + φ(V ) = V ′, uncàlcul de dimensions ens diu que H ′′ és un hiperplà de φ(V ). D’altra banda, comque φ−1(H ′) ⊆ H , tenim que H ′′ ⊆ φ(H). Aleshores
H ′′ ⊆ φ(H) ⊆ φ(V )
i, com que H ′′ és un hiperplà de φ(V ), una d’aquestes dues inclusions ha de ser unaigualtat. Si φ(H) = φ(V ), prenem −→v ∈ V −H i sigui −→u ∈ H tal que φ(−→v ) = φ(−→u ).Aleshores, φ(−→v −−→u ) = 0 i això és absurd perquè f ([−→v −−→u ]) ha d’estar definit. Pertant H ′′ = φ(H) i ja hem demostrat que φ(H) ⊆ H ′.Pel que acabem de veure, φ indueix una aplicació
φ : V /H → V ′/H ′
que no pot ser zero. Com que els dos espais vectorials involucrats són de dimensió1, φ ha de ser un isomorfisme. Recordem ara que els espais vectorials associatsals espais afins A i A′ els hem definit com
E := L(V /H,H), E ′ := L(V ′/H ′, H ′).
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Ara definim una aplicació lineal ψ : E → E ′ així:
ψ(ω) = φωφ−1 : V ′/H ′ → V /H → H → H ′.
Observem
• Si, en lloc de φ, prenem λφ per algun λ 6= 0, l’aplicació ψ que obtenim ésla mateixa. Per tant, ψ només depèn de f i no del representant φ que hemescollit.• L’aplicació f̃ : A → A′ i l’aplicació lineal ψ : E → E ′ formen una afinitat
A→ A′. La comprovació és immediata:
f (P) +ψ(ω) = [φ(−→v ) + φωφ−1πφ(−→v )] = [φ(−→v ) + φωπ(−→v )] = f (P +−→ω ).
La conclusió de tot el que hem vist fins ara és que hi ha una manera naturalde passar dels espais projectius als espais afins i de les homografies (possible-ment singulars) a les afinitats, i que aquest pas es comporta bé respecte de lessubvarietats lineals i les operacions de suma i intersecció de subvarietats.4
De l’espai afí a l’espai projectiu
Si ara tenim un espai afí A sobre un espai vectorial de dimensió finta V , construiremuna mena de «compleció» de A que serà un espai projectiu P(E) de manera que
A s’identificara a l’espai afí P(E) − P(H) per un cert hiperplà H de E . Per fer-hod’una manera natural utilitzarem el concepte de camp vectorial sobre un espai afí.Un camp vectorial sobre A és una aplicació X : A→ E . Intuïtivament, es tractade «posar un vector a cada punt de l’espai». El conjunt de tots els camps vectorialssobre A forma un espai vectorial que denotarem per X(A). Les operacions de sumade camps i producte d’un camp per un escalar es defineixen de la manera òbvia.Dins de l’espai vectorial X(A) identifiquem aquests dos subconjunts:
4Qui conegui la teoria de categories es pot qüestionar si aquest pas dels espais pro-jectius als espais afins i de les homografies a les afinitats que hem qualificat de naturalés realment un functor. La resposta és sí, però cal plantejar-ho amb una certa cura. Fixemun cos k i considerem aquestes dues categories:1. La categoria Pn que té per objectes les parelles (V ,H) on V és un k-espai vectorialde dimensió n+ 1 > 1 i H és un subespai de V de codimensió 1, i té per morfismesles aplicacions lineals φ : V → V ′ tals que φ(−→v ) ∈ H ′ ⇐⇒ −→v ∈ H .2. La categoria An que té per objectes els espais afins de dimensió n > 0 sobre el cos
k i per morfismes les afinitats.Aleshores, en aquest context, és cert que les construccions que hem fet ens donen unfunctor F : Pn → An.
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• Els camps constants són els que assignen a cada punt un mateix vector. Si
−→v ∈ V , denotarem el camp constant P 7→ −→v per X−→v . El conjunt de tots elscamps constants forma un subespai vectorial K(A) ⊂ X(A) que és claramentisomorf a V .• Un camp central és un camp vectorial X que té la propietat que existeixen
C ∈ A (anomenat el centre del camp) i λ ∈ k , λ 6= 0 tals que
X (P) = λ−→PC per tot P ∈ A.
És fàcil veure que el punt C i l’escalar λ estan unívocament determinats per
X i això ens permet designar el camp central X amb la notació XC,λ. Elconjunt de tots els camps centrals el denotarem per C(A) ⊂ X(A) i s’identificaclarament al conjunt A× k∗. No és un subespai vectorial de X(A).
Definim E com la unió
E := K(A) ∪ C(A).Resulta que E és un subespai vectorial de X(A). Per comprovar-ho n’hi ha prouamb verificar aquestes igualtats senzilles.
µ XC,λ = XC,µλ
X−→v + XC,λ = XD,λ amb D = C + λ−1−→v
XC,λ + XD,µ = XP,λ+µ amb P = D + λλ+ µ −→DC , si λ+ µ 6= 0
XC,λ + XD,−λ = Xλ−→DC .Quina dimensió té aquest espai vectorial E? Per contestar aquesta pregunta pre-nem un punt qualsevol P ∈ A i observem que cada element no nul de E /K té unúnic representant de la forma XP,λ per algun λ ∈ k∗. És a dir, E /K te dimensió 1 i,per tant, dim(E ) = dimV + 1.Considerem ara l’espai projectiu P(E ) i l’hiperplà P(K) i observem que l’assig-nació P 7→ XP,1 dóna una bijecció
f : A −→ P(E )− P(K).
Acabarem aquesta discussió veient que f és una afinitat. Recordem que, segonsla construcció de l’apartat anterior, P(E ) − P(K) és un espai afí sobre l’espai vec-torial W := L(E /K,K). Per demostrar que f és una afinitat hem de definir la sevadiferencial df : V → W . Ho fem així:
df (−→v ) ([XP,λ]) := Xλ−→v .Aplicant amb cura les definicions anteriors es pot comprovar que df està ben definit,és una aplicació lineal i compleix que f (P +−→v ) = f (P) + df (−→v ). Per tant, f és unisomorfisme afí.
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En conclusió, donat un espai afí l’hem inclòs, de manera natural, com el com-plement d’un hiperplà en un espai projectiu.
De les afinitats a les homografiesVegem ara com es comporta el pas d’afí a projectiu respecte de les afinitats. Su-posem que tenim una afinitat h : A → A′ amb diferencial dh : V → V ′. Fem laconstrucció anterior als dos espais afins A, A′ i obtenim isomorfismes afins
f : A −→ P(E )− P(K)
f ′ : A′ −→ P(E ′)− P(K′)
A partir d’aquesta afinitat podem definir una aplicació h̃ : E → E ′ d’aquesta manera:
h̃(X−→v ) := Xdh(−→v )
h̃(XP,λ) := Xh(P),λ
Aleshores, és un exercici senzill comprovar que h̃ és una aplicació lineal i que P(h̃)restringida a A coincideix amb h. En conclusió, quan completem un espai afí a unespai projectiu, cada afinitat s’estén a una homografia (que pot ser singular).
EquivalènciesHem vist com passar del projectiu (amb un hiperplà distingit) a l’afí i de l’afí alprojectiu, sempre de manera natural. Per acabar de veure que tenim una equi-valència entre el món projectiu i el món afí hauríem de comprovar que les duestransformacions afí-projectiu i projectiu-afí són realment inverses una de l’altra.Si comencem amb un espai afí A, el completem a un espai projectiu P(E ) i, acontinuació, prenem l’espai afí A := P(E )−P(K), ja hem vist que hi ha un isomorfismeafí natural A→ A. És a dir, si passem de l’afí al projectiu i novament a l’afí retrobem,llevat d’isomorfisme natural, l’espai afí inicial.Recíprocament, comencem amb un espai projectiu P(E) i un hiperplà P(H) iconstruïm l’espai afí associat A := P(E) − P(H). Recordem que l’espai vectoriald’aquest espai afí A és L(E/H,H). A continuació, prenem la compleció projectivad’aquest espai afí A que sabem que és P(E ) on E és un cert subespai de l’espaivectorial dels camps vectorials sobre A. Voldríem veure que amb aquestes duesoperacions hem retornat a l’espai projectiu inicial. Dit amb més precisió, volemtrobar un isomorfisme natural P(E) → P(E ). Ho farem construint un isomorfismelineal Φ : E → E .
Escollim un vector −→v 0 ∈ E −H i definim Φ(−→v ) ∈ E d’aquesta manera:
• Si −→v ∈ H , sigui ω : E/H → H l’únic homomorfisme tal que ωπ(−→v 0) = −→v .Definim Φ(−→v ) = Xω ∈ K.
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• Si −→v /∈ H , escrivim −→v = λ−→v 0 + −→e amb −→e ∈ H i observem que λ 6= 0 estàben determinat. Definim Φ(−→v ) = X[−→v ],λ ∈ C.
Comprovem ara que Φ és una aplicació lineal.
• Φ és clarament lineal sobre el subespai H i també és fàcil comprovar queΦ(µ−→v ) = µΦ(−→v ) per tot −→v ∈ E .
• Siguin −→u ∈ H , −→v ∈ E − H i escrivim −→v = λ−→v 0 + −→e amb −→e ∈ H . Sigui
ω : E/H → H l’únic homomorfisme tal que ωπ(−→v 0) = −→v . Tenim
Φ(−→u ) + Φ(−→v ) = Xω + X[−→v ],λ = X[−→v ]+λ−1−→u ,λ = X[−→u+−→v ],λ = Φ(−→u +−→v ).
• Siguin ara −→v 1 = λ1−→v 0 +−→e 1, −→v 2 = λ2−→v 0 +−→e 2 amb −→e 1,−→e 2 ∈ H i λ1, λ2 6= 0,
λ1 6= λ2. En aquests cas tenim
Φ(−→v 1) + Φ(−→v 2) = X[−→v 1],λ1 + X[−→v 2],λ2 = X[−→u ],λ1+λ2on el punt [−→u ] ve definit per
[−→u ] = [−→v 2] + λ1λ1 + λ2 −−−−−→[−→v 2][−→v 1].
Observem que el vector −−−−−→[−→v 2][−→v 1] és l’homomorfisme ω : E/H → H tal que
ωπ(−→v 2) = λ2λ1 −→v 1 −−→v 2i, per tant, [−→u ] = [−→v 1 +−→v 2] i Φ(−→v 1) + Φ(−→v 2) = Φ(−→v 1 +−→v 2).
En definitiva, Φ és un isomorfisme lineal i dóna lloc a una homografia
P(Φ) : P(E)→ P(E )
tal com volíem. Observem, però, que a l’inici de la construcció de Φ hem escollit uncert vector −→v 0, de manera que la construcció de Φ no és natural perquè una elecciódiferent ens duria a una aplicació Φ′ diferent. De tota manera, si estudiem l’efectede canviar el vector −→v 0 per un altre vector −→v ′0, és fàcil veure que l’isomorfisme Φes transformaria en un altre isomorfisme Φ′ que seria un múltiple no nul de Φ. Enconseqüència, les aplicacions induïdes P(Φ) i P(Φ′) serien iguals i podem afirmarque l’isomorfisme P(E) ∼= P(E ) sí que és natural.
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Amb coordenades tot és molt més senzill
Fins ara hem vist com hi ha transformacions naturals entre els conceptes afins i elsconceptes projectius i no negarem que els detalls de tot plegat són relativamentcomplicats. Aquesta complicació ve de la insistència en voler tenir transformacions
naturals. Si renunciem a aquesta exigència, si, per exemple, treballem en un certsistema de coordenades, aleshores —com ja hem dit a la nota 9 de la pàgina140— tot el que hem estudiat en aquest capítol es simplifica extraordinàriament.Repassem-ho breument.Si prenem un sistema de referència en un espai projectiu, aquest espai projectiues converteix en Pn(k) i els seus punts són {x1, . . . , xn+1} on x1, . . . , xn+1 ∈ k ientenem que {x1, . . . , xn+1} = {λx1, . . . , λxn+1} si λ 6= 0. Considerem ara l’hiperplà
H d’equació xn+1 = 0. Els punts de Pn(k)−H són els punts {x1, . . . , xn+1} ∈ Pn(k)tals que xn+1 6= 0. És clar que, dividint totes les coordenades per xn+1, aquestspunts es poden representar, de manera única, com {y1, . . . , yn, 1} i, per tant, tenimuna bijecció entre Pn(k)−H i l’espai afí kn donada per
{y1, . . . , yn, 1} ←− (y1, . . . , yn)
{x1, . . . , xn, xn+1} 7−→
(
x1




Aquests processos s’anomenen, respectivament, homogeneïtzació i deshomogene-
ïtzació i ens permeten la transició entre l’espai projectiu Pn(k) i l’espai afí kn, enun sentit i en l’altre.Estudiem ara el cas de les subvarietats afins i les subvarietats projectives. Unasubvarietat projectiva de Pn(k) ve donada per unes equacions lineals homogènies
a1,1x1+ · · ·+ a1,n+1xn+1 = 0...
ar,1x1+ · · ·+ ar,n+1xn+1 = 0Els punts de la subvarietat són els que tenen coordenades {x1, . . . , xn+1} que com-pleixen aquestes equacions. Si ara suprimim els punts de l’hiperplà xn+1 = 0 ipassem a l’espai afí kn, això és el mateix que considerar els punts amb xn+1 = 1 iles equacions anteriors es transformen en les equacions de la subvarietat afí
a1,1x1+ · · ·+ a1,nxn + a1,n+1 = 0...
ar,1x1+ · · ·+ ar,nxn + ar,n+1 = 0Recíprocament, si partim d’una subvarietat afí amb unes equacions cartesianes, lasubvarietat projectiva corresponent s’obtindrà multiplicant els termes de grau zerode les equacions per la nova variable xn+1.
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A nivell de transformacions, una afinitat de kn ve donada per una matriu (n +1)× (n+ 1) de la forma 
M





Aquesta matriu ens dóna, automàticament, una aplicació lineal kn+1 → kn+1 i, pertant, una homografia Pn(k)→ Pn(k) (que pot ser singular). Recíprocament, si tenimuna homografia (potser singular) P(φ) : Pn(k)→ Pn(k) que tingui la propietat que
φ(−→v ) ∈ {xn+1 = 0} ⇐⇒ −→v ∈ {xn+1 = 0}
aleshores φ vindrà donada per una certa matriu
M





amb λ 6= 0. Aleshores, com que P(φ) no canvia si dividim per λ, obtenim la matriud’una afinitat kn → kn.
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classificació de les afinitats
E
n el capítol 22 vam enunciar dos teoremes importants de geometriaafí. El primer feia referència a que (amb algunes poques excepcions)tota col.lineació entre dos espais afins és una semi-afinitat. El segonens donava un criteri de similitud entre afinitats basat en la simili-tud de les diferencials i en la igualtat del nivell d’invariància. En aquest capítoldemostrarem aquests dos teoremes.
El teorema de representació per a col.lineacions afins
Recordem l’enunciat del teorema que sovint s’anomena «teorema fonamental de lageometria afí»:
Si X és un espai afí de dimensió finita > 1 sobre un cos de més de
dos elements i f : X → X és una col.lineació, aleshores f és una semi-
afinitat.
Observem que aquest teorema s’assembla molt al teorema de representació dela geometria projectiva (pàgina 108) i que la correspondència entre la geometriaprojectiva i la geometria afí que hem estudiat al capítol anterior suggereix queaquest teorema afí es podria deduir del teorema projectiu, sense gaire esforç. Hofarem així.Per tot el que hem estudiat al capítol anterior, podem suposar que tenim unespai projectiu X = P(V ) i un hiperplà H = P(W ) ⊂ X de manera que X = X −H .El que farem serà estendre l’aplicació f : X → X a una col.lineació f : X → X .Definim f d’aquesta manera:
• Escollim un punt O ∈ X i denotem O′ := f (O).• Si Z ∈ H , considerem la recta OZ i escollim un punt Y ∈ OZ , Y 6= O, Z .Definim f (Z ) que sigui el punt on la recta O′f (Y ) talla H .• Cal veure que f (Z ) no depèn de l’elecció del punt Y ∈ OZ . Això és evidentperquè f és una col.lineació.
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Tenim, per tant, una aplicació f : P(V )→ P(V ) que, restringida a X , coincideix ambla col.lineació inicial f : X → X . El pas següent consisteix en demostrar que f éstambé una col.lineació. Que f és bijectiva és clar.Considerem aquesta construcció. Comencem amb tres punts alineats qualssevol
A,B, Z , amb Z ∈ H i A,B ∈ X . Escollim un punt Y ∈ X arbitrari tal que O, Y , Zestiguin alineats i determinem, pel mètode anterior, el punt f (Z ) ∈ H . Escollimun punt U /∈ H alineat amb A i Y . Per poder fer això necessitem que les rectestinguin com a mínim quatre punts i això és cert precisament per la hipòtesi que elcos base té més de dos elements. Apliquem ara f a tot el diagrama i obtenim lasituació representada en aquest gràfic:
Per l’axioma projectiu, les rectes f (A)f (B) i f (Y )f (C ) s’han de tallar a X , però nopoden tallar-se a X perquè les seves antiimatges no es tallen a X i f és unacol.lineació. Per tant, s’han de tallar a H i això implica que f (Z ) = Z ′. Amb totaixò hem demostrat que per calcular f (Z ) podem prescindir del punt O i prendrepunts qualsevol A,B ∈ X alineats amb Z a X . També hem demostrat que si tenim
A,B ∈ X , Z ∈ H , aleshores A,B, Z estan alineats si i només si f (A), f (B), f (Z ) estanalineats.Per acabar la demostració que f és una col.lineació hem d’estudiar el cas
Z1, Z2, Z3 ∈ H i demostrar que estan alineats si i només si f (Z1), f (Z2), f (Z3) es-tan alineats. Suposem que Z1, Z2, Z3 estan alineats i escollim Y1 sobre la recta
OZ1 i Y2 sobre la recta OZ2, tals que Y1 6= O, Z1, Y2 6= O, Z2. És clar que la recta
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Y1Y2 tallarà la recta OZ3 en un punt Y3. Aplicant f veiem que f (Z1), f (Z2), f (Z3)pertanyen a la intersecció de l’hiperplà H amb el pla que conté les rectes Of (Y1),
O, f (Y2) i Of (Y3). Aquesta intersecció és una recta i f (Z1), f (Z2), f (Z3) estan alineats.La implicació recíproca es demostra de la mateixa manera.Apliquem ara el teorema de representació de col.lineacions projectives: existiràuna aplicació semi-lineal φ : V → V tal que f = P(φ). Aleshores, f : X → X seràtambé una semi-afinitat.1
Bases de Jordan
La demostració del teorema de classificació de les afinitats (pàgina 160) utilitzade manera fonamental la teoria de les bases de Jordan, una mica més enllà delque s’estudia habitualment als cursos d’àlgebra lineal. Per aquest motiu, abansd’entrar en la demostració del teorema de classificació, repassarem la teoria de lesbases de Jordan des del punt de vista que ens interessa.Suposem que tenim un endomorfisme φ : V → V d’un espai vectorial de dimen-sió finita V i considerem el seu polinomi anul.lador p(x). La primera observacióimportant és que una descomposició de p(x) en polinomis primers entre ells dónalloc a una descomposició de V en suma directa de subespais invariants per φ. Mésconcretament
Si p(x) = q1(x)q2(x) i els polinomis q1(x), q2(x) són polinomis mònics no
constants primers entre ells, aleshores existeixen subespais E1, E2 ⊂ V
invariants per φ, tals que V = E1 ⊕ E2, q1(x) és el polinomi anul.lador
de φ|E1 i q2(x) és el polinomi anul.lador de φ|E2 .
La demostració és senzilla i utilitza la identitat de Bézout. Aquest teorema enspermet reduir l’estudi d’un endomorfisme al cas en que el polinomi anul.lador siguiuna potència d’un polinomi irreductible. Per exemple, q(x) = (x − a)r . La teoria deles bases de Jordan estudia precisament aquest cas.Suposem a partir d’ara que el polinomi anul.lador de l’endomorfisme φ tingui laforma q(x) = (x − a)r per algun escalar a ∈ k i algun enter r > 0. A cada vector
−→e ∈ V li podem associar aquests dos enters
η(−→e ) := mín{i : (φ − a)i(−→e ) = 0}
h(−→e ) := mín{i : (φ − a)i(−→e ) ∈ Im(φ − a)i+1}.
1Estrictament parlant, no podem aplicar la teoria del capítol anterior perquè noméshavíem considerat el cas de les homografies i no el cas de les projectivitzacions d’aplicacionssemi-lineals, però els resultats segueixen essent vàlids en aquesta situació lleugeramentmés general.
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Clarament, h(−→e ) ≤ η(−→e ). Direm que un vector−→e té alçada màxima si h(−→e ) = η(−→e ).En aquesta situació, trobar una base de Jordan per a φ vol dir trobar vectors
−→e 1, . . . ,−→e k ∈ V(anomenats generadors de la base de Jordan) de manera que si posem ri := η(−→e i),
i = 1, . . . , k , aleshores
−→e 1, (φ − a)(−→e 1), . . . , (φ − a)r1−1(−→e 1),...
−→e k , (φ − a)(−→e k ), . . . , (φ − a)rk−1(−→e k )
és una base de V . Observem que, d’aquesta manera, la matriu de φ en unabase de Jordan té una forma ben senzilla:Ji · · · 0... . . . ...0 · · · Jk
 , amb Ji =

a 0 01 a 00 1 a. . . . . .. . . a 01 a

matriu ri × ri.
Cada matriu Ji direm que és un bloc de Jordan. La teoria de les bases de Jordan ensdiu que sempre podem trobar una base de Jordan. Aleshores, quan expressem φ enuna base de Jordan i obtenim una matriu com l’anterior, direm que hem expressat
φ en la seva forma normal de Jordan. Aquesta expressió està justificada perquè laforma normal de Jordan és única, en el sentit que el nombre k de blocs de Jordani la mida ri de cada bloc de Jordan estan determinats per l’endomorfisme φ i nocanvien si substituïm φ per un endomorfisme conjugat ψφψ−1. Evidentment, l’ordreen què apareixen els blocs sí que el podem canviar arbitràriament, però no el seunombre ni la seva mida.Com ja hem dit, l’existència de bases de Jordan —que s’estudia als cursosbàsics d’àlgebra lineal— juga un paper important en el teorema de classificacióde les afinitats, però necessitarem una propietat de les bases de Jordan que vauna mica més enllà de la seva existència i que normalment no es té en compte enels cursos d’àlgebra lineal: ens cal saber que si tenim un vector d’alçada màximaprefixat (diferent de zero), podem trobar una base de Jordan que contingui aquestvector com a generador. Concretament:
Sigui −→e ∈ V un vector d’alçada màxima. Existeix una base de Jordan
per a φ. A més, si −→e 6= 0, existeix una base de Jordan per a φ de la
qual −→e n’és un generador.
Aquest resultat es demostra sense gaire dificultat per inducció sobre r (que és elgrau del polinomi anul.lador (x − a)r). Repassem aquesta demostració. Si r = 1,
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aleshores φ(−→v ) = a−→v per tot −→v ∈ V i el teorema és trivialment cert. Suposem
r > 1 i considerem V ′ := Im(φ − a). És evident que V ′ és un subespai vectorialde V invariant per φ i que el polinomi anul.lador de φ|V ′ : V ′ → V ′ és (x − a)r−1.Definim −→e ′ := (φ − a)(−→e ) ∈ V ′ i observem que η(−→e ′) = h(−→e ′). Per tant, −→e ′ éstambé un vector d’alçada màxima i podem aplicar la hipòtesi d’inducció.Tindrem una base de Jordan de V ′ amb generadors −→e ′1, . . . ,−→e ′k ∈ V ′. Aquestabase de Jordan tindrà la forma
J ′ =

−→e ′1, (φ − a)(−→e ′1), . . . , (φ − a)r1−1(−→e ′1),...
−→e ′k , (φ − a)(−→e ′k ), . . . , (φ − a)rk−1(−→e ′k )on ri = η(−→e ′i) per i = 1, . . . , k . A més, si −→e ′ 6= 0, podem aconseguir −→e ′1 = −→e ′. Comque aquests vectors són a V ′ = Im(φ − a), podem trobar vectors −→e 1, . . . ,−→e k ∈ Vtals que −→e ′i = (φ − a)(−→e i) per i = 1, . . . , k . Novament, si −→e ′ 6= 0, podem prendre−→e 1 = −→e . Considerem ara aquests vectors:(φ − a)r1−1(−→e ′1), . . . , (φ − a)rk−1(−→e ′k ).Aquests vectors són linealment independents (formen part d’una base de V ′) i per-tanyen a ker(φ − a). Per tant, els podem completar amb vectors
−→e k+1, . . . ,−→e mfins obtenir una base de ker(φ − a). Aleshores,
J =

−→e 1, (φ − a)(−→e 1), . . . , (φ − a)r1(−→e 1),...
−→e k , (φ − a)(−→e k ), . . . , (φ − a)rk (−→e k ),
−→e k+1, . . . ,−→e més una base de Jordan de V i si −→e ′ 6= 0 podem aconseguir −→e 1 = −→e , com volíem. Perveure que J és una base, observem que la quantitat de vectors que hi ha coincideixamb la dimensió de V , mentre que el fet que són linealment independents es potcomprovar fàcilment d’aquesta manera. Suposem que tenim∑
j=1···k
i=0···rj
αij (φ − a)i(−→e j ) + m∑
j=k+1βj
−→e j = 0.
Apliquem φ − a i obtenim ∑
j=1···k
i=0···rj−1
αij (φ − a)i(−→e ′j ) = 0.
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Per tant, com que J ′ és una base, tenim αij = 0 per i = 0, · · · , rj − 1, j = 1, . . . , ki la combinació lineal inicial es redueix a∑
j=1···k αrj j (φ − a)rj−1(−→e ′j ) +
m∑
j=k+1βj
−→e j = 0.
Però aquests vectors són linealment independents per construcció.Per acabar la demostració cal encara considerar el cas en que −→e 6= 0 però −→e ′ =0. Seguim el mateix procediment anterior. En primer lloc tenim, igual que abans,la base de Jordan de V ′ amb generadors −→e ′1, . . . ,−→e ′k ∈ V ′. Aleshores, prenemantiimatges −→e 1, . . . ,−→e k ∈ V , com hem fet abans. A continuació considerem, igualque abans, els vectors
(φ − a)r1−1(−→e ′1), . . . , (φ − a)rk−1(−→e ′k ) ∈ ker(φ − a) ∩ Im(φ − a).Si −→e fos combinació lineal d’aquests vectors, tindríem que −→e ∈ Im(φ−a) i h(−→e ) =0. Però −→e és, per hipòtesi, un vector d’alçada màxima. Per tant, η(−→e ) = h(−→e ) = 0i −→e = 0, que no és el cas. Per tant, en la construcció anterior podem prendre
ek+1 = −→e ′ i arribem a la conclusió que volíem.2
Nivell d’invariància i classificació de les afinitats
El teorema de classificació de les afinitats diu això:
[TCA] Dues afinitats f , g : X → X són similars si i només si les aplica-
cions lineals df, dg són similars i f i g tenen el mateix nivell d’invari-
ància.
D’altra banda, hem afirmat (pàgina 162):
[NI] El nivell d’invariància d’una afinitat f : X → X es pot definir
d’aquestes dues maneres equivalents.
• És la mínima dimensió d’una subvarietat de X invariant per f .• És el mínim i tal que
(df − 1)i (−−−→Pf (P)) ∈ Im(df − 1)i+1
per a qualsevol punt P ∈ X .
2Observem que aquesta demostració és perfectament constructiva i ens permet, perexemple, fer un petit programa que trobi efectivament aquestes bases de Jordan.
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En aquest apartat demostrarem aquests dos resultats. Observem que l’enter i queapareix a la segona definició del nivell d’invariància és precisament la funció h quehem considerat quan hem estudiat les bases de Jordan. Suposem, doncs, que tenimuna afinitat f : X → X i fem aquestes observacions:
• L’enter i definit a la segona part de [NI] depèn només de f i no del punt Pescollit. Diguem
ρ(f ) := mín{i : (df − 1)i(−−−→Pf (P)) ∈ Im(df − 1)i+1}.
Aleshores, si Q és un altre punt qualsevol, un càlcul senzill ens diu que
−−−→
Qf (Q) = −−−→Pf (P) + (df − 1)(−→PQ)
i és clar que el valor de ρ(f ) serà el mateix si el calculem a partir de P o apartir de Q.• Els dos teoremes [TCA] i [NI] són certs quan el nivell d’invariància és zero (ésa dir, quan hi ha punts fixos). En efecte, en el cas del teorema de classificació,si f i g tenen punts fixos, escollim un punt fix P de f i un punt fix Q de g i sigui
ψ un isomorfisme lineal que transformi df en dg (és a dir, ψdf ψ−1 = dg).Aleshores, si prenem una afinitat h que tingui diferencial dh = ψ i tal que
h(P) = Q, és clar que g = hfh−1 i f i g són similars.Pel que fa al teorema [NI], és clar que si f té un punt fix, aleshores ρ(f ) = 0.Recíprocament, si ρ(f ) = 0 això vol dir que si prenem un punt qualsevol
P , existeix un vector −→v tal que −−−→Pf (P) = (df − 1)(−→v ) i aleshores es veuimmediatament que P −−→v és un punt fix de f .Per tant, a partir d’ara podem suposar que el nivell d’invariància és > 0 i, enparticular, r := ρ(f ) > 0.
• Existeix un punt Q ∈ X tal que −→e := −−−→Qf (Q) és un vector d’alçada màximaamb polinomi anul.lador (x − 1)r .En efecte, sigui P ∈ X un punt qualsevol i, com que r = ρ(f ), existirà un vector
−→v ∈ V tal que (df − 1)r(−−−→Pf (P)) = (df − 1)r+1(−→v ). Prenem Q := f (P − −→v ).Aleshores, és fàcil comprovar que −−−→Qf (Q) compleix les condicions que hem dit:té anul.lador (x − 1)r i té alçada màxima.• Apliquem ara la teoria de les bases de Jordan a l’endomorfisme df : V → V .El polinomi anul.lador de df el podem escriure com a un producte (x−1)Nq(x)on q(x) és un polinomi primer amb (x − 1). Aleshores, podem descompondre
V com a suma directa V = E1 ⊕ Eq de dos subespais invariants de maneraque l’anul.lador de df sobre E1 sigui (x − 1)N i l’anul.lador de df sobre Eqsigui q(x). També, podem trobar una base de Jordan de E1 amb generadors−→e 1, . . . ,−→e k de manera que −→e 1 = −→e .
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Prenem ara el sistema de referència de X format pel punt Q i la base formadaper la base de Jordan que acabem de trobar, completada amb una basequalsevol de Eq. La matriu de f en aquesta referència tindrà aquesta forma
M =

J 00 M 10...00 · · · 0 1

on J és una matriu amb anul.lador (x − 1)N que està en la seva forma normalde Jordan i en la qual el primer bloc de Jordan té mida r × r, i M és unamatriu quadrada amb polinomi anul.lador q(x).• Calculem ara la dimensió mínima d’una subvarietat invariant per f utilitzantla matriu anterior. Evidentment, la subvarietat
xr+1 = · · · = xn = 0és invariant i té dimensió r, per tant, el nivell d’invariància és ≤ r. D’altrabanda, suposem que R + F és una subvarietat invariant i sigui −→w := −−−→Rf (R).Tindrem que F és un subespai invariant per df i que −→w ∈ F . Per tant, totsaquests vectors són a F :
−→w , (df − 1)(−→w ), . . . , (df − 1)r−1(−→w ).Si ara calculem la primera coordenada diferent de zero d’aquests vectorsobservarem que
−→w = (1, ∗, . . . , ∗)(df − 1)(−→w ) = (0, 1, ∗, . . . , ∗)...(df − 1)r−1(−→w ) = (0, . . . , 0, 1, ∗, . . . , ∗)i d’aquí deduïm que aquests vectors són linealment independents. En con-seqüència, la dimensió de F és ≥ r i així hem vist que el nivell d’invariànciade f és igual a r = ρ(f ) i ja hem demostrat [NI].
Amb tot el que hem vist fins ara ja tenim els ingredients necessaris per a la de-mostració de [TCA]. Suposem que f i g són dues afinitats amb el mateix nivelld’invariància, que podem suposar que és > 0 perquè en el cas que hi hagi puntsfixos ja hem vist abans que [TCA] és evident. Tindrem que r = ρ(f ) = ρ(g) i podemaplicar a g el mateix procediment que hem aplicat fins ara a f per obtenir que, enuna certa referència, la matriu de g té la forma
M′ =

J ′ 00 M ′ 10...00 · · · 0 1

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Observem que el primer bloc de Jordan de la matriu J ′ ha de tenir mida r. Com que
df i dg són aplicacions lineals similars, existeix un isomorfisme lineal ψ tal que
ψdfψ−1 = dg. En particular, els polinomis anul.ladors de df i dg seran iguals itindran la forma (x−1)Nq(x) amb q(x) primer amb x−1. Ara fem l’observació crucialque ψ transformarà ker(df − 1)N en ker(dg − 1)N i també transformarà kerq(df )en kerq(dg). És a dir, les matrius J i J ′ seran similars i les matrius M i M ′ seransimilars. Però la matriu de Jordan d’un endomorfisme és única (llevat de l’ordredels blocs) i, per tant, podem suposar J = J ′. Tot això ens demostra que existeixuna matriu
U =

I 00 U 00...00 · · · 0 1

tal que UMU−1 = M′. En conclusió: f i g són afinitats similars, com volíemdemostrar. La implicació contraria —afinitats similars tenen diferencials similars itenen el mateix nivell d’invariància— és trivial. Per tant, ja hem demostrar [TCA].
El grup afí
Si X és un espai afí amb espai vectorial associat V , les afinitats bijectives V → Vformen un grup amb l’operació de composició. Direm que és el grup afí de X .
Af(X ) := {f : X → X : f afinitat bijectiva}.
Si assignem a cada afinitat la seva diferencial obtenim un homomorfisme de grups
d : Af(X ) −→ GL(V ).
Aquest homomorfisme és clarament exhaustiu: si tenim un isomorfisme lineal φ iescollim un punt qualsevol P ∈ X , hi ha una afinitat bijectiva f tal que f (P) = P i
df = φ. El nucli de d està format per les translacions de X que formen, per tant,un subgrup normal de Af(X ) que és clarament isomorf al grup additiu de V . Podemescriure
GL(V ) ∼= Af(V )/Vo també podem dir que tenim una extensió de grups
V  Af(X ) GL(V ).
En el llenguatge de la teoria de grups es diu que Af(X ) és una extensió de GL(V )per V . De fet, aquesta extensió pertany a un tipus especial d’extensions ques’anomenen productes semidirectes. Es diu que Af(X ) és el producte semidirectede GL(V ) per V amb l’acció natural de GL(V ) sobre V . De tota manera, aquestsconceptes s’escapen del contingut d’aquest curs i no donarem més detalls.
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C.7. El teorema de Witt i la
classificació afí de les quàdriques
E
n aquest capítol donarem demostracions de les diverses versions del
teorema de Witt que hem esmentat a la pàgina 208 i també delsaspectes que han quedat pendents de demostració a la classificacióde les quàdriques afins: teorema d’extensió de similituds i relacionsentre els invariants ρ, ι d’una forma quadràtica i els invariants ρ∞, ι∞ de la sevarestricció a l’hiperplà de l’infinit.
El teorema de Witt
Comencem estudiant algunes propietats generals dels espais quadràtics. Conside-rem un espai quadràtic V .
• Sigui E ⊆ V un subespai no singular. Aleshores,
(a) dimE + dimE⊥ = dimV .(b) V = E ⊥ E⊥.(c) Si V = E ⊥ F , aleshores F = E⊥.
Comprovar aquestes propietats és senzill (exercici IV.5).• Sigui E un subespai qualsevol d’un espai quadràtic no singular V . Aleshores,
(a) dimE + dimE⊥ = dimV .(b) E⊥⊥ = E .(c) E⊥ és no singular si i només si E és no singular.(d) Si E és un hiperplà, el seu radical té dimensió ≤ 1.
Només la part (a) requereix demostració perquè les altres propietats sónconseqüències directes de (a). Denotem per V ∗, E∗ els espais vectorialsduals de V i E , respectivament. La inclusió E ⊆ V dóna una aplicació linealexhaustiva i∗ : V ∗  E∗. Considerem l’aplicació lineal φ : V → V ∗ donadaper
−→v 7→ {−→e 7→ −→v · −→e }
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que, com que V és no singular, és injectiva i, per tant, és un isomorfisme. Lacomposició i∗φ : V → E∗ és una aplicació lineal exhaustiva amb nucli E⊥.D’aquí es dedueix que dimV = dimE + dimE⊥.
• Si −→v ∈ V és un vector no isòtrop, el subespai 〈−→v 〉 és no singular i, per unapropietat anterior, podem escriure
V = 〈−→v 〉 ⊥ 〈−→v 〉⊥.
Aleshores, inductivament, podem demostrar (exercici IV.6) que V admet una
base ortogonal tal que el primer vector de la base sigui −→v .
• Si −→w ∈ V és un vector no isòtrop, podem considerar la reflexió ortogonald’arrel −→w (exercici IV.8)
−→e 7→ −→e − 2(−→w · −→e−→w · −→w
)
−→w .
Aquestes reflexions ens permeten demostrar que hi ha prou isometries, enaquest sentit: si tenim dos vectors −→u ,−→v ∈ V tals que
−→u · −→u = −→v · −→v 6= 0,
aleshores existeix una isometria φ : V → V tal que φ(−→u ) = −→v (exercici IV.9).
Demostrem ara el teorema de Witt de la pàgina 208:
Sigui V un espai quadràtic i siguin V = E1 ⊥ F1 = E2 ⊥ F2 dues
descomposicions de V en suma ortogonal. Si E1 i E2 són isomètrics,
aleshores F1 i F2 també són isomètrics.
La demostració segueix aquests passos:
• Considerem primer el cas que E1 (i, per tant, també E2) és totalment isòtrop.Sigui R1 := F1 ∩ F⊥1 i sigui F ′1 un complement qualsevol de R1 a F1. Enaquestes circumstàncies, és evident que
E1 ⊥ R1 = Rad(V )
V = E1 ⊥ R1 ⊥ F ′1 = Rad(V ) ⊥ F ′1Fem la mateixa construcció amb E2 per obtenir V = E2 ⊥ R2 ⊥ F ′2 =Rad(V ) ⊥ F ′2. Aleshores, sigui φ′ : F ′1 → F ′2 la composició de la inclusió
F ′1 ⊆ V amb la projecció V = Rad(V ) ⊥ F ′2 → F ′2. Es veu fàcilment que φ′és una isometria. Si ara completem φ′ amb qualsevol isomorfisme R1 → R2(que és automàticament una isometria), obtenim la isometria φ : F1 → F2que volíem.
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• Hem demostrat que el teorema és cert si els subespais E1, E2 tenen rangzero. Procedim ara per inducció sobre el rang d’aquests espais. Suposem quetenen rang > 0 i sigui −→e 1 ∈ E1 un vector no isòtrop. Segons hem vist abans,aquest vector no isòtrop ens permet descompondre E1 en suma ortogonal
E1 = 〈−→e 1〉 ⊥ G1. Sigui ara φ : E1 → E2 la isometria que existeix perhipòtesi i sigui −→e 2 := φ(−→e 1). Podem escriure, anàlogament, E2 = 〈−→e 2〉 ⊥ G2amb G2 = φ(G1) i, en particular, G1 ∼= G2. Per una propietat que hemvist anteriorment, existeix una isometria ψ : V → V tal que ψ(−→e 1) = −→e 2.Tindrem
G2 ⊥ F2 = 〈−→e 2〉⊥ = ψ(〈−→e 1〉)⊥ = ψ(G1 ⊥ F1) = ψ(G1) ⊥ ψ(F1).Com que G2 ∼= G1 ∼= ψ(G1) i el rang de G2 és menor que el de E1, podemaplicar la hipòtesi d’inducció i obtenim que F2 ∼= ψ(F1) ∼= F1. Això acaba lademostració del teorema de Witt.
Hem demostrat el teorema de Witt en la versió teorema de cancel.lació. Demostremara les altres versions que hem esmentat a la nota al peu de la pàgina 208.
1. Teorema d’extensió. Siguin V1 = E1 ⊥ F1 i V2 = E2 ⊥ F2 dos espais qua-
dràtics isomètrics i sigui φ : E1 → E2 una isometria. Existeix una isometria
φ̃ : V1 → V2 que coincideix amb φ sobre E1 i tal que φ̃(F1) = F2.Sigui ψ : V1 → V2 la isometria que existeix per hipòtesi i apliquem el teoremade Witt a les dues descomposicions
V2 = E2 ⊥ F2 = ψ(E1) ⊥ ψ(F1).Obtindrem una isometria η : ψ(F1)→ F2. Definim φ̃ := φ ⊥ ηψ.2. Teorema original de Witt. Si E1, E2 ⊆ V són subespais isomètrics no singu-
lars d’un espai quadràtic V , aleshores E⊥1 i E⊥2 també són isomètrics.Trivial perquè podem escriure V = E1 ⊥ E⊥1 = E2 ⊥ E⊥2 .3. Extensió en subespais no singulars. Si E1, E2 són subespais no singulars
d’un espai quadràtic V i φ : E1 ∼= E2 és una isometria, aleshores existeix una
isometria ψ : V ∼= V tal que ψ|E1 = φ.També és una conseqüència trivial del teorema de Witt perquè podem escriure
V = E1 ⊥ E⊥1 = E2 ⊥ E⊥2 i el teorema de Witt ens diu que existeix unaisometria ρ : E⊥1 → E⊥2 . Aleshores, ψ = φ ⊥ ρ és la isometria que volem.4. Extensió en un espai no singular. Si E1, E2 són subespais d’un espai qua-
dràtic no singular V i φ : E1 ∼= E2 és una isometria, aleshores existeix una
isometria ψ : V ∼= V tal que ψ|E1 = φ.Si E1, E2 són no singulars, podem aplicar el teorema anterior. En cas contra-ri, tindrem descomposicions no trivials Ei = Ri ⊥ Fi, i = 1, 2 on els subespais
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R1, R2 són totalment isòtrops i els subespais F1, F2 són no singulars, de ma-nera que R1 ∼= R2. Considerem ara el subespai F⊥1 . Com que F1 és nosingular i com que V és també no singular, sabem que F⊥1 serà no singular.Per tant, R1 és un espai totalment isòtrop contingut en un espai no singulari li podem aplicar el resultat de la pàgina 209 (vegeu també l’exercici IV.11):prenem una base −→e 1, . . . ,−→e r de R1 i completem cada vector a un pla hiper-bòlic de F⊥1 . Obtindrem E1 ⊂ H1 ⊥ F1 on H1 és una suma ortogonal de planshiperbòlics. Fem la mateixa construcció amb E2, però escollint com a basede R2 els vectors φ(−→e 1), . . . , φ(−→e r). Obtindrem E2 ⊂ H2 ⊥ F2 i claramentpodem estendre φ a una isometria H1 ⊥ F1 → H2 ⊥ F2. Però ara aquestssubespais sí que ja són no singulars i, pel teorema anterior, podem estendreaquesta isometria a una isometria ψ : V → V , com volíem.
Restricció d’una forma quadràtica a un hiperplà
En aquest apartat estudiarem1 la relació que hi ha entre els invariants (rang i índex)d’una forma quadràtica i els invariants de la restricció d’aquesta forma quadràticaa un hiperplà.Fixem, doncs, un espai quadràtic V i un hiperplà H ⊂ V . Denotarem ρ, ι el rangi l’índex de V i ρH , ιH el rang i l’índex de H com a espai quadràtic amb la restriccióde la forma quadràtica de V . Denotarem per V⊥ el radical de V i descompondrem
H com a
H = (H ∩H⊥) ⊥ Fon H ∩ H⊥ és, evidentment, el radical de H , i F és un subespai no singular. Dis-tingirem diversos casos:
• Si existeix −→e ∈ V⊥ − H , aleshores −→e és un vector isòtrop i podem escriure
V = H ⊥ 〈−→e 〉. En aquest cas és evident que ρ = ρH i ι = ιH .• Suposem ara V⊥ ⊆ H . En aquest cas és clar que V⊥ ⊆ H ∩ H⊥. Observemque, com que F és no singular, podem escriure V = F ⊥ F⊥ i això ens diuque existirà −→e ∈ F⊥ −H . Distingim dos casos més:
– V⊥ = H ∩H⊥. En aquest cas, −→e ∈ H⊥ i podem escriure V = H ⊥ 〈−→e 〉.D’altra banda, −→e no pot ser isòtrop perquè estaria a V⊥ i no és el cas.Per tant, ρ = ρH + 1, ι = ιH + ε amb ε = 0, 1.
– V⊥ ( H ∩ H⊥. En aquest cas, escrivim H ∩ H⊥ = V⊥ ⊥ E ′ on E ′ ésqualsevol complement de V⊥ a H ∩H⊥. Aleshores,
H = V⊥ ⊥ E ′ ⊥ F, V = H ⊕ 〈−→e 〉 = V⊥ ⊥ [E ′ ⊥ F ⊕ 〈−→e 〉] .
1Els resultats d’aquest apartat i del següent els he après d’Agustí Reventós que elsatribueix a Amparo López. Les demostracions que apareixen aquí segueixen les que hi haal llibre Geometria projectiva d’Agustí Reventós.
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Observem que E ′ ⊥ F és un hiperplà singular de l’espai no singular
E ′ ⊥ F ⊕ 〈−→e 〉. Per una propietat que hem vist a l’inici del capítol,el radical de E ′ ⊥ F té dimensió 1. Sigui E ′ = 〈−→v 〉 i observem que
−→e ·−→v 6= 0. Per tant, P := 〈−→e ,−→v 〉 és un pla hiperbòlic. La descomposició
V = V⊥ ⊥ F ⊥ P ens diu que ρ = ρH + 2, ι = ιH + 1
En conclusió, hem demostrat que quan restringim una forma quadràtica d’un espai
V a un hiperplà H poden donar-se tres situacions.
1. ρ = ρH , ι = ιH . Això succeeix quan Rad(V ) * Rad(H). En aquest cas, podemtrobar una base −→e 1, . . . ,−→e n de V tal que H = 〈−→e 1, . . . ,−→e n−1〉 i la matriude la forma quadràtica en aquesta base té la forma
a1 . . .
an−1




2. ρ = ρH + 1, ι = ιH , ιH + 1. Això passa quan Rad(V ) = Rad(H). En aquestcas, podem trobar una base −→e 1, . . . ,−→e n de V tal que H = 〈−→e 1, . . . ,−→e n−1〉 ila matriu de la forma quadràtica en aquesta base té la forma
a1 . . .
an−1




amb an 6= 0.3. ρ = ρH + 2, ι = ιH + 1. Això passa quan Rad(V ) ( Rad(H). En aquest cas,podem trobar una base −→e 1, . . . ,−→e n de V tal que H = 〈−→e 1, . . . ,−→e n−1〉 i lamatriu de la forma quadràtica en aquesta base té la forma
a1 . . .
an−2




Extensió de similituds i classificació afí
Al capítol 30 vam dir que per classificar una quàdrica Q a l’espai afí havíem declassificar dues quàdriques projectives: la pròpia quàdrica Q (vista com a quàdrica
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projectiva) i la quàdrica Q∞ que és la restricció de Q a l’hiperplà de l’infinit. Aixòtambé és així en el cas de la classificació afí de les formes quadràtiques. Perdemostrar aquest teorema necessitem un «teorema d’extensió» per a similitudscom el de la pàgina 218:
[Teorema d’extensió de similituds] Sigui V un espai quadràtic i sigui
φ : H1 → H2 una similitud entre dos hiperplans de V . Existeix una
similitud ψ : V → V tal que ψ(H1) = H2.
Recordem que una similitud d’un espai vectorial V amb una forma quadràtica Q ésun isomorfisme lineal φ : V → V tal que existeix λ 6= 0 tal que Q(φ(−→e )) = λQ(−→e )per tot vector −→e ∈ V . Aquest teorema es dedueix de manera senzilla del teoremade Witt i de l’estudi que hem fet a l’apartat anterior sobre la restricció d’una formaquadràtica a un hiperplà. Estudiem ara els detalls de la demostració.Suposem que estem en les hipòtesis de l’enunciat del teorema i tenim un espaiquadràtic V , dos hiperplans H1 i H2 i una similitud φ : H1 → H2. La primeraobservació que fem és que les similituds conserven el rang i, per tant, els doshiperplans H1 i H2 estaran en la mateixa situació de les tres situacions possiblesque hem vist a l’apartat anterior. Estudiem per separat cadascun dels tres casos.
1. Els rangs de H1 i de H2 coincideixen amb el rang de V . En aquest cas hemvist que hi ha una base −→e 1, . . . ,−→e n de V tal que H1 = 〈−→e 1, . . . ,−→e n−1〉 ila matriu de la forma quadràtica en aquesta base és diagonal de maneraque l’últim terme de la diagonal és zero. De la mateixa manera, existirà unabase −→e ′1, . . . ,−→e ′n de V tal que H1 = 〈−→e ′1, . . . ,−→e ′n−1〉 i la matriu de la formaquadràtica en aquesta base és diagonal de manera que l’últim terme de ladiagonal és zero. De fet, podem prendre −→e ′i = φ(−→e i) per i = 1, . . . , n − 1.Aleshores, podem estendre φ a una similitud ψ : V → V simplement definint
ψ(en) = e′n.2. Els rangs de H1 i de H2 són una unitat inferiors al rang de V . En aquest cashem vist que hi ha una base −→e 1, . . . ,−→e n de V tal que H1 = 〈−→e 1, . . . ,−→e n−1〉i la matriu de la forma quadràtica en aquesta base és diagonal de maneraque l’últim terme de la diagonal és diferent de zero, i el mateix serà cert pera H2: existirà una base −→e ′1, . . . ,−→e ′n de V tal que H1 = 〈−→e ′1, . . . ,−→e ′n−1〉 i lamatriu de la forma quadràtica en aquesta base és diagonal de manera quel’últim terme de la diagonal és diferent de zero. Com abans, podem prendre
−→e ′i = φ(−→e i) per i = 1, . . . , n− 1. Les matrius respectives en aquestes basesseran 
a1 . . .
an−1





a′1 . . .
a′n−1
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Per la definició de similitud, existirà λ 6= 0 tal que a′i = λai per i = 1, . . . , n−1.Suposem que a1 = · · · = ar = 0 i la resta de termes a la diagonal sóndiferents de zero. Ara ens cal distingir dos casos, segons que n − r siguiparell o senar:
• Suposem que n − r és parell. Com que les dues matrius anteriorsrepresenten la mateixa forma quadràtica, els determinants de la partno singular diferiran en un quadrat. És a dir, existirà α 6= 0 tal que
an = α2λa′n. En aquest cas, estenem φ : H1 → H2 a una similitud
ψ : V → V definint ψ(−→e n) = λα−→e ′n. La comprovació que es tractad’una similitud és immediata.• Suposem que n − r és senar. Si, igual que hem fet abans, comparemels dos determinants, observem que existirà α 6= 0 tal que an = α2a′n i,per tant, l’assignació −→e n 7→ α−→e ′n donarà una isometria
ρ : 〈−→e n〉 −→ 〈−→e ′n〉.Pel teorema de Witt, aquesta isometria es pot estendre a una isometria
ψ : V → V que, com que H1 = 〈−→e n〉⊥ i H2 = 〈−→e ′n〉⊥, és la similitud quebusquem.
3. Els rangs de H1 i de H2 són dues unitats inferiors al rang de V . En aquestcas tenim una base −→e 1, . . . ,−→e n de V tal que H1 = 〈−→e 1, . . . ,−→e n−1〉 i una base−→e ′1, . . . ,−→e ′n de V tal que H1 = 〈−→e ′1, . . . ,−→e ′n−1〉, de manera que les matriusde la forma quadràtica en aquestes bases tenen la forma
a1 . . .
an−2





a′1 . . .
a′n−2




A més, si repassem la demostració de l’existència d’aquestes bases veuremque podem prendre −→e ′i = φ(−→e i) per i = 1, . . . , n − 1, amb la qual cosatindrem a′i = λai, i = 1, . . . , n − 1. Aleshores, podem estendre φ a unasimilitud ψ : V → V definint ψ(−→e n) = λ−→e ′n.2
Amb tot això ja podem demostrar, com ho hem fet a la pàgina 218, el teorema declassificació afí de les quàdriques:
[Classificació afí de les quàdriques] Q1 ∼ Q2 com a quàdriques afins si
i només si
2Observem que en tots els casos menys en un hem obtingut la similitud ψ com una
extensió de la similitud φ. L’exemple de l’exercici IV.25 ens demostra que hi ha realmentcasos en els que és impossible aconseguir que ψ sigui una extensió de φ.
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1. Q1 ∼ Q2 com a quàdriques de Pn(k).
2. Q∞1 ∼ Q∞2 com a quàdriques de H ∼= Pn−1(k).
També tenim un teorema anàleg de classificació afí de les formes quadràtiques.Suposem que q1, q2 són polinomis de segon grau en n variables x1, . . . , xn. Denotem
q1, q2 les seves homogeneïtzacions, que seran polinomis homogenis de segon grauen n+ 1 variables x1, . . . , xn, xn+1, és a dir, formes quadràtiques. Aleshores:
[Classificació afí de les formes quadràtiques] Existeix una afinitat de
kn que transforma q1 en q2 si i només si
1. Les formes quadràtiques en n+1 variables q1 i q2 son equivalents.
2. Les formes quadràtiques en n variables
q1(x1, . . . , xn, 0), q1(x1, . . . , xn, 0)
són equivalents.
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l’esqúı de muntanya—, el ciclisme, la fotografia i l’enografia.
