Methods are presented for performing a rigorous sensitivity analysis for general systems of linear and nonlinear equations w.r.t. weighted perturbations in the input data. The weights offer the advantage that all or part of the input data may be perturbed e.g. relatively or absolutely. System zeroes may, depending on the application, stay zero or not. The main purpose of the paper is to give methods for computing rigorous bounds on the sensitivity of each individual component of the solution on the computer. The methods presented are very effective with the additional property that, due to an automatic error control mechanism, every computed result is guaranteed to be correct. Examples are given for linear and nonlinear systems demonstrating that the computed bounds are in general very sharp. Interesting comparisons to traditional condition numbers are given. For linear systems the solution set for finite perturbations in the coefficients is estimated. Moreover, some theoretical results for eigenvectors/values and singular values are given.
Introduction
Let K denote one of the sets IR (real numbers) or C (complex numbers). Vectors v ∈ K n and matrices A ∈ K n×n consist of n resp. n×n components. Let T denote one of the sets K, Weighted perturbations bear the advantage that zero parameters may stay zero or not, depending on the application. Our aim is to give rigorous lower and upper bounds for the sensitivity which can be calculated on digital computers, including all rounding errors during the evaluation.
More precisely our general assumptions for f are the following:
Slightly weaker assumptions are possible for the following; for simplicity we use (2.1). Assume x is a simple zero of f c , c ∈ int(D p ), and let
. Because x is simple for small enough ε and every c ∈ C ε there is a uniquely determined zero x ∈ U δ ( x) of f c . Therefore, for small enough ε, the set
is well-defined and connected. For calculating an inclusion of a zero x of f c , c ∈ int(D p ) we use the following theorem (see [26] ). 
If for some c ∈ int(D p )
then R and every matrix M ∈ J c, x + (0∪X) are not singular, and there is a unique and simple zero x of f c in x + int(X).
Remark. All operations in the above Theorem are power set operations.
It is a straightforward generalization of Theorem 2.2 to replace c by some
, c * ≥ 0. For small enough ε (2.4) remains valid and we conclude that every f c , c ∈ C ε , has a unique and simple zero x c within x + int(X). f (C ε , x) is defined as usual by { f ( c, x) | c ∈ C ε } . Using Theorem 2.2 can already give upper bounds for the sensitivity (see Figure 1) .
Fig. 1
To obtain lower bounds for this set we need to find a hyperrectangle Y with the property that for every hyperplane bounding Y there are points in Σ(f, C ε , x) going beyond it. This is accomplished by the following theorem [28] .
for some c * ∈ IR p , c * ≥ 0, and C ε ⊆ int(D p ), and define
If
then
The inward directed addition ∨ + is defined by X + Y := inf(X) + sup(Y ), sub(X) + inf(Y ) for X, Y ∈ IIT (see [28] ).
A heuristic interpretation of (2.8) is that Z ε is an "approximation" to the smallest hyperrectangle enclosing Σ(f, C ε , x) wheras adding ∆ ε to the vertices of Z ε in the proper direction yields an inner and an outer estimate for Figure 2 . In practice ∆ ε is small, which implies very sharp bounds.
For (2.8) in Theorem 2.3 it is crucial that Z ε is the precise smallest rectangle enclosing −R·f (C ε , x); the latter is defined by −R·f
This set will not be computed exactly, except in special cases, but rather will be estimated by some
However, in the limit ε → 0 the size of ∆ ε can be estimated, yielding lower and upper bounds for the sensitivity of a zero x of f c . Theorem 2.4. Let f satisfying (2.1) be given such that each parameter c j occurs in at most one component
with Y ⊆ D n , and let
for some c ∈ int(D p ). Then there is a unique and simple zero
, c * ≥ 0, and define
is well defined, and the sensitivity of the zero x of f c to perturbations weighted by c * satisfies
Remark. In practical applications an inclusion of u can be calculated by using x+X instead of x.
Proof. According to assumption (2.1) f is differentiable w.r.t. c, so that for small enough ε > 0 and c
By assumption, for 1 ≤ j ≤ q at most one function f i is depending on c j . This implies that in every column of ∂f ∂c ( c, x) there is at most one nonzero element. Using the c and − c with sgn( c − c) j = sgn ∂f ∂c ( c, x) ij and observing f ( c, x) = 0 proves
In other words f (C ε , x) is a full rectangle symmetric to the origin up to terms of 0(ε 2 ). Therefore
for small enough ε > 0, where P ε ∈ IIIR n is bounded for ε → 0.
where
, and by using
which holds for every c ∈ C ε and every x ∈ 0∪Y κ we get
for every c ∈ C ε where Q ε ∈ IR n×n is bounded for ε → 0.
Therefore using (2.15) and (2.17),
for every small enough κ > 0. Using the abbreviation v := |R| · |Q ε | · y, the right-hand side of (2.18) is surely constained in int(Y κ ) if
e. |C| · y < y and therefore 0 ≤ w < y implying y − w − εv > 0 for small enough ε. Define
Then κ > 0 is well defined for small enough ε, and (2. 
for all small enough ε > 0, with corresponding κ given by (2.20) . Noting the definition of κ and φ and taking the limit ε → 0 finishes the proof.
It should be stressed that if f is given in explicit form,
can be calculated by so-called automatic differentiation. This method has been found and forgotten several times dating back to the forties, and is slowly finding its place in numerical analysis. For details and improvements the reader is referred to [9] , [30] , [8] . In particular, J c, x + (0∪X) can be calculated and rigorously estimated using interval arithmetic and automatic differentiation. This is performed by replacing all operations with their corresponding interval operations [24] .
Operations allowed in the computation of f cover transcendental functions very well, because in [6] , [15] algorithms have been described for computing very sharp bounds for t(X), X ∈ IIC, where t is any trigonometric, inverse trigonometric, hyperbolic, inverse hyperbolic, exponential, or logarithmic function, and also for X Y , X, Y ∈ IIC. Calculating J c, x + (0∪X) using this method normally introduces little overestimation. This is because X encloses the error of x and is usually very small. Theorem 2.4 gives an estimate of the sensitivity of x which can be rigorously calculated without knowing x precisely. All potential errors made by replacing x by x + X and by using J c, x + (0∪X) are covered by (2.13).
The exact sensitivity of the zero x of f c to perturbations weighted by c * is readily obtained as
This confirms the results by Skeel [29] for systems of linear equations. Formula (2.22) can be proved directly; using Theorem 2.5 it can be seen by setting
and
is convergent for every x sufficiently close to x, thus allowing one to find a positive vector y with
This is true provided x is a simple zero of f
The quality of the estimate (2.13) is essentially determined by the minimum difference of the components of d(X) − w [which, according to (2.16), is always positive]. This difference in turn is small if the spectral radius of |I − R · J c, x + (0∪X) | is small. in practice the latter value rarely exceeds 1/2 as long as (2.10) holds. Therefore, in view of (2.12), it is likely that in practical applications (2.13) can be written as Sens( x, f, c * ) ∈ u · (1 ± δ), where δ 1/2. For a sensitivity information this is a satisfactory result, because in practical applications knowing the magnitude of the sensitivity is usually sufficient. This heuristic is verified by the numerical results given in Section 5.
Sensitivity of polynomial zeroes
As an application of theorem 2.5 we mention the sensitivity of a simple real zero of a polynomial P ∈ IR[x]. We write the problem as a parameterized nonlinear equation
Let P * be a polynomial with P *
. We do not assume P * n = 0. Using the canomical isomorphisen we identify P with its vector of coefficients and define
The sensitivity of x w.r.t. perturbation in the coefficients of P weighted by P * is thensimilar to the nonlinear case -defined by
Theorem 3.1. Let P ∈ IR[x] and x, r ∈ IR, ∅ = X ∈ IIIR, 0 ∈ X be given with
Then there is exactly one root x of P within x + X; x is simple. Let P * ∈ IR[x] be some polynomial of at most the degree of P having non-negative coefficients and let w := |1 − r · P ( x + X)| · |X|. Then the sensitivity of x w.r.t. ε-perturbations in the coefficients of P weighted by P * satisfies Sens( x, P, P *
Proof. Follows by straightforward application of theorem 2.5 to (3.1).
In practice X will be obtained by means of an iteration process (see [26] , [5] ). Unless the problem is extremely ill-conditioned the term w will be very small as compared to |X| due to a small residue
The estimation (3.3) clearly shows how its quality depends on how small is w as compared to X. An exact value for the sensitivity is obtained by setting x := x, r := P ( x)
repeating a well-known result form perturbation theory [32] .
In theorem 3.1 we used direct and independent perturbations of the coefficients p i of P (weighted by P * ). Without going into detail we mention that according to theorem 2.5 any continuously differentiable functional relation between the coefficients of P and those of P * can be handled, that means the sensitivity of x weighted by P * in this functional relationship is estimated by (2.15). In practical applications this covers a large class of dependencies between the coefficients of P .
Sensitivity of linear problems for larger perturbations
In this chapter we will derive bounds for the sensitivity of the solution of a system of linear equations Ax = b subject to perturbations in the matrix A and the right hand side b weighted by some nonnegative A * , b * . We are especially interested in the range of the solution for finite perturbations rather than in the limit for ε → 0. For this purpose we give the following definition. 
Then the ε-elongation of the k
t. perturbations in A and b weighted by
The vector of ε-elongations of A The ε-elongation is estimated by the following theorem.
Then A and R are not singular and the unique solution 
and for 0 ≤ ε < ε *
are well-defined and it is
Note. in practical applications u can be computed by using x ∈ x + X.
Proof. The first part of the theorem is an immediate consequence of theorem 2.1 for
Following the lines of the proof of theorem 2.5 for every ε ≥ 0
Therefore P ε = 0 using the notation of the proof of theorem 2.5.
and b * are not both identical zero then the non-singularity of
for the components k with u k + v k = 0 using (4.5) and using y > w y for the others. Then for every δ 1 , δ 2 
is well-defined and κ > 0. Then again using w y < y for the components k with u k + v k = 0
which is the equivlaent to (2.22). Thus (2.24) proves
for every 0 ≤ ε < ε * and corresponding κ with (4.9) for any δ 1 , δ 2 > o. Taking the limit δ 1 , δ 2 → 0 and regarding σ · κ ε → φ ε finishes the proof.
In a practical application we set
. X is obtained by means of an iteration [26] . It can be shown that a properly defined iteration using interval operations finishes with some X satisfying (4.3) if an only if ρ(|I − RA|) < 1 (cf. [27] and the following theorem 4.2.1). Theorem 4.2 serves theoretical purposes to be discussed in the following. In practical applications ε * from (4.5) is small due to the fact that the exact solution of the linear system is, in general, not exactly representable an approximated by some x. 
. This approach has been described in [28] . It is
, X ∈ IIIR n and Z ε + ∆ ε ⊆ int(X). Using this approach the problem is to find an appropriate X satisfying Z ε + ∆ ε ⊆ int(X). Such an X can be determinded by means of an iteration where in each step it is indispensable to apply a so-called ε-inflation introduced in [25] . We define
Here we use δ to avoid a conflict with the ε used in (4.10).
For given X 0 ∈ IIIR n and C ε := I − R · A ε we define the iteration 
as has been shown in [27] . Defining E := ±δ we have
for every 0 ≤ ρ < 1. We have q(X k+1 , X ε ) → 0 and therefore
Hence there exist a k ∈ N with q( In our approach we use a componentwise absolute value combined with weights as a measure for the maximum elongation resp. the sensitivity of a solution. In many practical applications this is what a user is really interested in. The componentwise absolute value avoids equilibration effects due to norm estimates. This effect may be significant when components in the solution and/or in A, B show large differences in size.
Consider the example
given by Hamming [10] and discussed e.g. in Deif [7] . The sensitivity of the three components of the solution x = (ε, 1, 1) is the nearest singular matrix in the · 2 norm with a distance equal to σ 3 = 2ε. However, the relative distance from B to A is very large namely
In the · 2 -sense we have, roughly spoken, a distance relative to the largest element in absolute value of A whereas (4.17) is the relative distance to A taken for every individual component of A.
The value of this observation for practical applications depends very much on the application itself. If the data of A are afflicted with an error being absolutely not greater than some value ε * then B of (4.16) may very well lie in or near the domain of possible data; in case of a given relative precision for every component of A, B is with 160 % relative distance to far away.
This leads to the questian of the distance of a matrix A to the next singular matrix weighted by some nonnegative matrix A * :
which has strong connections to the term strongly regular for interval matrices (cf. [23] 
For lower or upper diagonal A holds
Proof. Let A := A + δA be given with | A − A| ≤ ε · |A * | and ε < {ρ(|A
. Then
implying the nonsingularity of A and (4.2=). To prove (4.21) we use the fact that with
is lower resp. upper diagonal implying that |A In our example (4.15) the matrix 
Then Elon
Proof. By assumption ε is small enough to make I − εC nonsingular. Perron-FrobeniusTheory shows that εC ≥ 0, and ρ(εC) < 1 implies (I − εC)
> 0 (see [31] , Theorem 3.8) and therefore
and we obtain the following result.
Then A and R are not singular and A 
Then both
are well-defined and
u can be estimated by using A 
Sensitivity of eigenvectors/eigenvalues and singular values/vectors
Let A ∈ IR n×n be a matrix with simple eigenvalue λ ∈ IR.We restrict our attention in this chapter to real eigenvalues/eigenvectors. However, all of the following results immediately extend to the complex case.
In the following we consider two formulations of the eigenproblem as a nonlinear system f
for some 1 ≤ 1 ≤ n. Both are equivalent for an eigenvector-/eigenvalue pair ( x, λ) provided x 1 = 0. They reflect a different normalization of x and lead to different sensitivities of the eigenvector x. 
resp.
where 1 ≤ l ≤ n with e 
for α = 1, 2 and let
be satisfied. Then R and every matrix M ∈ M α , α = 1 resp. α = 2 are nonsingular and there exist an eigenvector/eigenvector pair ( x, λ) of A with x ∈ x + int(X) and λ ∈ λ + int(X). It is x T x = 1 resp. e 
where S ∈ IR (n+1)×n is the matrix of first n columns of R and α = 1 resp. α = 2 depending on whether (5.4) or (5.5) holds. Then
is well-defined and for the sensitivity of the eigenvector x w.r.t. perturbations in A weighted by A *
The sensitivity of the eigenvalue λ satisfies
where r is the row vector of the first n components of the last row of R, α = 1 resp. α = 2. 
Then using f 1 from (5.1)
The notation bears the advantage that the sharpness of an interval is realized immediately. ([A] ). To be perfectly clear it should be stated that all given results are correct in the sense that the true result is between the diplayed left and right bounds.
In order to implement the estimations derived in the previous chapters on digital computers an appropriate floating-point arithmetic is necessary. That means an arithmetic with directed roundings to preserve the central property of interval arithmetic, the isotonicity:
Here IF ⊆ IR denotes some set of floating-point numbers,
are floating-point intervals ([A] ∈ IIIF) and * ∈ {+, −, ·, /}. Operations over floating-point intervals as well as for floating-point interval vectors and matrices are well-defined and fastly executable on digital computers (cf. [3] , [5] , [20] , [23] ).
In the following we use an implementation on a Personal Computer with Coprocessor taking advantage of the IEEE 754 arithmetic. All results are produced using double precision, i.e. 54 bit in the mantissa equivalent to approximately 18 decimal figures. The programming language in use is TPX (cf. [11] ), an extension of TURBO-PASCAL developed at the technical university of Hamburg allowing a general operator-concept, function-and procedure-name overloading, general result types for functions as well as dynamic array handling. TPX is transpiled into TURBO-PASCAL by means of a precompiler. The code for the examples presented below as well as the precompiler itself are freely available.
We start with an application of theorem 2.5 using an example given by Abbot and Brent [1] , a discretization of 3y y + y The following results were obtained using theorem 2.5 for the linear case. implying a minimum sensitivity of the linear system.
Next we display the results for Pascal matrices defined by The results for Zielke matrices defined by
are even better. Supposedly this is due to the fact that the inverse is the same matrix with a chessboard-like sign distribution and is therefore exactly representable. The tables verify again the well-known fact that the condition number may over-or underestimate the true sensitivity of the solution of a linear system. All results are of high quality. Moreover, as is well-known, the sensitivity may depend significantly on the right hand side. An advantage of the methods presented is that the sensitivity of each individual components of the solution can be rigorously estimated w.r.t. weighted perturbations in the full set of components or part of them. We will investigate this in a final example. as compared the condition number 685.
Conclusion
Methods have been described to compute rigorous bounds for the sensitivity of linear or nonlinear systems of equations w.r.t. weighted perturbations in the input data. Together with rigorous estimations on the solution the sensitivity information comes virtually free of cost. The calculated estimations are very sharp.
A criticism of inclusion algorithm for data afflicted with tolerances was that correct bounds for the solution set are computed and all experience showed that those bounds are very sharp, but the degree of sharpness could not be estimated (see [14] ). Another criticism was that even a guaranteed and very sharp error bound may mislead a user in case of an extremely sensitive problem. The presented theorems and practical results together with those presented in [28] fill those gaps.
The sensitivity analysis offers the additional advantage that rather than a single number estimating the condition of the problem in use a whole sensitivity vector can be computed estimating variations of individual components of the solution for weighted perturbations in the input data. As is well-known traditional condition numbers do not necessarily reflect the true sensitivity of individual components of a solution.
