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UDC 681.3
ANALYSIS OF CONSISTENCY OF SIMILARITY PREDICATES TO MEASURES
OF SIMILARITY AND ADVANTAGES OF THEIR APPLICATION IN DIGITAL SYSTEMS
FOR SOLVING INTELLECTUAL PROBLEMS
Мakhmudjon Muxamedovich Аbdullayev1, Alimova Nodira Batirdjanovna2
1,2
Tashkent State Technical University
Address: 2 Universitetskaya st., 100095, Tashkent city, Republic of Uzbekistan
E-mail: 1mm.abdullaev@yandex.ru, Phone: +998 90-187-01-73.

Abstract: The results of the analysis of the correspondence of similarity predicates to similarity measures used in
various metric methods used for signal classification and the feasibility of using similarity predicates in the construction of
digital systems for solving intellectual problems, for which the simplification of computational operations is of no small
importance, are presented. Some general and distinctive features of the similarity predicate are considered in comparison
with the euclidean metric in relation to one-dimensional and two-dimensional spaces, and generalized to the case of ndimensional metric spaces. The expediency of using methods based on the calculation of similarity predicates, which are
more suitable for classification systems than the well-known metric methods designed for recognizing objects and signals,
represented by quantitative features, has been substantiated.
Keywords: Artificial intelligence, classification methods, similarity measures, similarity predicates, comparison
thresholds, comparison of metrics, digital systems.
Аннотация: Интеллектуал масалаларни ечишга мўлжалланган рақамли тизимларни қуришда, ҳисоблаш
жараёнларини соддалаштиришнинг муҳимлигини эътиборга олган ҳолда, сигналларни таснифлашда
қўлланиладиган ўхшашлик предикатларини ўхшашлик метрикаларига мослигини таҳлил қилиш натижалари
келтирилган.Ўхшашлик предикатларининг евклид метрикалари билан таққослаш орқали аниқланган маълум
умумийлик ва ўзига хос афзаллик жиҳатлари бир ўлчамли ва икки ўлчамли фазоларда қўллаш масалалари орқали
кўриб чиқилган ҳамда n ўлчамли фазолар учун умумлаштирилган. Таснифлаш тизимлари учун сонли белгиларда
ифодаланган объектлар ва сигналларни ажратишга мўлжалланган мавжуд ўлчаш усулларидан фойдаланишдан
кўра, ўхшашлик предикатларини ҳисоблашга асосланган усулларни қўллашнинг афзаллиги асосланган.
Таянч сўзлар: Сунъий интеллект, таснифлаш усуллари, ўхшашлик ўлчовлари, ўхшашлик предикатлари,
таққослаш чегаралари, ўлчовларни солиштириш, рақамли тизимлар.
Аннотация. Приведены результаты анализа соответствия предикатов сходства мерам сходства,
применяемых в различных метрических методах, используемых для классификации сигналов и целесообразность
использования предикатов сходства при построении цифровых системах решения интеллектульных задач, для
которых упрощение вычислительных операций имеет немаловажное значение. Рассмотрены некоторые общие и
отличительные характерные особенности предикатлв сходства в сравнении с евклидовой метрикой
применительно к одномерному и двумерному пространствам, и обобщен на случай n-мерных метрических
пространств. Обоснована целесообразность использования методов, основанных на вычислении предикатов
сходства, являющихся более подходящими для систем классификации, чем известные метрические методы,
предназначенные для распознавания объектов и сигналов, представленных количественными признаками.
Ключевые слова. Искусственный интеллект, методы классификации, меры сходства, предикаты
сходства, пороги сравнения, сопоставление метрик, цифровые системы.

Introduction
The most promising and relevant area of science and technology is currently the introduction of
the digital economy and technology in all spheres of human activity. Almost all modern digital systems
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and technologies are based on the use of elements of artificial intelligence to solve the assigned tasks,
which allows the system to make decisions based on processing and accumulating information in a
database and making decisions using rules from the knowledge base formulated by experts or through
self-learning [1-5].
The tasks of artificial intelligence are reduced to making a decision in a given situation, relying
on the recognition of a certain array of input data or signals by assigning them to a specific class or
finding the closest class based on comparing the input data with the reference data. At the same time,
the recognition accuracy depends on what values the comparison thresholds and the selected comparison
criteria have [6-8,18].
Research methods
Metric recognition methods based on a quantitative assessment of the proximity of images of
objects in metric space, form a fairly well-studied group of methods for the classification of signals
[9,10,18]. Some variants of metric methods have a natural interpretation and connection with other
methods of recognition, such as the methods of discriminant functions, maximum likelihood, potential
functions [11,12,22].
The expression of the similarity measure characterizes a specific kind of the metric method, on
which the final version of the assignment of objects to classes for a given algorithm of dividing into
classes depends decisively.
Any classification is based on one general fundamental principle, consisting of two provisions:
1) objects that are similar to each other in a certain sense are combined into one class; 2) the degree of
similarity between objects belonging to the same class should be greater than the degree of similarity
between objects belonging to different classes [13-15].
Three main types of similarity measures can be distinguished, expressed in the form of a matrix
of coefficients of similarity or difference, obtained as a result of calculations using the signs of paired
functions of objects to be classified:
1) similarity coefficients - 𝑆𝑗𝑔 , used in the classification of objects 𝑈𝑗 ∈ 𝑈, described by the
vector 𝑋 = {𝑋1 , 𝑋2 , … , 𝑋𝑛 }, each of the components of which takes a value from the algebra of
representing numbers, or is represented in the form of a verbal description (Table 1).
Table 1
Distance functions
Name
Hemming distance

Formula
𝑑1 (𝑋𝑗 , 𝑋𝑔 ) = ∑𝑛𝑖=1|𝑋𝑗𝑖 − 𝑋𝑔𝑖 |

Euclidean distance

𝑑2 (𝑋𝑗 , 𝑋𝑔 ) = √∑𝑛𝑖=1(𝑋𝑗𝑖 − 𝑋𝑔𝑖 )2

Supremum norm

𝑑∞ (𝑋𝑗 , 𝑋𝑔 ) = 𝑚𝑎𝑥|𝑋𝑗𝑖 − 𝑋𝑔𝑖 |
1

Generalized distance
Mahalanobis distance

𝑑𝑝 (𝑋𝑗 , 𝑋𝑔 ) = [∑𝑛𝑖=1|𝑋𝑗𝑖 − 𝑋𝑔𝑖 |]𝑝
𝑑𝑀 (𝑋𝑗 , 𝑋𝑔 ) = (𝑋 − 𝑋𝑔 )1 ∨∨−1 (𝑋 − 𝑋𝑔 )
Other measures of remoteness
2

Jeffreys-Matusita distance

𝑑𝑚 (𝑋𝑗 , 𝑋𝑔 ) = [∑𝑛𝑖=1(√𝑋𝑗𝑖 − √𝑋𝑔𝑖 )2 ]
1

Divergence coefficient

𝐶𝐷 =

2
𝑋𝑗𝑖 −𝑋𝑔𝑖
[𝑛 ∑𝑛𝑖=1( 𝑖 𝑖 )2 ]
𝑋 +𝑋

1

𝑗

1

Relative distance

∗
(𝑋𝑖 , 𝑋𝑔 ) = ∑𝑛𝑖=1
𝑑𝑟𝑒𝑙
𝑛

𝑔

|𝑋𝑗𝑖 −𝑋𝑔𝑖 |
𝑋𝑗𝑖∨𝑋𝑔𝑖

1

∧
(𝑋𝑖 , 𝑋𝑔 ) = ∑𝑛𝑖=1
, 𝑑𝑟𝑒𝑙
𝑛
1

∨
(𝑋𝑖 , 𝑋𝑔 ) = ∑𝑛𝑖=1
𝑑𝑟𝑒𝑙
𝑛

𝑋𝑗𝑖∧𝑋𝑔𝑖
𝑋𝑗𝑖 +𝑋𝑔𝑖

,

𝑋𝑗𝑖 ∨𝑋𝑔𝑖
𝑋𝑗𝑖+𝑋𝑔𝑖

This type includes the coefficients of Rao, Rogers and Tanimoto, Jackard, Dyck, etc. [12,15].
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2) correlation coefficients - 𝑌𝑗𝑔 , which are used in statistics as measures of linear similarity, are
calculated by formulas of the form
1

[∑𝑛𝑖=1 Х𝑖𝑗 , 𝑍𝑖𝑗 ]/[∑𝑛𝑖=1(𝑋𝑖𝑗 ) 𝑧 ∙ ∑𝑛𝑖=1(𝑍𝑖𝑗 ) 𝑧 ]2
.
𝑗
𝑔
3) coefficients of the distance type - 𝑑(𝑋 , 𝑋 ) (the distance is Euclidean, Hemming,
Mahalanobis, etc.), used in the classification for interval or ordinal scale signs (Table 2).
The proximity of vectors 𝑋𝑗 and 𝑍𝑔 , as points in the multidimensional space X, can be interpreted
as evidence of their similarity. The most difficult in this interpretation is the question of choosing a
metric in a given space, that is, the question of setting the distance between two points.
Table 2
Similarity Coefficients for Binary Data
Name
Rao coefficient
Jackard coefficient
Dyck coefficient
Hamman coefficient

𝑆𝑗𝑔
𝑆𝑗𝑔
𝑆𝑗𝑔
𝑆𝑗𝑔

Coefficient
= 𝑚𝐽𝐺 /𝑛
= 𝑚𝐽𝐺 /(𝑚𝐽𝐺 + 𝑚𝑖𝐺 + 𝑚𝑖𝑔 )
= 2𝑚𝐽𝐺 /(2𝑚𝐽𝐺 + 𝑚𝑖𝐺 + 𝑚𝑖𝑔 )
= [𝑛 − (2𝑚𝐽𝐺 + 𝑚𝑖𝑔 )] /𝑛

Results
Consider the expression for the so-called generalized distance
1

𝑣 𝑣
𝑍𝑖𝑔 | ]

[∑𝑛𝑖=1|𝑋𝑖𝑗

(1)
𝑑(𝑋 , 𝑍 =
−
.
For ν=1, expression (1) is the Hamming distance. The feature space in this case is an ndimensional cube, the distance between the vertices of which is equal to the number of non-matching
bits of the corresponding n-bit binary vectors - descriptions of objects 𝑋𝑗 and 𝑍𝑔 .
For ν=2, expression (1) corresponds to the Euclidean distance. This is a more common measure
of similarity, the disadvantage of which is that it does not take into account the possible inequality of
the axes of space. With non-normalized axes for quantitative (non-Boolean) features, a case is possible
when objects that are similar in all features, except for one, in which they differ greatly, will be far from
each other in Euclidean space.
For ν = ∞, expression (1) is transformed into the so-called metric supremum - norm, i.e. distance
is equal to the greatest deviation in any of the coordinates 𝑋𝑗 .
𝑑(𝑋𝑗 , 𝑍𝑔 ) = max(𝑋𝑖𝑗 − 𝑍𝑖𝑔 ) ,
There are other heuristic measures of distance that are also used in practice. For example, the
Jeffrist-Matusita measure [16,17,18,22], which is determined by the formula
𝑗

𝑔)

1
2

𝑀 = [∑𝑛𝑖=1(√𝑋𝑖𝑗 − √𝑍)2 ] .

(2)

and another measure known as the "divergence coefficient"
1

𝐶𝐷 = {𝑛 ∑𝑛𝑖=1(

𝑗

𝑔

|𝑋𝑖 −𝑍𝑖 |
𝑔
𝑗
𝑋𝑖 +𝑍𝑖

1

)2 } 2 .

(3)

The Jeffrist-Matusita measure was originally introduced as the distance between two probability
density functions, however, in the form (2), it can also be applied as a measure of the distance between
a pair of vectors. In the original application of the divergence coefficient, Х𝑖𝑗 were real means and were
considered as the distance between the sample means of the two samples.
There is also a relative metric of nonlinear space [16,17], which has the form
𝑑отн(𝑋𝑗 , 𝑍𝑔 ) = √∑𝑛𝑖=1(
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𝑗

𝑔

𝑗

𝑔

|𝑋𝑖 −𝑍𝑖 |
𝑋𝑖 ∨𝑍𝑖

)2 .

(4)
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The value of this metric is in the interval (0,1) and does not depend on the scale of representation
of parameters (features) of objects (signals).
A metric in a nonlinear metric space can be determined using the same formulas as in a linear
metric space. However, there is a wider variety of metrics in nonlinear space than in linear space.
In particular, if in a linear space in the form of metrics only absolute and reduced distances can
be selected (by analogy with the understandable absolute and reduced errors), then in nonlinear space,
you can also specify a relative metric (by analogy with the concept of a relative error).
If we take as a metric the indicator of the distance between the vectors of the signal 𝑋𝑗 and the
standard 𝑍𝑔 , then in general form the relative distance in nonlinear space can be represented as a function
G of the ratio of two functions 𝑓𝑟′(𝑋𝑖 , 𝑍𝑖 ) and 𝑓𝑠′′ (𝑋𝑖 , 𝑍𝑖 ), moreover 𝑓𝑟′ (𝑋𝑖 , 𝑍𝑖 ) ˂ 𝑓𝑠′′(𝑋𝑖 , 𝑍𝑖 ).
𝑓′ (𝑋 ,𝑍 )

𝑑(𝑋𝑗 , 𝑍𝑔 ) = 𝐺 [𝑓𝑟′′ (𝑋𝑖 ,𝑍𝑖 )] ,
𝑖

𝑠

(5)

𝑖

where the function 𝑓𝑟′(𝑋𝑖 , 𝑍𝑖 ) can be defined as:
𝑓1′(𝑋𝑖 , 𝑍𝑖 ) = |𝑋𝑖 − 𝑍𝑖 | ; 𝑓2′(𝑋𝑖 , 𝑍𝑖 ) = 𝑋𝑖 ∧ 𝑍𝑖 ; 𝑓3′ (𝑋𝑖 , 𝑍𝑖 ) = 𝑋𝑖 ∨ 𝑍𝑖
(signs "∧" and "∨" correspond to "taking less" and "taking more" numerically from 𝑋𝑗 and 𝑍𝑔 ),
respectively.
The 𝑓𝑠′′ (𝑋𝑖 , 𝑍𝑖 ) function can be defined as:
𝑓1′′ = 𝑋𝑖 + 𝑍𝑖 ; 𝑓2′′ = 𝑋𝑖 ∨ 𝑍𝑖 ; ,
where G is a function of the generalized distance between the compared vectors.
Expressions of generalized metrics of a nonlinear metric space can be represented as:
𝑛
1
𝑓𝑟′′(𝑋𝑖 , 𝑍𝑖 )
𝑗 𝑔)
𝑑(𝑋 , 𝑍 = ∑ ′′
;
(6)
𝑛
𝑓𝑠 (𝑋𝑖 , 𝑍𝑖 )
𝑖=1
𝑛

𝑛

𝑓𝑟′′(𝑋𝑖 , 𝑍𝑖 )
𝑓𝑠′′(𝑋𝑖 , 𝑍𝑖 ) ;

(7)

𝑓𝑟′(𝑋𝑖 , 𝑍𝑖 ) 2
) .
𝑓𝑠′′(𝑋𝑖 , 𝑍𝑖 )

(8)

𝑑(𝑋𝑗 , 𝑍𝑔 ) = √∏
𝑖=1
𝑛

𝑑(𝑋𝑗 , 𝑍𝑔 ) = √∑(
𝑖=1

By analogy with the generalized distance in a linear metric space, it is possible to represent the
generalized distance in a nonlinear metric space in the form
1

𝑗

𝑑(𝑋 , 𝑍

𝑔)

=

𝜈
𝑓′′ (𝑋 ,𝑍 )
[(∑𝑛𝑖=1 𝑟′′ 𝑖 𝑖 )𝜈 ] ,
𝑓 (𝑋 ,𝑍 )
𝑠

𝑖

(9)

𝑖

The studies carried out [18-20] give grounds to speak about the expediency of using the metric
of nonlinear space in the problems of signal classification.
When building signal classification devices, one of the main tasks that determine the quality of
device functioning is a set of metrics. Analysis of the correspondence of similarity predicates to the
above similarity measures used in various metric methods will show the place of signal classification
methods based on the calculation of similarity predicates among the known classification methods.
Methods based on calculating similarity predicates 𝑃1 (𝑋𝑗 , 𝑍𝑗 ) or 𝑃2 (𝑋𝑗 , 𝑍𝑗 ), can be classified
as metric when 𝛿𝑖𝑔 = 𝑐𝑜𝑛𝑠𝑡 for i = 1,n, then the predicate expression similarities take the form
∑𝑛𝑖=1(𝑋𝑖 ∧ 𝑍𝑖 ) ≥ 𝛿 𝑔 ∑𝑛𝑖=1(𝑋𝑖 ∨ 𝑍𝑖 ) ,
(10)
which can also be represented as
|𝑋𝑖 −𝑍𝑖 |
(11)
∑𝑛
≥ 𝛿𝑔
𝑖=1 𝑋 ∨𝑍
𝑖
𝑖

The left side of inequality (11) is an expression of the relative metric 𝑑(𝑋𝑗 , 𝑍𝑔 ). The results of
signal classification based on 𝑃1 (𝑋𝑗 , 𝑍𝑗 ) and the relative metric under the condition 𝛿𝑖𝑔 = 𝑐𝑜𝑛𝑠𝑡 are
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identical. For different values of 𝛿𝑖𝑔 , the classification results based on similarity predicates will be more
correct than when using the relative metric.
On the other hand, the similarity predicate 𝑃1 (𝑋𝑗 , 𝑍𝑗 ) is easier to calculate than (11) due to the
absence of the division operation in the similarity predicate (10) expression. This circumstance
determines the advisability of using similarity predicates in the construction of classification devices,
for which simplification of computational operations is of no small importance.
Some common and distinctive features of the similarity predicate versus the Euclidean metric are
discussed below. For clarity, this is first done in relation to one-dimensional and two-dimensional spaces,
which can be easily generalized to the case of n-dimensional metric spaces for n˃2:
a) one-dimensional case.
When the signal is represented by a single feature in the form 𝑋𝑗 = < 𝑋 𝑖 >, the similarity
predicate 𝑃1 (𝑋𝑗 , 𝑍𝑗 ) has the form
𝑋𝑖 ∧ 𝑍𝑖 ≥ 𝛿 𝑔 (𝑋𝑖 ∨ 𝑍𝑖 ) ,
(12)
and the decision of the j-th signal realization to belong to the g-th class is made at the "true" value of the
predicate (12), where 𝛿 𝑔 is the similarity threshold for the g-th class.
When using the equal sign in (1.24) and replacing the threshold 𝛿 𝑔 by the expression for the
similarity coefficient 𝜇(𝑋𝑗 , 𝑍𝑔 ), 𝜇(𝑋𝑗 , 𝑍𝑔 ) = 1 − 𝑑(𝑋𝑗 , 𝑍𝑔 ) we obtain the relative metric
|𝑋−𝑍|

𝑑(𝑋𝑗 , 𝑍𝑔 ) = 𝑋∨𝑍 .
(13)
In [21], the invariance of this metric to changes in the scale of the signal representation and its
advantage over the Euclidean metric, Hamming distance, Jeffreys-Matusita metric and other linear
metrics is shown (Table 3). From the above, it follows that predicate (12), one-to-one corresponding to
the similarity measure in the form of distance (13), satisfying the axioms of space, is also invariant to a
change in the scale of representation, based on the use of predicate (10), is an analogue of the
classification method based on using a relative metric.
Table 3
𝑿

𝒁
11
30
50
80
100
120

1
20
40
70
90
110

Metric values at constant distance between X and Z
|𝑿 − 𝒁|
𝒅𝐶𝐷 (𝑿, 𝒁)
𝒅𝑟𝑒𝑙 (𝑿, 𝒁)
𝒅˄ (𝑿, 𝒁)
10
0,833
0,909
0,083
10
0,205
0,333
0,4
10
0,111
0,2
0,444
10
0,062
0,135
0,467
10
0,055
0,1
0,473
10
0,043
0,083
0,479

𝒅˅ (𝑿, 𝒁)
0,917
0,6
0,556
0,533
0,527
0,521

𝒅Eucl (𝑿, 𝒁)
10
10
10
10
10
10

Table 4
𝑿
110
110
110
110
110
110

Metric values for nonlinear changes in the absolute difference between X and Z
|𝑿 − 𝒁|
𝒁
𝒅𝐶𝐷 (𝑿, 𝒁)
𝒅𝑟𝑒𝑙 (𝑿, 𝒁)
𝒅˄ (𝑿, 𝒁)
𝒅˅ (𝑿, 𝒁)
105
5
0,023
0,045
0,49
0,51
100
10
0,048
0,09
0,47
0,53
90
20
0,1
0,182
0,45
0,55
70
40
0,22
0,363
0,4
0,6
30
80
0,57
0,727
0,214
0,786
10
100
0,83
0,909
0,083
0,917

𝒅Eucl (𝑿, 𝒁)
5
10
20
40
80
100

The closest metric in this relative metric is the divergence coefficient
|𝑋−𝑍|
𝑑𝐶𝐷 (𝑋𝑗 , 𝑍𝑔 ) = 𝑋+𝑍 ,
(14)
also, having the property of invariance to the scales of changes in the signs of signals and differing from
the relative metric (11) by an insignificant deviation of the numerical values. By their properties, the
distance functions of the form
𝑋∧𝑍
𝑑(𝑋𝑗 , 𝑍𝑔 ) = 𝑋+𝑍
(15)
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and
𝑋∨𝑍

𝑑(𝑋𝑗 , 𝑍𝑔 ) = 𝑋+𝑍 ,
(16)
where the signs "∧" and "∨" correspond to the operations of choosing the smaller and choosing the larger
of X and Z.
In fig. 1 shows the graphs of changes in metrics (11), (12 ÷ 14), as a function of one of the
compared features (Fig. 1.a), on the difference of the compared features (Fig. 1.b) and on the scale of
changes in features (Fig. 1 .c).
For comparison, on the right in the figures, graphs are plotted based on the Euclidean distance.
The graphs are based on the analysis of the numerical values of the studied metrics, which are shown in
Tables 3, 4 and 5.

а) When |𝑿𝒊 − 𝒁𝒊 | = 𝒄𝒐𝒏𝒔𝒕

b) When 𝑴(𝒙) = 𝒄𝒐𝒏𝒔𝒕

c) When the scale is changed several times
Fig. 1. Graphs of changes in relative (left) and Euclidean metrics (right).
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Table 5
𝑿
0,01
0,1
1
10
100
1000

Values of metrics with a multiple increase in the scale of the presentation of X and Z features.
|𝑿 − 𝒁|
𝒁
𝒅𝐶𝐷 (𝑿, 𝒁)
𝒅𝑟𝑒𝑙 (𝑿, 𝒁)
𝒅˄ (𝑿, 𝒁)
𝒅˅ (𝑿, 𝒁)
𝒅Eucl (𝑿, 𝒁)
0,005
0,005
0,333
0,5
0,333
0,666
0,005
0,05
0,05
0,333
0,5
0,333
0,666
0,05
0,5
0,5
0,333
0,5
0,333
0,666
0,5
5
5
0,333
0,5
0,333
0,666
5
50
50
0,333
0,5
0,333
0,666
50
500
500
0,333
0,5
0,333
0,666
500

When classifying signals based on the similarity predicate, with an increase in the numerical
value of the reference, the class area increases, in contrast to the Euclidean metric, where the width of
the class area remains constant.

а)

b)

c)
Fig. 2. Dependence of the class of values of reference features (one-dimensional case).

For the one-dimensional case in Fig. 2 shows the changes in the class area from the values of the
reference features.
From the graphs shown in Fig. 1 and 2, it can be seen that:
- with a constant value of the distance between X and Z, the values of the metrics (13÷16) change
in accordance with the change in scale, and the value calculated from the Euclidean distance remains
constant (Fig. 1.a);
- when the absolute difference between X and Z changes, the values of the metrics (13÷16) change
nonlinearly, while the numerical values of the Euclidean distance change proportionally to the absolute
difference between X and Z (Fig. 1.b);
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- with a multiple increase in the scale of the representation of the X and Z features, the values of
the metric (13÷16) remain constant, and the values of the Euclidean distance have a linear dependence
on this scale (Fig. 1.c);
- when classifying signals based on the similarity predicate, with an increase in the numerical
value of the reference, the class area increases in contrast to the Euclidean metric, where the width of
the class area remains constant (Fig. 2).
b) two-dimensional case.
For clarity, when plotting the dependence of the area covered by the class on the scale of the
presentation of features, we will assume that = 𝑋1 = 𝑋2 , 𝑍 = 𝑍1 = 𝑍2 .

а)
b)
Fig. 3. Dependence of the class of values of reference features (two-dimensional case).

As can be seen from the graph (Fig. 3.a), at 𝑍 < 𝑋, the absolute difference between |𝑋 − 𝑍| less
than the absolute difference between X and Z at 𝑍 ˃ 𝑋. This difference, corresponding to a change in
class boundaries, grows in proportion to the value of Z at 𝛿 = 𝑐𝑜𝑛𝑠𝑡. This boundary of the class area is
close to the area covered by the class in statistical (probabilistic) classification methods, which are
considered the most reliable methods. The class area when using the Euclidean distance, in contrast to
the above, remains constant over the entire range of Z at 𝛿 = 𝑐𝑜𝑛𝑠𝑡 (Fig. 3.b).
Discussion
Based on the analysis of tables 3, 4 and 5 and graphs in Fig. 1, 2, 3, given in relation to onedimensional and two-dimensional space, the following conclusions can be drawn:
- when the scale of measurement of signal features is changed, which corresponds to the approach
or removal of their sources, the class boundaries determined on the basis of metrics (13÷16) cover all
signals belonging to this class, and the values of the class boundaries determined based on the Euclidean
metric remain constant, with an increase in the scale of measurement, which leads to an increase in the
area of losses of signals belonging to the original class;
- the limits of class boundaries in one-dimensional and two-dimensional space, when classifying
based on similarity predicates, are set by threshold values in relative units or in percentages, which
makes it possible to take into account the scale of the signal parameters measurement. And in the
methods of classification using linear metrics (for example, the Euclidean metric), the limits of class
boundaries are set by the values of thresholds in absolute units, as a result of which it is not possible to
take into account the scale of measurement of signal parameters;
- the considered similarity predicates, having all the positive features of relative metrics
(invariance to changes in the scale of signal parameters), are calculated more easily compared to them,
since there is no division operation in their expression;
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- the similarity predicates given in this paper are more general than the similarity measures in
both linear and nonlinear spaces and can be used to describe signals whose parameters can take values
from the algebra of sets and representing numbers.
Conclusion
In view of the above, as a basis for the construction of devices of almost all modern digital
systems based on the use of elements of artificial intelligence, to solve the tasks set for recognizing
signals coming from non-stationary objects, it is advisable to use methods based on the calculation of
similarity predicates proposed in this work and which are more suitable than the well-known metric
methods [16,17,20-23], which are mainly intended for the recognition of objects represented by
quantitative features.
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