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Abstract. This paper studies the properties and constructions of nonlinear functions, which are a core component of cryptographic primitives including data encryption algorithms and one-way hash functions. A main contribution of this paper is to reveal the relationship between nonlinearity and propagation characteristic, two critical indicators of the cryptographic strength of a Boolean function. In particular, we prove t h a t (i) if f, a Boolean function on Vn, satis es the propagation criterion with respect to all but a subset < of vectors in Vn, then the nonlinearity o f f satis es N f 2 n;1 ; 2 1 2 (n+t);1 , where t is the rank of <, a n d
(ii) When j<j > 2, the nonzero vectors in < are linearly dependent.
Furthermore we s h o w that (iii) if j<j = 2 t h e n n must be odd, the nonlinearity o f f satis es N f = 2 n;1 ; 2 1 2 (n; 1) , and the nonzero vector in < must be a linear structure of f. , and the nonzero vectors in < must be linear structures of f. (vi) if j<j = 5 t h e n n must be odd, the nonlinearity o f f is N f = 2 n; 1 
Introduction
Cryptographic techniques for information authentication and data encryption require Boolean functions with a number of critical properties that distinguish them from linear (or a ne) functions. Among the properties are high nonlinearity, high degree of propagation, few linear structures, high algebraic degree etc. These properties are often called nonlinearity criteria. An important t o p i c is to investigate relationships among the various nonlinearity criteria. Progress in this direction has been made in 9], where connections have been revealed among the strict avalanche characteristic (SAC), di erential characteristics, linear structures and nonlinearity, o f quadratic functions.
In this paper we carry on the investigation initiated in 9] and bring together nonlinearity and propagation characteristic of a Boolean function (quadratic or non-quadratic). These two cryptographic criteria are seemly quite separate, in the sense that the former indicates the minimum distance between a Boolean function and all the a ne functions whereas the latter forecasts the avalanche behavior of the function when some input bits to the function are complemented.
We further extend our investigation into the structures of cryptographic functions. A short summary of the results is presented in Table 1 .
Due to the limit on space, detailed proofs will be left to the full version of the paper.
Basic De nitions
We consider Boolean functions from V n to GF(2) (or simply functions on V n ), V n is the vector space of n tuples of elements from GF (2) . The truth table of a function f on V n is a (0 1)-sequence de ned by ( f( 0 ) f( 1 ) : : : f ( 2 n ;1 )), and the sequence of f is a (1 ;1)-sequence de ned by ( ( ;1) f( 0) (;1) f( 1) : : : (;1) f( 2 n ;1 ) ), where 0 = ( 0 : : : 0 0), 1 = ( 0 : : : 0 1), : : : , 2 n;1 ;1 = ( 1 : : : 1 1). The matrix of f is a (1 ;1)-matrix of order 2 n de ned by M = ( ( ;1) f( i j ) ). f is said to be balanced if its truth table contains an equal number of ones and zeros.
An a ne function f on V n is a function that takes the form of f(x 1 : : : x n ) = a 1 x 1 a n x n c, where a j c 2 GF(2), j = 1 2 : : : n . Furthermore f is called a linear function if c = 0 .
De nition 1. The Hamming weight of a (0 1)-sequence s, denoted by W(s), is the number of ones in the sequence. Given two functions f and g on V n , the Hamming distance d(f g) b e t ween them is de ned as the Hamming weight of the truth table of f(x) g(x), where x = ( x 1 : : : x n ). The nonlinearity of f, denoted by N f , is the minimal Hamming distance between f and all a ne functions on V n , i.e., N f = min i=1 2 ::: 2 n+1 d(f ' i ) where ' 1 , ' 2 , : : : , ' 2 n+1 are all the a ne functions on V n . Now w e i n troduce the de nition of propagation criterion.
De nition 2. Let f be a function on V n . W e s a y t h a t f satis es 1. the propagation criterion with respect to if f(x) f(x ) is a balanced function, where x = ( x 1 : : : x n ) and is a vector in V n . 2. the propagation criterion of degree k if it satis es the propagation criterion with respect to all 2 V n with 1 W( ) k.
The above de nition for propagation criterion is from 7] . Further work on the topic can be found in 6] . Note that the strict avalanche criterion (SAC) introduced by Webster and Tavares 10, 11] is equivalent to the propagation criterion of degree 1 and that the perfect nonlinearity studied by Meier and Sta elbach 4 ] is equivalent to the propagation criterion of degree n where n is the number of the coordinates of the function.
While the propagation characteristic measures the avalanche e ect of a function, the linear structure is a concept that in a sense complements the former, namely, it indicates the straightness of a function.
De nition 3. Let f be a function on V n . A vector 2 V n is called a linear structure of f if f(x) f(x ) is a constant.
By de nition, the zero vector in V n is a linear structure of all functions on V n . It is not hard to see that the linear structures of a function f form a linear subspace of V n . The dimension of the subspace is called the linearity dimension of f. W e note that it was Evertse who rst introduced the notion of linear structure (in a sense broader than ours) and studied its implication on the security of encryption algorithms 3]. Bent functions on V n exist only when n is even. Another important property of bent functions is that they achieve the highest possible nonlinearity 2 n;1 ; where i j = 0 1 : : : 2 n ; 1.
Let S be a set of vectors in V n . The rank of S is the maximum number of linearly independent v ectors in S. Note that when S forms a linear subspace of V n , its rank coincides with its dimension. Lemma 6 of 8] states that the distance between two functions f 1 and f 2 on V n can be expressed as d(f 1 f 2 ) = 2 n;1 ; 1 2 h f1 f2 i, where f1 and f2 are the sequences of f 1 and f 2 respectively. As an immediate consequence we h a ve:
Lemma5. The nonlinearity of a function f on V n can be c alculated b y N f = 2 n;1 ; 1 2 maxfjh `iij 0 i 2 n ; 1g
where is the sequence of f and`0, : : : ,`2n ;1 are the sequences of the linear functions on V n .
Now w e p r o ve a central result of this paper:
Theorem 6. Let f be a function on V n that satis es the propagation criterion with respect to all but a subset < of vectors in V n . Then the nonlinearity of f satis es N f 2 n;1 ; 2
It was observed by Nyberg in Proposition 3 of 5] (see also a detailed discussion in 9]) that knowing the linearity dimension, say`, of a function f on V n , the nonlinearity of the function can be expressed as N f = 2N r , where N r is the nonlinearity o f a function obtained by restricting f on an (n ;`)-dimensional subspace of V n . Therefore, in a sense Theorem 6 is complementary to Proposition 3 of 5].
In the next section we discuss an interesting special case where j<j = 2. More general cases where j<j > 2, which need very di erent proof techniques, will be fully discussed in the later part of the paper.
4 Functions with j<j = 2 Since < consists of two v ectors, a zero and a nonzero, it forms a one-dimensional subspace of V n . The following result on splitting a power of 2 into two squares will be used in later discussions. can be written as g(x) = cx n h(x 1 : : : x n;1 ) where h is a bent function on V n;1 and c is a constant in GF (2) .
By Theorem 8 and Corollary 9, functions on V n that satisfy the propagation criterion with respect to all but two v ectors in V n exist only if n is odd, and such a function can always be (informally) viewed as being obtained by repeating twice a b e n t function on V n;1 (subject to a nonsingular linear transformation on the input coordinates).
When < has more than two vectors, it does not necessarily form a linear subspace of V n . Therefore discussions presented in this section do not directly apply to the more general case. Nevertheless, using a di erent technique, we show in the next section a signi cant result on the structure of <, namely, the nonzero v e ctors in < with j<j > 2 are linearly dependent. Proof. The theorem is obviously true if k > n . N o w w e p r o ve t h e theorem for k n by c o n tradiction. Assume that 1 : : : k are linearly independent. Let be the sequence of f.
Compare the rst row o f t h e t wo sides of (1), we h a ve ( ( 0 ) ( 1 ) : : : ( 2 n ;1 )) = 2 ;n (h `0i 
Now l e t P be a matrix that consists of the 0th, 1 th, : : : , k th rows of H n .
Here we regard i as an integer. Set a 2 j = h `ji 2 , j = 0 1 : : : 2 n ;1. Note that ( ) = 0 i f 6 2 f 0 1 : : : k g. Hence (2) can be written as Adding together both sides of the above t wo equations, we h a ve 2 (0) = a 2 j +a 2 j0 . Hence a 2 j + a 2 j0 = 2 n+1 . There are two cases to be considered: n even and n odd.
Case 1: n is even. By Lemma 7, a 2 j = a 2 j0 = 2 n . This implies that h `ji = 2 n for any xed j, which in turn implies that f is bent and that it satis es the propagation criterion with respect to every nonzero vector in V n (see also the equivalent statements about bent functions in Section 2). This clearly contra- This gives us
Since k > 1, (5) contradicts (4). Summarizing Cases 1 and 2, we conclude that the assumption that 1 : : : k are linearly independent is wrong. This proves the theorem.
u t
We believe that Theorem 11 is of signi cant importance, as it reveals for the rst time the interdependence among the vectors where the propagation criterion is not satis ed by f. Of particular interest is the case when < = f0 1 : : : k g forms a linear subspace of V n . Recall that linear structures form a linear subspace. Therefore, when < is a subspace, a nonzero vector in < is a linear structure if and only if all other nonzero vectors are linear structures of f.
In the following sections we examine the cases when j<j = 3 4 5 6.
6 Functions with j<j = 3 When j<j = 3 , t h e t wo distinct nonzero vectors in < can not be linearly dependent. By Theorem 11 we h a ve Theorem 12. There exists no function that does not satisfy the propagation criterion with respect to only three v e ctors.
Functions with j<j = 4
Next we consider the case when j<j = 4. Similarly to the case of j<j = 2, the rst step we t a k e i s t o i n troduce a result on splitting a power of 2 into four, but not two, squares.
Lemma13. Let n 3 be a p ositive integer and 2 n = P 4 j=1 p 2 j where e ach p j 0 is an integer. Then (i) p 2 1 = p 2 2 = 2 n;1 , p 3 = p 4 = 0 , i f n is odd (ii) p 2 1 = 2 n , p 2 = p 3 = p 4 = 0 or p 2 1 = p 2 2 = p 2 3 = p 2 4 = 2 n;2 , i f n is even.
Now w e can prove a k ey result on the case of j<j = 4 . Theorem 14. If f, a function on V n , satis es the propagation criterion with respect to all but four vectors (0, 1 2 , 3 ) i n V n . Then (i) < = f0 1 2 3 g forms a two-dimensional linear subspace o f V n ,
(ii) n must be even, (iii) 1 2 and 3 must be linear structures of f, (iv) the nonlinearity of f satis es N f = 2 n;1 ; 2 1 2 n . As a result we h a ve Corollary 15. A function f on V n satis es the propagation criterion with respect to all but four vectors in V n if and only if there exists a nonsingular linear matrix of order n over GF (2) , say B, such that g(x) = f(xB) can be written as g(x) = c 1 x n;1 c 2 x n h(x 1 : : : x n;2 ) where c 1 and c 2 are c onstants in GF (2), and h is a bent function on V n;2 .
In 8], it has been shown that repeating twice or four times a bent function on V n , n even, results in a function on V n;1 or V n;2 that satis es the propagation criterion with respect to all but two or four vectors in V n;1 or V n;2 . C o m bining Corollaries 15 and 9 with results shown in 8], we conclude that the methods of repeating bent functions presented in 8] generate all the functions that satisfy the propagation criterion with respect to all but two or four vectors.
Functions with j<j = 5
Let f be a function on V n with j<j = 5 and let < = f0 1 2 3 4 g. In the full paper we show the following result:
Theorem 16. Let f be a B o olean function on V n that satis es the propagation criterion with respect to all but a subset < = f0 1 2 3 4 g. Then (i) n is odd, (ii) 1 2 3 4 = 0 , (iii) j ( j )j = 2 n;1 , j = 1 2 3 4, and three ( j ) have the same sign while the remaining has a di erent sign, and (iv) the nonlinearity of f satis es N f = 2 n;1 ; 2 1 2 (n;1) .
Recall that when j<j = 2 or 4, all nonzero vectors in < are linear structures of f, and the structure of f is very simple | it can be (informally) viewed as the two-or four-repetition of a bent function on V n;1 or V n;2 . I n c o n trast, when j<j = 5 , none of the nonzero vectors in < is a linear structure of f. T h us if a non-bent function does not possess linear structures, then j<j must be at least 5. In this sense, functions with j<j = 5 occupy a very special position in our understanding of the structures of functions.
Constructing Functions with j<j = 5
The structure of a function with j<j = 5 is not as simple as the cases when j<j < 5. Unlike the case with j<j = 2 or 4, there seem to be a number of di erent w ays to construct functions with j<j = 5. The purpose of this section is to demonstrate one of such construction methods.
We start with n = 5. Let !(y) be a mapping from V 2 into V 3 As an example, set h(x 6 x 7 ) = x 6 x 7 and f 7 (x 1 x 2 x 3 x 4 x 5 x 6 x 7 ) = f 5 (x 1 x 2 x 3 x 4 x 5 ) h(x 6 x 7 ) where f 5 is de ned in (7) . Note that h(x 6 x 7 ) is a bent function on V 2 , by Theorem 18, f 7 is a balanced function on V 7 that satis es j<j = 5 .
To close this section we note that one can also start with constructing a function f 7 on V 7 with j<j = 5 b y using the same method as that for designing f 5 .
9 Functions with j<j = 6 In the full paper we prove that there is no function with j<j = 6 . Theorem 19. There exists no function on V n such that j<j = 6 .
Degrees of Propagation
In 8] it has been shown that if f is a function on V n with j<j = 2, then, through a nonsingular linear transformation on input coordinates, f can be converted into a function satisfying the propagation criterion of degree n ; 1. Similarly, when j<j = 4, the degree can be 2 3 n. In this section we show t h a t w i t h j<j = 5 , the degree can be n ; 3. Assume that the four nonzero vectors in < are 1 , 2 , 3 and 4 , and that 1 , 2 and 3 are a basis of < = f0 1 2 3 4 g. Let : 1 1 1 1) . These discussions, together with Theorem 18, show that for any odd n 5, there exists balanced functions on V n that satisfy the propagation criterion of degree n;3 and do not possess a nonzero linear structure. Table 1 shows structural properties of functions with j<j 6.
