Abstract. The phenomenon of self-induced transparency (SIT) is reinterpreted in the context of competition between randomness, non-linearity and dispersion, and furthermore the problem is recast to show that it is isomorphic to a problem of the non-linear Schroedinger (NLS) type with a random potential in which the randomness is manifested spatially. It is shown that, under mild assumptions, the SIT result continues to hold when we replace the uniform medium of inhomogeneously broadened two-level atoms by a series of intervals in each of which the frequency mismatch is randomly chosen from some distribution. The exact solution of this problem confirms and revelas the reason for the fact that non-linearity can help improve the transparency of the medium. Also, the small amplitude, almost monochromatic limit of SIT is taken and results in a complex envelope equation which turns out to be an exactly integrable combination of NLS and a modified SIT equation. Finally, some generalizations are made to describe a broad class of integrable systems which combine randomness, non-linearity and dispersion.
Introduction
Much work has been done in order to understand signal propagation in random media. The simplest model is given by a linear Schroedinger equation with a random potential, V (x),
which transforms under Φ = Ψe −ik
The random potential, V (x), can be for instance taken to be a stepwise constant function which takes values V j in each interval ∆x j , where V j is an independent random variable associated with a given distribution function. The famous result for this equation states that the signal, Φ(x), is localized (exponentially decays in x) for almost any realization of the random potential. This phenomena is known in condensed matter physics as Anderson localization [Martinelli & Scoppola (1987) ], [Simon & Souillard (1984) ]. The result holds for more complicated models for the random potential and does not depend crucially on the distribution of the variable V j . On the other hand, it has also been shown [Devillard & Souillard (1986) ] that if one replaces equation (2) with its non-linear version,
(α > 0), then the field, Ψ(x), cannot decay with x faster than 1/x 2 . This gives an indication that the nonlinearity somehow enables the field to spread out much further than it could in the linear medium. In other words, the non-linearity tends to counteract the randomness and helps the signal to persist.
The time-dependent version of this model,
has also been investigated [Caputo et al (1990) ], [Caputo et al (1988) ], [Kivshar & Malomed (1989) ] without the restrictive assumption that the signal is monochromatic, i.e. Φ(x, t) = Ψ(x)e −ik 2 t , and in those cases where the random potential can be considered a small perturbation. Theoretical analysis and numerical simulations suggest the fundamental reason for the improved transparency of the medium. The inherent stability and robustness of coherent non-linear pulses with single frequencies overcome the incoherent scattering of the random potential. Indeed, the strongest effect of randomness was to slow pulse propagation rather than erode the wave packets themselves by incoherently scattering its component wave trains. Non-linearity seemed to unify the wave trains into coherent objects.
However, all these theories are approximate and their simulations difficult to interpret in a precise way. It is useful, therefore, to construct models which are exactly solvable and in which the interplay of non-linearity, randomness and dispersion can be closely examined. Such models, although rare, are not pathological and indeed are manifested in real physical systems whose predicted behavior can be experimentally verified. The granddaddy of such systems is the propagation of electromagnetic pulses through an active, inhomogeneously broadened medium of two level atoms, sometimes called self-induced transparency, or SIT. The phenomenon was predicted by [McCall & Hahn (1967,69) ], was verified experimentally by [Gibbs et al (1976) ] and the system was shown to be exactly integrable by [Lamb (1971) ] and [Ablowitz et al (1974) ]. An amplified medium version was later studied by [Gabitov et al (1983,84,85) ]. It is not hard to see from this system how infinite classes of systems with similar properties can be constructed [Newell (1980) ].
The nature of the interactions between randomness and the non-linear and dispersive characters of the system is exquisitely brought out by the SIT system. The propagation is unidirectional. Reflections are ignored. The role of the incoherent scatterer is taken on by the internal degrees of freedom of the active medium. The two level atoms can be excited between the common ground state and a range of higher levels. The energy level differences are not constant because the random motion of the atoms adds a random Doppler shift kv to the frequency corresponding to the mean energy level difference. As a result, the mismatch, 2α, between the carrier frequency of the electromagnetic wave and the two level atom frequency is a random variable, with distribution g(α). On entering the medium, pulses are divided into a set of normal mode components which consists of a continuum of dispersive waves (the radiation component) and a finite set of solitons (2π-kinks and 0π-breathers; 2π and 0π refers to the area under the electric field envelope). The medium is opaque to radiation. The radiation component decays in a distance of β −1 , the inverse of the width of the distribution g(α). The medium is completely transparent to the soliton component. Solitons are slowed but not stopped by the randomness. The larger the ratio of a measure of randomness to non-linearity, the slower the solitons go.
The reason for the transparency of the medium is that each soliton pulse phase locks the spectrum of dipoles which is excited, so that all the polarizations oscillate with a common frequency dictated by the internal frequency of the soliton. The dispersive radiation (even though the propagation of each radiation wave packet is also governed by a non-linear equation) has no weapon to counteract incoherent scattering. One may interpret this behavior mathematically in a manner that makes contact with the mathematical reasons for, and proof of, localization. The key result is Furstenberg's theorem [Furstenberg (1963) ] which asserts that, with probability one, the action of a product of random matrices on an arbitrary vector, is to magnify it exponentially as exp (γL) where L is the length of the string. (The solution to the finite difference analogue of equation (2) is a product of random matrices of determinant one.) An underlying assumption is that there are no invariant subspaces. In the SIT problem, the propagation can also be written as a product of diffeomorphisms acting separately on each of the radiation and soliton components. The soliton component is left invariant by the action. The radiation component is not.
The first goal of this paper is to reinterpret the phenomenon of SIT in the context of competition between randomness, non-linearity and dispersion, and furthermore to recast the problem in order to show that it is isomorphic to a problem of the type given by (1) in which the randomness is manifested spatially. Specifically, we show that, under mild assumptions, the SIT result continues to hold when we replace the uniform medium of inhomogeneously broadened twolevel atoms by a series of intervals in each of which the frequency mismatch is fixed with a value chosen from the distribution g(α). Our second goal is to show is what sense the small amplitude, almost monochromatic, limit of SIT can be taken. It is well known that low amplitude, almost monochromatic wave-packets of non-linear dispersive systems satisfy the non-linear Schroedinger (NLS) equation. But if the distribution g(α) is broad, the NLS cannot be the limit of SIT.
, then the complex envelope of the carrier wave about the frequency α 0 satisfies an exactly integrable combination of NLS and a modified SIT equation. A third goal, connected with the outcome of the second, is to give the reader a recipe for a broad class of integrable systems which combine randomness, non-linearity and dispersion. Such a recipe will allow one to examine systems which combine these three ingredients as perturbations of their nearest integrable neighbors rather than in the limits of vanishing randomness or non-linearity. This paper is organized as follows. In section 2, we briefly review the results for the SIT problem and list some important properties of solutions. In section 3, two new formulations are introduced which resemble the formulation (4) and at the same time lead to the same result as the classical SIT problem. In section 4, an NLS-like equation is derived as an example of an envelope equation for the SIT problem with a special kind of a distribution (which allows the signal to stay monochromatic).
The SIT problem -Model 1
The set of equations which describes the propagation of an electro-magnetic wave packet that impinges on an inhomogeneously broadened medium at z = 0 is:
In equations (5-7), z = X ≥ 0, the space variable meaning distance from the beginning of the medium, plays the role of the independent variable of evolution; τ = T − X, is the retarded time, and belongs to the domain −∞ < τ < ∞; e is the complex electric field envelope, λ is the induced complex polarization, n is the normalized population inversion and λ = ∞ −∞ g(α)λ(τ, z; α) dα, where g(α) characterizes the inhomogeneous broadening and is normalized to unit area. The (independent) random variable 2α describes the frequency mismatch and takes real values according to its probability distribution, g(α). One example of a distribution g(α) is given by
and, although the Maxwellian distribution
2 would be more appropriate physically, is convenient for purposes of illustration. The system is completed with conditions e(z = 0, τ ) belonging to L
(1) (τ ) and λ(τ = −∞, z; α) = n(τ = −∞, z; α) + 1 = 0. This choice, with e(τ < 0, z = 0) equal to zero is equivalent to the quarter plane problem on z, τ ≥ 0 with e(τ, z = 0) given on τ > 0 and λ(τ = 0, z; α) and n(τ = 0, z, α) + 1 given on τ = 0. The results of this problem with additional randomness included in λ(τ = 0, z; α) and n(τ = 0, z; α) + 1 can be constructed from modified inverse scattering transform techniques introduced by [Fokas and Pelloni (1998) ] and will be given elsewhere.
In formulation (5-7), the equations do not at all look like equations of propagation in a random medium. Here, one solves for the polarization and the population inversion for each value of the frequency mismatch, α. Then, the evolution of the electric field is determined by the expected value of the polarization (given the probability distribution of α). The presence of randomness is hidden in the α being an independent random variable.
The problem is solved using the inverse scattering method (IST, see [Ablowitz et al (1974) ]). System (5-7) can be associated with a scattering (eigen-value) problem which effectively describes propagation of some associated vector field, v, in the presence of potential e. The vector v satisfies an overdetermined system of ordinary differential equations in τ and z, v τ = L ζ v and v z = M ζ v, where L ζ and M ζ are 2 × 2 matrices depending on e and ζ and on λ, n, g(α) and ζ respectively,
where we interpret f (α) ≡ P
dα as a Cauchy principal value integral. L ζ and M ζ form the so called Lax pair of the problem. This means that the initial equations, (5-7), follow from the compatibility condition of the two systems, v τ = L ζ v and v z = M ζ v. Then, the former system gives the spectrum of the problem at z = 0 (the set of values ζ for which a solution exists and is bounded) and the latter one describes the z-dependence of the eigen-functions. The field, e, can be reconstructed from the scattering data (which includes the spectrum and the transmission coefficients found from the scattering problem). The reason that the inverse problem can be solved lies in analytic properties of the function v and the transmission coefficients. The inverse problem can be formulated as a Riemann-Hilbert problem and solved to yield the field, e, as a function of z and τ for any initial condition in the allowed class.
It turns out that the spectrum of the problem consists of the real line and a (finite) number of discrete points in the complex plane (we denote them as ζ k = ξ k + iη k ). When e(0, τ ) is real and g is even, then e(z, τ ) remains real. Further, if ξ k + iη k belongs to the spectrum, so does −ξ k + iη k . In that case, the purely imaginary points ζ k = iη k give rise to 2π-kinks whereas each complex conjugate pair, (ζ k , −ζ * k ) gives rise to a 0π-breather soliton. Kinks are finite area (2π) solitons; breathers are coherently bound modulated wave trains (wave packets) of zero area. The continuous part of the spectrum (and the corresponding transmission coefficient, b * /a), describe the part of the signal which we refer to as radiation. The discrete part of the spectrum and the analogue of the transmission coefficient (associated with complex eigen-values), C k , are responsible for the soliton part of the solution. The complex number C k describes the position of the amplitude and phase of the soliton. As was indicated before, the evolution of the electric field, e(τ, z), is uniquely determined by the evolution of the scattering data, b * /a and C k . In order to present the result, let us define curveC on the complex plane so thatC = {α | α ∈ (−∞, ξ −ǫ)∪A ξ,ǫ ∪(ξ +ǫ, ∞)}, where ǫ ≪ ξ, and the set A ξ,ǫ is a semi-circle, A ξ,ǫ = {α | α = ξ + ǫe iφ , π ≤ φ ≤ 2π}. Now we can define a class of curves in the complex plane, C, to be the curvẽ C and any distortion, C, of this curve which does not cross any singularities of function g(α) and in the domain betweenC and C, g(α) is analytic. In other words, curves in class C follow the real axis everywhere except a neighborhood of the point α = ξ where they indent under it. The z-dependence of the scattering data is then given by
where the contour C u is any contour in the complex plane which belongs to class C. Note that the result is the same for any contour C u in this class. For distribution (8), we can calculate the integrals explicitly,
The astonishing result is that there is a non-empty family of soliton solutions of problem (5-7). One example corresponds to just one imaginary bound state, ζ = iη and is called a kink:
Another example is given by breather soliton solutions. If the discrete spectrum consists of only two points, ζ 1 = ξ + iη and ζ 2 = −ζ * 1 , the soliton solution is given by the expression,
where the constants ω 1 and ω 2 are given in equation (13) with (ξ, η) instead of (ξ k , η k ). This solution has a shape of a pulse which translates self-similarly in time and space with a finite velocity. Despite the fact that the equations contain a random parameter, the system still allows for a non-decaying solution. In general, an initial pulse e(0, τ ) breaks up into soliton components and radiation. In a distance proportional to β the pulse reshapes so that its area becomes a multiple of 2π. The radiation is trapped at a characteristic distance z proportional to z 0 ∼ β −1 (it becomes exponentially small). For z < z 0 , the medium is left in a permanently "ringing" state as the energy of the radiation is incoherent and remains trapped by the randomly distributed internal degrees of freedom at the beginning of the medium. The solitons survive and propagate losslessly through the medium. It is interesting that the "amounts" of the nonlinearity and randomness can be directly measured and compared to each other by looking at the soliton speed. Namely, if we make a change of coordinates back to the physical space and time, the velocity of the breather soliton is:
here c is the speed of light, ω 1 = − 1 2 ξ ξ 2 +(η+β) 2 and ω 2 = 1 2 η+β ξ 2 +(η+β) 2 . Let us assume that ξ ∼ 1. The two competing mechanisms, nonlinearity and randomness, enter the expression for the velocity as the ratio η β . Rewriting this ratio in terms of physical parameters of the system, we get:
where ω Rabi = Ep h is the Rabi frequency (see [Newell & Moloney (1992) ], page 158), ω is the transition frequency, and V is the thermal velocity, V ∼ (16) tends to zero, the soliton almost stops. Since the energy flux is then very small, one can say in this case that randomness wins. However, in contrast with non-integrable cases (such as the ones given by equation (1)), the soliton does not erode and decay. It simply moves very slowly, constantly exchanging energy with the medium.
It is useful to find out what physically happens in both problem (4) and the SIT problem so that signals get trapped. It turns out that the mechanisms are quite different in the two cases.
If a signal propagates through a sequence of slabs, each characterized by its own value of the random potential, V j , at each slab interface the signal produces a transmitted part and a reflected part. Both of them travel (in opposite directions) until they hit an interface again and get separated into secondary transmitted and reflected parts etc. The portion of the signal which gets transmitted is a random function (it depends on the value of the potential there). The reason that the signal is localized can be intuitively viewed as the signal getting lost in an infinite number of random reflections.
A totally different picture takes place in the SIT system. There, the signal is only allowed to travel one way (this can be directly seen from equation (5)). No reflections are taken into account. Indeed, the amount reflected is much smaller than that absorbed by the internal degrees of freedom. Instead, at each point z, we have an infinite number of possible polarization functions, λ, excited by the electrical field and parameterized by its value of the frequency mismatch. They are realized with a certain probability (g(α)) and therefore contribute to the propagation of the electrical field according to their weight. The signal gets trapped because the polarization (being a function of a random variable) affects the signal in a random fashion. The exception are signals which have a very particular shape, the solitons. The polarization λ corresponding to a soliton solution turns out to be phase-locked, see figure 1. Namely, for each α, the corresponding polarizations, λ(τ, z; α), have the same frequency as functions of τ . For every z, the contributions λ(τ, z; α) coming from different frequency mismatches add up in such a way that they enhance a translation of the signal in z. Note that this is true not only for the small amplitude limit but also for large amplitude solutions. Another property of the breather soliton can be seen from figure 1. If we set η ∼ ǫ and ξ ∼ 1 for some small constant ǫ ≪ 1, the order of magnitude of the solution (say, at its maximum, i.e. when ητ = ω 2 z) becomes e(x, t) ∼ ǫ, and
One can see that for certain values of the wave-number, λ and n + 1 become large even in the small amplitude limit. We will call these values of α resonant. The probability of α to hit a resonance is small (see distribution (8)), but the corresponding value of λ is of order one, and therefore the corresponding contribution plays an important role in the dynamics.
3 Different formulations of the SIT problem
Model 2
Now let us show the equivalence of the SIT problem described above with the following problem. Imagine that the signal is propagating through a medium that consists of slices in z. Each has a length ∆z, and there is a certain mismatch α j associated with slice j, j is the number of the slice. Also we assume that within each slice, the mismatch is narrowly concentrated around its expected value α j . We also want to take each distribution g j (α) to be an even function to make the breather solutions possible. So within every slice j, the mismatch is described by:
Here the values of the expected mismatch, α j , are random and obey a distribution law (for instance, the one given by (8)). The width of the distribution within each of the slabs is characterized by ǫ 1 . Later on we will take the limit ǫ 1 → 0, but for now we will keep this infinitesimal constant. Let us determine the fields at an arbitrary point z = N ∆z. We will prove that the result of this calculation is exactly (10-11). In order to do that we will have to carry out the inverse scattering analysis for every slice j. In other words, we need to know the time-evolution of the scattering data in every slice.
The results of the previously solved problem, (10-11), can be used here, except we have to replace distribution g from (8) with distribution g j from (19). At the point ∆z, the scattering data becomes:
where we defined functions F and G as follows,
When obtaining expression (22), a finite value of ǫ 1 moves the poles away from the integration contour C u . Repeating the calculation for each slice, at the point z = N ∆z we get the result,
Now if we assume that the slices are very thin (N → ∞, N ∆z = z = const), we can calculate the averages above as follows:
where g(α) is a distribution that describes the random mismatch in each of the slices, α j . The transition from the discrete averages to the continuous is possible because both functions, F and G, have continuous first derivatives on R. Now we have to evaluate each of the integrals and compare the result with (10-11).
First of all, we should note that in the expression for G, Eqn. (23), ǫ 1 can be taken to be zero before we integrate in α in Eqn. (27) (this can be justified using the Lebesgue's Dominated Convergence Theorem about interchanging the order of integration and taking a limit). On the other hand, in the expression for F , Eqn. (22), we should keep a positive ǫ 1 in order to be able to carry out the integration in (26), because a finite ǫ 1 moves the poles away from the real axis, so one can apply contour integration. If the limit is evaluated before the integration, the function becomes non-integrable. After the calculation in (26) is carried out, we can take the limit ǫ 1 → 0. The result is that in the limit of N → ∞ and ǫ 1 → 0, expression (26) is identical to (12) and expression (27) is exactly (13).
Therefore, we have proved that the problem of the propagation of an electromagnetic signal through a medium with a random frequency mismatch is a limiting case of the problem of the propagation of the signal through equallyspaced (in z) slices of material, each of them characterized by a randomly chosen expected value of the frequency mismatch. The limit can be obtained if (i) the slices are taken to be infinitely thin and (ii) the amount of randomness in each of the slices is taken to be zero (infinitely sharp distribution in each slice).
Model 3
Now we are going to modify the previous formulation, so that in each of the slabs the distribution is infinitely sharp, but with imaginary (ℑ(α) < 0) frequency mismatch. The result is the same.
We start with replacing expression (19) by the following (symmetrical) sharpline distribution:
(this is the limit of distribution (19) as ǫ 1 → 0). The values α j characterize the polarization in each slice. For the moment we just assume that α j can take any (complex) values. Therefore, the probability distribution that α j satisfies cannot be specified. All we can do is assume that the real part of α obeys the distribution g. Following the same reasoning as in the previous model, we can calculate the result for each slice in z. After N steps, we will arrive to expressions similar to (24) (25) , where functions F and G differ from the previous model. Note that it was already shown in the previous section that when determining the timeevolution of the discrete part of the spectrum (given by expression (11) and function G), the finite width of distribution g j (α) did not play any role and could be taken to be zero from the very beginning. Therefore, in what follows we will only concentrate on the continuous part of the spectrum and evaluating the function F . We will show that the calculation can still be carried out despite the fact that the distribution is now infinitely sharp.
We calculate F using
with the delta-function for the distribution of g j (α). Let us first note that contour C u in the above expression can be any curve in class C defined in section 1. For definiteness and convenience, we will specify this contour to be
where ǫ 2 is a fixed real constant, ǫ 2 ≪ ξ (this contour belongs to class C for all values of ǫ 2 smaller than a finiteǫ 2 ). Let us evaluate expression (29) using the definition of the delta-function,
Now we need to substitute this result into expression (24) and evaluate the sum,
We want to prove that the expression above is equal to (12). This seems intuitively clear if we use the following argument. Assume the random variable α j to be associated with distribution (8) (or, more precisely, its analytic continuation), much like it was in model 2. The only difference now is that α j takes complex values. If we use the analytic continuation of the distribution function g(α) to the contour C u , then expression (32) can be evaluated in the same way as the sum in equation (22), yielding exactly (12) in the limit N → ∞. The only problem here is that the analytic continuation of g (α) is not a distribution function. Despite the fact that it still satisfies the normalization relation, Cu g(α)d α = 1, it fails to take real values in its domain, C u . On the other hand, ℜ(g) or ℑ(g) both violate the normalization relation. Therefore, even though the argument above mimics what we had in model 2, it is not well based and we need to find a different proof.
The key step is to statistically prescribe the behavior of α j . So far it has been arbitrary. Let us make a change of variables in the two sums in expression (32),
where the upper sign corresponds to the first term is (32) and the lower one to the second. If we let γ j be a random real-valued variable, then α j (−α j ) takes values from a contour in the complex plane which belongs to class C. The new variable γ j is given by γ j = ℜ(α j ). Note that the maximum deviation of α j from the real axis is equal to ǫ 2 , and in the limit of ǫ 2 → 0, α j = γ j . Now one can see that in this model, the variable γ j plays a role similar to the role of α j in model 2 (a real characteristic frequency mismatch). We can assume γ j to be described by a real-valued distribution function (8). We can rewrite expression (32) in terms of γ j :
It is now legitimate to apply formula (22), because the expression above is the expected value of a function of a (real) random variable with a known distribution. Note that the second term in expression (34) can be obtained from the first one by changing γ j → −γ j , and since the distribution g(γ) we chose satisfies g(−γ) = g(γ), the second term equals to the first one. We obtain that expression (34) in the limit of N → 0 tends to
This integral can be evaluated using the fact that the integrand is a meromorphic function which decays (cubically) at |γ| → ∞ and has two simple poles in the upper half plane, one is γ = iβ and the other is right above the point γ = ξ. The residues coming from both poles are similar to the (upper-half plane) residues of the integral in (12). As ǫ 2 → 0, the value of expression (35) tends to the value of (12). Therefore, in the limit ǫ 2 → 0 and N → 0, model 3 gives the same result as model 1. Remark 1. The particular shape of the contour C u is not essential as long as it belongs to class C. Parameterization (30) was chosen because it made the subsequent evaluation of integral (35) rather straightforward.
Remark 2. In model 2, the finite width of the distribution g(α), ǫ 1 , within each slab is essential. In model 3, sharp-line distributions in each of the slabs are employed. In this model, the role of the finite distribution width in each of the slabs is played by the deviation of frequency mismatch, α j , from the real axis, measured by ǫ 2 . Since it is only physical for a frequency to be a real number, we prescribe some probability (g) for the real part of α j (which is given by ℜ(α j ) = γ j ). Then, in the limit ℑ(α j ) → 0, α j is also described by g, and the two formulations, model 1 and model 3, become equivalent.
Remark 3. Even though Model 3 describes propagation of a signal through very thin slabs with some randomly chosen polarization in each of them, one cannot take the limit of α j → α(z). In other words, the polarization cannot be considered as a continuous function of the coordinate. The reason is that a continuous (random) function is not independent (there are non-zero correlations between values it takes) and, therefore, the argument leading to equation (26) (and its equivalent in model 3) fails, because the central limit theorem can not be applied. Therefore, one needs to keep the slices finite. The problem with continuous frequency mismatch is an interesting challenge in itself, because it still allows for a Lax pair of the system, i.e. the problem can be exactly integrated.
Remark 4. One can conclude that the SIT problem is equivalent to the problem of signal propagating through slabs of some random medium (much like problem (3) and other similar systems). It suggests that the roles the nonlinearity and randomness play are similar in all cases. Indeed, one can see that the presence of non-linearity delocalizes the signal. In both cases, the NLS with a random potential, and the SIT, the signal decays slower than 1/distance 2 .
An envelope equation for the SIT problem
Now we will look for more similarities between the NLS in random potential and the SIT problem. In particular, we develop an appropriate small amplitude, almost monochromatic limit for the SIT equations. The additional requirement for a canonical equation is that the random spectrum must be confined to the neighborhood of the wave packet frequency.
The limit of homogeneous broadening.
The sharp line limit corresponds to β → 0 in Eqn. (8). System (5-7) in this case is much easier to solve. The methods and results can give us some insight on what happens when some inhomogeneity is added.
The system under consideration is now:
First of all we note that the substitution
for some function u(τ, z) satisfies system (36-38) as long as
i.e. system (36-38) becomes equivalent to Sine-Gordon equation (40) under transformation (39). Eqn. (40) is exactly integrable and its solution may be obtained from the ones presented in section 2.1 by taking the limit β → 0. Note that substitution (39) is not possible in the case of inhomogeneous broadening.
As we have seen in section 2.2, in the small amplitude limit (η → 0) there is a scale separation (it is also relevant for the case β = 0). Therefore, it seems natural to get rid of the information on the fast dynamics and derive an equation for slowly varying amplitudes. In the case of homogeneously broadened medium, such an equation is the NLS. We will briefly outline its derivation from the Sine-Gordon equation.
Let ǫ be a small constant. We assume that u ∼ ǫ ≪ 1 and, in Eqn. (40), keep only terms up to the third order of ǫ:
Next, we introduce the scale separation by setting
where the slow variables are T 1 = ǫτ , Z 1 = ǫz, Z 2 = ǫ 2 z, . . .. Now we substitute this expression into Eqn. (41) and obtain in the first order of ǫ that ω = k −1 . At higher orders we have:
The first term on the right causes secular growth of the solution u 1 . In order for expansion (42) to be valid we need to remove this term. If we setÃ = ǫA and then omit the tildes, we obtain to the following condition on the slowly varying amplitude, A: which is the canonical NLS equation. We can conclude that in the absence of randomness (inhomogeneous broadening), the envelope of the soliton satisfies the NLS. Now we can ask if there is a natural way to generalize this result to the problem with inhomogeneous broadening, see figure 2. The answer is in general negative. In order to decompose a signal into the fast oscillating part and the slowly-varying envelope, one needs an important condition imposed on every signal. All signals have to be in some sense close to monochromatic. In the SIT problem, the soliton part of the solution can of course be thought of as a monochromatic signal. On the other hand, the radiation contains all frequencies and, therefore, the general solution of the SIT problem does not satisfy any envelope equation. However, there is a way of forcing a signal to be nearly monochromatic, which still preserves the main features of the general SIT problem. Namely, one can choose a special form of the distribution, g(α).
Derivation of the Envelope Equation for a Special
Form of the Distribution
As we can see from Eqn. (18), the regions where |α|−ξ ∼ ǫ (the resonant regions) are of a great importance in the problem. The polarization and population inversion corresponding to such values of α contribute to the dynamics, even though the resonance does not happen very often (for distributions centered at zero). We will choose such distribution that while making the problem much easier, will still allow for the resonance with a small probability. Namely, we will consider
where c ∼ ǫ 3 . In words, the distribution consists of a delta function of α and two square bumps centered at ±ξ with the height of order ǫ and the width of order ǫ 2 . The probability that α = 1 is 1 − c and the probability that |α| ≈ ξ is c.
One can immediately see that with the present choice of g(α), we only need to find the polarization for three values of α, α = 0 and α = ±ξ. We assume that η ∼ ǫ and consider the exact expressions for λ and n + 1 corresponding to breather solitons at the crest, where ητ = ω 2 z. They are functions of α and decay away from ±ξ on the scale of |α| − ξ ∼ ǫ. It suggests that with distribution (45), it is sufficient to consider these functions as constants in α within the regions ||α| − ξ| < ǫ 2 , where the distribution is finite. In other words, the signal becomes almost monochromatic (the only frequencies supported by the distribution are zero and ±ξ).
When α = 0, we can connect λ and n with the field e as in Eqn. (39). In the limit of a small amplitude we set:
and obtain:
Now we need to find similar expressions for λ(α = ±ξ) and n(α = ±ξ). Setting e = u τ and R = Re(λ), from equation (7) we have:
and after integrating Eqn. (6) we get:
(50) (note that for convenience of notation we omit the z-dependence of all functions). Now we can use expression (46) and set α = ξ in Eqn. (50) (the result for α = −ξ will follow from the evenness of Re λ and n in α). We assume that R α=ξ = r(T 1 )e i(2ξτ + z 2ξ ) + c.c. + O(ǫ) and plug this expression in Eqn. (50). Keeping only terms O(1), we obtain the following equation for r:
or, introducing the notation 
Note that F ∼ 1 because A = A(ǫτ ). Equation (53) defines r (and, therefore, λ and n) in terms of A. If we consider a special case when A is real, Eqn. (53) can be solved explicitly to give:
or, using Eqn. (7), we can easily obtain (up to O(ǫ)):
Re λ(α = ±ξ) = sin 2ξ 
Similarly, if A has a form:
with real functionsĀ and γ, we can still solve Eqn. (53) explicitly to get:
with F = 2ξ τ −∞Ā (τ 1 )dτ 1 . For the breather soliton, the expression for A follows from Eqn. (15)) and is of form (57):
where θ = −ητ + ω 2 z. One can check numerically that equations (55-56) give the correct expressions for the envelopes of λ and n. Now we are ready to derive an envelope equation for distribution (45). As we did for the Sine-Gordon equation, we use expansion (42) for u. We need to express the right hand side of Eqn. (5) in terms of A using the form of the distribution and the expression for λ(α = ±ξ). The resulting equation for A comes from eliminating the term on the right hand side which is proportional to e i(kτ + z k ) and leads to a secular growth. If condition (57) holds (the phase of A is space-independent), the resulting equations describing the evolution of the amplitude (Ā) and phase (γ) of A are,
F is not small, F ∼ 1. Therefore, the additional term coming to the NLS because of randomness is of the sine-Gordon type. One can check that the envelope of the breather soliton solution, given by equation (59), indeed satisfies the sine-Gordon equation. By means of direct calculations we can find that F = 4 tan −1 e ω2z−2ητ , which indeed is a kink soliton solution of the sine-Gordon equation (ω 2 in the case of a two-hump distribution is given by equation (64) with c = 1). It is interesting that (in the special case of a two-hump distribution) the envelope of a breather soliton is a soliton (kink) itself.
One can try to include more than one frequency into the consideration by means of modifying distribution (45), so that it has a delta-function at zero and several (symmetric) spikes for α = 0. The resulting system will contain several envelopes, each corresponding to its frequency. The resulting equations are not integrable much like it is in the case of the sharp line limit. There (for the case of two modes with amplitudes A 1 and A 2 ), we can derive a coupled system of NLS-like equations with the nonlinear term of the form 1/2(|A 1 | 2 + 2|A 2 | 2 )A 1 in the equation for A 1 (and a similar term in the equation for A 2 ). Such kind of non-linear coupling breaks the integrability.
Finally, if we apply the results of section 2 to equation (68), then we can rewrite it as
where variable V (z) is a stepwise constant function which takes values V j on each interval ∆ j z, where ∆ j z → 0. Here V j is an independent random variable which can be equal to 1 or 0 with probabilities c/2 and 1 − c/2 respectively. In this form, equation (76) very much resembles equation (4). This work has been supported partially by EPSRC grant N 7187.
