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THE ZERO NUMBER DIMINISHING PROPERTY UNDER GENERAL
BOUNDARY CONDITIONS
BENDONG LOU∗
Abstract. The so-called zero number diminishing property (or zero number argument) is a powerful
tool in qualitative studies of one dimensional parabolic equations, which says that, under the zero-
or non-zero-Dirichlet boundary conditions, the number of zeroes of the solution u(x, t) of a linear
equation is finite, non-increasing and strictly decreasing when there are multiple zeroes (cf. [1]).
In this paper we extend the result to the problems with more general boundary conditions: u = 0
sometime and u 6= 0 at other times on the domain boundaries. Such results can be applied in
particular to parabolic equations with Robin and free boundary conditions.
1. Introduction
Consider the following one dimensional linear parabolic equation:
(1.1) ut = a(x, t)uxx + b(x, t)ux + c(x, t)u in Ω := {(x, t) | ξ1(t) < x < ξ2(t), t ∈ (0, T )},
where T > 0 is a constant, ξ1 and ξ2 are continuous functions to be specified below. For each
t ∈ (0, T ), denote by
Z(t) := #{x ∈ I(t) | u(x, t) = 0}
the number of zeroes of u(·, t) in the interval I(t) := [ξ1(t), ξ2(t)]. Sometimes we also write Z(t) as
ZI(t)[u(·, t)] to emphasize the interval I(t). A point x0 ∈ I(t) is called a multiple zero (or degenerate
zero) of u(·, t) if u(x0, t) = ux(x0, t) = 0. In 1988, Angenent [1] proved the following properties
about the zero number of u:
Theorem A ([1]). Assume ξi(t) ≡ ξ
0
i (i = 1, 2) are constants with ξ
0
1 < ξ
0
2, and
(1.2) a, a−1, at, ax, axx, b, bt, bx, c ∈ L
∞.
If u is a nontrivial classical solution of (1.1) satisfying the following boundary conditions:
(1.3)
{
u(ξ01 , t) ≡ 0 or u(ξ
0
1 , t) 6= 0 (∀ t ∈ (0, T )),
u(ξ02 , t) ≡ 0 or u(ξ
0
2 , t) 6= 0 (∀ t ∈ (0, T )),
or
(1.4) ux(ξ
0
1 , t) ≡ ux(ξ
0
2 , t) ≡ 0,
then
(a) Z(t) <∞ for each t ∈ (0, T );
(b) Z(t) is non-increasing in t ∈ (0, T );
(c) if, x0 ∈ I is a multiple zero of u(·, s) for some s ∈ (0, T ), then Z(t1) > Z(t2) for all t1, t2
satisfying 0 < t1 < s < t2 < T .
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Roughly speaking, this theorem says that Z(t) is finite and non-increasing in time t. Hence the
zero number is also called by some authors as discrete Lyapunov functional, which indicates that
the solution becomes more and more simple. We refer the references in [1], in particular, Henry
[9], Matano [11], etc. for more related results. In the original result in [1], the Neumann case (1.4)
was actually treated under the additional conditions a ≡ 1, b ≡ 0, which are mainly required for
the regularity and can be omitted as in [4] by considering solutions with lower regularity.
The boundary conditions in (1.3) are zero- or non-zero-Dirichlet ones, they may not be true in
the problems with Robin or free boundary conditions, since in such cases the following may occur:
(1.5) u(ξi(t), t) = 0 for some t, u(ξi(t), t) 6= 0 for other t, i = 1, 2.
The main purpose of this paper is to extend Theorem A to such cases. One special example is the
problem with Robin boundary conditions, for which we will prove the following result.
Theorem 1.1. Under the assumptions of Theorem A, if the boundary conditions (1.3) and (1.4)
are replaced by (linear and/or nonlinear) Robin ones:
(1.6) ux(ξ
0
1 , t)− g1(t, u(ξ
0
1 , t)) = 0, ux(ξ
0
2 , t) + g2(t, u(ξ
0
2 , t)) = 0, t ∈ (0, T ),
for some functions gi (i = 1, 2) satisfying gi(t, 0) ≡ 0, pgi(t, p) ≥ 0 for p 6= 0, then the conclusions
in Theorem A remain hold.
This theorem will be proved in the next section as a consequence of our main result (Theorem 1.2
below). On the other hand, this result itself is also general since it includes some typical boundary
conditions as special examples. For example, the linear Robin boundary conditions
ux(ξ
0
1 , t)− β1(t)u(ξ
0
1 , t) = 0, ux(ξ
0
2 , t) + β2(t)u(ξ
0
2 , t) = 0, t ∈ (0, T ),
for some β1(t), β2(t) ≥ 0, or the homogeneous Neumann boundary conditions. Note that the linear
Robin one can be reduced to the Neumann one by a simple transformation, as shown in [3], and
so Theorem A is applied directly. However, the transformation from the nonlinear Robin one (1.6)
to the Neumann one is not direct.
Besides the above mentioned special boundary conditions, we will actually consider more general
cases, where the distribution of zeroes of u(ξi(t), t) can be much more complicated. Let u(x, t) be
a classical solution of (1.1) in (0, T ). We consider the following cases:
(N) u(ξi(t), t) 6= 0 for all t ∈ (0, T ),
this is the non-zero-Dirichlet condition on the boundary curve x = ξi(t);
(Z) ξi(t) ∈ C
1((0, T )), u(ξi(t), t) = 0 for all t ∈ (0, T ),
this is the zero-Dirichlet condition on the boundary curve x = ξi(t). In other cases where (1.5)
holds, we call s ∈ (0, T ) a Z-moment of u(ξi(t), t) when u(ξi(s), s) = 0, or a N-moment of u(ξi(t), t)
when u(ξi(s), s) 6= 0, and assume
(H)


the Z-moments of u(ξi(t), t) are isolated, and for each Z-moment s,
ξ′i(s− 0) exists, (−1)
i · u(ξi(t), t) · ux(ξi(s), s) ≥ 0 for 0 < s− t≪ 1,
u(ξi(t), t) · u(x, s) ≥ 0 for 0 < t− s≪ 1, |x− ξi(s)| ≪ 1.
We will see below that any solution of (1.1) with zero-Neumann, Robin or Stefan free boundary
conditions satisfies the assumption (H). Our main result is the following.
Theorem 1.2. Let T > 0, ξ1(t) < ξ2(t) be two continuous functions in (0, T ) and u(·, t) 6≡ 0 for
any t ∈ (0, T ) be a classical solution of (1.1). Assume (1.2) holds. If one of (N), (Z) and (H) holds
for u(ξi(t), t) (i = 1, 2), then all the conclusions in Theorem A remain hold.
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Remark 1.3. In 1998, the conditions (1.2) in Theorem A was weakened by Chen in [4] as
(1.7) a, a−1, at, ax, b, c ∈ L
∞.
In fact, by using the new variables
α(t) :=
∫ ξ0
2
ξ0
1
a(z, t)−
1
2dz, y(x, t) := α(t)−1
∫ x
ξ0
1
a(z, t)−
1
2 dz, s(t) :=
∫ t
0
α(t)−2dt
as in [1], the new unknown w(y, s) = w(y(x, t), s(t)) := u(x, t) solves
ws = wyy + b˜(y, s)wy + c˜(y, s)w, y ∈ (0, 1), s ∈ (0, S),
for some S > 0, and b˜, c˜ depending on a, a−1, at, ax, b, c. Hence, under the assumption (1.7), w
satisfies the inequality |ws − wyy| ≤M1|wy|+M0|w| for some M0, M1 > 0. By the strong unique
continuation property for W 2,1
p,loc
solution w, Chen showed in [4] that (a)-(c) of Theorem A hold for
w, so does for u. Using the results in [4], we see that the assumption (1.2) in both Theorems 1.1
and 1.2 can be weakened as (1.7).
In 1996, Chen and Pola´cˇik [5] proved the analogue of Theorem A for radially symmetric solution
in a ball in RN : u(x, t) = u(|x|, t) = u(r, t) of the problem
(1.8) ut = ∆u+ c(|x|, t)u = urr +
N − 1
r
ur + c(r, t)u, 0 < r < ξ
0, 0 < t < T,
with Dirichlet boundary condition u(ξ0, t) ≡ 0, where c ∈ L∞. Using the results in [5] and using a
similar approach as in the next section one can obtain the following result.
Theorem 1.4. Let T > 0, ξ(t) > 0 be a continuous function in (0, T ) and u(·, t) 6≡ 0 for any
t ∈ (0, T ) is a classical solution of (1.8), with ξ0 being replaced by ξ(t). Assume c ∈ L∞, one of
(N), (Z) and (H) holds for u(ξ(t), t). Then all the conclusions in Theorem A remain hold.
In particular, when u satisfies (1.8) and a Robin boundary condition ur(ξ(t), t)+ g(t, u(ξ(t), t)) = 0
for t ∈ (0, T ) and some function g satisfying the conditions for gi in Theorem 1.1, then (H) holds
and the conclusions in Theorem A hold (see the proof of Theorem 1.1).
2. Proof of the Main Theorems
We first give some preliminary lemmas, and then prove Theorems 1.2 and 1.1. The latter will
be proved as a consequence of the former. For simplicity we write wi(t) := u(ξi(t), t), i = 1, 2.
2.1. Some preliminary lemmas. In this subsection we always consider the special case: ξ2(t) ≡
X and u(X, t) 6= 0 for all t ∈ (0, T ). Denote I(t) := [ξ1(t),X] as before.
Lemma 2.1. Assume (Z) holds for w1(t) := u(ξ1(t), t), or s ∈ (0, T ) is a N-moment of w1(t).
Then the conclusions (a)-(c) in Theorem A hold in a neighborhood of s.
Proof. When s is a N-moment of w1, the proof is included in the argument behind Lemma 2.2 of
[2]. More precisely, we have w1(s) = u(ξ1(s), s) 6= 0. Then by continuity we can find ǫ > 0 small
and x˜ with 0 < x˜− ξ1(s)≪ 1 such that ξ1(t) < x˜ < X for t ∈ J := [s− ǫ, s+ ǫ], and u(x, t) 6= 0 for
all x ∈ [ξ1(t), x˜] and t ∈ J . Therefore, ZI(t)[u(·, t)] = Z[x˜,X][u(·, t)] for all t ∈ J . The conclusions
then follow from Theorem A.
Next we consider the case where (Z) holds for w1(t). Using the new variable
(2.1) y =
x− ξ1(t)
X − ξ1(t)
⇔ x = ϕ(y, t) := ξ1(t) + (X − ξ1(t))y
we see that the new unknown v(y, t) := u
(
ϕ(y, t), t
)
solves
(2.2) vt = a˜(y, t)vyy + b˜(y, t)vy + c˜(y, t)v, 0 < y < 1, t ∈ (0, T ),
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with
(2.3)


a˜(y, t) :=
a(ϕ(y, t), t)
(X − ξ1(t))2
satisfying a˜, a˜−1, a˜t, a˜y ∈ L
∞,
b˜(y, t) :=
ξ′1(t)− ξ
′
1(t)y
X − ξ1(t)
+
b(ϕ(y, t), t)
X − ξ1(t)
∈ L∞loc([0, 1] × (0, T )),
c˜(y, t) := c(ϕ(y, t), t) ∈ L∞.
Here (and only here) we use the assumption ξ1 ∈ C
1 in (Z). Since
v(0, t) = u(ξ1(t), t) = 0 and w(1, t) 6= 0 for t ∈ (0, T ),
we see that the conclusions in Theorem A hold for v. So they also hold for u since ZI(t)[u(·, t)] =
Z[0,1][v(·, t)]. 
From this lemma we see that on each side of Ω, u can not identically to be multiple zeroes in a
time interval. Otherwise, the number of its zeroes decreases strictly infinitely many times. This is
impossible. Now we show that the number of zeroes of u in I(t) is finite from the very beginning.
Lemma 2.2. There exists a sequence {sk} ⊂ (0, T ) decreasing to 0 such that ZI(sk)[u(·, sk)] <∞.
Proof. In case w1 satisfies (Z), the conclusion is proved in the previous lemma. In case w1 has a
sequence of N-moments {sk} decreasing to 0, Lemma 2.1 also implies that ZI(sk)[u(·, sk)] <∞. 
Now we consider a Z-moment s of w1(t) = u(ξ1(t), t). When it is isolated, we have w1(s) = 0
but w1(t) 6= 0 in short periods before and after s. We will show that, under the condition (H), the
zero ξ1(s) of u(·, s) is not a new one, it actually comes from an interior zero of u(·, t) for t < s.
Again we consider the case for u(ξ2(t), t) = u(X, t) 6= 0.
Lemma 2.3. Assume that w1 satisfies (H) and s is one of its isolated zeroes. Then
(2.4) Z(s) ≤ Z(t) <∞ for t satisfying 0 < s− t≪ 1.
Proof. (1) Denote by Js = (t0, s) for some t0 ∈ [0, s) an interval containing only N-moments of w1.
By the previous lemmas, Z(t) < ∞ for all t ∈ Js, and there exist at most finitely many values of
t ∈ Js such that u(·, t) has multiple zeroes in the interior of I(t). Thus we can find a small ǫ > 0
such that for any t ∈ J1 := (s− ǫ, s) ⊂ Js , u(·, t) has only simple zeroes in the closed interval I(t).
Due to the simplicity, the zeroes of u(·, t) for t ∈ J1 can be expressed as smooth curves:
x = γ1(t), ..., x = γm(t), with ξ1(t) < γk(t) < γk+1(t) < X for k = 1, ...,m − 1.
(2) For each k ∈ {1, ...,m}, we show the existence of the limit of γk(t) as tր s. Clearly
xk := lim inftրs γk(t) ≥ ξ1(s) and x
∗
k := lim suptրs γk(t) < X.
If xk < x
∗
k, then u(x, s) ≡ 0 for x ∈ [xk, x
∗
k]. We may now apply [8, Theorem 2] or the results in
[4, section 3] to u over the region {(x, t) | ξ1(t) ≤ x ≤ X, s − ǫ1 ≤ t ≤ s}, with ǫ1 > 0 sufficiently
small, to conclude that u(x, s) ≡ 0 for x ∈ I(s), contradicting our assumption u(·, t) 6≡ 0 for any
t ∈ (0, T ). Therefore xk := limtրs γk(t) exists for every k ∈ {1, ...,m}.
(3) To show x1 = ξ1(s). Assume without loss of generality that u(ξ1(t), t) > 0 for t ∈ (s − ǫ, s).
Arguing indirectly we assume that ξ1(s) < x1. Then in the region D1 := {(x, t) | ξ1(t) < x <
γ1(t), s− ǫ < t ≤ s}, we have u(x, t) > 0 by the maximum principle. Since u(ξ1(s), s) = 0 and since
ξ′1(s − 0) exists by (H), we can apply the Hopf boundary lemma to deduce that ux(ξ1(s), s) > 0,
contradicting our assumption (H). This proves ξ1(s) = x1.
(4) Using the strong maximum principle in the region Dk := {(x, t) : γk(t) < x < γk+1(t), t ∈
J1}, we conclude that u(x, s) 6= 0 for x ∈ (xk, xk+1) when xk < xk+1.
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(5) From (3) and (4) we conclude that Z(s) ≤ Z(t) = m for t with 0 < s − t ≪ 1. This means
that (2.4) holds for such t. 
Next we show that, under the assumption (H), the number of zeroes of u decreases strictly after
each Z-moment.
Lemma 2.4. Under the same assumptions as in the previous lemma. Then
(2.5) Z(s) > Z(t) for t with 0 < t− s≪ 1.
Proof. Denote by J ′s = (s, t
0) for some t0 > s an interval containing only N-moments of w1. Since
Z(s) < ∞ by (2.4), we write ξ1(s) = z1 < z2 < ... < zn < X as the different zeroes of u(·, s) in
I(s) := [ξ1(s),X]. Denote z
∗ = (z1 + z2)/2. We claim that there exists a small ǫ > 0 such that
u(x, t) 6= 0 in the domain D := {(x, t) | ξ1(t) ≤ x ≤ z
∗, s < t < s + ǫ}. In fact, u(z∗, s) 6= 0. For
definiteness, we assume that u(z∗, s) > 0. Hence u(x, s) > 0 for x ∈ (ξ1(s), z
∗], and, by continuity,
there exists ǫ ∈ (0, t0 − s) such that u(z∗, t) > 0 for t ∈ [s, s + ǫ]. Using the assumption (H) we
have w1(t) = u(ξ1(t), t) > 0 in (s, s+ ǫ], provided ǫ is sufficiently small. Then our claim follows by
using the maximum principle in the region D. This claim means that the zero ξ1(s) of u(·, s) will
disappear in D. On the other hand, in the region [z∗,X]× [s, s+ ǫ], the zero number diminishing
property follows from Theorem A. This proves (2.5). 
2.2. Proof of the main results. Proof of Theorem 1.2. For any t0 ∈ (0, T ), by our assumption
u(·, t0) 6≡ 0 we can find X = X(t0) ∈ (ξ1(t0), ξ2(t0)) with u(X, t0) 6= 0. By continuity, there exists
ǫ = ǫ(X, t0) such that
ξ1(t) < X < ξ2(t) and u(X, t) 6= 0 for all t ∈ Jǫ := [t0 − ǫ, t0 + ǫ].
Therefore, to prove the conclusions (a)-(c) of Theorem A near t0, we need only to prove them in
two domains Ω1(t0, ǫ) := {(x, t) | ξ1(t) ≤ x ≤ X, t ∈ Jǫ} and Ω2(t0, ǫ) := {(x, t) | X ≤ x ≤ ξ2(t), t ∈
Jǫ}, respectively. In Ω1(t0, ǫ), the conclusions have been proved by the lemmas in the previous
subsection. In Ω2(t0, ǫ), the proof is similar. Finally, the conclusions hold in the whole time span
(0, T ) since t0 ∈ (0, T ) is arbitrarily chosen. This proves Theorem 1.2. 
Proof of Theorem 1.1. As above we need only consider the case where u(ξ02 , t) 6= 0 for t ∈ (0, T ). If
u(ξ01 , t) ≡ 0 or u(ξ
0
1 , t) 6= 0 for all t ∈ (0, T ), then the conclusions follow from Theorem A. We now
consider the other cases, and show that the boundary conditions (1.6) actually imply (H).
Assume t1 ∈ (0, T ) is a N-moment of u(ξ
0
1 , t) and s ∈ (t1, T ) is the smallest Z-moment bigger than
t1. Then ux(ξ
0
1 , s) = g1(s, u(ξ
0
1 , s)) = g1(s, 0) = 0 and J1 := (t1, s) is an interval consisting of N-
moments of u(ξ01 , t). Using Lemma A we have Z(t) <∞ for t ∈ J1. Noting ux(ξ
0
1 , s) = 0 and using
Lemma 2.3 (as well as its proof) we have Z(s) ≤ Z(t) <∞ for t ∈ J1. Thus, the zeroes of u(·, s) in
[ξ01 , ξ
0
2 ] are isolated. Then applying the maximum principle in the region D := [ξ
0
1 , ξ
0
1 + ǫ]× [s, s+ ǫ]
(for some small ǫ) as in the proof of Lemma 2.4, and combining with the first boundary condition
in (1.6) we conclude that u remains positive or negative in D\{(ξ01 , s)}. Therefore, the Z-moment
s of w1(t) := u(ξ
0
1 , t) is isolated, and so the last condition in (H) holds: u(ξ
0
i , t) · u(x, s) > 0 for
0 < t− s≪ 1 and |x− ξ01 | ≪ 1. Thus, the condition (H) is derived from (1.6), and so Theorem 1.1
follows from Theorem 1.2. 
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3. An Example
We now use our results to consider the following problem with nonlinear Robin and free boundary
conditions:
(3.1)


ut = a(x, t)uxx + b(x, t)ux + f(x, t, u), 0 < x < h(t), t > 0,
ux(0, t) = g(t, u(0, t)), t > 0,
u(h(t), t) = 0, h′(t) = −ux(h(t), t), t > 0,
h(0) = h0, u(x, 0) = u0(x) ≥ 0, 0 ≤ x ≤ h0,
Assume, with Ω := [0,∞) × (0,∞), α ∈ (0, 1),
(H1)
{
a, a−1, at, ax, b ∈ L
∞(Ω), a, b ∈ Cαloc(Ω), f ∈ C
1(R3), g ∈ C1(R2),
f(x, t, 0) ≡ 0 and f(x, t, u) < 0 for t, x ∈ R and u > 1, gu(t, u) ≥ 0 for t ∈ R and u ≥ 0.
Reaction diffusion equations with such Stefan free boundary conditions are used to model the
spreading of a new species and have been studied in [6, 7] etc.
Proposition 3.1. Assume (H1) and that a, b, f, g are all T -periodic in t. Then when u0 ∈
C([0, h0]), the solution u(x, t) of (3.1) exists globally. As t → ∞, h(t) increases and converges
to h∞ ∈ (h0,∞] and u converges to a time periodic solution in the topology C
2,1
loc ([0, h∞)× [0, T ]).
Proof. By comparison it is easily seen that 0 < u(x, t) ≤ 1 + ‖u0‖L∞ for t > 0, x ∈ [0, h(t)]. This
implies the time global existence of the solution of (3.1) (cf. [7]). For any s ∈ (−T, T ) we compare
u1(x, t; s) := u(x, t − s) (which is defined for x ∈ [0, h(t − s)]) with u2(x, t; s) := u(x, t − s + T )
(which is defined for x ∈ [0, h(t−s+T )], with h(t−s+T ) > h(t−s) by the free boundary condition
and the Hopf lemma). Define ηs(x, t) := u2(x, t; s)− u1(x, t; s), then
(3.2)
{
ηst = a(x, t− s)η
s
xx + b(x, t− s)η
s
x + c(x, t, s)η
s, 0 < x < h(t− s), t > s,
ηsx(0, t) = gu(t− s, θ)η
s(0, t), ηs(h(t− s), t) > 0, t > s,
where θ = θ1u1(0, t; s) + (1− θ1)u2(0, t; s) for some θ1 ∈ (0, 1), and
c(x, t, s) = [f(x, t− s, u2)− f(x, t− s, u1)]/(u2 − u1) for u1 6= u2,
and extended continuously to the case where u1 = u2. Note that a, b, c satisfies the conditions in
(1.7) by the hypothesis (H1) and the boundedness of u. Since ηs satisfies a Robin condition at x = 0
and satisfies the non-zero-Dirichlet boundary condition (N) on the right boundary x = h(t−s), using
the zero number diminishing property in our main results, we conclude that Z[0,h(t−s)][η
s(·, t)] is
finite, non-increasing and decreasing strictly at most finitely many times. Hence, for large t, ηs(·, t)
has fixed number of zeroes and all of them are simple ones. In the rest, one can use a similar
argument as in [3, 10] to prove the conclusion. 
Remark 3.2. In this proof, the right end point of u1 is always smaller than that of u2. Actually,
for any two solutions u3 (over x ∈ [0, h3(t)]) and u4 (over x ∈ [0, h4(t)]) of the problem (3.1) with
different initial data, h3(t) − h4(t) may change sign many times. Using the Stefan free boundary
condition, one can show by a careful analysis that u3 − u4 satisfies (H) on the domain boundary
x = min{h3(t), h4(t)}. In this sense we say that the zero number diminishing property in Theorem
1.2 is applied to one dimensional parabolic equations with Stefan free boundary conditions.
Acknowledgement. The author would like to thank the anonymous referees for valuable
comments and the suggestion for the reference [2].
References
[1] S. B. Angenent, The zero set of a solution of a parabolic equation, J. reine angew. Math., 390 (1988), 79-96.
[2] T. Bartsch, P. Pola´cˇik and P. Quittner, Liouville-type theorems and asymptotic behavior of nodal radial solutions
of semilinear heat equations, J. Eur. Math. Soc., 13 (2011), 219-247.
ZERO NUMBER DIMINISHING PROPERTIES 7
[3] P. Brunovsky´, P. Pola´cˇik and B. Sandstede, Convergence in general periodic parabolic equations in one space
dimension, Nonl. Anal., 18 (1992), 209-215.
[4] X. Y. Chen, A strong unique continuation theorem for parabolic equations, Math. Ann., 311 (1998), 603-630.
[5] X. Y. Chen and P. Pola´cˇik, Asymptotic periodicity of positive solutions of reaction diffusion equations on a ball,
J. reine angew. Math., 472 (1996), 17-51.
[6] Y. Du, Z.M. Guo and R. Peng, A diffusion logistic model with a free boundary in time-periodic environment, J.
Funct. Anal., 265 (2013), 2089–2142.
[7] Y. Du and Z. Lin, Spreading-vanishing dichtomy in the diffusive logistic model with a free boundary, SIAM J.
Math. Anal., 42 (2010), 377–405.
[8] F. J. Fernandez, Unique continuation for parabolic operators II, Comm. Partial Differential Equations, 28 (2003),
1597-1604.
[9] D. Henry, Some infinite dimensional Morse Smale systems defined by parabolic differential equations, J. Differ-
ential Equations, 59 (1985), 165-205.
[10] B. Lou, Convergence in time-periodic quasilinear parabolic equations in one space dimension, J. Differential
Equations, 265 (2018), 3952-3969.
[11] H. Matano, Nonincrease of the lap-number of a solution for a one-dimensional semilinear parabolic equation, J.
Fac. Sci. Univ. Tokyo Sect. IA Math., 29 (2) (1982), 401-441.
