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Abstract
This thesis presents novel methods for ordering and clustering problems. The first two
parts focus on the development of models and sampling strategies specifically tailored
for next-generation sequencing data. Most high-throughput measurements for single-
cell data are destructive, resulting in the loss of longitudinal information. I developed
a new, Bayesian, way of reconstructing this information computationally, sampling
orders efficiently using MCMC on a space of permutations. This Bayesian approach
provides novel insights into biological phenomena and experimental artefacts.
The second part presents a new clustering method for single-cell data, which specifi-
cally models the uncertainty of the clustering structure that results in part from the
uncertainty of the orders discussed above. The proposed method uses nonparametric
Bayesian methods, consensus clustering and efficient MCMC sampling to identify
differences in dynamic patterns for different branches of gene expression data. It also
categorises genes in a way consistent with biological function in an application to
stimulated dendritic cells, and integrates data from different cell lines in a principled
way.
The third part of the thesis adapts some of the methods developed in the first two
parts to applications with very sparsely and irregularly sampled data, and explores
through simulations the applicability of such models in different circumstances.
The fourth part discusses clustering methods for samples in a variety of different
contexts, such as RNA expression, methylation or protein expression, and develops and
critically discusses a novel hierarchical Bayesian method that integrates both different
contexts and different groups of samples, for example different cancer types.
The unifying underlying theme of the thesis is the development of methods and efficient
sampling and approximation strategies capable of capturing the uncertainty inherent
in any statistical analysis of high-dimensional and noisy data.
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1. Introduction
The unifying underlying theme of the thesis is the development of Bayesian nonpara-
metric methods to advance the understanding of uncertainty and of complex ordering
and clustering structures in genomics. Additionally, new efficient sampling, feature
selection, and approximation strategies allow the application of the Bayesian methods
to large next-generation sequencing data sets. I demonstrate the applicability of
the broad array of novel Bayesian nonparametric models developed in this thesis by
considering a range of genomic and biomedical applications, from a number of different
single-cell gene expression data sets (Section 1.2.1), to gene expression, methylation
and miRNA data from cancer patients (Section 1.2.2.2).
1.1 Bayesian nonparametric methods
The following methods are used in several chapters, though in different contexts and
with different specifications and some modifications. Therefore, relevant aspects will
be repeated in each chapter for the convenience of the reader.
Parametric methods, such as linear regression, assume that the data generating mecha-
nism lies in a space of probability distributions indexed by a finite number of parameters.
Nonparametric methods do not make this assumption. The parameter space is therefore
of infinite dimension, the parameters are functions or distributions, which, however, may
depend on hyperparameters. Nonparametric modelling is typically very flexible. For
instance, Gaussian processes can model completely different shapes very flexibly, and
Dirichlet processes allow us to determine optimal cluster numbers automatically.
2 Introduction
1.1.1 Gaussian processes
A Gaussian process (GP, Rasmussen and Williams (2006)) is a distribution over
functions with a mean function µ : R 7→ R and a covariance function Σ : R2 7→ R.
For an input vector τ = (τ1, . . . , τT ) of time points, µ(τ ) is a vector of T values of
evaluations of the mean function µ at these time points, and Σ(τ ) is a T ×T matrix
of evaluations of the covariance function Σ at these points, where Σ(τ ) needs to be
symmetric and positive definite. The distribution of functions f ∼ GP (µ,Σ) is as
follows: for any vector of time points τ = (τ1, . . . , τT ), we have for evaluations f(τi):
(f(τ1), . . . ,f(τT )) ∼ NT (µ(τ ),Σ(τ )). Figure 1.1 illustrates the GP as a distribution
of function realisations with a mean and covariance function. The realisations of the
GP are functions f ∼GP (µ,Σ) (green lines). Actual genomic measurements can be
modelled as noisy observations of these realisations.








mean function of GP
realisations
noisy observations
Fig. 1.1 Illustration of GP. The figure illustrates the mean function of the GP (black
line), functions (realisations) sampled from the GP (green lines), and noisy observations
of these realisations (blue dots).
1.1.2 Markov Chain Monte Carlo methods
Markov Chain Monte Carlo (MCMC) methods (Gilks et al., 1996) sample from target
probability distributions by construction of a Markov Chains whose equilibrium distri-
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bution is the very target distribution. MCMC methods are frequently used in Bayesian
statistics to obtain samples from posterior distributions. Metropolis-Hastings (Hastings,
1970; Metropolis et al., 1953) sampling is a widely-used MCMC method to sample from
a continuous posterior distribution p. For each given state θn of the Markov Chain,
a state θ′ is proposed using a proposal distribution q, and accepted with probability
p(θ′)q(θn)
p(θn)q(θ′) . For reversible proposal distributions (as in Chapter 2 of this thesis), the
acceptance probability simplifies to p(θ
′)
p(θn) . If a proposal is accepted we set θn+1 = θ
′
for the next state of the chain, otherwise we set θn+1 = θn. Chapter 2 of this thesis
presents an approach using Metropolis-Hastings sampling for posterior distributions of
orders of cells for pseudotime ordering (see also Section 1.2.1.1).
1.1.3 Bayesian mixture modelling for identifying clusters in
the data
1.1.3.1 Clustering
Clustering is the task of identifying groups of samples similar to each other. Clustering
methods are therefore a frequently used tool to find groups in data, for example groups
of genes that might be co-regulated (Cooke et al., 2011; Eisen et al., 1998; Hensman
et al., 2013b; Kirk et al., 2012; McLachlan et al., 2002), types of cells (Kiselev et al.,
2017; Lin et al., 2017; Wang et al., 2017) or groups of patients with similarity concerning
genomic, epigenomic, or clinical data (Gabasova et al., 2017; Gönen and Margolin,
2014; Mo et al., 2018; Ramazzotti et al., 2018; Wang et al., 2014). There are a number
of distance- or similarity-based approaches to clustering. For example, centroid- or
medoid-based methods find centroids or medoids and cluster data points based on their
proximity (in terms of a distance measure) to the centroids or medoids. A medoid
is identical to one of the data points, whereas a centroid is not. k-means clustering
(MacQueen, 1967) finds k optimal centroids, while partitioning around medoids (PAM)
(Kaufman and Rousseeuw, 2008) uses medoids instead. Hierarchical clustering is also
based on similarity measures between samples. Spectral clustering (Higham et al.,
2007) and kernel-based methods (Girolami, 2002) perform distance-based clustering on
a lower-dimensional representation of the data.
The data analysed in this thesis are high-dimensional. This presents a challenge to
clustering, as typically not all features are informative of the clustering structure, and
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including uninformative features may impair the quality of the clustering (Fop and
Murphy, 2018). A number of dimensionality reduction methods have been used before
applying clustering algorithms or as an integrative part of the clustering method. With
the former approach there is a certain risk of extracting features that are not the
most highly informative of the clustering. Section 5.3.2 introduces a feature selection
approach that combines a method for extracting features relevant to the clustering
(McLachlan et al., 2002) with principal component analysis, to obtain a subspace of
the data informative of the clustering structure in the data. Examples of integrated
approaches to select features alongside the identification of clusters include sparse
k-means clustering (Witten and Tibshirani, 2010) as well as model-based Bayesian
methods such as those applied in Section 3.3.3.3 (Chung and Dunson, 2009; Papathomas
et al., 2012).
1.1.3.2 Bayesian mixture modelling
Bayesian mixture modelling is a model-based approach to clustering. Model-based
clustering methods assume that the data are generated from a mixture of probability






where K is the number of clusters, πj are the mixture proportions, F is a parametric
density (such as a Gaussian) or a distribution over functions (such as a GP), θj are the
parameters associated with the j-th component, which, in the case of nonparametric
components, may be functions.
We then introduce latent cluster allocations ci ∈ {1, . . . ,N}, where N is the num-
ber of data points, and prior distributions for Bayesian inference. We set π =
(π1, . . . ,πK):
xi | ci, θ ∼ F (θci), for i= 1, . . . ,N
ci | π ∼ π, for i= 1, . . . ,N
π ∼ Dirichlet(α/K,. . . ,α/K)
θc ∼G(0)
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j . α is a concentration parameter, which
may be a fixed positive number, or a parameter with a prior, in which case it would
typically be assigned a Gamma prior. G(0) is the prior for the parameters of the
components. Multinomial-Dirichlet conjugacy allows us to integrate out π, which turns
Bayesian mixture modelling into a discrete sampling problem for cluster allocations
rather than mixture proportions. An extension of Bayesian mixture modelling with
automatic determination of cluster numbers is the Dirichlet process mixture model
(DPMM), which is described and applied in Chapter 3.
1.2 Thesis outline and data types
1.2.1 New methods for the analysis of single-cell gene expres-
sion data
Single-cell RNA-sequencing (scRNA-seq), first reported in a publication in Tang et al.
(2009), allows the quantification of mRNA transcripts for individual cells. In 2013,
single-cell transcriptome and genome sequencing techniques were chosen as the method
of the year by the Nature Methods journal (Method of the Year 2013, 2013). Unlike bulk
RNA-seq measurements, scRNA-seq data allows the understanding of heterogeneity
among individual cells. Part of this heterogeneity is attributable to the high technical
noise levels of scRNA-seq data, but part of it is due to biologically meaningful differences
between cells, see, for instance, Brennecke et al., 2013; Vallejos et al., 2015. scRNA-seq
has led to significant advances in cell-type discovery (see Andrews and Hemberg (2018a)
for a recent overview), and, related to this thesis, an improved understanding of the
stochasticity of gene expression and the different response of cells to stimuli (Shalek
et al., 2014). The general procedure to quantify mRNA expression from single cells
includes the following steps (Haque et al., 2017): first, individual cells are isolated.
Second, the individual isolated cells are lysed for the capture of mRNA molecules.
Next, mRNA is turned into complementary DNA (cDNA), which is then amplified.
Finally, amplified and tagged cDNA from the individual cells is pooled together and
sequenced. Resulting fragments of cDNA are then aligned to a reference genome,
and for each transcript the number of reads aligning to that transcript is counted for
each cell. Therefore scRNA-seq data are count data. Droplet-based methods such
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as InDrop (Klein et al., 2015) are able to measure mRNA-expression for very large
numbers of cells. They isolate individual cells in small droplets.
Apart from scRNA-seq data sets, this thesis includes some analysis of data sets generated
by single-cell PCR methods. RT-PCR (Reverse-transcription PCR) methods measure
the amplification of the cDNA. Unlike scRNA-seq, which is transcriptome-wide, PCR is
a targeted approach for a limited number of genes. RT-PCR looks at the end product
of the amplification. RT-qPCR (Reverse-transcription quantitative PCR, also called
qRT-PCR), is a way to obtain more accurate information by observing an earlier stage
of the amplification process, rather than its end result. Single-cell RT-qPCR is better
than, for example droplet-based scRNA-seq methods, at detecting the expression of
lowly expressed transcripts (Andrews and Hemberg, 2018a).
scRNA-seq and single-cell qRT-PCR methods have been used to study, among others,
immune response, see, for instance, Shalek et al. (2013, 2014), and cellular differentiation
along one or several lineages, see, for example, Klein et al. (2015); Moignard et al.
(2015); Shin et al. (2015); Stumpf et al. (2017). Cellular differentiation is the transition
from a cell to one of a more specialised type. Stumpf et al. (2017) used single-cell
qRT-PCR to study the development of mouse embryonic stem cells along the neuronal
lineage. Stem cells are able to differentiate into specialised types of cells. Embryonic
stem cells are pluripotent, that is they are able to differentiate into any other cell of
the organism. More specialised embryonic cells differentiate further, for instance early
hematopoietic cells, as studied in Moignard et al. (2015), may follow an erythroid (red
blood cell) or endothelial lineage. If there are several lineages that a less specialised
cell may commit to, then we refer to this as branching data. In order to differentiate,
cells need to withdraw from the cell cycle.
Shalek et al. (2014) studied the changes in mouse dendritic cells, cells responsible for
initialising adaptive immune response, in response to stimulation with lipopolysaccha-
rides, which are endotoxins triggering an inflammatory reaction. For a more detailed
description of these and other data sets, see Sections 2.2.6.2 and 3.4.1.
1.2.1.1 Modelling uncertainty of pseudotime estimation
Chapter 2 presents a new method for pseudotime estimation for scRNA-seq data. As
cells need to be lysed, scRNA-seq is only able to provide a single gene expression
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measurement per cell (Stegle et al. (2015)). Therefore, it is not possible to obtain time
series data following the development of one single cell. Typically, scRNA-seq provides
gene expression measurements of large numbers of cells either at one time point, or at
a limited number of capture times. However, individual cells progress through changes,
such as those resulting from an immune response or during differentiation, at different
time scales (Trapnell et al. (2014)). Therefore, it is possible to obtain a form of time
series data even from cross-sectional data by statistical and computational means, an
approach referred to as pseudotemporal ordering.
Figure 1.2 illustrates the principle of pseudotime ordering. The given data are observa-
tions at few, in this case four, capture times. There is only one measurement for each
cell. Individual cells at the same capture time are at slightly different developmental























Fig. 1.2 Illustration of pseudotime ordering. Left: gene expression measurements from a
few isolated capture times. Right: The data have been ordered in terms of pseudotime.
Thanks to pseudotime methods, we obtain a better resolution of response and de-
velopmental trajectories than we would learn from only a few capture times. This
can help identify potential master regulators, whose expression changes before that of
other genes. Pseudotime ordering has also been used to infer gene regulatory networks
thanks to the additional dynamic information (Hamey et al., 2017; Ocone et al., 2015).
Pseudotime ordering can be used to identify differentially expressed genes (Camp-
bell and Yau, 2016). In addition, pseudotime identifies precocious cells ahead in the
development compared to other cells, see Chapter 2.
There are a number of methods that find one single pseudotime ordering solution,
while only a few methods have taken statistical uncertainty into account at all. In
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Fig. 1.3 Sampling from distributions of cell orders. The aim is to sample from
complicated posterior distributions of orders, rather than just finding one order, a point
estimate. This figure shows a distribution of orders for the purpose of illustrating the
difference between point values of orders and distributions of orders. The illustration
is not linked to any of the simulations or single-cell data sets presented later in the
thesis.
particular, there was a need for a method to sample from complicated and multi-
modal distributions of orders. Chapter 2 proposes a Bayesian method to obtain a
posterior distribution of cell orders, see Figure 1.3. The proposed method combines
Bayesian nonparametric methods with novel sampling moves to explore effectively a
posterior distribution of cell orders. This allows the efficient sampling from complicated
distributions, where I also test rigorously for convergence. I found that exact methods
work for up to 550-600 cells. For larger data sets, I developed an efficient approximation
method.
In addition to being tested in an extensive simulation study, the proposed method
is applied to five single-cell gene expression data sets, including stimulated mouse
dendritic cells (Shalek et al., 2013, 2014), mouse embryonic stem cells after Leukemia
inhibition factor withdrawal measured using droplet-based methods (Klein et al., 2015),
mouse adult hippocampal quiescent neural stem cells and their immediate progeny
(Shin et al., 2015), and mouse embryonic stem cells along the neuronal lineage (Stumpf
et al., 2017). The applications demonstrate that the proposed method is able to sample
from complex and multi-modal posterior distributions and to identify differences in the
level of pseudotime uncertainty during the unfolding of biological processes. Moreover,
the method identifies cells precocious in their antiviral response and links uncertainty
in the ordering to metastable states, that is states during development with a large
number of cells in a similar state.
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1.2.1.2 Adapting Dirichlet process Gaussian process models to the chal-
lenges of single-cell data
Chapter 3 also analyses scRNA-seq measurements for cells responding to stimuli or
undergoing a biological development, conditions in which genes may undergo significant
changes in expression levels. For bulk-measurements of gene expression these changes
form a trajectory, which maps time points to expression measurements. Genes can
then be clustered in terms of similarity of trajectories by means of Dirichlet process
mixture models of GPs (Cooke et al., 2011; Kirk et al., 2012; McDowell et al., 2018)
or hierarchical GPs (Hensman et al., 2013b, 2015). Hierarchical GPs model a latent
mean trajectory for each cluster, which is the mean function of a GP. Trajectories for
individual genes in the cluster are drawn from the latter GP.
A number of publications on bulk data have emphasised the advantages of clustering
genes in terms of response trajectories. For example, Eisen et al. (1998) found that
similar expression dynamics of genes are associated with similar biological function.
This type of clustering can identify genes likely to be co-regulated by the same
transcription factors (Cooke et al., 2011), and generally, the identification of shared
response types reduces the complexity of the response and helps explore underlying
regulatory mechanisms (McDowell et al., 2018).
Single-cell data are different from bulk time-series data, not only because the order of
the cells is not known, but also because of higher levels of noise, including dropout
effects, see, among others, Stegle et al. (2015); Vallejos et al. (2015). Zero inflation
resulting from technical noise, generally referred to as dropout, has been considered an
integral feature of scRNA-seq data, see, among many others, Andrews and Hemberg
(2018b); Eraslan et al. (2019); Lopez et al. (2018); Pierson and Yau (2015); Risso
et al. (2018), even though there is also some recent work contesting this, see for
instance Svensson (2019). In addition, the number of cells in single-cell data sets is
typically orders of magnitude greater than the number of time points for bulk data,
such as bulk RNA-seq or microarray data. This implies that specific methods need to
be developed for single-cell data. It should also be noted that, as shown in Chapter 2,
pseudotime inference has considerable levels of statistical uncertainty resulting from
high levels of noise and stochasticity in the data. Therefore, to gain an understanding
of the uncertainty of the cluster structures of the genes, it is crucial to integrate the
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uncertainty of pseudotime ordering of cells into a joint model of cluster allocations of
genes and orders of cells.
The method proposed in Chapter 3 combines pseudotime methods and sampling
strategies presented in Chapter 2 with Dirichlet process mixtures of hierarchical GPs.
Given that the joint posterior distribution of orders and cluster allocations is much more
complex than the already complicated posterior distribution of orders in Chapter 2, the
development of efficient approximation methods to the posterior distribution becomes
vital. The approximation methods developed in the chapter are likely to be of relevance
for other complex clustering problems as well.
The proposed method is applied to four single-cell gene expression data sets. Moignard
et al. (2015) generated single-cell RT-qPCR data for 3,934 mouse early hematopoietic
cells. There are two branches, a blood and an endothelial branch. My proposed method
identifies differences in cluster structures for the different branches. In an application
to stimulated dendritic cells (Shalek et al., 2014), it categorises genes in a way related
to biological function. Furthermore, it integrates data from different cell lines, batches
or experimental protocols in a principled way. An application to a data set with a
smaller number of cells confirms the validity of the approximation methods used for
the larger data sets.
1.2.2 Methods for other types of data
1.2.2.1 Nonparametric modelling for sparsely sampled data
Chapter 4 looks at challenges arising from different kinds of data. With the scRNA-seq
data sets analysed in Chapters 2 and 3, one of the main challenges to be addressed
was to find Monte-Carlo sampling strategies for large numbers of cells. In Chapter 4,
instead, I look at sparsely sampled data, as it often arises with clinical or epidemiological
studies. That is, there are only very few measurements for each patient, and the time
points are often not the same for different patients. There may not even be any overlap
between the time span of measurements for two different patients. In this situation, the
typical flexibility of non-parametric modelling may become problematic, in particular
when we are trying to cluster patients for whom measurements are within completely
different time spans and in particular when non-informative priors are used for the
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hyperparameters of the GPs. Clustering methods with GPs have been developed and
used for clinical and epidemiological data (Johnson, 2018; Li and Marlin, 2016; Pimentel
et al., 2013; Ross and Dy, 2013), but without testing their applicability to different
types of sparsely sampled data, for example through simulation studies. Chapter 4 is a
short simulation-based chapter investigating the suitability of nonparametric Bayesian
mixture models with different priors and restrictions on hyperparameters for GPs for
sparsely sampled data. Moreover, it applies approximation methods to increase the
efficiency of Dirichlet process mixtures of GPs for this type of application, and to make
the sampling of full posterior distributions feasible for larger data sets.
1.2.2.2 Hierarchical context-dependent clustering
Chapter 5 presents a general Bayesian mixture model for the integrative clustering of
data with two levels of hierarchy: there are groups of data (for instance different cancer
types), and types of data, which will be referred to as contexts (for instance gene
expression, DNA methylation, and miRNA). The primary novelty is the simultaneous
integration of these two levels of hierarchy within a joint model. The structure of the
model, in spite of being integrative, allows for differences in the cluster structures of the
different contexts and the different groups. The model is general and applicable to many
situations. In this thesis the proposed model is applied to gene expression, methylation
and miRNA (micro-RNA) data from The Cancer Genome Atlas (TCGA).
In cancer somatic DNA aberrations and epigenetic modifications are accumulated that
change transcription, protein products, and cell behaviour, see Sun et al. (2018) for a
recent perspective. DNA Methylation controls gene expression (Phillips, 2008; Suzuki
and Bird, 2008). There are significant differences in methylation between normal and
cancer cells (Phillips, 2008). Hypermethylation in the promotor region of a gene may
lead to the transcriptional silencing of tumour suppressor genes (Baylin, 2005).
miRNAs are small non-coding RNAs regulating gene expression after transcription.
miRNA expression is dysregulated in human cancer, and miRNAs may act as either
oncogenes or tumour suppressors (Peng and Croce, 2016). Down- or up-regulation of
miRNA expression in cancers may be caused by epigenetic deactivation or activation
through methylation or hypomethylation, by gene mutation, or by copy number loss.
miRNAs can act both by translational repression or mRNA degradation. Particular
miRNAs have been shown to be functionally associated with cancer subtypes, for
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instance for colorectal cancer (Cantini et al., 2015). The first of these two functions
of miRNAs is not captured by mRNA expression, and therefore gives additional
information that would be ignored by only clustering gene expression data.
mRNA expression is regulated at many levels. In addition to transcription factor activ-
ity, methylation and miRNA expression, other factors such as the effect of chromatin
structure on transcription factor accessibility contribute to the regulation of mRNA
expression. Therefore, when we cluster gene expression and methylation data we cannot
assume that the two data types will share exactly the same clustering structure, and a
model assuming a shared underlying clustering structure is inappropriate. In fact, a
recent joint study of somatic copy number aberration (SCNA), DNA methylation and
gene expression by Sun et al. (2018) suggests that it is common that SCNAs affect
DNA methylation and gene expression in different ways. The proposed clustering
method is designed to capture this heterogeneity.
The particular advantage of the proposed method is its ability to integrate both
different types and groups of data. The integration at the group level makes it a
particularly suitable model for the simultaneous clustering of samples from several
different cancer types. Previous studies clustering multi-omics data across different
cancer types applied methods not specifically designed for the integration of different
groups. For instance, using a method for the integrative clustering of one single cancer
type, Hoadley et al. (2018) proposed a new classification of pan-cancer data into types.
The identified types were influenced, but not fully decided by the traditional division
of cancers into tissue-based types. This underlines the need for a method able to model
cluster structures shared across multiple cancer types, while taking into account the
tissue-based groups.
2. GPseudoRank: a permutation
sampler for single cell orderings
Summary
Motivation: A number of pseudotime methods have provided point estimates of
the ordering of cells for scRNA-seq data. A still limited number of methods also
model the uncertainty of the pseudotime estimate. However, there is still a need for a
method to explore complicated and multi-modal distributions of orders, and to estimate
changes in the amount of the uncertainty of the order during the course of a biological
development, as this can support the selection of suitable cells for the clustering of
genes or for network inference.
Results: Applications to scRNA-seq data demonstrate the potential of GPseudoRank
to sample from complex and multi-modal posterior distributions and to identify phases
of lower and higher pseudotime uncertainty during a biological process. GPseudoRank
also correctly identifies cells precocious in their antiviral response and links uncertainty
in the ordering to metastable states. A variant of the method extends the advantages
of Bayesian modelling and MCMC to large droplet-based scRNA-seq data sets.
Availability and implementation: Matlab and Octave implementations are avail-
able on github:
https://github.com/magStra/GPseudoRank.
Previous publication: The content of this chapter, with minor changes, was previ-
ously published as Strauß et al. (2018). The chapter includes both the main paper
and the supplementary materials of the publication. I was responsible for the concep-
tualisation of the work, the development of the mathematical models, the software
implementation, and the applications. I received advice from my supervisors Lorenz
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Wernisch and John Reid, who also helped revise the draft main paper that I had
written. The supplementary materials were written only by myself without help from
supervisors or others in revising them. I would also like to acknowledge that insightful
suggestions from the reviewers helped improve the work substantially.
2.1 Introduction
Single cell RNA-seq (scRNA-seq) technology can assay mRNA expression levels in
individual cells and has revealed substantial inter-cell heterogeneity. Technical noise
contributes to this heterogeneity, but part of it is attributable to biologically meaningful
inter-cell differences, see, for instance, Brennecke et al. (2013); Vallejos et al. (2015).
Due to the destruction of the cells as a result of the measurement process, scRNA-seq
only provides a single measurement per cell (Stegle et al., 2015), never time series data
following the development of the same single cell. However, individual cells progress
through changes at different time scales (Trapnell et al., 2014). Thus it is possible to
obtain a form of time series data even from cross-sectional data by statistical means,
an approach referred to as pseudotime ordering.
Most approaches to pseudotemporal ordering are based on representing cells as ng-
dimensional vectors, where ng is a selected number of genes in a cell. Algorithms
exploit the neighborhood structure of these vectors to find a pseudotemporal ordering,
a linear ordering of all or most cells so that cells which are close in Rng are also close
in the linear ordering.
Wanderlust (Bendall et al., 2014) and SLICER (Welch, 2017; Welch et al., 2016) are
two examples of methods based on k nearest neighbours graphs. SLICER additionally
first applies LLE (local linear embedding) (Roweis and Saul, 2000) for dimensionality
reduction. A number of methods are based on diffusion maps (Angerer et al., 2016;
Haghverdi et al., 2015, 2016; Setty et al., 2016). TSCAN (Ji and Ji, 2015, 2016) is based
on the construction of a minimum spanning tree (MST) between centroids of clusters,
with an intermediate clustering step. Another well-known method using MST and
clustering is Monocle 2 (Qiu et al., 2017), which applies graph structure learning (Mao
et al., 2015).
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The approaches mentioned above and a number of others provide singular pseudo-
time orderings without modelling uncertainty. Campbell and Yau (2016) examined
the stability of Monocle’s pseudotime estimation when applied to random subsets of
cells. They showed that the estimates can vary significantly. Thus quantification of
uncertainty in pseudotime is crucial to avoid overconfidence. There are two existing
methods for pseudotime estimation using MCMC to sample from a posterior distri-
bution (Campbell and Yau, 2016; Reid and Wernisch, 2016), and a few others using
variational methods (Ahmed et al., 2018; Reid and Wernisch, 2016; Welch et al., 2017).
Both use Gaussian processes (see Section 2.2.1) to model the data. However, these
methods sample from, or approximate in the case of variational inference, posterior
distributions of continuous pseudotime vectors in Rn, rather than sampling the ordering
as a permutation.
In this chapter I propose GPseudoRank, an algorithm sampling from a posterior
distribution of pseudo-orders instead of pseudotimes, avoiding the exploration of
pseudotime assignments that all map to the same ordering. Standard MCMC samplers
such as NUTS (Hoffman and Gelman, 2014) suitable for use in continuous pseudotime
spaces make more local moves that can have problems exploring bi-modal posteriors.
GPseudoRank, by contrast, exploits a range of local and long-distance MCMC moves
tailored to traverse the space of permutations efficiently. It also provides continuous
pseudotime estimates by deriving a pseudotime vector from a fixed ordering through a
deterministic transformation.
2.2 Methods
2.2.1 Single-cell trajectories as stochastic processes
We assume we have preprocessed log-transformed gene expression data in the form
yg(c) of gene g = 1, . . . ,ng, in cell c = 1, . . . ,T , where yg(c) ∈ R (see section 2.2.6.2
for preprocessing steps). We start with a vector of time points τ = (τ1, . . . , τT ) and
define an ordering of cells as a permutation o = (o1, . . . ,oT ), oi ∈ {1, . . . ,T}, oi ≠ oj for
i ̸= j, where oi is the index of the cell assigned to time τi in the ordering. We model
the gene expression trajectories yg = (yg(o1), . . . ,yg(oT )) for each gene g by Gaussian
processes (GPs) (Rasmussen and Williams, 2006), conditional on an ordering o of
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the cells. A GP is a distribution over functions of time in terms of a mean function
µ and a covariance function Σ. For an input vector τ = (τ1, . . . , τT ) of time points,
µ(τ ) is a vector of T function evaluations of the mean function at these time points
and Σ(τ ) a T ×T matrix of function evaluations of the covariance function at these
points. The distribution of functions f ∼GP (µ,Σ) is described by stating that, for any
vector of time points τ = (τ1, . . . , τT ), evaluations f(τi) follow a multivariate Normal
(f(τ1), . . . ,f(τT )) ∼ NT (µ(τ ),Σ(τ )). Here we use a squared exponential covariance
function for Σ:
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+ δij σ2ϵ (2.1)
where σ2w > 0 is a scale hyperparameter, l > 0 a length scale and σ2ϵ > 0 a term repre-
senting measurement noise, and δij = 1 if and only if i= j, and δij = 0, otherwise.
Given an ordering o, the expression data for gene g can be ordered accordingly:
yg(o) = (yg(o1), . . . ,yg(oT )). We model this trajectory as
yg(o) ∼ NT (µ(τ ),Σ(τ ,σ2w, l,σ2ϵ )) (2.2)
for each gene g = 1, . . . ,ng, where τ = (τ1, . . . , τT ) are time points. In practice, we
assume a zero-mean GP: µ= 0. To adjust the data accordingly we subtract the overall
mean across all genes and cells from each entry in the matrix of gene expression
levels.
2.2.2 Geodesic mapping
Pseudotime should not be confused with the physical time in which cell development
unfolds. In order to identify the latent time points τ = (τ1, . . . , τT ), which we assume to
be unknown, together with the smoothness hyperparameters of the GP, we have to make
additional assumptions. The overall scale can be fixed by assuming τi ∈ [0,1]. Each cell
can then be assigned a rank time from equidistant time points ((i−0.5)/T | i= 1, . . . ,T ).
Rank time is similar to the concept of master time developed in Welch et al. (2017).
Simply identifying pseudotime with rank time has some drawbacks. Rank time depends
on the number of cells sampled per capture time, which is often rather arbitrary.
Neither does it allow any local change in scale. We therefore suggest a different route
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to identifying latent time points. We assume that the covariance structure, essentially
the smoothness of the process, is independent of time, that is, the GP is stationary.
Pseudotime can then be considered a latent variable measuring biological development
rather than physical time (Ahmed et al., 2018; Campbell and Yau, 2016; Reid and
Wernisch, 2016; Welch et al., 2017). For periods of slower development, for example,
pseudotime intervals will be shorter than physical time intervals and longer for faster
development. In order to account for such change in scale over time, we compute
pseudotime points for any given ordering o as follows (recall oj is the index of the cell
in position j).
τ̃1(o) = 0,
τ̃j+1(o) = τ̃j(o)+∥y(oj)−y(oj+1)∥2, j = 1, . . . ,T −1
(2.3)
where y(oj) = (y1(oj), . . . ,yng(oj))T , and ∥.∥2 is the Euclidean norm in Rng . We set
τ (o) = τ̃ (o)/max(τ̃ (o)) to obtain pseudotimes τ (o) in the interval [0,1]. For cells
next to each other in the order o, this mapping puts them closer in pseudotime if they
are similar in their expression profiles, and further apart if they are less so. That is,
the jth time point τj is the geodesic distance of cell oj from the first cell o1, where
we approximate the geodesic distance as the sum of the Euclidean distances between
the cells ranked next to each other, similar to the dimensionality reduction method
Isomap (Tenenbaum et al., 2000). Geodesic distances have previously been used for
pseudotime estimation, see for instance Qiu et al. (2017); Welch (2017).
2.2.3 Gaussian process priors
The correct ordering o of cells is distinguished by comparatively low measurement noise
σ2ϵ in (2.1), since most of the variation is captured by the trajectory, whose variability
is determined by the scale hyperparameter σ2w. Therefore informative priors for the
noise parameters are necessary to ensure the model concentrates probability mass
around the correct order and to avoid that a sampling or estimation algorithm gets
trapped in local modes. Furthermore, since total variability is a sum of measurement
noise and signal variability, we sample only σ2w and set σ2ϵ = V −σ2w, where V is the
sample variance taken across the entire ng ×T matrix of gene expression levels of T
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cells for ng genes. The priors are as follows:
log(σw) ∼ N (log(
√
0.9 ·V ),0.01)
log(l) ∼ N (log(12),v)
o ∼ uniform(permutations of {1, . . . ,T})
yg(o) | σ2w, l ∼ NT (0,Σ(τ (o),σ2w, l,V −σ2w))
We set v = 0.01 for all the single-cell data sets considered (see Section 2.2.6.2). A
strong prior is preferable for single-cell data because of their high noise levels. With a
vague prior on the length scale the posterior length scale tends to be too short and
the GP tends to overfit. The strong prior on σ2w ensures that the probability of the
posterior distribution of the GP hyperparameters is concentrated around GPs explaining
variation not primarily in terms of random noise, but explaining the component of the
variation in the data that results from correlations decreasing with pseudotime.
For an illustration of the GPseudoRank model, summarising Sections 2.2.1 to 2.2.3,
see Figure 2.1 on the next page.
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Fig. 2.1 Illustration of GPseudoRank model as described in Sections 2.2.1 to 2.2.3.
The GP hyperparameters σ2w and l have log-Normal priors, the order o of the cells
has a uniform prior on the set of permutations of {1, . . . ,T}, where T is the number of
cells. σ2w, l and o (via a geodesic mapping, see Section 2.2.2) determine the covariance
function Σ of a zero-mean GP. A zero-mean GP is a family of functions f , in this
case f : [0,1] 7→ R, such that for any pseudotime points τ1, . . . , τT , evaluations f(τi)
follow a multivariate Normal (f(τ1), . . . ,f(τT )) ∼ NT (0,Σ(τ )) (see Section 2.2.1). For
each gene, observed gene expression levels are modelled as noisy observations of the
gene-specific trajectory.
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2.2.4 MCMC sampling
Markov Chain Monte Carlo (MCMC) methods (Gilks et al., 1996) are widely used to
sample from continuous posterior densities in Bayesian statistics. After convergence,
MCMC chains provide samples from the posterior distribution. More specifically, our
method uses a Metropolis-Hastings approach (Hastings, 1970; Metropolis et al., 1953).
For each given state of the Markov Chain, a new state is proposed using a proposal
distribution, and accepted with a probability given by an acceptance ratio. While the
construction of proposal distributions is often straightforward in the continuous case,
we developed a set of proposal moves to sample from the discrete distribution of orders
(see Section 2.2.5). For the sampling of the GP hyperparameters we use Gaussian
proposal distributions, adapting their standard deviation during burn-in aiming at
acceptance rates between 0.45 and 0.5, as a Gaussian proposal with a large variance
may sometimes lead to non-acceptance of orders resulting from sudden changes in GP
hyperparameters.
2.2.5 Sampling orderings
In the following we propose a Metropolis-Hastings algorithm for the sampling of the
orderings. Preliminary experience with a variety of combinatorial moves to sample
permutations led to the following set of five core moves, each with probability pj ,
j = 1, . . . ,5. In the following, we use sampling parameters n0,γ,n3,n3a:
1. Move 1, iterated swapping of neighbouring cells: draw the number of swaps
to be applied, r1, uniformly from 1, . . . ,n0 and draw r1 swap positions P1, . . . ,Pr1
from 1, . . . ,T − 1 with replacement. Then iterate for j = 1, . . . , r1: swap cell at
position Pj with its neighbour at position Pj +1.
2. Move 2, swapping of cells with short L1-distances: select two positions i
and j according to probability pij ∝ exp(−d(ci, cj)2/γ) (a vector of length T 2 of
probabilities, which are pre-calculated), where d refers to the L1 distances of cells
ci and cj (as ng-dimensional vectors) in these positions. Move ci to position j
and cj to position i.
2.2 Methods 21
3. Move 3, reversing segments between cells with short L1-distances: obtain
two positions i and j as in move 2 and reverse the ordering of all cells in between,
including cells at i and j.
4. Move 4, short random permutations: draw r2, a number of short permuta-
tions, uniformly from 1, . . . ,n3. For each j = 1, . . . , r2, draw a number r3,j uni-
formly from 3, . . . ,max(n3a,3) and a cell position kj uniformly from 1, . . . ,T −r3,j .
Randomly permute the cells at positions kj , . . . ,kj + r3,j .
5. Move 5, reversing the entire ordering.
The rationale for moves 2 and 3 is that two cells which are positioned apart in the
ordering should only be exchanged (move 2) or the segment between them reversed
(move 3), if these cells have similar expression profiles and the smoothness of the
trajectory remains intact after the move. The proposal distributions for choosing
moves 2 and 3 may be tempered, that is taken to the power of a factor 0< α < 1, to
lower acceptance rates if required. We refer by α2 and α3 to the tempering factor of
moves 2 and 3, respectively.
For move 1 we use a default setting of n0 = ⌊T/4⌋ for the simulation studies (Sec-
tion 2.2.6.1). For move 4 we set n3 = ⌊T/20⌋, and n3a = ⌊T/12⌋. For the 5 experimental
data sets analysed (see Section 2.2.6.2), we use these default parameters depending
on the number of cells (see Section A.2 in the appendix), and slightly adapt some of
them to optimise convergence rates. For details on the parameters for the proposal
distribution for all the data sets, see Table A.4 in the appendix.
As our posterior distribution is a symmetric function of the order, each order and its
reverse will be sampled with equal probability from the posterior distribution. We
remove this symmetry in further analysis by reversing orders which are negatively
correlated with the capture times. If all cells were captured at the same unique
capture time, we use marker genes to understand which orders need to be reversed
(Section 2.3.3.2).
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2.2.6 Data sets
2.2.6.1 Simulated data
The efficacy of the individual moves and of combinations of different moves for different
types of data is first assessed on simulated data. We simulate ng = 50 genes for
T = 90 cells. For each simulation study we generate 16 data sets. On each of these
data sets we run MCMC chains using all the possible combinations of moves 1 to 4
(with equal probability for combinations of more than one move, while move 5 is used
with a probability of 0.002). Since in the simulations we are mostly interested in the
assessment of ordering moves and not in any parameter estimation, we fix them to
their true values and fix time points to rank time. The three different simulation
set-ups test the method in the presence of different noise levels and different numbers
of capture times. This is important, as single-cell data tend to have high noise levels,
but they differ between experimental protocols. While some experiments use 6 or more
different capture times, the number of different capture times is much smaller for many
experiments.
Simulation 1: three capture times, low noise. Each of the 16 data sets is
generated as follows. First, 90 temporal input points are drawn uniformly from [0,1].
Then for each of the 50 genes in each of the simulated data sets, a hyperparameter set
for a GP underlying the trajectory of the simulated gene is drawn from
log(σw) ∼ N (0,0.1)
log(l) ∼ N (log(0.4),0.1)
log(σϵ) ∼ N (log(1/
√
2),0.1).
The data are assumed to be obtained at three capture times with 30 cells each.
Simulation 2: two capture times, low noise. The setup is similar to simulation
1, but with two capture times, where 30 cells are assigned to the first capture time,
and the remaining 60 to the second.
Simulation 3: three capture times, high noise. The setup is similar to simulation
1, but log(σϵ) ∼ N (0,0.1).
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2.2.6.2 Single cell RNA-seq and RT-qPCR data sets
GPseudoRank is applied to five scRNA-seq and RT-qPCR data sets of different sizes
and obtained through different experimental protocols. For all data sets with more
than one capture time (excepting the RT-qPCR data set, which only contains 96
genes), we use an ANOVA test (Murphy (2012), ch. 7, see Fisher (1921) for the original
publication) for differences of mean expression (the mean being taken across one
individual capture time) for different capture times to filter a set of genes most relevant
to the ordering. ANOVA is equivalent to linear regression with categorical covariates.
In the absence of capture times, we use genes with both high mean expression and
high variance, see below for details concerning the individual data sets.
Shalek et al. (2014) examined the response of primary mouse bone-marrow-derived
dendritic cells in three different conditions using scRNA-seq. We apply GPseudoRank
to the lipopolysaccharide stimulated (LPS) condition. Shalek et al. (2014) identified
four modules of genes. As in Reid and Wernisch (2016), we use a total of 74 genes
from the four modules with the highest temporal variance relative to their noise levels.
The number of cells is 307, with 49 unstimulated cells, 75 captured after 1h, 65 after
2h, 60 after 4h, and 58 captured after 6h. We use an adjustment for cell size developed
by Anders and Huber (2010), also used in Reid and Wernisch (2016).
Klein et al. (2015) (Klein data set) used droplet barcoding (see Section 1.2.1) to study
mouse embryonic stem cells after Leukemia inhibition factor withdrawal with capture
times 0d, 2d, 4d, and 7d. We use log-transformed data corrected for cell-cycle as
in Haghverdi et al. (2016), and apply GPseudoRank to the main branch with 1543 cells
identified in a previous publication (the third branch in Figure 2c of Haghverdi et al.
(2016)). If differentiation into different lineages is studied in a data set, the data has
a branching structure. Here we focus on the uncertainty of pseudotime ordering for
individual branches. For a more detailed discussion of branching data and differences
in clusters of pseudotime trajectories across branches, see Section 3.5.4. Out of the
genes used in Haghverdi et al. (2016), we select 100 genes with high temporal variation
according to an ANOVA-test as described above. The data, prior to gene selection using
ANOVA, are available as supplementary material to Haghverdi et al. (2016).
Shin et al. (2015) (Shin data set) generated an in-vivo scRNA-seq data set of mouse
adult hippocampal quiescent neural stem cells and their immediate progeny, using 101
of the cells captured for pseudotemporal ordering, excluding a small set of cells forming
24 GPseudoRank: a permutation sampler for single cell orderings
a separate branch and several outliers. In the absence of (at least two different) capture
times, we choose the subset of genes to which to apply the GPseudoRank algorithm as
follows: we first select all genes for which more than 70% of the cells have non-zero
expression levels. Out of these genes we intersect the set of the 500 genes with the
highest mean and that of the 500 genes with the highest variance, resulting in final set
of 213 genes. We log-transformed the data before applying GPseudoClust. The data
are available as supplementary material to Shin et al. (2015).
Stumpf et al. (2017) (Stumpf data set) generated an RT-qPCR data set from two cell
lines, following the development of mouse embryonic stem cells along the neuronal
lineage. The data set consists of 96 genes including two loading controls, and 96 cells
per capture time (0h, 24h, 48h, 72h, 96h, 120h, 172h). We compute the pseudotime
trajectory for both cell lines jointly.
For the preprocessing of the data, we follow the steps performed in Stumpf et al. (2017),
resulting in a preprocessed data set with 550 cells. We apply GPseudoRank to all the
genes, excluding the two loading controls (Actb and Gapdh). The data are available on
Mendeley Data (http://dx.doi.org/10.17632/g2md5gbhz7.1).
Shalek et al. (2013) (Shalek13 data set) obtained scRNA-seq data from mouse bone-
marrow-derived dendritic cells after exposure to lipopolysaccharide, the same condition
as studied, among others, in Shalek et al. (2014). All 18 cells were captured 4h after
initial exposure. The data set containing many zeros, we select all genes expressed in
at least 30% of the cells. Out of these we intersect the 1000 with the highest variance
with the 1000 with the highest mean, where we chose 1000 instead of 500 because there
is less overlap between the two groups compared to the Shin data. This results in a
final 142 genes.
We refer to the data sets as Shalek, Klein, Shin, Stumpf, and Shalek13, respec-
tively.
For all of the data sets we subtract, as a pre-processing step the overall mean across all
genes and cells from each entry in the matrix of gene expression levels. Alternatively,
we could subtract the sample mean for each individual gene. However, the weak law
of large numbers, which guarantees that the sample mean converges towards the true
mean for independent and identically distributed data, does not hold for dependent
data, and therefore not for pseudotime series data. We therefore use the mean across
all genes instead. Subtracting the overall mean across all genes and cells reduces the
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offset of the posterior mean from zero for each gene, but does not eliminate it. However,
that is not necessary as the offset does not affect the relative likelihoods of the different
orders of the cells.
2.2.7 Efficient approximation method for large data sets
To decrease run times for very large data sets, we perform a preprocessing step
clustering cells into a large number of very small clusters using k-means clustering.
If capture times are provided, this is done separately for each group of cells at the
different capture times. The recommended number of clusters for each capture time
is 1/8th of the number of cells at that capture time. One might also want to set an
absolute minimum number of cells per capture time. The number of clusters may
be decreased substantially for very large data sets, as they include larger numbers of
similar cells, making our method applicable to data sets with tens of thousands of
cells. We then apply GPseudoRank to the k centroids, reducing the computational
complexity of each individual likelihood computation. The proposed preprocessing step
also drastically reduces the number of samples required for convergence by reducing the
size of the sample space. We obtain the posterior distribution of the orderings of the
centroids of the mini-clusters. We then assign to the individual cells of a mini-cluster
the posterior pseudotime of its centroid. To assess the accuracy of this approximation,
we apply it to two smaller data sets, the Shalek and Stumpf data sets with 307 and
550 cells respectively, where inference with the exact model is feasible. We use 21
small clusters for each of the 5 capture times of the Shalek data set, resulting in a
total of 105 mini-clusters, and 15 mini-clusters for each of the 7 capture times of the
Stumpf data set, resulting again in a total of 105 mini-clusters. For the droplet-based
Klein data set with a main branch of 1543 cells, we use 18th of the cells of each capture
time, with a minimum of 30 cells per capture time. This results in an overall 226
mini-clusters.
2.2.8 Convergence assessment and analysis of posterior dis-
tribution
For thorough convergence assessment, we run multiple MCMC chains. For the simulated
data sets we run 100,000 iterations per MCMC chain for 5 chains and apply a thinning
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factor of 10. For the scRNA-seq data sets we use the same thinning factor and at least
3 MCMC chains for convergence analysis (12 for those data sets (Shalek and Shin)
where we analyse data sets without capture times). The number of samples required
depends on the data set (see Table 2.1, which contains the sample numbers required for
all the applications to experimental data sets, providing approximate guidance on the
number of samples required for similar data sets). In order to assess convergence and
not to bias the sampler towards specific orderings, all chains are seeded with random
starting orders and with random GP parameters sampled from the prior distribution.
However, we do restrict starting orders to permutations of cells within, but not across
capture times. The restriction, while resulting in faster convergence, is not actually
necessary (see Section 2.3.3).
To check convergence, we use the Gelman-Rubin R̂-statistic (Gelman and Rubin, 1992),
corrected for sampling variability (Brooks and Gelman, 1998), implemented in the
coda R-package (Plummer et al., 2006). The R̂-statistic estimates the factor by which
the pooled variance across all the chains is larger than the within-chain variance.
For convergent chains, R̂ approaches 1 as the number of samples tends to infinity.
According to Brooks and Gelman (1998), convergence may be assumed to have been
reached if R̂ < 1.2. We apply the stricter recommendation of R̂ < 1.1 (Gelman and
Shirley, 2011). We compute the R̂ statistics for the following two quantities: first,
for the log-likelihood, and second for the L1-distances of the sampled cell position
vectors from a fixed reference vector of cell positions. The cell position vectors are the
inverse permutations of the orders. For instance, if the order of the cells is cell 4, cell
2, cell 1, cell 3, then the cell position vector is (3,2,4,1), that is cell 1 is at position 3,
cell 2 is at position 2 etc. L1-distances of cell position vectors from a fixed reference
permutation are a useful measure to obtain an overview of the posterior distribution
of the orders. This distance statistic is particularly useful for convergence assessment
with the Gelman-Rubin statistic because of its tendency to be comparatively close to a
normal distribution (see Figures 2.4 and 2.5).
As the true order is not known unless in the case of applying the algorithm to simulated
data for testing purposes, and as we do not want the reference permutation to depend
on the data likelihood, we take a fixed, but randomly chosen permutation as the
reference permutation. If there are capture times, we chose a reference permutation
where cell positions are permuted only within the capture times.
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While distances from reference orders are an efficient way of obtaining a statistic
for convergence assessment, more insights into the structure of the orders can be
obtained from low dimensional representations, for example by MDS (multidimensional
scaling) (Borg and Groenen, 2005) on the (Euclidean) distance matrix of the position
vectors of the cells. MDS also allows us to visualise comparisons to alternative
pseudotime estimation methods, see Figure 2.3.
Convergence assessment set-up for simulation studies We compare the speed
of convergence for different combinations of the proposal moves described in Section 2.2.5
in the simulation studies as follows:
For each of the three simulated data sets (see Section 2.2.6.1) we assess the 15 possible
combinations of moves 1-4 according to the following criteria:
• Whether or not all the chains for all the simulated data sets have converged
by the 10,000th thinned sample at the 1.1, 1.07, 1.05, and 1.02 levels for the
Gelman-Rubin R̂-statistic for both the log-likelihood and the L1-distances of the
sampled cell positions from the true reference positions 1:90.
• The average number of iterations across the 16 simulated data sets until conver-
gence at all the levels specified above, where we computed the R̂-statistics in
intervals of 20 for the thinned MCMC samples.
• The maximum number of samples over the 16 simulated data sets until con-




This section summarises the insights gained from the simulation studies. For details
see Section A.1 in the appendix.
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Simulation 1. Any combination of moves leads to good convergence, and although
there are differences in the speed and level of convergence, any combination of moves
is recommended.
Simulation 2. There are only two capture times, hence there is more variety in the
starting orders for each chain. The performance of the different combinations of moves
is different from simulation 1. Move 3 performs better than any other single move.
Move 3 generally traverses the space of permutations faster by reversing whole segments
of an ordering and it is the only move for which all R̂-statistics go below 1.1 within
the first 10,000 thinned samples. The combination of moves ranked first according to
the criteria described in Section 2.2.8 is the combination 1,2,3,4 of all the moves.
Simulation 3. All moves and combinations thereof perform well in this situation,
though move 3, while still achieving reasonable levels of convergence, is now the
comparatively less well performing single move. The combination of all four moves
performs well.
For experimental data sets, especially for very small or very large data sets, we found
that slightly different combinations of moves tend to work best, see Table A.4 in the
appendix for details of moves used for all experimental data sets.
2.3.2 Pseudotime uncertainty for immune response in mouse
dendritic cells
2.3.2.1 Convergence assessment and comparison to point estimation meth-
ods
For the scRNA-seq data from Shalek et al. (2014), collected at five different capture
times, the true cell ordering is unknown. To check convergence of orders the R̂-statistic
is computed both on the log-likelihood and on the L1-distances of the sampled cell
positions to an arbitrary reference permutation (Figure 2.2).
Figure 2.2 shows that a threshold for the R̂-statistic of 1.1 has been reached after 6,000
thinned samples (see also Table 2.1). We therefore discard a burn-in of 3,000 thinned
samples at the beginning of each chain, as recommended by Gelman and Shirley (2011).
Indeed, by the 1.1 threshold for the R̂ statistic 6,000 thinned samples would have been
sufficient for convergence.
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Fig. 2.2 Convergence analysis for GPseudoRank. Gelman-Rubin statistics for the
log-likelihood and for the L1-distances of the sampled permutations of cell positions
from the reference permutation (Shalek data).






















Fig. 2.3 Shalek data, multi-dimensional scaling. Distribution sampled with GPseudo-
Rank, point estimates with TSCAN and SLICER. Each dot corresponds to one vector
of cell positions from the posterior distribution. Semi-transparency of the points allows
identification of ares of higher density, that is local modes of the posterior distribution.
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Figure 2.3 demonstrates the value of providing a posterior distribution for orders,
rather than a single estimate: TSCAN and SLICER, two established pseudotime
methods (see Section 2.1 for a short description), give different results. Figure 2.3 also
illustrates the benefits of using MDS for analysing the posterior distribution, rather
than using only L1-distances of posterior cell position vectors from a fixed reference
permutation. While the tendency of the distribution of the latter statistic to have
only one mode and to be relatively close to a Normal distribution makes it a good
statistic for convergence assessment using the Gelman-Rubin statistic, it often fails
to capture the multi-modal structure of the posterior distribution of the cell position
vectors. This is because orders that are not particularly close to each other might
still have similar distances from the reference permutation. This makes the distance
statistic an insufficient criterion for the comparison of different pseudotime methods
(see Figures 2.4 and 2.5). For instance, the solutions obtained by TSCAN and SLICER
look similar to each other for some of the reference permutations, but other reference
permutations reveal the difference between the two methods. MDS, by contrast, allows
the identification of modes, and a better comparison of GPseudoRank to different point
estimation methods for pseudotime orders, see Figure 2.3, with the TSCAN solution
located in one of the areas of higher density of the GPseudoRank solution, while the
solution found by SLICER lies somewhat in between two modes, around the centre of
the distribution.
Fig. 2.4 L1-distances from reference permutations. For each subfigure, the reference
permutation is a random permutation of the cells of each capture time. The SLICER
estimate is represented by a red line, the TSCAN one by a green line.
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Fig. 2.5 L1-distances from reference permutations, fully random reference. For each
subfigure, the reference permutation is a random permutation of all the cells, not only
within, but across capture times. The SLICER estimate is represented by a red line,
the TSCAN one by a green line.
2.3.2.2 Uncertainty of pseudotime varies as a function of mean pseudo-
time
Figure 2.6 illustrates the uncertainty of pseudotime as a function of mean pseudotime.
To ensure that the inverted U-shape in the amount of uncertainties of the first two
capture times at 0h and 1h is not a sampling artefact, cells from these capture times
were mixed together for initialising the sampler (that is, capture time information was
discarded).
Overall uncertainty in the ordering of cells is markedly lower around capture time
2h, when the reaction to the infection has set in, but is not yet complete. The slight
U-shape in the amount of uncertainty for capture times 0h, 1h, and 4h/6h seems to be
an experimental batch effect of capturing multiple heterogeneous cells at different time
points. Within a batch (or merged batches 4h and 6h) cells which are either lagging
behind or slightly ahead in their development are assigned a more specific pseudotime
with lower uncertainty behind or ahead of the bulk of cells, whose pseudotimes are
more interchangeable. However, for other data sets (for instance with different time
intervals between capture times) this graph might look different, see, for example,
Figure 2.16b for the Stumpf data set.
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Fig. 2.6 Uncertainty of pseudotime as a function of mean pseudotime. For each cell,
the mean pseudotime is plotted along the x-axis, and the respective standard deviation
along the y-axis. Cells are coloured by capture time. The slight U-shape in the amount
of uncertainty for capture times 0h, 1h, and 4h/6h shows that for each capture time
the uncertainty in pseudotime is highest for those cells whose mean pseudotime is at
an average value for the particular capture time. That is, for cells most typical of a
particular capture time, pseudotime is more uncertain, while some cells have progressed
further in pseudotime or are behind, in which case their pseudotime uncertainty is less.
This leads to the U-shapes. Cells from capture times 4h and 6h are similar to each
other and therefore form a merged batch corresponding to a single arch in the figure.
For this data set, there is relatively little overlap in mean pseudotime for different
capture times. This means that the time intervals between the capture times are so
large that for this particular type of process studied, cells from different capture times
tend to be different in terms of the progression in their immune response. This is
different for data sets where capture time intervals are shorter relative to pseudotime
progression, see Figure 2.16b.
2.3.2.3 Identification of precocious cells and antiviral score
GPseudoRank identifies two precocious cells, pointed out in the original analysis
by Shalek et al. (2014), ahead in terms of their response to the stimulus, see Figure
2.7. Shalek et al. (2014) identified a set of genes particularly associated with antiviral
response. Ahmed et al. (2018) and Reid and Wernisch (2016) also used this score
to demonstrate that their methods identify two cells at capture time 1h precocious
in their antiviral response. Figure 2.8 shows the average expression of a set of genes
associated with antiviral response for each cell. As expected, this antiviral score
increases over pseudotime, confirming that the pseudotime assignment captures a
biological phenomenon. In contrast to Figure 2.8, both DeLorean (Reid and Wernisch,
2016) and GrandPrix (Ahmed et al., 2018) show considerable edge effects in comparable
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Fig. 2.7 Posterior distribution of cell positions of the precocious cells. For each posterior
position of the cells we plotted the frequency at which this position occurs among all
samples. One random MCMC chain was used. Both of the precocious cells have a high
probability of being located within capture time 2h, with S51 likely to be ahead of
S52. The position on the horizontal axis of the vertical line in magenta is equal to the
number of cells at capture times 0h and 1h. Cells with pseudo-position to the right
of this line are therefore positioned in an area usually occupied by cells from capture
times 2h and later.
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Fig. 2.8 Core antiviral score as a function of mean pseudotime
plots (Reid and Wernisch (2016), Fig. 4; Ahmed et al. (2018), Fig. 2), that is instead
of the shape in Figure 2.8 an analogous plot in Reid and Wernisch (2016) (Fig. 4 in
Reid and Wernisch (2016)) displays a rotated S-shape with relatively high antiviral
scores for some early pseudotimes and low ones for some very late pseudotimes. Such
edge effects are not biologically motivated and presumably algorithmic artefacts which
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GPseudoRank is able to avoid by restricting pseudotimes to a finite interval and by
using a geodesic mapping.
2.3.3 Ordering data sets without capture times
2.3.3.1 Initialisation without capture times for Shalek data set
Figure 2.2 showed convergence of our algorithm for the Shalek data set when the
starting orders cells are randomly permuted within capture times. We now go further
and show convergence with fully random starting orders, not using any capture time
information at all. This means that a focus on large moves is required (for a discussion
of local and larger moves, see Section A.2 in the appendix); we use a combination of
moves 2, 3, and 4, applying each of these moves with a probability of 0.3327, and move
5 with a probability of 0.0019. The parameter settings for move 4 are the same as
those used with capture time information, but we temper the proposals for moves 2
and 3 by a factor α= 0.1, to make the moves larger. (See Table A.4 in the appendix
for details on the parameters for the proposal distributions for all the experimental
data sets.) A comparison between Figures 2.6 and 2.9b shows that we still obtain a
very similar posterior distribution. Furthermore, Figure 2.9a shows that, measured in
terms of the R̂ statistic, convergence is still good according to the recommendation
to run chains until a threshold of 1.2 has been reached for the R̂-statistic (see also
Table 2.1). However, convergence is not reached as fast as when the capture times are
used for the initialisation, compare Figure 2.2 to Figure 2.9a.
We also plotted the Pearson correlations between capture times and posterior positions
of the cells for the posterior samples obtained for the Shalek data set without any
capture time information used for the initialisation (see Figure 2.9c). We observe that
both the posterior mean and median are highly correlated with the capture times, while
the individual posterior samples are slightly less correlated. This illustrates the concept
of uncertainty, where each sample will contain a number of less likely positions for a
few individual cells, therefore being less correlated with the capture times than the
posterior mean is. Therefore, it is interesting to see the two non-MCMC based methods
in between the samples and the mean and median solutions by GPseudoRank.
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(a) R̂-statistic for the log-likelihood. 12
chains were initialised with fully random or-
ders.
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(b) Uncertainty of pseudotime as a function
of mean pseudotime with fully random initial-
isation. For each cell, the mean pseudotime
is plotted along the x-axis, and the respective
standard deviation along the y-axis. Cells are
coloured by capture time. The chain was ini-
tialised with a fully random order, discarding
any information on capture times.















(c) Pearson correlation with capture times.
This figure compares the posterior samples
by GPseudoRank, estimates by TSCAN and
by SLICER, and mean and median posterior
positions inferred by GPseudoRank.
Fig. 2.9 Shalek data, fully random initalisation without any use of capture time
information.
2.3.3.2 Data sets with a single capture time
To illustrate further how GPseudoRank can be used for data sets with only one unique
capture time for each cell, we applied it to the Shalek13 and Shin data sets, two
data sets for which all cells were captured at the same time (see Section 2.2.6.2 for a
description of the data sets).
For the starting orders for the Shin data set, we fully randomly permuted the 101
cells. For the sampling we applied moves 2, 3 and 4 with equal probabilities of 0.3327,
and move 5, the reversal of the entire ordering, with a probability of 0.0019. The
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reason for not applying move 1, the swaps of neighbouring cells in the current order, is
the fact that without capture time information for a not very small data set moves
are preferred that propose larger changes to the ordering. Figure 2.10 illustrates the
high level of convergence leading to practically similar posterior distributions of the
positions in the order for each individual cell for 12 MCMC chains with fully random
starting orders.
Without capture times, GPseudoRank samples the full symmetric distribution of orders,
which includes an order and its reverse with equal probabilities (see Figure 2.10). As
there are no capture times, we cannot use positive or negative correlation with capture
times to decide which of the two groups of orders need to be reversed, and therefore
we rely on different biological information. Figure 2.11 shows how to understand
which of the two groups of orders to reverse: both Sox11 and Eomes are markers for
early intermediate progenitor cells (Ming and Song, 2011; Shin et al., 2015), therefore
those orders for which the expression level of the two markers is decreasing need to be
reversed.
With the Shalek13 data set, we proceed in a similar way concerning the reversal of
orders. We use the same core antiviral score as in Figure 2.8. We reverse an order if
the average for this score over the first 5 cells in the order is higher than that over the
last 5 cells.
2.3.4 Multi-modal structure of posterior distributions
MDS shows that posterior distributions of cell position vectors tend to be multimodal
(see Figure 2.3). An analysis of the Shalek13 data set with only 18 cells, and therefore
a relatively small number of possible cell orderings, facilitates the understanding of
the structure of the posterior distribution of the cell orderings. We performed MDS
(Figure 2.12), clustered the MDS projections into four clusters, and then computed,
for the medoids of the four clusters, an antiviral score as for Figure 2.8.
More precisely, for the orders corresponding to the medoids of the four groups in
Figure 2.12, we plotted the average expression levels of a set of antiviral genes also used
for the analysis of the other Shalek data set (Shalek et al. (2014), see Section 2.3.2.3
and Figure 2.8). Each subplot of Figure 2.13 compares the trajectory of the antiviral
scores belonging to two different medoids in Figure 2.12. We see that the beginning of
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Fig. 2.10 Distribution of cell positions: Shin data. Each matrix illustrates the posterior
probabilities of the positions of the cells for one of 12 MCMC chains with different
fully random starting orders. The cells are ordered along the horizontal axis in the
same way for each of the subplots, the ordering from the original publication (Shin
et al., 2015). The posterior density of the position of each cell in the order is plotted
along the vertical axis. 15,000 thinned samples were generated for each of the chains
after a burn-in of 15,000. The mirror symmetry results from the fact that the posterior
distribution of GPseudoRank is symmetric, as each order and its reverse have identical
likelihoods. However, only one of them is biologically meaningful. Therefore, we use
marker genes to identify which orders to reverse, see this section and Figure 2.11.
the trajectory is very certain, while there is more uncertainty towards the end. This
shows that differences between different regions of the posterior distribution correspond
to differences mainly in the second part of the orders, rather than in the first. That is,
the different regions of the posterior of the orders correspond to different trajectories
of the antiviral score in the second part of the orders. While there is little uncertainty
in the first half of the orders, the cells in the second half correspond to a metastable
state, as defined in Haghverdi et al. (2015). Metastable states are states characterised
by a slow progression in pseudotime leading to an accumulation of cells in that state.
The GPseudoRank method identifies metastable states by an increased uncertainty in
the cell order (see Section 2.3.6 and Figure 2.20 for a more detailed description and a
different example of a metastable state).
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Fig. 2.11 Marker genes: Shin data. The cells in green are ordered using the 18,000th
sample of the posterior distribution of the orders, the cells in blue using the 25,000th
sample.














c 1 c 2 c 3 c 4 medoids
Fig. 2.12 Shalek13 data set: MDS of posterior cell position vectors. Each posterior
sample is represented by one semi-transparent dot. Samples with higher frequency,
i.e. modes, therefore correspond to overlapping, less-transparent dots. Percentage of
orders in clusters: c1: 21%, c2: 11%, c3: 29%, c4: 38%
However, even in this metastable state, some orderings of cells are more likely than
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Fig. 2.13 Shalek13 data set: antiviral score. The same antiviral score was used as as in
Figure 2.8. Each subplot compares ordered antiviral scores corresponding to one pair
of medoids, for the medoids identified in Figure 2.12.
indicates that there might be additional structure even in metastable states that can
be revealed by the GPseudoRank method.
2.3.5 Approximation for large data sets
This section presents the results obtained by applying the methods for large data sets
described in Section 2.2.7.
2.3.5.1 Comparing exact and approximate methods
Figures 2.14 to 2.16 illustrate the performance of the mini-cluster approximation on the
Stumpf data set and compare it to the full algorithm. Figure 2.14 and Table 2.1 illustrate
the boost in computational efficiency obtained for this data set by the approximation
thanks to the much faster convergence of the approximate method and the more efficient
likelihood computations. Figure 2.15 shows that the mini-cluster method approximates
well the posterior means of the pseudotimes of the cells. Comparing Figures 2.16a
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(a) Convergence, exact method
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log-Lk
L1-distances
(b) Convergence, approximate method
Fig. 2.14 Stumpf data, comparison of time to convergence between exact method and
mini-cluster approximation. (a) R̂-statistic for exact GPseudoRank inference. (b)
R̂-statistic for approximation with mini-clusters.


















Fig. 2.15 Stumpf data, comparison between exact method and mini-cluster approx-
imation. Scatterplot comparing the posterior means of the pseudotimes for each
cell computed with the full model (x-axis) to those obtained using the mini-cluster
approximation (y-axis). Semi-transparent dots show overlapping cells.
and 2.16b, we see that both the level and the changes of pseudotime uncertainty over
the course of pseudotime are preserved by the approximation.
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(a) Approximate model
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(b) Full model
Fig. 2.16 Stumpf data: standard deviation of pseudotime as a function of mean
pseudotime. Each dot corresponds to one cell. Semi-transparent dots show overlaps.
(a) approximate method. (b) exact method.
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2.3.5.2 Comparison to sparse GPs


















(a) Scatterplot comparing mean pseudo-
time between full model and mini-cluster
approximation


















(b) Scatterplot comparing mean pseudo-
time between full model and sparse GP
approximation
Fig. 2.17 Shalek data, approximation methods: comparison of posterior means. Scat-
terplots comparing the posterior means of the pseudotimes for each cell computed with
the full model (x-axis) to those obtained using (a) the mini-cluster approximation and
(b) sparse GPs. Semi-transparent dots show overlapping cells.
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(a) Mini-cluster approximation
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(b) Sparse GPs
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(c) Full model
Fig. 2.18 Shalek data, approximation methods: changes in pseudotime uncertainty.
Standard deviation of pseudotime as a function of mean pseudotime. a) mini-cluster
method, (b) sparse GPs, (c) full likelihood.
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(a) Mini-cluster approximation: conver-
gence
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(b) Sparse GP: convergence
Fig. 2.19 Shalek data, approximation methods: convergence of MCMC chains. R̂
statistic for (a) approximation with mini-clusters, and (b) sparse GPs.
While we recommend the mini-cluster approximation for our MCMC algorithm, pre-
viously sparse GPs have been used for GP latent variable models (Ahmed et al.,
2018; Reid and Wernisch, 2016). Sparse GPs approximate GPs in such a way that
computations of inverses and determinants are only required for auxiliary GPs with a
small number u of input points. While efficient alternatives with optimised inducing
points have been implemented for variational inference of pseudotime (Ahmed et al.,
2018), optimisation at every iteration, or sampling the inducing points, would be
computationally expensive in an MCMC sampler. We therefore use fixed inducing
points and the sparse GP approximation of Snelson and Ghahramani (2006), as in Reid
and Wernisch (2016). We obtain a method accurately estimating the posterior means
of the pseudotimes (see Figure 2.17), but overestimating the posterior uncertainty
(see Figure 2.18). The overestimation of uncertainty probably results from the fact
that the sparse GP likelihood is less sensitive to changes of the ordering not crossing
inducing points. Therefore, while providing accurate point estimates, sparse GPs might
not be the ideal likelihood approximation for our MCMC sampler. The mini-cluster
approximation performs better at estimating the posterior uncertainty of orders and
its change over the course of pseudotime. Finally, Figure 2.19 illustrates the effi-
ciency of the mini-cluster method in terms of the number of iterations needed until
convergence.
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2.3.6 Posterior uncertainty modelling for droplet-based
scRNA-seq data
The mini-cluster approximation allows us to apply GPseudoRank to larger data sets.
Figure 2.20 shows that the uncertainty in the ordering for the Klein data set (see
Section 2.2.6.2 for a description of the data set) clearly exceeds that of other data sets
in the early stages of the process. There is high uncertainty of cell positions at the
beginning of the process as seen in the large area of intermediate densities in the lower
left of Figure 2.20. This reflects the metastable state found early in the main branch in
Figure 2c in Haghverdi et al. (2016). According to Haghverdi et al. (2016) such states
can be defined as states with a high density in diffusion pseudotime, as many cells
progress through this state slowly. With GPseudoRank we are able to identify such
states in terms of the uncertainty of the posterior cell position in terms of rank time:
this uncertainty is large if many cells are in a similar state and their ordering is more
uncertain compared to phases where cells are more clearly separated by their progress.
That is, uncertainty in rank time corresponds to metastable states.
The time to convergence at the 1.1-level for the Gelman-Rubin statistic for the Klein
data set was 6 min on a laptop. For details on computation times for all single-cell
data sets analysed, see Table 2.1.
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Fig. 2.20 Klein data: posterior distribution of cell positions. Posterior probabilities
of the positions of the cells in terms of rank time: the mean cell position is along the
x-axis, the posterior density is plotted along the y-axis. Larger uncertainty of cell
positions in the early stages indicates metastable state.
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2.4 Computation times
Table 2.1 lists the computation times on a laptop for all the single-cell data sets
analysed. Computation times depend on the number of cells, the number of genes
used for the analysis (this explains the slightly longer computation times per 1,000
samples for the Shin compared to the Shalek data with k-means approximation), and
the number of samples required to reach convergence. For the number of cells and
genes for each data set, see Section 2.2.6.2. As before, we assess convergence using
the Gelman-Rubin statistic on the log-likelihood and the distances of the sampled
cell position vectors from a reference permutation. The number of iterations until
convergence listed in Table 2.1 is the number obtained from one random run of multiple
chains. As the starting orders are random, different runs of the algorithm may lead to
slightly different, but similar, numbers of iterations required.
appr cells 1,000 1.2 level 1.1 lev. 1.2 lev. 1.1 lev.
(thinned)
Shalek13 no 18 10 sec 250 550 3 sec 6 sec
Shin no 101 35 sec 26,000 29,000 15 min 17 min
Shalek, CT no 307 51 sec 3,750 6,000 192 sec 306 sec
Shalek, no CT no 307 51 sec 5,500 22,450 281 sec 19 min
Shalek yes 307 21 sec 1,300 1,350 27 sec 28 sec
Stumpf no 550 159 sec 16,250 17,250 43 min 48 min
Stumpf yes 550 25 sec 1,000 2,300 25 sec 58 sec
Klein yes 1543 32 sec 9,300 11,300 5 min 6 min
Table 2.1 Computation times until convergence for all single-cell data sets. Convergence
measured in terms of the R̂-statistic on the log-likelihood and L1-distances from a
reference permutation. CT means that cells were permuted within capture times for
the initialisation, no CT refers to a fully random permutation of all cells across capture
times. To demonstrate the efficiency of GPseudoRank and show that it can be run on a
laptop, we performed the runtime analysis on a 2013 MacBook Pro with 2.3 GHz Intel
Core i7 (4 cores) and 16GB DDR3, with matrix operations performed multi-threaded
on all available cores. For the performance analysis the Matlab implementation of
GPseudoRank was used. The table lists whether the full or approximate model were
used (approx), how long it took to run 1,000 thinned samples (10,000 real samples),
and how many samples and how much computing time were needed for convergence at
the 1.2 and 1.1 levels for the R̂-statistic for both the L1-distances and log-likelihoods.
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2.5 Discussion
GPseudoRank is a new type of Gaussian process latent variable model for pseudotempo-
ral ordering. It samples orderings instead of pseudotimes, with combinatorial proposal
moves designed to allow the Metropolis-Hastings sampler to make large changes to
permutations and still achieve a high acceptance rate. This specific proposal distribu-
tion allows the sampler to explore complicated posterior distributions (see Figure 2.3).
Point estimation methods are only able to find a single estimate of the order, and
are therefore at most able to capture one mode or find an estimate that lies between
several modes (see again Figure 2.3).
The applications to scRNA-seq and RT-qPCR data illustrate another advantage of
sampling from the posterior of orderings: the amount of uncertainty about the position
of a cell can vary with time. In the Shalek data set, the uncertainty is lowest in the
middle of the process, where the heterogeneity of cells with regard to their progress
through the response to the infection is highest. This identifies parts of the process
with increased change and higher biological variability compared to technical noise,
as higher signal-to-noise ratios make the ordering more confident and therefore less
uncertain. For other data sets, the noise levels are highest at the beginning (Klein
data), in the middle (Stumpf data), or at the end (Shalek13 data).
The uncertainty of the orders is relevant to any further analysis that models scRNA-seq
data in terms of time-series data. This applies to any type of network inference using
pseudotime ordering (Hamey et al., 2017; Ocone et al., 2015). Identifying the parts of
a biological process where the uncertainty of cell positions is lower can also support
the selection of suitable cells for the clustering of genes for example.
Variational inference, which avoids sampling altogether, is considered a computationally
efficient if only approximate Bayesian inference alternative to MCMC sampling. Con-
sidering that it samples from the full posterior distribution of the orders, GPseudoRank
is very efficient and though runtimes obviously exceed those of well-designed variational
methods (Ahmed et al., 2018), the mini-cluster approximation allows GPseudoRank to
be applied to large data sets without losing much insight concerning the structure of the
posterior distribution. GPseudoRank with the mini-cluster approximation described in
Section 2.2.7 takes 6 min to converge on a laptop for a data set with more than 1500
cells. GPseudoRank can be applied to medium-sized data sets without approximation
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methods, taking about 50 min to converge at the 1.1-level of the Gelman-Rubin statistic
for a data set with 550 cells. However, with the mini-cluster approximation it takes 1
minute to reach the same level of convergence.
Overall, GPseudoRank offers new insights into biological phenomena and experimental
artefacts. It quantifies the amount and variability of uncertainty in single-cell ordering
(see, for example, Figures 2.3, 2.6 and 2.20). Assessing the degree of uncertainty
enables spotting experimental batch effects created by sampling from a continuous
spectrum of developmental stages at only a few capture times. Our approach is also
able to identify precocious cells (Figure 2.7). By combining a geodesic pseudotime
mapping with sampling permutations, GPseudoRank moreover avoids edge effects
present in other GP methods for pseudotime ordering (Figure 2.8).
Except for relative measurements like RT-qPCR, GPseudoRank is applied to log-
transformed data. This is a frequent procedure for many pseudotime methods: see
among many others Haghverdi et al. (2016); Ji and Ji (2016); Reid and Wernisch (2016);
Welch et al. (2016). Modelling count data directly in GPseudoRank could be achieved
by a change in the likelihood function to, say, the negative binomial distribution with
GPs modelling the mean. However, this would require additional sampling of latent
mean values for a small gain in accuracy over a log normal approximation which is
usually very accurate for large count data.
We have illustrated GPseudoRank on a number of scRNA-seq data sets. Welch et al.
(2017) developed a GP-based method for the inference of multi-omics pseudotime
profiles through manifold alignment (Ham et al., 2005; Wang and Mahadevan, 2009).
A similar extension of GPseudoRank to the multi-omics case would allow insight into
time-varying and multi-modal uncertainty structures of orderings for the multi-omics
case.
Ordering problems are not restricted to the analysis of single-cell data. For instance,
with clinical health record data the actual time of the onset of a disease is not usually
known. It would be interesting to use an approach similar to GPseudoRank to order the
measurements for different patients relative to each other. Unlike in the case of cells, the
order and times of the measurements are known for each individual person. However,
neither the rate of progression of the illness for the individual person, which is similar
to the difference between actual time and pseudotime, nor the relative progression of
the illness across different people are known. Generally our approach of proposing local
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and wider proposal moves for MCMC in a sample space of permutations suggests new
ways of addressing a number of discrete sampling problems, such as covariate selection
or ranking in mixture models for clustering.
3. GPseudoClust: clustering
pseudo-trajectories of single cells
Summary
Motivation: While a number of methods have been developed to order cells for
single cell RNA-seq experiments in pseudotime, there has been a lack of methods
for clustering genes for these types of data taking into account their pseudotemporal
nature. In addition, pseudotime inference is subject to high levels of uncertainty because
of substantial levels of noise and stochasticity in the data, but there is no existing
method for integrating the uncertainty of pseudotime ordering into an understanding
of uncertainty of cluster allocations for genes.
Results: The proposed method, GPseudoClust, is the first method inferring the
uncertainty of cluster allocations of genes related to the uncertainty of pseudotime
for cells. GPseudoClust uses methods from pseudotime ordering combined with
nonparametric Bayesian methods, consensus clustering and efficient MCMC sampling.
For branching data, GPseudoClust identifies differences in dynamic patterns for different
branches. It categorises genes in a way consistent with biological function in an
application to stimulated dendritic cells. Furthermore, it integrates data from different
cell lines, batches or experimental protocols in a principled way.
3.1 Introduction
During response to stimulations or development, gene expression undergoes significant
changes for a number of genes. For bulk-measurements of gene expression these changes
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can be understood in terms of a trajectory, which maps time points to expression
measurements. Genes can then be clustered in terms of the similarities of their
trajectories. The advantages of clustering genes in terms of their response trajectories
for bulk-measurements of gene expression data have been emphasised in a number of
previous publications. Eisen et al. (1998) found that similar expression dynamics of
genes are related to biological function, and that this can be used to understand better
the function of genes whose function has been understood less well so far. Clustering
genes together with similar changes in expression over time can identify genes likely
to be co-regulated by the same transcription factors (Cooke et al., 2011), where a
transcription factor is a protein regulating the rate at which DNA is transcribed to
mRNA for a particular gene. McDowell et al. (2018) emphasise that using clustering to
identify shared response types helps reduce the complexity of the response, and allows
the exploration of regulatory mechanisms underlying the shared response types.
However, the methods proposed in the publications above were developed for bulk-
measurements of gene expression, and not for single-cell data, and there is a need for
effective clustering algorithms for genes for single-cell data as well, given that single-cell
technologies have enabled us to obtain response and developmental trajectories with a
much better resolution. Single-cell RNA-seq data often follow developmental processes
or responses to stimulants, and the order of cells in terms of their progression along
this development may be inferred using pseudotemporal ordering, see Ahmed et al.
(2018); Campbell and Yau (2016); Haghverdi et al. (2016); Ji and Ji (2016); Qiu et al.
(2017); Reid and Wernisch (2016); Strauß et al. (2018); Welch et al. (2016) among
many others. For each gene the ordered gene expression measurements are noisy
observations of an underlying latent trajectory characterising the response of the gene
to a stimulant or the dynamics of its expression during development. Importantly, the
inferred latent trajectory depends on the pseudotime ordering of the cells. Single-cell
data are different from bulk time-series data, not only because of the lack of a known
temporal arrangement of the cells, but also because of higher levels of noise, including
dropout effects, see, among others, Stegle et al. (2015); Vallejos et al. (2015). In
addition, the number of cells in single-cell data sets typically exceeds by orders of
magnitude the number of time points in data sets with bulk measurements.
While algorithms have been developed specifically for the clustering of cells for scRNA-
seq data, for instance Kiselev et al. (2017); Lin et al. (2017); Wang et al. (2017),
there has been less focus on the clustering of genes for such data. Commonly used
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clustering algorithms, including mixtures of Normals (mclust (Fraley and Raftery,
2002; Scrucca et al., 2017)), k-medoids clustering (PAM (Kaufman and Rousseeuw,
2008), implemented in the cluster R package (Maechler et al., 2017), and hierarchical
clustering ignore the additional information of a temporal or, in the case of single-cell
data, pseudotemporal ordering. SIMLR (Single-cell Interpretation via Multi-kernel
LeaRning (Wang et al., 2017)), developed for clustering cells, uses multi-kernel learning
for clustering.
Monocle 2 (Qiu et al., 2017; Trapnell et al., 2014) has a feature allowing the user
to cluster smoothed trajectories of genes after pseudotime ordering. Monocle 2 uses
PAM on a distance measure between the pseudotime trajectories rather than any
clustering method specifically designed to account for pseudotemporal dependencies.
A Gaussian process (GP) framework, as suggested here, additionally accounts for
correlation between cells which are close with respect to their biological stage.
One way of clustering single-cell gene trajectories is a two-step approach: first use
a pseudotime ordering method; then cluster genes using a method for time-stamped
bulk data (Macaulay et al., 2016). This leads to a method unable to integrate the
uncertainty of inferred pseudotimes into the modelling of cluster structures. Here
instead a different approach is proposed; GPseudoClust provides samples from a full
posterior distribution of cluster allocations, which depends on a posterior distribution
of pseudotime orders sampled jointly with the cluster allocations.
We assume that genes fall into distinct clusters, each driven by a common latent
trajectory. The aim is to find the latent trajectory of each cluster, and to allocate each
gene to a cluster, see Figure 3.1. The shapes of the trajectories and their uncertainties
change depending on the order of the cells. GPseudoClust responds to this additional
challenge by modelling the orders of cells and cluster allocations of genes jointly, thereby
accounting for dependencies between the orders and allocations.The method developed
in Chapter 2 and published in Strauß et al. (2018), GPseudoRank, an MCMC method
to sample from posterior distributions of possible orders of cells effectively, is now
combined with Dirichlet process mixtures of hierarchical GPs (Hensman et al., 2013b,
2015).



















Fig. 3.1 Mixture model for genomic time course. Cells, represented by dots, are ordered
horizontally in pseudotime, gene expressions vertically. Genes are allocated to clusters
in terms of similarity of pseudotime trajectory. Clusters are represented by colours,
different shades of the same colour indicate different genes in the same cluster. The
lines indicate the shared latent trajectory of each cluster.
3.2 The GPseudoClust model
3.2.1 Mathematical background
3.2.1.1 Mixtures of hierarchical GPs for data with uncertain order
The method uses as input preprocessed log-transformed gene expression data in the form
yg(c) of gene g = 1, . . . ,ng, in cell c= 1, . . . ,T (see Section 3.4.1 for a description of data
sets and preprocessing). An ordering of cells refers to a permutation o = (o1, . . . ,oT ),
oi ∈ {1, . . . ,T}, oi ̸= oj for i ̸= j. Orders o = (o1, . . . , oT ) are mapped to pseudotimes
τ (o) = (τ1(o), . . . , τT (o)) using approximate geodesic distances (Tenenbaum et al.,
2000) between the ordered cells. The mapping of orders to pseudotimes is required
to allow changes in scale for the underlying biological development, while allowing
the computational benefit of sampling from a slightly smaller, if still large, set of
possible orders rather than an even much larger one of possible high-dimensional
pseudotime-vector in [a,b]T , where [a,b] is an interval in R+. For details concerning
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the sampling of the cell orderings and the geodesic mapping, see Chapter 2 and Strauß
et al. (2018).
A GP is a distribution over functions of time in terms of a mean function µ and a
covariance function Σ. For an input vector τ (o) = (τ1, . . . , τT ) of pseudotime points
depending on orders o, µ(τ (o)) is a vector of T function evaluations of the mean
function µ and Σ(τ (o)) is a T ×T matrix of covariance function evaluations of Σ.
The distribution of functions f ∼GP (µ(o),Σ(o)) is described by stating that, for any
vector of pseudotime points τ (o) = (τ1(o), . . . , τT (o)), evaluations f(τi(o)) follow a
multivariate Normal (f(τ1(o)), . . . ,f(τT (o))) ∼ NT (µ(τ (o)),Σ(τ (o))). Here we use a












where σ2w is a scale parameter and l a length scale, and [.]i,j refers to the element in
row i and column j of a matrix.
GPs have previously been used for pseudotime ordering, see Ahmed et al. (2018);
Campbell and Yau (2016); Reid and Wernisch (2016); Strauß et al. (2018); Welch et al.
(2017), as well as for clustering time-stamped bulk gene expression data, see Cooke
et al. (2011); Hensman et al. (2013b); Kirk et al. (2012); McDowell et al. (2018).
GPseudoClust models both the cluster-specific latent trajectory and a gene-specific la-
tent trajectory deviating from the cluster-wide trajectory to some extent, see Figure 3.2.
This is referred to as a hierarchical GP (Hensman et al., 2013b, 2015).
3.2.1.2 Dirichlet process mixture models
A Dirichlet process (DP, Ferguson (1973)) is a distribution over discrete distributions,
that is each draw from a DP is itself a distribution.
G∼DP (α,G0) (3.2)
signifies that for any partition B1, . . . ,Br of a parameter space Θ, we have
(G(B1), . . . ,G(Br)) ∼ Dirichlet(αG0(B1), . . . ,αG0(Br)), (3.3)




















Latent mean for each gene
Fig. 3.2 One cluster in the hierarchical GP model. left: cluster-wide latent mean, right:
cluster-wide latent mean (black) and latent mean for each gene in the cluster.
where the Dirichlet distribution with r categories and concentration parameters
(γ1, . . . ,γr) is defined as follows:






This implies that any draw from a DP is a discrete distribution, which makes the DP a
suitable prior for Bayesian mixture modelling. G0 is referred to as the base distribution
and α as the concentration parameter.
Blackwell and MacQueen (1973) showed that when θ1, . . . , θn−1 have been drawn from
G∼DP (G0,α), then







δθ refers to Dirac’s delta-function (Dirac, 1958), which is a function with unit integral
representing a point mass at θ, that is the distribution of a random variable that is
equal to θ with probability one. Equation (3.4) shows that θn is equal to a previously
drawn θj , j = 1, . . . ,n− 1 with a positive probability of 1 − αn−1+α . In particular, if
ψk, k = 1, . . . ,K are the distinct values of θ1, . . . , θn, then equation (3.4) is equivalent
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to







where Nk is the number of times that ψk has been drawn already. Using an urn
metaphor, there are n− 1 balls of K different colours in an urn. With probability
1− αn−1+α we draw a ball from the urn and return it together with an additional ball
of the same colour. With probability αn−1+α , we do not draw any ball, but add a ball
of a new colour to the urn.
We see from equation (3.5) that the concentration parameter α of the DP influences
the number of clusters, and is related to the rich-gets-richer property of the DP. The
rich-gets richer property means that new data points are more likely to be allocated
to clusters which are already larger. For smaller values of α the number of different
colours of balls, that is the number of clusters, will be smaller and the rich-gets-richer
property of the DP will be stronger, with all draws from the DP being distributions
concentrated on one single parameter value for α→ 0.
In a Dirichlet process mixture model (DPMM) a DP is the prior on the parameters
(Teh et al., 2006). That is, for observations x1, . . . ,xN
G∼DP (G0,α)
θn ∼G
xn ∼ F (. | θn) (3.6)
where F (. | θ) is a parameter-dependent likelihood function.
For the GPseudoClust method the cluster-specific parameter θ corresponds to the
cluster-specific mean function µ, see Figure 3.2.
To sample any θj for some j = 1, . . . ,N , conditional on {θi, i ̸= j, i= 1, . . . ,N}, we can
use equation (3.4), by considering the current θj as the new one, as θ1, θ2, . . . are
exchangeable, that is they do not depend on the order in which they are sampled. It
is this exchangeability that guarantees, by de Finetti’s representation theorem (De
Finetti, 1931), the existence of a distribution π such that θ1, θ2, . . . are independent
given π. Each group C of samples sharing a ψk = θj for xj ∈ C is a cluster. Therefore
we can use equation 3.5 to sample cluster allocations cj instead of parameters θj , where
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cj , j = 1, . . . ,N are categorical variables indicating cluster membership. c−j refers to
all cluster allocations excluding that of sample j. Nk,−j is the number of samples in
cluster k excluding sample j. The probability that sample j is allocated to cluster k
given the cluster allocations of all the other samples can be computed as follows:
P(cj = k | c−j) =

Nk,−j
N−1+α , if k is an existing cluster
α
N−1+α , if k is a new cluster
(3.7)
Given data x = (x1, . . . ,xN ), and using equation (3.7), we can sample from posterior
cluster allocations as follows (Neal, 2000):









F (xj | ψ)dG0(ψ), if k is a new cluster
(3.8)
where Gk,−j is the posterior distribution of ψ based on G0 and all samples in cluster k,
excluding sample j.
All non-cluster specific parameters are sampled in an additional step outside of the
sampling of cluster allocations and cluster-specific component parameters.
3.2.2 Model description of GPseudoClust
Conditional on the order o of the cells, the allocation of genes to clusters is modelled
as a DPMM of hierarchical GPs as follows. The latent cluster means µj , j = 1, . . . ,ng
(see black line in Figure 3.2, ng is the number of genes) are drawn from a DP with
base distribution G0:
G0 | o,a, ϵ,L∼GP (0,Σ(τ (o),3a2 + ϵ,L)) (3.9)
α∼ Gamma(2,4) (3.10)
G |G0 ∼DP (α,G0) (3.11)
µj |G∼G (3.12)








2L2 ). τ (o) is the vector
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of pseudotimes corresponding to cell order o, see Section 3.2.1.1 for the difference
between orders and pseudotimes. L is the length scale of the GP, σ2W = 3a2 + ϵ the
scale parameter corresponding to σ2w in equation (3.1). This specific parameterisation
of the scale parameter of the latent mean trajectory links it to the scale and noise pa-
rameters of the deviations from the cluster-specific mean trajectory of the gene-specific
trajectories of the individual genes in the cluster, see Figure 3.2 and equation (3.14).
The specific parameterisation used for this model is described and discussed in more
detail below.
It should be noted that while we draw a mean µj for each gene j = 1, . . . ,ng, the
purpose of the DP is to determine a number K ≪ ng and values η1, . . . ,ηK such that
for all j = 1, . . . ,ng there is a k ∈ {1, . . . ,K} such that µj = ηk. That is, the latent
means µj only take K distinct values and there are K groups of genes with identical
latent means, which form a total of K clusters. The number of clusters is not fixed,
but automatically determined at each iteration of the sampler.
Shared across clusters, o,a, ϵ and L have the following priors:










Note that the log-Normal distributions guarantee positivity of the parameters. A strong
prior for the length scale L is preferable for single-cell data in the context of sampling
orders because of their high noise levels. With a vague prior on the length scale the
posterior length scale tends to be too short and the GP tends to overfit with a small
noise parameter. We set σL = 0.01 for all data sets, as in Strauß et al., 2018.
Individual gene trajectories are modelled by GPs with mean µj , j = 1, . . . ,ng (ng is the
number of genes) and a fixed covariance matrix. Conditional on o, the trajectory yj of
gene j is distributed as
yj(o) | µj ,a,a1,o ∼ F (3.13)
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where
F = GP(µj ,Σ(τ (o),a2 ·a1,1)+a2(1−a1)IT ) (3.14)
and
a1 ∼ Beta(4,1) (3.15)
Σ is as in equation (3.1) and yj(o) are the points of yj reordered according to
permutation o. IT refers to the T -dimensional identity function. Note that a1 represents
how much variation from the cluster-wide mean is due to stochastic variation from the
underlying stochastic process, while 1−a1 represents the proportion of the variation
resulting from noise. Equation (3.14) corresponds to equation (3.6), that is the GP
here is the likelihood function F in (3.6).
By equation (3.14), the ordered gene expression levels yj(o) of gene j are noisy
representations of individual gene-specific latent means drawn from a GP with cluster-
specific mean function µk, where cj = k, see Figure 3.2. The black line represents µk and
the coloured lines represent the gene-specific latent means around the cluster-specific
mean.
A strong prior is also used for log(a) (σa = 0.01), while we use a weaker prior for log(ϵ)
(σϵ = 0.1). The hyperparameter a determines the magnitude of both the deviations
of latent means of individual genes (see Figure 3.2) and noise-related deviations (see
equation (3.14)). It also links these deviations to the scale hyperparameter of the
cluster-wide GP by setting on it a lower bound which depends on the deviations of
the trajectories of the individual genes from the cluster-wide mean trajectory, see
equation (3.9). This allows the identification of meaningful clusters determined by
shared underlying trajectories. The purpose of the prior setup for a is to concentrate
posterior probability mass on these meaningful clustering solutions, as a very small
value for a would lead to clusters of genes without a shared trajectory. Notice that the
prior does not fix the value of a to a particular interval, but gives low probability mass
to very small values.
The raw data are normalised by subtracting the total mean of the expression matrix (not
the row-wise mean), and dividing by the total standard deviation. For normalised data
the proposed prior on a reflects that for the type of clustering found by GPseudoClust,
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the deviations from the cluster-wide latent mean account for roughly 50% of their
average total variation, unless there is relatively strong evidence in the data for a split
into more clusters with smaller deviations or fewer clusters with larger deviations.
For an illustration of the structure of the model, see Figure 3.3.
Fig. 3.3 Illustration of GPseudoClust model. The base distribution for the DP for the
cluster-specific mean trajectories has hyperparameters a and ϵ, and depends on the
order o of the cells, see equation (3.9). The concentration parameter of this DP is α,
see equations (3.10) and (3.11). The mean trajectories µj of each gene follow this DP
(equation (3.12)), resulting in a distinct mean trajectory µk for each cluster k, as each
draw from a DP is discrete with probability 1. The cluster-specific mean trajectory
µk together with a and a1 and o determine the mean and covariance functions of
the cluster-specific GPs for the gene-specific deviations from the cluster-specific mean
trajectories, of which the data yg are noisy observations, with noise level determined
by a and a1, see equations (3.13) and (3.14). Dashed lines indicate deterministic
dependence.
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3.3 Efficient implementation and Monte-Carlo sam-
pling
3.3.1 MCMC sampling and block matrix representation
We use Markov Chain Monte Carlo (MCMC, Gilks et al. (1996)) sampling for inference
of pseudotime orderings and cluster assignments. This allows sampling from a joint
probability distribution of clusters, orders and hyperparameters a, L, a1 and ϵ. For the
orders, which are sampled from the discrete space of all possible permutations of cells,
we previously developed an efficient sampling strategy (Strauß et al., 2018). To reduce
the dimensionality of the inference problem by reducing the number of parameters, we
integrate out the cluster-specific mean trajectories, and have developed an efficient
method for the inversion of the resulting block matrices.
For the GPseudoClust model the component-specific parameter is the mean function µ
of the cluster-specific GP likelihood. That is, equation (3.8) becomes








F (yj | µ,a,a1,o)dG0(µ | o,a, ϵ,L), if k is a new cluster
(3.16)
Here o,L,a,a1, and ϵ are non cluster-specific model parameters, see Section 3.2.2, and
G0 is the base distribution defined in (3.9). As in Section 3.2.1.2, Gk,−j refers to the
posterior distribution of the component-specific parameter, in this case µ, based on G0
and all samples in cluster k excluding yj .
For each cluster k we stack all nk genes in the cluster obtaining a T ·nk dimensional
vector yk. Equation (3.14) may be rewritten in terms of this higher-dimensional
GP:
yk | o,L,a,a1, ϵ∼GP (0T ·nk ,Ωnk) (3.17)
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where Ωnk is a higher-dimensional GP covariance function with the following function
evaluation Ωnk = Ωnk(yk) :
Ωnk =

Σ1 +Σ2 Σ1 Σ1 · · · Σ1 Σ1
Σ1 Σ1 +Σ2 Σ1 · · · Σ1 Σ1
... ... ... ... ... ...
Σ1 Σ1 Σ1 · · · Σ1 +Σ2 Σ1
Σ1 Σ1 Σ1 · · · Σ1 Σ1 +Σ2

= Jnk ⊗Σ1 + Ink ⊗Σ2
with
Σ1 = Σ(τ (o),3a2 + ϵ,L)
Σ2 = Σ(τ ,a2 ·a1,1)+a2(1−a1)IT )
where Σ is defined as in equation (3.1). Jnk is a matrix of ones of dimension nk ×nk,
and Ink is the identity matrix of dimension nk ×nk. Here, ⊗ refers to the Kronecker
product for matrices. IT refers to the T -dimensional identity function. Equation (3.17)
follows from the following property of multivariate Gaussian distributions:














K+L L L · · · L
L K+L L · · · L
... ... ... ... ...





K+L L L · · · L
L K+L L · · · L
... ... ... ... ...
L L L · · · K+L
= JN ⊗L+ IN ⊗K.
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Proof of (3.18): As X1 | µ, . . . ,XN | µ are independent, (X1 | µ, . . . ,XN | µ) has a
multivariate Normal distribution with covariance matrix

K 0 0 · · · 0
0 K 0 · · · 0
... ... ... ... ...



















My implementation of GPseudoClust uses the block-matrix representation (equation
(3.17)) of the likelihood to sample from posterior distributions. As the component-
specific parameter µ has implicitly been integrated out, equation (3.16) may be replaced
by
P(cj = k | c−j ,yj ,yk,o,L,a,a1, ϵ) ∝

Nk,−j
N−1+αH(yj | yk), if k is an existing cluster.
α
N−1+αH(yj), if k is a new cluster.
(3.19)






 refers to all samples
in cluster k stacked to a vector.
Let K1 and K2 refer to the matrix representations of the covariance functions of
the GP prior for the DP for µ (equation (3.9)) and the covariance function for the
likelihood of yj | µ (equation (3.14)), respectively. Then
H(yj | yk) ∝
NT ·nk(vec(yk,yj);0T ·(nk+1),Jnk+1 ⊗K1 + Ink+1 ⊗K2)
NT ·nk(yk;0T ·nk ,Jnk ⊗K1 + Ink ⊗K2)
(3.20)
Sampling from the posterior distribution of orders, cluster allocations and hyperparam-
eters is performed as follows:
1. Sample cluster allocations for all genes using equations (3.19) and (3.20) (Gibbs
sampling). Performed at every 5th iteration of the sampler.
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2. Sample (non cluster-specific) hyperparameters a, a1 and L using a Metropolis-
Hastings step. Performed at every 10th iteration of the sampler.
3. Sample (non cluster-specific) orders using efficient Metropolis-Hastings steps on
permutations as in Strauß et al. (2018). Performed at every iteration of the
sampler.
The first 50% of samples are discarded as burn-in, and a thinning factor of 5 is used.
Initialisation of cluster numbers and allocations is with each gene as a singleton in a
separate cluster.
3.3.2 Efficient block matrix computations for likelihood eval-
uations
For the likelihood computations (equation (3.20)), we need to invert block matrices
of size (T ·nc) × (T ·nc), where nc is the number of genes in a cluster and T is the
number of cells. By Lemma 1 and Lemma 2 below, the computation of inverses
and determinants of this type of block matrix can be accelerated substantially, and
only inversions of matrices of size T ×T are required. While the resulting likelihood
computations are very similar to those derived in Hensman et al. (2013b), the approach
presented here additionally provides a general method for the computation of inverses
and determinants of matrices of certain types of block structures.
Lemma 1. For the inverse of a matrix of the form Jn ⊗K+ In ⊗Σ, with invertible
matrices K and Σ of the same dimensions, the following equality holds:
(Jn ⊗K+ In ⊗Σ)−1 = Jn ⊗A+ In ⊗Σ−1
where
A = −(nK+Σ)−1KΣ−1.
Proof. See Appendix B.
Lemma 2. For symmetric and positive definite matrices K and Σ, the following
equality holds:
det(Jn ⊗K+ In ⊗Σ) = det(nK+Σ)det(Σn−1). (3.21)
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Proof. See Appendix B.
3.3.3 Combining MCMC chains on subsamples of cells
3.3.3.1 Introduction
Sampling orders of cells and clusters of genes simultaneously is a difficult high-
dimensional problem, in particular as the posterior distribution of the orders is typically
complex, see Strauß et al. (2018). While sampling strategies such as parallel tempering
(Swendsen and Wang, 1986) could be helpful to avoid the sampler getting trapped
in local optima, this would not be sufficient to allow for reliable convergence for a
problem of this complexity for recent large single-cell data sets. To improve convergence
effectively, we run parallel MCMC chains on subsets of cells. The chains are then
combined into a summary result approximating the posterior distribution.
A central step is the computation of posterior similarity matrices (PSMs) for each of
the chains on subsets of cells. The PSM is the symmetric positive semidefinite (see
Lemma 4) matrix whose entry in the ith row and jth column is the frequency with
which gene i and gene j are clustered together among the samples drawn from the
posterior distribution of cluster allocations. This estimates the posterior probability of
the two respective samples being in the same cluster (Fritsch and Ickstadt, 2009).
Obtaining summary clusterings from PSMs While the uncertainty of the cluster
allocations obtained for single-cell data sets does not always justify a single summary
clustering, we sometimes compute summary clusterings for validation and comparison
purposes. In addition, the methods presented below to find weights for combining the
PSMs obtained from the individual subsampled MCMC chains into one joint PSM
also require summary clusterings of individual PSMs. To obtain a summary clustering
from a PSM, where we assume a minimum number of 2 clusters, we apply hierarchical
clustering to the columns of the PSM using 1−PSM as the distance matrix (Medvedovic
et al., 2004). The optimal number of clusters is determined by a method maximising
the posterior expected ARI (PEAR) between the inferred summary clustering and the
unknown true clustering structure (Fritsch and Ickstadt, 2009). The ARI (adjusted
Rand index, Hubert and Arabie (1985); Rand (1971), see also Section 3.4.3) is a
measure of agreement between two clusterings. The PEAR is therefore a measure of
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how well the inferred summary clustering is expected to agree with the unknown true
clustering.
The following methods for combining the PSMs from the individual MCMC chains on
subsampled data to obtain a joint overall PSM are proposed in this chapter:
3.3.3.2 Method ‘mean psm’
The first method proposed to obtain a joint PSM is to compute the element-wise
unweighted arithmetic mean of the PSMs of the individual chains. This method is
referred to as ‘mean PSM’ here.
3.3.3.3 Methods ‘PY and PEAR’, ‘DPM and PEAR’
As noise levels tend to differ between subsamples of cells, an unweighted average of the
PSMs may not always be the best representation of the overall posterior distribution.
This subsection proposes methods to obtain a final PSM as a weighted average of
the PSMs of the individual subsampled chains. The proposed methods are based on
the following ideas (see below for the details). DPMMs or Pitman-Yor (PY) mixture
models (see below for a definition) can be extended to perform feature selection. This
is used to identify features which are informative of the clustering, and to discard
features that are not. In our case the features are the subsampled MCMC chains. We
can use DP or PY mixture models with feature selection to obtain weights for PSMs
as follows: First we obtain a summary clustering from each PSM. Then we use a DP
or PY mixture model for discrete input data to model the summary clusterings, and
this gives us weights, which are inclusion probabilities of features we obtain from the
feature selection process. Below we explain the methods used:
Pitman-Yor mixture models: A Pitman-Yor (PY, Ishwaran and James (2001);
Pitman and Yor (1997)) process G∼ PY (d,α,G0) is a process over distributions which
is identical to the DP for d= 0. For 0< d< 1 it differs from the DP in that the number
of clusters increases at a higher than logarithmic rate with the number of genes.
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Mixture models with categorical likelihood functions: We assume that we
cluster n genes each of dimension m. The likelihood function of the DPMM in (3.6)
is now categorical, that is the contribution of gene yj in cluster k to the categorical
likelihood function is as follows (cj is the latent variable indicating cluster membership
for yj , yj,i refers to the ith feature of yj , and Φk is the set of parameters related to
cluster k.):








where R is the number of categories, ∑Rr=1ϕk,i,r = 1, for all k and i.
Feature selection for PY and DP mixture models with categorical likelihood
functions: This chapter uses a feature selection approach by Liverani et al. (2015);
Papathomas et al. (2012), which is a modification of a method developed by Chung and
Dunson (2009). We assume that we cluster ng elements each of which are of dimension
m. The m variables are of different relevance to the clustering structure. The notation
used in this paragraph is similar to Liverani et al. (2015).
To integrate the different relevance of different variables into the discrete mixture
model, a binary vector (γk,1, . . . ,γk,m) is introduced for each cluster k, and in the






where ϕ0,i,r is the observed proportion of the ith component taking the value r
throughout the entire data set.
γk,1, . . . ,γk,m are independent Bernoulli random variables with
γk,i ∼ Bernoulli(ρi) (3.23)




where δ0 refers to Dirac’s delta-function (Dirac, 1958), that is a point mass at 0.
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Obtaining weights for the computation of the summary PSM: The following
approach to obtain a weighted summary PSM from individual PSMs from subsampled
chains is proposed here:
1. Obtain a summary clustering each from the m PSMs of m individual subsampled
chains using the PEAR criterion (Section 3.3.3.1), thereby obtaining m vectors
of cluster allocations of length ng each, where ng is the number of genes. Let
MsCl be the resulting m×ng matrix of m summary clusterings.
2. Use MsCl as input in a DP or a PY mixture model with feature selection. We
use the implementation of nonparametric Bayesian mixture models with feature
selection in the PReMiuM R package (Liverani et al., 2015) for this step. We
obtain a posterior distribution of a vector ρ = (ρ1, . . . ,ρm) of inclusion probabilities
ρi ∈ [0,1] for i= 1, . . . ,m for each chain, see equations (3.23) to (3.25).
3. The final step is to compute a summary PSM Psum as the weighted mean of
the PSMs Pi, i = 1, . . . ,m of the subsampled chains, using as the weights the




4. An overall summary clustering, if required, can then be obtained from the
summary PSM, for instance, as done in this chapter, by means of hierarchical
clustering with 1-PSM as the distance measure and by applying the PEAR
criterion to find the optimal number of clusters. Alternative methods, such as
k-means or kernel k-means clustering might also be used, however, a systematic
comparison of ways to obtain summary clusterings from a single PSM would
be beyond the scope of this chapter, which focuses on the integration of several
subsampled chains and their corresponding PSMs.
Depending on whether we use a PY or a DP mixture model for the feature selection
stage, we refer to the two methods as ‘PY and PEAR’ and ‘DPM and PEAR’. The
reason for using two different processes is to test robustness to the specific process
used for the feature selection.
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3.3.3.4 Method ‘lmkk’
The differences in noise for different subsampled chains may be gene-specific; to address
this, this method applies localised multiple kernel k-means (lmkk, Gönen and Margolin
(2014)) to obtain a summary clustering from the set of PSMs for the different chains.
lmkk was first used to obtain summary clusterings from consensus clustering matrices
in Cabassi and Kirk (2018). The basic idea is that PSMs (and consensus clustering
matrices in general) are kernel matrices (see below for details), and therefore kernel
methods such as lmkk may be applied to them.
First we show that positive semidefinite matrices are the Gram matrices of kernels
which can be rewritten as inner products in a feature space.
Definition 1. The Gram matrix M of a finite set of vectors x1, . . . ,xm in a Hilbert
space, that is a space with an inner product, is defined as [M]ij = ⟨xi,xj⟩, where [.]ij
refers to the element in the ith row and jth column of a matrix. An example of an inner
product is the squared Euclidean distance on Rm×Rm. The Gram matrix of a kernel
κ : X ×X → R with domain X ×X is given by [M]ij = κ(vi,vj), for all vi,vj ∈ X , see
Murphy, 2012, ch. 14.
Lemma 3. Let M be a positive semidefinite matrix of dimension m×m, and let
v1, . . . ,vm be vectors in a domain X . Then we obtain a kernel κ on X ×X by setting
κ(vi,vj) = [M]ij for all i, j = 1, . . . ,m, and there is a mapping Φ : X → H to a feature
space H such that κ(vi,vj) = ⟨Φ(vi),Φ(vj)⟩, for all vi,vj ∈ X .
Proof. See Appendix B.
To show that kernel methods may be applied to PSMs, it remains to show that PSMs
are positive semidefinite.
Lemma 4. PSMs are positive semidefinite.
Proof. See Appendix B.
Kernel k-means clustering (Girolami, 2002) uses a kernel function to map data to a
feature space in which k-means clustering is performed on the transformed data. Kernel
k-means can be extended to multiple kernel k-means by combining kernels. In this
case, the Gram, or kernel matrix K is replaced by a combination Kθ of different kernel
3.4 Validation and applications 69
matrices, for instance a weighted sum. For localised multiple kernel k-means the weights
are assigned in a gene-specific way. Let Kθ = [kθ(xi,xj)]ij be the weighted kernel matrix,
and xi and xj two genes. There is a function Φθ mapping genes to feature space such
that kθ(xi,xj) = ⟨Φθ(xi),Φθ(xj)⟩. Let p be the number of kernels and Φ = (Φ1, . . . ,Φp)
the functions mapping the genes to feature space for the p kernels. Then the assumption
behind localised multiple kernel k-means is that there is a matrix θ of weights such
that Φθ(xi) = (θi1Φ1(xi), . . . , θipΦp(xi)). Then kθ(xi,xj) =
∑p
m=1 θimθjmkm(xi,xj), by
the bi-linearity of the inner product. km refers to the mth unweighted kernel. Gönen
and Margolin present an optimisation procedure for the weights for a given number of
clusters and for obtaining a clustering solution. Here the weights are additionally used
to obtain a summary matrix representation by weighting the element in the ith row and
jth column of the mth covariance matrix proportional to θimθjm, and then computing
this weighted average for each element to obtain a joint summary matrix.
Standard criteria for estimating the number of clusters such as the average Silhouette
index (Rousseeuw, 1987) or PEAR cannot be used here as the weighted combination
of kernel matrices used for the final clustering depends on the very number of clusters.
It would be possible to apply these criteria to the unweighted mean of the posterior
similarity matrices, which, however, does not seem to be an ideal criterion in practice.
Instead, we use a criterion developed for the SIMLR (Wang et al., 2017) method
on the unweighted mean of the PSMs. The method is based on eigenvector analysis
of Laplacians, and selects the number C of clusters based on how well the C top
eigenvectors of the Laplacian span the vector space spanned by all of the eigenvectors
of the Laplacian. For details, see Wang et al. (2017).
3.4 Validation and applications
3.4.1 Data sets
Simulated data sets 1 and 2 We simulated two data sets with five clusters each.
The specific construction of the two data sets is tailored for the first one to have
very clearly separated clusters, and the second one to have clusters that cannot be
disentangled using methods ignoring the pseudotemporal structure of the data, see
Figure 3.4. scRNA-seq data often consist of large numbers of repeated measurements

































Fig. 3.4 Simulated data sets 1 (left) and 2 (right). The cells, represented by dots, are
in their true order in this figure, permutations to remove the temporal information are
then applied to the data. Data set 1 has more clearly separated clusters than data set
2. Cluster membership is represented by colour.
at a few capture times. To mimic this situation, we assume 3 capture times for the
simulated cells: the first 20 cells have capture time 1, cells 21 to 40 have capture time 2,
and 41 to 60 capture time 3. We remove information about the true order by applying
a random permutation to the order of the cells within each capture time, to mimic the
lack of temporal information in applications.
Simulated data sets 1 and 2 were simulated using GPs, but not the same GP model as
GPseudoClust. For both the simulated data sets cluster1 contains 8 genes, cluster2 4
genes, cluster3 12 genes, cluster4 16 genes and cluster5 12 genes. For simulated data
set 1, we draw the cluster means from the following zero-mean GPs:
cluster1: σ2W = 10,L= 13 , cluster2: σ
2
W = 10,L= 15 , cluster3: σ
2
W = 10,L= 13 , cluster4:
σ2W = 10,L= 12 , cluster5: σ
2
W = 10,L= 12
The individual gene trajectories are deviations of the cluster means following GPs with
the following hyperparameters:
cluster1: σ2w = 0.2, l = 1,σ2ϵ = 1, cluster2: σ2w = 0.1, l = 1,σ2ϵ = 1, cluster3: σ2w = 0.2, l =
1,σ2ϵ = 1, cluster4: σ2w = 0.1, l = 1,σ2ϵ = 1, cluster5: σ2w = 0.5, l = 0.5,σ2ϵ = 1
For the second simulated data set, we draw the cluster means from the same zero-
mean GPs as for the first simulated data set. However, the actual mean trajectories
are different as they are randomly drawn anew from the GPs. The individual gene
trajectories are deviations of the cluster means following GPs with the following
hyperparameters:
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cluster1: σ2w = 2, l = 1,σ2ϵ = 3, cluster2: σ2w = 1, l = 1,σ2ϵ = 2, cluster3: σ2w = 1, l =
1,σ2ϵ = 3, cluster4: σ2w = 2, l = 1,σ2ϵ = 3, cluster5: σ2w = 2, l = 1,σ2ϵ = 4
Simulation studies with dropout noise scRNA-seq data are affected by technical
noise leading to zero-expression values when the gene is actually expressed in the cell
(for a discussion of dropout see, for instance, Vallejos et al. (2015)). To test the
robustness of GPseudoClust to dropout, simulated data set 2 (see paragraph above and
Figure 3.4 (right)) was modified by randomly setting the expression levels of simulated
genes to zero as follows (Note that while we could have used a dropout rate which
depends on the actual gene expression level, with higher expression levels associated
with lower probability of dropout, our way of testing the robustness is more stringent
by allowing larger perturbations of the trajectory.):
• Dropout study 1 (lower levels of dropout): for each simulated gene we uniformly
draw a number n between 1 and 15, then we randomly select n of the expression
levels for that gene and set them to 0. Since there are 60 cells in total, up to
25% of the cells are affected by dropout.
• Dropout study 2 (higher levels of dropout): n is now drawn from 1 to 30, that
is, up to 50% of the cells for each gene are affected by dropout, with an average
proportion of dropout of 25%.
• Dropout study 3 (mixed levels of dropout):
– Select 60% of the cells randomly. For the selected 60% of the cells all genes
are affected by dropout with an average/maximum proportion of dropout
of 25%/50% as in dropout study 2.
– Select 40% of the cells randomly. For these 40% of the cells only half of
the genes (different randomly selected genes for each cell) are potentially
affected by dropout. Among the cells for which a gene is affected by dropout,
the average/maximum proportion of dropout is 25%/50%.
The three dropout-related simulations are repeated 100 times each.
Overview of experimental data sets The validity of the subsampling approach
with parallel chains each run on a subset of cells is further validated by applying
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GPseudoClust both with and without subsampling to a data set with 600 genes and 35
cells (Sasagawa data set below, Sasagawa et al. (2013), see below for a description of
each of the data sets). An application of GPseudoClust to branching data (Moignard
data, Moignard et al. (2015)) confirms existing, but also finds new results on differences
of cluster structures of genes for different branches. GPseudoClust is also applied
to non-branching data (Shalek data, Shalek et al. (2014)). Finally, the subsampling
method and the combination of weighted PSMs are used to integrate data from different
cell lines (Stumpf data, Stumpf et al. (2017)).
Moignard data: Moignard et al. (2015) applied single-cell RT-qPCR to 3,934 mouse
early hematopoietic cells. In an in-vivo experiment cells were captured at four time
points between embryonic day 7.0 and 8.5. Five embryos were used in the experiment.
In Moignard et al. (2015) and Haghverdi et al. (2016) diffusion maps are used to
identify two branches, a blood and an endothelial branch. Here GPseudoClust is
used to identify and compare different clustering structures for genes for the different
branches. We use the pre-processed (Haghverdi et al., 2016; Moignard et al., 2015) data
available as supplementary material to Haghverdi et al. (2016). Before the application
of GPseudoClust, branches are inferred using diffusion pseudotime, as in Haghverdi
et al. (2016), which leads to the identification of an endothelial and an erythroid
branch.
Sasagawa data: Mouse embryonic stem cells, cell-cycle related genes. GPseu-
doClust is also applied to a Quartz-Seq (FPKM normalised) data set of 35 mouse
embryonic stem cells Sasagawa et al. (2013), on cell-cycle related genes. Cell cycle
genes were selected by finding genes associated with GO:0007049, as in Liu et al.
(2017).
Shalek data: LPS-stimulated mouse dendritic cells, scRNA-seq. Shalek
et al. (2014) examined the response of primary mouse bone-marrow-derived dendritic
cells in three different conditions using scRNA-seq. GPseudoClust is applied to the
74 genes identified by a previous method (Reid and Wernisch, 2016) as those with
the highest temporal variance relative to their noise levels and to the 183 cells from
the LPS (Lipopolysaccharide stimulated) condition and capture times 2h, 4h, and
6h, dropping the cells captured at 0h and 1h, to focus on differences between gene
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expression levels in reaction to the stimulus rather than before the reaction has set
in. The data were log-transformed, and an adjustment for cell size applied, according
to Anders and Huber (2010), and Reid and Wernisch (2016).
Stumpf data: Stumpf et al. (2017) generated an RT-qPCR data set for 94 genes from
two cell lines following the progression of mouse embryonic stem cells along the neuronal
lineage, containing 96 cells per capture time (0h, 24h, 48h, 72h, 96h, 120h, 172h). The
subsampling methods proposed in this chapter allow taking subsamples of cells from
each cell line separately and combining the chains as described in Section 3.3.3. For the
preprocessing, the steps performed and detailed in Stumpf et al. (2017) were applied
to each cell line separately. The raw data are available on Mendeley Data.
(http://dx.doi.org/10.17632/g2md5gbhz7.1).
3.4.2 Number of subsampled cells and MCMC iterations
For simulated data sets 1 and 2, 30 out of 60 cells are subsampled randomly, 10 out of
20 for each capture time. For the simulations with dropout 30 cells are subsampled
for dropout studies 1 and 2 (lower and higher levels of dropout). For dropout study 3
(mixed levels of dropout) 15 cells are subsampled per chain, with 14 chains drawn from
the 60% of cells more affected by dropout, and 10 chains drawn from the 40% of cells
less affected by dropout. For all simulated data sets 24 MCMC chains on subsampled
cells are run to obtain 1000 thinned samples each including burn-in, for a total of 5000
(unthinned) iterations.
For the Shalek and Stumpf data sets 15 and 8 cells from each capture time are
subsampled, respectively. 96 chains are run to obtain 4000 thinned samples including
burn-in, while it should be noted that good approximations can be achieved using
fewer chains, see Figure 3.34. For the Moignard data set 96 chains are run for each
of the branches, with 12 subsampled cells per capture time, but no more than one
fourth of all cells from a specific branch and capture time. For the Sasagawa data set
with 35 cells and 600 genes we compare subsampled chains to the application of the
GPseudoClust method without subsampling. For the subsampling methods 36 chains
are used with 15 randomly selected cells each.
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For the cluster allocations, every gene is initially placed into a cluster as a singleton
for initialisation. Initial orders are random permutations of cells within capture times,
and all other parameters are initialised randomly from their prior distributions.
3.4.3 Alternative clustering methods and assessment
The following other clustering methods are applied to the simulated and Shalek data
sets: mclust, PAM, hierarchical clustering, SIMLR, SLICER and DeLorean combined
with GPclust, and Monocle 2, see Section 3.1. Generally, standard settings are used.
For SLICER the number of edges of the nearest neighbours graph in the low dimensional
space is set to 5. For the initialisation of the noise and variance parameters for GPclust
a number of different values were tried in an attempt to achieve a good clustering
solution. The method turned out to be sensitive to initial conditions. For those
methods which do not determine the number k of clusters automatically the average
silhouette width (Rousseeuw, 1987), a standard criterion, is used to determine the
optimal number of clusters. For the Shalek data we assume a minimum of four clusters,
to distinguish between at least four different shapes of response trajectories, including
early and late response and different levels of response.
For the simulated data sets the following measures of comparison between the true and
the inferred cluster allocations are used: the Adjusted Rand index (ARI) (Hubert and
Arabie, 1985; Rand, 1971), the Fowlkes-Mallows Index (FMI) (Fowlkes and Mallows,
1983), and normalised mutual information (NMI) (Kvalseth, 1987).
Let n be the number of genes. Let n11 be the number of pairs of genes in the same
cluster for both the true partition and the inferred one, n22 the number of pairs of
genes in different clusters for both partitions, n12 the number of pairs of genes in
the same cluster for the true and in different clusters for the inferred partitions, and
similarly for n21.






corrects for pairs being in the same cluster/in different clusters for the true and
inferred partitions by chance.




3. NMI: This criterion uses entropy and mutual information defined for cluster
allocations, as standardised by Kvalseth (1987).
All the indices described above are less or equal to 1, with a score of 1 corresponding
to perfect agreement. The ClusterR (Mouselimis, 2017) R package is used to compute
them.
3.5 Results
3.5.1 Simulated data: only pseudotemporal methods unravel
latent trajectories
data set 1



























Fig. 3.5 Simulated data sets 1 and 2. Comparison of estimates to true cluster alloca-
tions. Methods compared: mcl = mclust, SIMLR, PAM, hier = hierarchical clustering,
SL+GCl = SLICER & GPclust (2 steps: ordering and then clustering), De+GCl = De-
Lorean & GPclust (2 steps), Mon 2 = Monocle 2 (2 steps), GPs+lmkk = GPseudoClust
method followed by summary clustering using lmkk, GPs+PY = GPeudoClust and
‘PY+PEAR’, GPS+DP = GPseudoClust+‘DPM+PEAR’,GPs+mean = GPseudoClust
and ‘mean psm’. top: simulated data set 1 (more clearly separated clusters), bottom:
simulated data set 2 (less clearly separated clusters).
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The first part of this section illustrates the importance of using methods modelling
the pseudotemporal nature of the data. Figure 3.5 shows results for point estimates
obtained by combining the GPseudoClust method with the methods to obtain a joint
PSM from several subsampled chains (see Section 3.3.3). Except for lmkk, where
the method itself provides a summary clustering, a final summary clustering was
obtained from the summary PSM by means of hierarchical clustering and the PEAR
criterion.
While for data sets with clearly separated clusters most clustering methods will perform
satisfactorily, this is not the case for data sets where the cluster structure only becomes
apparent through modelling the data as a pseudotime series, see Figure 3.5. In the latter
case only methods taking into account the pseudotemporal dynamics, such as GPclust
combined with pseudotime ordering, and GPseudoClust, work well, while mclust and
SIMLR perform best among those methods not incorporating the pseudotime structure.
It should be noted that, as indicated by the different values for the two ARIs, and also
the FMIs and NMIs, in Figure 3.5, for the two different two-step methods combining
GPclust with existing pseudotime methods, the clustering results depend on the chosen
pseudotime method.
3.5.2 Robustness to dropout
Further simulation studies on a total of 300 data sets (dropout studies 1, 2, and 3,
see Section 3.4.1) with different levels of dropout noise demonstrate the robustness of
GPseudoClust to this type of noise. Figure 3.6 shows high ARIs with the true clustering
for summary clusterings obtained by means of GPseudoClust and the subsampling
methods proposed in this chapter. While all proposed methods for obtaining summary
clusterings from the subsampled chains have a similar level of robustness to dropout
noise when all genes are affected for all cells with equal probabilities (see Figure 3.6,
dropout studies 1 and 2), the ‘lmkk’ method is shown to be the best performing
method in the case where there are groups of cells known to be less affected by
dropout for a subset of the genes (dropout study 3), see Figure 3.7. However, it is
the worst performing method in the case of lower levels of dropout overall, see again
Figure 3.6.
Figures 3.8 to 3.16 illustrate the quality of the approximation in terms of posterior
pairwise co-clustering probabilities as represented by the summary PSMs and summary
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matrix representations obtained using the methods described in Section 3.3.3. Figure 3.8
illustrates the true cluster allocations from which the original data without the dropout
were obtained. Simulated ‘genes’ which are in the same cluster for the true clustering
used for the simulation have a true co-clustering probability of 1, while the co-clustering
probability of any two genes not in the same cluster is 0. The dropout, which was
added after creating the data with the cluster allocations as in Figure 3.8, makes the
cluster allocations more uncertain, see Figures 3.9 to 3.11 for lower levels of dropout
and therefore less added uncertainty, and Figures 3.12 to 3.14 for more dropout and
therefore more additional uncertainty.
Figures 3.9 to 3.16 illustrate the robustness of the method to the dropout, but also
the qualities of the individual methods. In particular, the lmkk method removes a lot
of the uncertainty in the clustering (Figure 3.9), but may also increase co-clustering
probabilities in an over-confident way, when dropout levels are high (Figure 3.12). It
should be noted that capturing the uncertainty resulting from additional noise of any
type is a positive and very important aspect of the GPseudoClust method, which
helps us avoid drawing conclusions about an individual point estimate of the clustering
structure with overconfidence, a point estimate which could be very far from the truth.
However, one might often want a result which is closer to a single summary clustering,
rather than a co-clustering matrix capturing the full uncertainty. The summary matrix
representation obtained using the lmkk method is such a hybrid method. Figures 3.9
demonstrates that this method is very suitable for lower levels of dropout in terms
of reducing uncertainty resulting from noise, even though the summary clustering
obtained by the lmkk method does not perform as well as the other methods with lower
levels of dropout (see Figure 3.6). In terms of the summary matrix representation, the
lmkk method is problematic with higher levels of dropout, see Figure 3.12, for which
case the results presented in this chapter suggest that the other proposed methods to
obtain a summary matrix representation, the ‘PY + PEAR’, ‘DPM + PEAR’, and
‘mean PSM’ methods, are preferable, as they fully capture uncertainty rather than
tending to overconfident summary estimates, see Figures 3.13 and 3.14.




















































(d) DPM and PEAR
Fig. 3.6 Validation of GPseudoClust on simulated data set 2 with added dropout noise.
All genes affected by dropout. ARI and NMI with the true cluster allocations for
the summary clusterings. lower dropout levels (dropout study 1): average/maximum
proportion of dropout per gene: 0.125/0.25; higher dropout levels (dropout study 2):
average/maximum proportion of dropout per gene: 0.25/0.5. 100 simulations for each
of the two levels of dropout. 24 chains with 30 cells each were run for the subsampling.
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Fig. 3.7 Subsampling with chains differently affected by dropout. ARI, FMI, NMI with
the true cluster allocations. 100 simulated data sets, mixed levels of dropout (dropout
study 3)






Fig. 3.8 Simulation studies: true clusters. This figure illustrates the true cluster
allocations as a heatmap, to allow comparison with inferred cluster structures in the
presence of dropout noise, see Figures 3.9 to 3.16.
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Fig. 3.9 Summary matrix representations obtained by lmkk for dropout study 1. 12
simulated data sets with an average/maximum proportion of dropout of 0.125/0.25
affecting all cells. The similarity across data sets in the inferred structure after
accounting for the common clustering results from the fact that dropout increases
uncertainty most for two clusters whose mean trajectories are relatively close to each
other, and the simulations are based on the same base data set (simulated data set
2, see Section 3.4.1), while dropout was simulated randomly for each of the 12 cases
presented in this figure.
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Fig. 3.10 Summary PSMs obtained by ‘PY and PEAR’ for dropout study 1. The 12
simulated data sets are the same as in Figure 3.9.
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Fig. 3.11 Summary PSMs obtained by the ‘mean PSM’ method for dropout study 1.
The 12 subsampled data sets are as in Figures 3.9 and 3.10.
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Fig. 3.12 Summary matrix representations obtained by lmkk for dropout study 2.
Matrices for 12 randomly selected simulated data sets with an average/maximum
proportion of dropout of 0.25/0.5 affecting all cells.
84 GPseudoClust: clustering pseudo-trajectories of single cells



















































































Fig. 3.13 Summary PSMs obtained by ‘PY and PEAR’ for dropout study 2. The 12
simulated data sets are the same as in Figure 3.12.
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Fig. 3.14 Summary PSMs obtained by the ‘mean PSM’ method for dropout study 2.
The 12 subsampled data sets are as in Figures 3.12 and 3.13.
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Fig. 3.15 Summary matrix representations obtained by lmkk for dropout study 3.
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Fig. 3.16 Summary PSMs obtained by the ‘mean PSM’ method for dropout study 3.
The 12 simulated data sets are the same as in Figure 3.15.
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3.5.3 Validating subsampling: Sasagawa data
The Sasagawa data set has only 35 cells, which makes it suitable for comparing the
proposed subsampling methods to applying the GPSeudoClust method to all the
cells. Figure 3.17 includes four PSMs obtained without subsampling, by applying
GPseudoClust to all cells for each of the four chains. While the four matrices are




































Fig. 3.17 GPseudoClust without subsampling: Sasagawa data. PSMs for four chains,
the genes are ordered in the same way for all matrices. The ordering was found by







































Fig. 3.18 GPseudoClust with subsampling: Sasagawa data. 36 subsampled chains with
15 cells each. The rows and columns of the matrices are ordered as in Figure 3.17.
Figure 3.18 shows that the proposed subsampling methods ‘PY and PEAR’, ‘DPM
and PEAR’, and ‘mean PSM’ lead to PSMs similar to the ones obtained without the
subsampling, and that a similar matrix is obtained using lmkk.
3.5.4 Detecting branch-dependent clustering structures
As described in Section 3.4.1, the Moignard data set has three branches, which were
inferred in Haghverdi et al. (2015); Moignard et al. (2015) using diffusion maps, a
3.5 Results 89
root endothelial erythroid
Fig. 3.19 Illustration of branches of Moignard data set. The branches were inferred
using diffusion pseudotime.
method developed in Coifman et al. (2005); Haghverdi et al. (2015). Figure 3.19
illustrates the branches inferred by means of diffusion maps and diffusion pseudotime,
a pseudotime method based on diffusion maps developed in Haghverdi et al. (2016),
see also Section 2.3.6 of this thesis.
The analysis of the Moignard data set shows very different clustering structures in the
trunk, the endothelial and the erythroid branch, see Figure 3.20, which shows summary
PSMs obtained using the ‘PY + PEAR’ method for the different branches. In this
figure, the rows and columns of the four PSMs displayed are ordered in the same way
to illustrate the differences in the clustering structures between the different branches.
By contrast, the PSMs in Figures 3.25, 3.26, and 3.33 are all ordered differently and in
such a way that the particular clustering structures for the specific branch considered
become more apparent.
The PSMs allow the computation of (potentially overlapping) groups of genes with
high pairwise co-clustering probabilities. For the analysis in this chapter a threshold of
80% is used for the identification of groups of genes with high pairwise co-clustering
probability. The word pairwise is used here to emphasise that this is not the probability
of all the genes being in the same cluster, but that for any two genes in such a group
the probability of these two genes being in the same cluster is above 80%. It should be
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Fig. 3.20 Moignard data: PSMs for branches. PSMs for each branch are obtained
by the ‘PY and PEAR’ method. ‘Mean PSM’ refers to the unweighted mean of the
summary PSMs of the three branches. A summary clustering was obtained from the
mean PSM to order each of the matrices in the same way.
noted that this approach is different from trying to find a single summary clustering,
and that the groups will usually be overlapping.
The analysis of the clustering structure of the Moignard set involves a comparison to
an analysis of trajectories in terms of diffusion pseudotime (Haghverdi et al., 2016).
Diffusion pseudotime is a widely used pseudotime method, which was also briefly
discussed in Chapter 2.
The following is the list of the four groups of genes with a pairwise posterior co-clustering
probability of more than 80% for the trunk (see Figure 3.19).
Group 1: Fli1, Tal1 : These two transcription factors are switched on at a very similar
pseudotime. Figure 3.21 illustrates their smoothed gene expression levels as a function
of diffusion pseudotime in the trunk. The main role of Tal1 is to induce a blood
programme (Scialdone et al., 2016). Fli1 is also essential for maintaining hematopoiesis


























Fig. 3.21 Moignard data, group 1 in trunk. Diffusion pseudotime was used for the
ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
Group 2: Etv2, Kdr : These two genes (see Figure 3.22) are switched on only slightly
earlier in pseudotime compared to Fli1 and Tal1. The posterior pairwise co-clustering
probabilities with the genes in group 1 are therefore also relatively high: Etv2 -Fli1 :
0.65, Etv2 -Tal1 : 0.72, Kdr-Fli1 : 0.62, Kdr-Tal1 : 0.69. Etv2 expression is required
for the initiation of the hematopoietic program (Wareing et al., 2012). Kdr is a well-
known endothelial marker. It should be noted that Figures 3.21 and 3.22 only illustrate
expression levels which were both smoothed and obtained by a point estimation method
for pseudotime estimation. They are therefore not able to reflect the dependence
between ordering and clustering structures in the joint posterior distribution. In fact,


























Fig. 3.22 Moignard data, group 2 in trunk. Diffusion pseudotime was used for the
ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
This underlines the advantage of a method like GPseudoClust that incorporates
uncertainty of pseudotime ordering into the clustering.
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Group 3: Gata1, Gfi1, Gfi1b, Hbbbh1, HoxB2, HoxD8, Ikaros, Itga2b, Mecom, Mitf,





































Fig. 3.23 Moignard data, group 3 in trunk. Diffusion pseudotime was used for the
ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
Group 4: Ets2, FoxH1, FoxO4, Ldb1 : These genes have relatively constant interme-




























Fig. 3.24 Moignard data, group 4 in trunk. Diffusion pseudotime was used for the
ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
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Fig. 3.25 Moignard data: PSM for trunk. The genes are ordered in a different way
than in Figure 3.20.
To summarise, GPseudoClust identifies genes which are switched on at similar times
as part of the clustering process. The level of similarity is reflected by the posterior
co-clustering probabilities. Genes that are relatively constant in their expression levels
(groups 3 and 4) are clustered depending on the absolute value of their level of expression.
For an illustration of co-clustering probabilities in the trunk, see Figure 3.25.
The endothelial branch has a very different clustering structure compared to the trunk,
see Figure 3.20.
The following is the list of groups of genes with a pairwise posterior co-clustering
probability of more than 80% for the endothelial branch (Figure 3.26):
Group 1: Cbfa2t3h, Cdh5, Egfl7, Erg, Ets1, Ets2, Etv6, Fli1, Hhex, Itga2b, Kdr, Kit,
Ldb1, Lyl1, Mecom, Meis1, Notch1, Pecam1, Sox17, Sox7, Tal1 : These are genes with
a relatively constant higher expression level throughout the endothelial branch, see
Figure 3.27.
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Fig. 3.26 Moignard data: PSM for endothelial branch. The genes are ordered in a











































Fig. 3.27 Moignard data, group 1 in endothelial branch. Diffusion pseudotime was used
for the ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
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Group 2: Cdh1, Gata1, Gfi1, Gfi1b, HoxB2, HoxD8, Ikaros, Myb, Nfe2 : These genes
































Fig. 3.28 Moignard data, group 2 in endothelial branch. Diffusion pseudotime was used
for the ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
The above analysis shows that in the endothelial branch expression levels of many
genes are quite constant, so GPseudoClust identifies the two groups, one with constant
expression at a middle to higher level, and one with low or absent expression. It is also
interesting to look at those genes which have intermediate co-clustering probabilities
with most of each other, but not very high co-clustering probabilities with any genes,
see Figure 3.26, upper right corner. These are genes whose expression level is between
those of group 1 and group 2 or which are more variable in their expression.
The following is the list of the groups of genes with a pairwise posterior co-clustering
probability of more than 80% in the erythroid branch:
Group 1: Cbfa2t3h, Ets2, Etv6, FoxH1, FoxO4, Kit, Ldb1, Lyl1, Pecam1, Runx1,
Tal1 : These genes are expressed, with relatively constant expression levels throughout
the erythroid branch, see Figure 3.29. Expression levels are constant to somewhat
variable with decreasing expression levels, but the high co-clustering probabilities
underline that the genes that are somewhat more variable in their expression levels do
not have sudden steep or switch-like changes in their expression.


































Fig. 3.29 Moignard data, group 1 in erythroid branch. Diffusion pseudotime was used
for the ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
Group 2: Gata1, Nfe2 : These genes have a marked increase in their expression levels
at similar pseudotime, see Figure 3.30. The high co-clustering probability also partly
results from the fact that their increasing expression levels make them very distinct
from the other groups. Gata1 is a well-known transcription factor with a critical role


























Fig. 3.30 Moignard data, group 2 in erythroid branch. Diffusion pseudotime was used
for the ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
Group 3: Cdh5, Ets1, Etv2, Hhex, Kdr, Sox7 : The genes have a marked decrease in






























Fig. 3.31 Moignard data, group 3 in erythroid branch. Diffusion pseudotime was used
for the ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
Group 4: Cdh1, HoxB2, HoxD8, Mitf : These genes have low to absent expression



























Fig. 3.32 Moignard data, group 4 in erythroid branch. Diffusion pseudotime was used
for the ordering of the cells. Gene expression is smoothed by averaging over 50 cells.
The analysis of the erythroid branch thus illustrated again how the co-clustering
probabilities reflect similarities in expression changes.
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Fig. 3.33 Moignard data: PSM for erythroid branch. The genes are ordered in a
different way than in Figure 3.20.
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3.5.5 Immune response trajectories cluster around functional
trajectories
The genes analysed for the Shalek data are from three groups identified in the original
publication as ‘peaked inflammatory module’, which shows a ‘rapid, yet transient induc-
tion’ to LPS stimulation, ‘core antiviral module, enriched for annotated antiviral and
interferon response genes’, and ‘sustained inflammatory module; exhibiting continued
rise in expression under LPS’.
While the analysis proved to be very stable with regard to the number of subsampled
chains (Figure 3.34), for the following analysis the PSM obtained using the ‘PY +
PEAR’ method with 96 subsampled chains is used.
GPseudoClust identifies four groups with pairwise co-clustering probabilities of more
than 80%, three of which, however have a large overlap. Therefore, we refer to the
groups as 1, 2a, 2b, and 2c. It should be noted that these four groups are not equal
to the number of clusters in the data. The fact that only those groups have high
pairwise co-clustering probabilities shows that, while for each sample of the posterior
distribution there are higher numbers of clusters, there is a lot of uncertainty with
regard to these structures in the data, and many genes have intermediate co-clustering
probabilities with a quite large number of genes. This makes it apparent that just a
unique summary clustering could never capture the complexity of this distribution of
clustering structures.
Group 1: Bcl2l11, Flrt3, Nfkbid, Ralgds, Rasgef1b, Socs3. All genes in this group
belong to a ‘peaked inflammatory module’ identified in Shalek et al. (2014), which
shows a ‘rapid, yet transient induction’ to LPS stimulation.
Group 2: Ddx60, Dhx58, E030037k03rik, Iigp1, Irf7, Mpa2l, Ms4a4c, Nlrc5, Nos2,
Phf11, Slco3a1
Group 2a: Group 2 and D14ertd668e, Il15. Except for Nos2, all genes in this group
belong to a ‘core antiviral module, enriched for annotated antiviral and interferon
response genes’ (Shalek et al., 2014). Nos2 is part of the ‘sustained inflammatory
module; exhibiting continued rise in expression under LPS’.
Group 2b: Group 2 and D14ertd668e, Procr. This group consists of genes from the
‘core antiviral module’, except for Nos2 and Procr.


















































































Fig. 3.34 Shalek data: stability of PSM with regard to number of subsamples. All
matrices are plotted with rows and columns in identical order. left: summary matrix
representation computed with lmkk, middle: weighted PSM with weights resulting
from the PY method, right: unweighted mean of the PSMs of the individual chains.
The subsampled chains contain 25 cells each. The summary matrices were computed
from (a): 96 subsampled chains, (b) the first 24 of these chains, (c) the first 4 of these
chains.
Group 2c: Group 2 and Il15, Procr. This group consists of genes from the ‘core
antiviral module’, except for Nos2 and Procr.
Figure 3.34 illustrates the robustness of the ‘PY and PEAR’, ‘DPM and PEAR’ and
‘mean PSM’ methods with respect to the number of subsampled chains, illustrating
that a good approximation is achieved with only 4 randomly chosen chains, while the
‘lmkk’ method is more sensitive to this number.
We also applied the other clustering methods mentioned, see Section 3.4.3, to the
Shalek data set. The importance of quantifying the uncertainty of inferred cluster
3.5 Results 101
structures as done by GPseudoClust is highlighted by Figure 3.35, where the various
clustering methods resulting in a single clustering disagree quite significantly, with
most ARIs between pairs of results obtained by different methods less than 0.6. In
addition, Figure 3.35 shows that when the two stage-method of combining GPclust
with a pseudotime method is used, the clustering result depends on the choice of the
pseudotime method.













Fig. 3.35 ARI between results obtained by different clustering methods: Shalek data
set. A score of 1 shows that the two clusterings are identical, a score of 0 that they
are completely unrelated. mcl = mclust, hier. = hierarchical clustering, SL+GCl =
SLICER+GPclust, De+GCl = DeLorean+GPclust, Mon 2 = Monocle 2.
3.5.6 Integrating multiple experiments
The subsampling methods proposed in Section 3.3.3 are also particularly useful in
situations where we need to integrate data that were not obtained in exactly the same
way, for instance because they were obtained from different cell lines or generally in
slightly different experimental conditions. Instead of just blending the data sets, the
subsampling method allows us to run chains for the different cell lines separately, then
combining them in a principled way. In this case, the PY and DPM methods to obtain
weights for the individual subsampled chains are particularly relevant. Figure 3.36
shows the high similarity between the results obtained by the ‘PY and PEAR’ and
‘DPM and PEAR’ methods.
Figure 3.37 illustrates the downweighting of those subsamples which are inconsistent
with the integration of the two cell lines to a joint overall structure. Figure 3.38
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Fig. 3.36 Stumpf data: PSMs obtained through different methods of combining sub-
samples. Rows and columns of all matrices are ordered in the same way.
PY: cell line 1






PY: cell line 2






DP: cell line 1






DP: cell line 2






Fig. 3.37 Stumpf data: histogram of weights for each cell line separately. The weights
are obtained by the ‘PY and PEAR’ (top) and ‘DPM and PEAR’ (bottom) methods.
shows the high level of agreement between the ‘PY + PEAR’ and ‘DPM + PEAR’
methods.
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Fig. 3.38 Stumpf data: comparison of weights for ’PY and PEAR’ and ’DPM and
PEAR’ methods. The weights are plotted along the y-axes and are sorted in the same
way for both methods (sorted in increasing order for ‘PY and PEAR’).
3.6 Discussion and conclusions
GPseudoClust is a Bayesian nonparametric method for the clustering of genes for single-
cell RNA-seq and RT-qPCR data in terms of latent shared pseudotime trajectories.
Applying the method to simulated data shows that unless the clusters are very clearly
separated from each other, clustering methods ignoring the pseudotemporal nature of
the data may not be an effective way of clustering them. While it is possible to combine
pseudotime ordering and clustering methods in a two-step process, applications to
both simulated and experimental data lead to clustering results with a dependence
on the pseudotime method used, see Figures 3.5 and 3.35. GPseudoClust, a one-
step ordering and clustering method, avoids this problem by sampling from a full
posterior distribution of cluster allocations, fully exploring not only one clustering
solution, but providing probabilities of genes being clustered together. GPseudoClust
combines nonparametric Bayesian methods (Gaussian and Dirichlet processes) with
efficient proposal distributions for MCMC, subsampling of cells (see Section 3.3.3),
and existing and novel methods for the combination of output from MCMC chains
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on subsampled data. This allows the method to be applied to data sets with large
numbers of cells.
In an application to dendritic cells GPseudoClust identifies clusters of genes closely
associated with their biological function, and shows that there is considerable uncer-
tainty in the clustering structures, which can only be captured by an approach like
GPseudoClust, providing a distribution of posterior co-clustering probabilities rather
than only one single point estimate of a clustering. An application to branching data
from early hematopoeitic cells demonstrates the ability of the method to identify strong
differences between the clustering structures of the different branches. GPseudoClust
identifies genes switched on or off at similar times in pseudotime as being co-clustered
with a high probability. The uncertainty of clustering structures learned from the
posterior distribution as represented by the PSM allows us to understand similarity of
genes in terms of pairwise co-clustering probabilities.
An application to data obtained from different cell lines illustrates the ability of
the method to analyse different data sets studying the same developmental process.
GPseudoClust can be used to combine studies with different experimental protocols with
different levels of measurement noise. The methods for finding weighted averages from
multiple PSMs presented in this chapter are designed to discard chains inconsistent with
the overall clustering structure because of high noise levels. Additionally, GPseudoClust
may also be very useful to meta-analyses of previous studies, thanks to its ability
to integrate data sets obtained under different experimental conditions. This is of
interest beyond the study of single-cell gene expression data. For the number of studies
tending to infinity but the size of each study bounded, the posterior uncertainty in the
clustering structure reflected by the summary PSM would shrink, but be bounded from
below and not go to zero, reflecting the uncertainty of a study of the given per-study
sample size.
While the computational efficiency of the subsampling methods makes it feasible to
apply GPseudoClust to data sets with several thousand genes, the method is most
suitable for the clustering of genes with high pseudotemporal variation. The stability of
the methods used is demonstrated to be good. In particular, the final summary PSMs
are shown to be robust to whether we use the ‘DPM and PEAR’ or ‘PY and PEAR’
method, see Figures 3.34, 3.36, 3.37, and 3.38. Moreover, Figure 3.34 also illustrates
the robustness to the number of subsampled chains of all the proposed algorithms
except lmkk. The subsampling methods approximate PSMs where a computation
3.6 Discussion and conclusions 105
based on the full number of cells is not possible. The infeasibility of the computation
of the PSM from using one chain with all cells results not only from very long time
to convergence, but also from the high dimensionality of the data leading to mean
trajectories for the GPs overdetermined for cluster allocations. This is analogous to
the problem of overparametrisation with mixture models for high-dimensional data
with parameteric components (while our GP structure is nonparametric).
Except for relative measurements like RT-qPCR, GPseudoClust is applied to log-
transformed data. This is a frequent procedure for many pseudotime methods: see
among many others Ahmed et al., 2018; Haghverdi et al., 2016; Ji and Ji, 2016; Reid
and Wernisch, 2016; Welch et al., 2016. Modelling count data directly in GPseudoClust
could be achieved by a change in the likelihood function to a zero-inflated negative
binomial distribution with GPs modelling the mean of the non-zero part of the mixture
constructing the zero-inflated negative Binomial distribution. However, this would
further increase the computational complexity and make it much more difficult to
achieve convergence. Such a more complicated model would be able to model zero-
inflation, while GPseudoClust, while fairly robustly recognising dropout as additional
noise, see Figures 3.9 to 3.16, and being fairly robust to dropout in terms of summary
clusterings, see Figures 3.6 and 3.7, does output slightly biased PSMs in the case of
dropout, see again Figures 3.9 to 3.16.
The particular challenge addressed in this chapter is the adaptation of a rigorous
statistical model (DP mixtures of hierarchical GPs) to single-cell data sets, with a need
to address very complex distributions on large data sets, which lead to convergence
problems, especially if, as in this case, the clustering algorithm is combined with an
algorithm modelling highly complex distributions of pseudotime orders. This chapter
developed and combined a number of methods potentially useful not only for clustering
single-cell data, but generally whenever one wants to approximate complicated posterior
distributions for high-dimensional or complex clustering problems.

4. Nonparametric Gaussian process
based clustering of sparsely sam-
pled longitudinal data: a critical
perspective
Summary
This chapter analyses the suitability of Dirichlet process mixture models (DPMMs)
of GPs for the clustering of sparsely sampled longitudinal data, that is data with
a limited number of observations at individual-specific time points. This type of
sparsity often occurs with clinical and epidemiological data, where patients may be
examined at patient-specific and irregular time points. Nonparametric methods are
highly flexible and therefore able to model a wide range of longitudinal trends. However,
as we show in this chapter, this also makes cluster structures less identifiable when
subjects are clustered based on only a few subject-specific measurements. We therefore
investigate the situations where true cluster allocations can be inferred reliably by
such a flexible model. We moreover demonstrate that the increased flexibility that
results from sampling GP hyperparameters can lead to or further increase identifiability
problems.
An additional challenge is computational efficiency, as having different time points
for each subject makes it impossible to apply the block matrix methods developed in
Chapter 3 or efficient likelihood computations as in Hensman et al. (2013b), which
require identical time points for all subjects, in that case genes. Hensman et al. applied
their model to replicates of short genomic time series. However, for a given replicate the
time points were identical for each gene and the number of replicates (eight) was limited.
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For the clustering of clinical or epidemiological data for several hundred or more people
with subject-specific time points, different methods need to be applied. We improve
computational efficiency by using sparse GPs to accelerate likelihood computations.
Sparse GPs (Snelson and Ghahramani, 2006), a method for the efficient approximation
of GPs for large numbers of input time points not related to sparsely sampled data,
were first introduced in Chapter 2, where they were compared to our mini-cluster
approximation for large data sets (see Section 2.2.7). Approximation methods for GPs
for large data sets have been used for many applications, for instance to pseudotime
ordering for single-cell data (Ahmed et al., 2018; Reid and Wernisch, 2016) and to
stochastic variational inference for large-scale GPs (Hensman et al., 2013a).
The implementation of DPMMs of GPs presented in this chapter is fully Bayesian,
using Gibbs sampling with auxiliary variables (Neal, 2000) to obtain samples from
the posterior distribution of cluster allocations. The results obtained by using the
proposed approximation method are shown to be very similar to those obtained using
full covariance matrices. Reducing the flexibility of the model by using a strong prior
for the length scale (even if the prior mean is different from the true length scale) leads
to better recovery of the cluster structure in the case of insufficient overlap between
the time spans. GPs with squared exponential kernels are also able to infer cluster
allocations of longitudinal data following quadratic trajectories. However, vague priors
on the noise level may lead to wrong incorrect inference in this case.
4.1 Introduction and background
Chapter 3 presented a method to cluster genes in terms of the underlying trajectory
of their gene expression levels as a response to a stimulus or during development or
differentiation. There are many other types of longitudinal data following trajectories
which can be modelled as GPs, for instance the severity of an illness (Ghassemi et al.,
2015), the distribution of the risk of dengue fever (Bhatt et al., 2013), measurements
with wearable sensors for subjectalised e-health monitoring (Clifton et al., 2013), and
many others.
Neither is the use of GPs for clustering purposes limited to genomics. For example, they
are used for the clustering of health record data in Pimentel et al. (2013). Pimentel
et al. first model data for each individual patient by a GP. A similarity measure is
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then used for hierarchical clustering of the trajectories. We refer to a method like
Pimentel et al.’s that first fits GPs and then uses them to cluster the subjects as
post-hoc clustering. Pimentel et al. applied their method to observations of vital signs
for 100 patients during a normal recovery from a cancer surgery. Li and Marlin (2016)
also first model individual GPs and then classify the trajectories by minimising the
expectation of a loss function. Another method for the post-hoc clustering of subjects
after modelling their individual trajectories in terms of GPs was proposed by Hall
et al. (2008). Latent GP trajectories are inferred and, using methods from functional
analysis, the authors then obtain functional principal components for these trajectories,
which can be used for clustering.
Ross and Dy (2013) use DPMMs of GPs for the clustering of sparse data by variational
inference, with an extension allowing the integration of expert opinion concerning
similarities of subjects. For the GP hyperparameters they use fixed values. Ross and
Dy applied their model to a random subset of 40 patients from the Normative Aging
Study (Bell et al., 1972), to study subtypes of the effect of ageing on lung function.
Johnson (2018) also implemented a DPMM of GPs for clinical data, in the context of
profile regression (Molitor et al., 2010), but the implementation is not scalable to large
data sets. Johnson’s implementation samples from a full posterior distribution, and
also samples the GP hyperparameters.
One purpose of this chapter is to explore the extent to which GPs can be used to
cluster longitudinal data with subject-specific time points, where there may not even
be any overlap between the time spans covered for different patients, see Figure 4.1.
This is relevant in practice, as with many clinical studies different patients start at
different ages and different disease stages, and often patients also leave the study early,
see, for example, Letenneur et al. (1994).
Fig. 4.1 Different time points for different patients
For the clustering of this type of longitudinal data parametric latent trajectories have
been explored, such as linear and quadratic shapes and parametric transformations
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3 known points on curve
(a) A quadratic curve is identifiable given 3
points independently of their location on the
curve.










(b) Two samples with 3 time points each.
Each 3-point sample alone would determine
the curve.
Fig. 4.2 Identifiability of polynomials from observations without noise
thereof, see, for instance, Jacqmin-Gadda et al. (2010); Proust et al. (2006); Rouanet
et al. (2016). Parametric trajectories are determined by a limited set of parameters,
and many parametric shapes, for instance polynomial ones, are determined even if
samples are available only from one end of the trajectory, see Figure 4.2a. Therefore,
two samples with observations at different ends of the time span considered can still be
identified as being part of the same trajectory (Figure 4.2b), assuming, obviously, that
it is known that the trajectory is indeed quadratic and that there is no measurement
noise.
Nonparametric methods such as GPs with squared exponential or Matérn (Matérn,
1960) covariance functions are typically more flexible than parametric shapes such as
linear or quadratic ones. However, it should be noted that covariance matrices of GPs
can also be constructed in such a way that all representations of the GP are polynomials.
Such a GP corresponds to products of linear kernel functions (Duvenaud et al., 2013).
We are not discussing this specific case here, but limit the discussion to GPs whose
covariance functions allow very flexible modelling of very different shapes.
GPs are able to represent the uncertainty in extrapolating from data in the absence of
an established model, see Figure 4.3a, which also illustrates the disadvantage of GPs,
which is that they are less easily identified. For instance, if there are only observations
at the beginning of the time span, then predictions for later time periods will have
a very high uncertainty, see Figure 4.3a. Similarly, the uncertainty is high at the
beginning, if there are observations only from the end, see Figure 4.3b. This may cause
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problems for clustering for cases of non- or hardly overlapping time spans for different
patients. Additional measurement noise further increases this problem. Mean and
standard deviation displayed in the figure were computed using standard results, see
Murphy, 2012, ch. 15, and Appendix C of this thesis.






standard deviation of GP given data
mean of GP given data
(a) Observations only at the beginning






standard deviation of GP given data
mean of GP given data
(b) Observations only at the end
Fig. 4.3 Uncertainty of GP without data across entire time range. The observations
are noise-free.
An additional challenge associated with using GPs for the clustering of sparsely sampled
data with subject-specific time points is computational complexity. This chapter
presents two ways of reducing computational complexity for DP mixture models of
GPs for this specific type of data. First, it shows how block matrix inversion and the
Woodbury (Woodbury, 1950) identity can be used to add and remove one subject
from a cluster, which is needed to compute the inclusion probabilities of individuals in
clusters and the new matrices for the contribution of a cluster to the overall likelihood.
This first method is exact. Additionally, this chapter presents a way to use sparse GPs
(Snelson and Ghahramani, 2006) to update the hyperparameters and add subjects to
or remove them from a cluster, avoiding the inversion of very large matrices. Unlike
the first proposed method, sparse GPs are an approximate method.
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4.2 Dirichlet process mixtures of Gaussian processes
While the GPseudoClust method presented in Chapter 3 uses DPMMs of hierarchical
GPs, this chapter presents a method using DPMMs of simple GPs. That is, each
cluster is characterised by a cluster-specific mean trajectory, and individual-specific
measurements are noisy observations of the cluster-specific mean trajectory. Unlike for
the model developed in Chapter 3, there are no individual-specific GP deviations from
the cluster-specific mean trajectory. This makes the model simpler computationally, in
particular for the case of sparsely sampled data, but also less flexible.
A log-normal prior is assumed for the cluster-specific length hyperparameter:
Hlog(L) =N(µL,σL) (4.1)
A log-normal prior is assumed for the cluster-specific scale hyperparameter:
Hlog(σw) =N(µw,σ) (4.2)
We denote by ⊗ the tensor product of two distributions. The remaining prior distribu-
tions are as follows:
G0 ∼Hlog(L) ⊗Hlog(σw)
α∼ Gamma(2,4)
G |G0 ∼DP (α,G0)
(log(Lj), log(σw,j)) ∼G , for each subject j = 1, . . . ,N
µj | σ2w,j ,Lj ∼GP (0,Σ(σ2w,j ,Lj))
log(σϵ,j) ∼N(0,σe) (4.3)
where Σ is a squared exponential covariance function.
Being a DP, G is discrete with probability one and N draws result in K ≪N distinct
values, which correspond to K GP hyperparameters σ2w,k,Lk,σ2ϵ,k and cluster-specific
mean trajectories µk,k = 1, . . . ,K , for K clusters. For details and references concerning
DPs, see Chapter 3 of this thesis.
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Finally, for the likelihood, assuming that subject yj is in cluster k (cj = k):
yj | cj = k ∼NTj (µj,k,σ
2
ϵ,k · ITj ), (4.4)
where (τ1, . . . , τTj ) are the time points for patient j, and µj,k = (µk(τ1), . . . ,µk(τTj )) is
the vector of function evaluations of µk at the subject-specific time points for subject
yj .
Figure 4.4 illustrates the structure of the model.
Fig. 4.4 Illustration of DPM of GP model. G0 is the base distribution, and α the
concentration parameter. GP hyperparameters Lj and σ2w,j , and noise level σ2ϵ,j for
each subject j are drawn from the DP G ∼ DP (α,G0), resulting in cluster-specific
Lk, σ2w,k, and σ2ϵ,k by the properties of the DP. The cluster-specific mean trajectory µk
is drawn from a zero-mean GP with hyperparameters Lk and σ2w,k. Subject-specific
measurements yj follow a Normal distribution, see equation (4.4).
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Given data y1, . . . ,yN , we can sample from posterior cluster allocations as follows (Neal,
2000, algorithm 2) (Gk,−j is the posterior distribution of ψ = (L,σ2w,σ2ϵ ,µ) based on
the base distribution G0 and all samples in cluster k, excluding yj . c−j is the vector of
cluster allocations for all samples excluding yj , and ψk = (Lk,σ2w,k,σ2ϵ,k,µk). By Ψ we
refer to the parameter space from which ψ is drawn. By Nk,−j we denote the number
of subjects in cluster k without subject j.):
P(cj = k | c−j ,yj ,Ψ) ∝

Nk,−j




F (yj | ψ)dG0(ψ), if k is a new cluster.
(4.5)
To eliminate dependence on the cluster-specific mean µk in equation (4.5), we ob-
serve that for each cluster c conditional on cluster-specific hyperparameters Lc,σ2w,c
and σ2ϵ,c, the vector yc of all observations of patients in cluster c, has the following
distribution:
yc | µc ∼NTc(µc,σ2ϵ,c · ITc), (4.6)
where µc is the vector of evaluations of the cluster-specific GP mean function µc at all
time points for which there is an observation for a patient in cluster c, and Tc is the
overall number of time points for which there are observations for any patient in the
cluster.
Equation (4.6) implies
yc ∼NTc(0,Σc+σ2ϵ,c · ITc), (4.7)
where Σc is the matrix of evaluations of the covariance function Σc for the time points
in cluster c.
Figure 4.5 illustrates one cluster of the model. The cluster contains patient data at
different time points for each patient. The GP is characterised by a mean function
and a covariance function, computed using noisy observations, see Murphy 2012, ch.
15, and equations (C.3) and (C.4) in the appendix to this thesis for a standard result.
The area shaded in dark grey is the standard deviation of the GP itself, given noisy
observations, computed by equation (C.4). The area in lighter grey is the square root
of the sum of the variances of the GP and the measurement noise.
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Fig. 4.5 DPM of GPs model for patient data: one cluster
Equation (4.7) allows us to rewrite equation (4.5) as follows, where ϕ = (L,σ2w,σ2ϵ ),
ϕk = (Lk,σ2w,k,σ2ϵ,k), Φ is the parameter space from which ϕ is drawn, and Yk,−j is the
stacked vector of measurements for all samples in cluster k, excluding sample j.:
P(cj = k | c−j ,yj ,Φ,Yk,−j) ∝

Nk,−j




F (yj | ϕ)dG0(ϕ), if k is a new cluster.
(4.8)
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where





k,+j(Σk,+j +σ2ϵ,k · ITk,+j )−1Yk,+j)
1
det(Σk,−j+σ2ϵ,k·ITk,−j )
exp(−12Y ′k,−j(Σk,−j +σ2ϵ,k · ITk,−j )−1Yk,−j)
.
(4.9)
k,+j refers to all samples in the cluster including yj , k,−j to all samples in the
cluster without yj . It should be noted that equation (4.9) can be written in a different
way using standard results (see equations (C.3) and (C.4) in the appendix to this
thesis and Murphy 2012, ch. 15). We refer by τ k to all time points for subjects in
cluster k without yj , and by τ j to the time points associated with yj . Further, we
refer by Σ(τ j ,τ k;σ2w,L) to the covariance matrix resulting from evaluations of the
covariance function Σ(σ2w,L) at τ j × τ k. For instance, with τ j = (τj1, . . . , τjTj ) and
τ k = (τk1, . . . , τkTk) and assuming a squared exponential covariance function, we have
[Σ(τ j ,τ k;σ2w,L)]il = σ2w exp(− 12L2 (τji− τkl)
2). Then we have
Fk(yj | ϕk,Yk,−j) ∼N(µ∗,Σ∗) (4.10)
where
µ∗ = Σ(τ j ,τ k;σ2w,k,Lk)(Σ(τ k,τ k;σ2w,k,Lk)+σ2ϵ,kI)−1Yk,−j
by equation (C.3), and
Σ∗ = Σ(τ j ,τ j ;σ2w,k,Lk)−
Σ(τ j ,τ k;σ2w,k,Lk)Σ(τ k,τ k;σ2w,k,Lk)+σ2ϵ,kI)−1Σ(τ k,τ j ;σ2w,k,Lk)
by equation (C.4).
Equation (4.10) is an efficient way to compute the likelihoods for cluster allocation
probabilities. However, in case of an acceptance, the new covariance matrix is needed
for all time points in the cluster, including those of the subject just added. Without
knowing the new covariance matrix, we cannot update the GP hyperparameters for
the cluster, or compute probabilities for adding new subjects to the cluster. Therefore,
we develop a computationally efficient way of updating the covariance matrix, starting
from equation (4.8).
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Unfortunately, the integral in equation (4.8) cannot be computed analytically. Thanks
to auxiliary clusters and parameters as in Neal, 2000, algorithm 8, computing the
integral can be avoided. Auxiliary variable methods work as follows: instead of sampling
from a distribution πa for a variable a, we sample from a joint distribution πa,b of the
pair (a,b), where πa is the marginal distribution of πa,b. b is a temporary variable. At
each iteration of the sampler we
1. draw a value for b conditional on a.
2. perform MCMC-type updates on (a,b) for which the distribution πa,b is an
invariant distribution.
3. discard b.
Neal’s algorithm uses temporary empty auxiliary clusters and respective auxiliary
cluster-specific parameters representing the possible parameter values of non-allocated
clusters:
• Assume that there are K currently occupied clusters. Create m auxiliary clusters
as follows:
– Remove yj from its current cluster.
– If yj was a singleton in its cluster, use the parameters of this emptied cluster
for one of the auxiliary components. Draw values for the parameters associ-
ated with m−1 additional temporary clusters from the base distribution
G0 of the parameters ϕ.
– If yj was not a singleton in its cluster, draw values for the parameters
associated with m temporary clusters from the base distribution G0 of the
parameters ϕ.
• Equation (4.8) is modified as follows:
P(cj = k | c−j ,yj ,Φ) ∝

Nk,−j
N−1+αFk(yj | ϕk,Yk,−j), for k = 1, . . . ,K.
α
m
N−1+αF (yj | ϕk), for k =K+1, . . . ,K+m.
• Cluster allocations cj and component parameters ϕk are sampled iteratively.
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Equation (4.9) shows that the main computational costs of sampling from the proposed
model is the computation of the covariance matrix Σk,+j+σ2ϵ,k ·ITk,+j , when we propose
adding a subject to the cluster, and the computation of Σk,−j +σ2ϵ,k · ITk,−j , when we
remove a subject from a cluster.
4.3 Exact methods for updating covariance matri-
ces of clusters
This section derives an efficient exact method for the updating of the covariance
matrices of clusters, when a subject is added to or removed from the cluster.
Lemma 5. If Q is an invertible matrix and π a permutation with inverse π−1, and
Qπ is the matrix whose rows and columns have been permuted according to π, then
(Q−1π )π = Q−1. That is, if we permute the rows and columns of a matrix according
to π, invert the permuted matrix and then apply the permutation π to the rows and
columns of the inverse of the permuted matrix, we obtain the inverse of the original
unpermuted matrix. Furthermore, det(Q) = det(Qπ).
Proof. We have Qπ = P1QP1, where P1 is a permutation matrix. As permutation
matrices are orthogonal, Q−1π = P′1Q−1P′1. Applying the permutation again, we obtain
(Q−1π )π = P1P′1Q−1P′1P1 = Q.
For the determinants, det(Qπ) = det(P1)det(Q)det(P1) = det(Q)(det(P1))2 = det(Q),
as det(P1) = ±1.
4.3.1 Adding a subject to a cluster
Because of Lemma 5, we may assume that the rows and columns of the covariance
matrix of the cluster have been ordered in terms of an ascending order of time points.
We add the new subject and the new time points as a block at the end, and then
permute the inverted matrix afterwards to obtain an ascending order of time points
again.
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Notation: Mo = Σk,−j +σ2ϵ,k · ITk,−j is the orginal covariance matrix before adding
the new subject, τ o are the original time points, τnew the time points of the new
subject in the cluster. We set
Kn,o = κc(τnew,τ o)
Knew = κc(τnew,τnew)
where κc is the cluster-specific GP covariance function including the measurement
noise term σ2ϵ · I, where I refers to the identity function. The dimension of Kn,o is the
number of time points for the subject added to the cluster multiplied by the number
of time points at which there are observations for subjects already in the cluster.











Now the inverse of the covariance matrix corresponding to ascending time points is
obtained by permuting rows and columns accordingly, using Lemma 5.
For the determinant of the block matrix:
det(Mnew) = det(Mo)det(A). (4.13)
4.3.2 Removing a subject from a cluster
We first reorder the rows and columns of the current covariance matrix of the cluster
in such a way that the block belonging to the subject to be removed is at the bottom
right of the matrix. The current matrix now corresponds to Mnew in equations (4.11)
to (4.13). That is, we now know M−1new and det(Mnew) and need to compute M−10 and
det(M0).
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To obtain the inverse M−1o , we use the Woodbury matrix identity (Woodbury, 1950):





 ,V = −(Kn,o 0n) ,






−1 = (Mnew +UV)−1
using equation (4.14), and finally, setting U1 =
K′n,o
0n






−1 = (M1 +U1V1)−1,
which we again compute using equation (4.14) and from which we directly obtain
Mo−1 by elementary properties of block matrices.
4.4 Sparse approximation
This section applies the sparse GP approximation with pseudo-inputs of Snelson and
Ghahramani (2006) to the computation of approximate inverses and determinants
of covariance matrices of clusters for the DP mixture of GPs for longitudinal data
observed at different time points.
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Sparse GPs in combination with the matrix inversion lemma allow efficient computation
of inverses and determinants for GP covariance matrices (Reid and Wernisch, 2016),
and were used in the DeLorean pseudotime R package (Reid, 2017) for the inversion
of large covariance matrices for GPs with single-cell data, data where all samples are
observed at the same pseudotime points.
Let τ = (τ1, . . . , τT ) be the input time points for a GP. For the case of the model described
in this section, τ consists of all the time points for which there are observations for
any subject in the cluster considered. Note that this method does not update the
covariance matrix of the cluster when a new subject is added/removed, but recomputes
it from scratch, however in an efficient way. Moreover, it should be noted that whenever
we sample and update the hyperparameters L,σw and σϵ a full recomputation of the
covariance matrix of the cluster is required in any case.
We use nu regularly spaced pseudo-inputs u = (u1, . . . ,unu). Let Kτ ,τ = κ(τ ,τ ),
Kτ ,u = κ(τ ,u), and Ku,u = κ(u,u), where κ is the (cluster-specific) GP covariance
function (without measurement noise ϵ).
Following Snelson and Ghahramani (2006),
N (0,Kτ ,τ +σ2ϵ I) ≈ N (0,Qτ ,τ +diag(Kτ ,τ −Qτ ,τ )+σ2ϵ I) = N (0,Qτ ,τ +Λ) (4.15)
where
Qτ ,τ = Kτ ,uK−1u,uKu,τ . (4.16)
Λ is diagonal, and diag(M) is the diagonal matrix whose diagonal elements are identical
to those of M.
By the Woodbury identity,
(Qτ ,τ +Λ)−1 = Λ−1 −Λ−1ATu,τ (Inu +Auτ Λ−1ATuτ )−1Auτ Λ−1, (4.17)
where nu is the number of pseudo-input points, ATuτ Auτ = Qτ ,τ and
Qτ ,τ = Kτ ,uK−1u,uKu,τ , and therefore, Auτ = ((chol(Ku,u))T )−1Ku,τ .
For the determinant
det(Qτ ,τ +Λ) = det(Λ+ATu,τ Au,τ ) =
det(Inτ +ATu,τ Λ−1Au,τ )det(Λ) = det(Inu +Au,τ Λ−1ATu,τ )det(Λ) (4.18)
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where the last equality is by Sylvester’s theorem (Akritas et al., 1996), and nτ is the
length of the vector τ .
Thanks to equations (4.17) and (4.18) it is only required to decompose diagonal
matrices and matrices of dimension nu×nu for approximate computations of inverses
and determinants, instead of having to work with much larger matrices. Figure 4.6
illustrates the differences in computing time between matrix inversion using the sparse
GP method and using Cholesky decomposition on the full matrix.
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sparse GP (30 grid points), 4 cores
sparse GP (30 grid points), 1 core
Cholesky decomposition on full matrix, 4 cores
Cholesky decomposition on full matrix, 1 core
Fig. 4.6 Computing time for inverse using the sparse GP method. 30 input points for
sparse GP. Implementation in Matlab, 2.3 GHz Intel Core i7.
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Fig. 4.7 Histograms of relative error of sparse approximation to determinant. 30 input
points for sparse GP. 1000 simulated matrices each with 1000, 1500, 2000, and 2500
rows.
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Figure 4.7 illustrates the relative error of the determinant computed using sparse
approximation, as compared to computing the determinant using the full matrix.
The data were simulated from GPs with squared exponential covariance functions
with a range of parameters and random input points. (Details of simulation: σ2w ∼




ϵ ∼ exp(N(2,5)). The vector of input time points
was sampled from a uniform distribution on (0,1). The following matrix was used:
[K]ij = σ2w exp(−12(ti− tj)
2)+σ2ϵ δij , where t1, t2, . . . , tm are the input time points, and
δij = 1, if i= j and δij = 0 otherwise. )
4.5 Simulated data sets
4.5.1 Gaussian process simulation study 1
The simulation study assumes 5 clusters of 50 subjects each. Observation times for
subjects are simulated as follows for subjects i = 1, . . . ,250 and observation times
j = 1, . . . ,11.





The hyperparameters for the five cluster-specific GPs with squared exponential covari-
ance functions are sampled from the following distributions:
σ2w ∼ U(20,30) σ2ϵ ∼ U(5,15) L∼ U(0.3,0.9) (4.20)
A total of 96 data sets were simulated in this way.
4.5.2 Gaussian process simulation study 2
The difference to GP simulation study 1 is the following:
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For each subject there are 10 to 15 (this number is sampled uniformly) time points
sampled uniformly in the interval (0,1). Then for each subject we add to their
time vector a random number from (−1,1), to mirror applications where the time
points belonging to different subjects are in different intervals with potentially little
overlap.
4.5.3 Simulation from quadratic trajectories
We simulate data for 250 subjects belonging to three different clusters from a latent
class mixed model (Lin et al., 2000).
The distribution of the probability of subject i belonging to the three clusters is as
follows:
πik =
 P(ci = k) =
1
1+exp(b1)+exp(b2) , if k = 1.
P(ci = k) = exp(bk−1)1+exp(b1)+exp(b2) , if k ∈ {2,3}.
where b1 = 2 and b2 = 1. In our case πik are fixed probabilities independent of the
subject i. However, an extension of the GP model could include covariates such as
indicator vectors for specific treatments, age, sex, and other information, which may
be associated with survival. In this case we would like to make the probabilities above
dependent on the covariates, specifying the probabilities in terms of a multinomial
logistic model.
Observation times for subjects are simulated in the same way as for GP simulation
study 1 (Section 4.5.1).
For subjects i= 1, . . . ,250 and time indices j = 1, . . . ,11, trajectories are sampled from
a quadratic model with cluster-specific fixed effects β.,k for cluster k, cluster-specific
random effects u.,k, and subject-specific noise ϵ.,..
yij = β0,k +β1,kτi,j +β2,kτ2i,j +ui,k + ϵij (4.21)
The following distributions are used to simulate the fixed effects β.,k (U(a,b) refers to
the uniform distribution on the interval (a,b).):
For k = 1: β0,1 ∼ U(−0.5,0.5), β1,1 ∼ U(−1.5,−0.5), β2,1 ∼ U(1,3)
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For k = 2: β0,2 ∼ U(1.5,2.5), β1,2 ∼ U(−3.5,−2.5), β2,2 ∼ U(−1,−0.5)
For k = 3: β0,3 ∼ U(3.5,4.5), β1,3 ∼ U(−4.5,−3.5), β2,3 ∼ U(2,3)
Random effects and noise are simulated from the following distributions:
ui,k ∼N(0,σ ·gk) (4.22)
σ ∼ U(0.5,1)
g1 = 1,g2 = 0.8,g3 = 1.2
ϵij ∼N(0,σe),σe ∼ U(0.5,2) (4.23)
Note that the random effects ui,k are subject-specific, but have a cluster-specific
distribution (4.22), and note also that for a given subject i in a cluster k, ui,k is
constant for all j.
A total of 48 data sets were generated in this way.
4.6 Details on inference and sampling
The flexibility of the DPMM of GPs discussed in this section also depends on the
priors for the GP hyperparameters and the noise levels. We explore less and more
informative priors. Let v2 be the empirical standard deviation, computed across the
entire data set. We use the following priors for GP hyperparameters and noise levels
(see equations (4.1), (4.2), and (4.4)):
• For GP simulation study 1 we use a fixed noise parameter for the inference, but
vague priors on the GP hyperparameters σ2w and L (note that we do not assume







σ2ϵ = 0.5v2, fixed
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• For GP simulation study 2 we use a fixed noise parameter for the inference.







σ2ϵ = 0.5v2, fixed
– Version 2 we use more informative priors, even though we assume the true





σ2ϵ = 0.5v2, fixed
• For simulation from quadratic trajectories:
We do not use a very vague prior on the length scale, as we know that the
trajectory cannot be described by a very short length scale, and we can use this
prior information by means of an informative prior distribution.













σ2ϵ = 0.5v2, fixed
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The two following methods are used for the matrix computations:
1. ‘exact’: Exact updating of the matrices is used when a subject is added to
or removed from a cluster, using the methods described in Section 4.3. For
the sampling of the GP hyperparameters, the full matrix is inverted (using
Cholesky-decompositions).
2. ‘sparse’: Sparse GPs on grids (Section 4.4) with 30 pseudo-input points are used
for all computations.
For GP simulation study 1 (Sections 4.5.1 and 4.7.1), and the simulation study from
quadratic trajectories (Sections 4.5.3 and 4.7.3) only the ‘sparse’ method is used. For
the second GP simulation study (Sections 4.5.2 and 4.7.2), with less overlap of observed
time spans across subjects, the PSMs obtained by using the exact and sparse methods
are compared.
For GP simulation study 1 and the simulation study from quadratic trajectories,
summary clusterings are computed from the posterior distribution of cluster allocations
using hierarchical clustering with 1-PSM as the distance matrix (Medvedovic et al.,
2004). This approach was previously used in Chapter 3. For the summary clustering
the true number of clusters is assumed known in this chapter.
Chains are run for 2,000 iterations including a burn-in of 1,000. GP hyperparameters
σ2w and L and noise levels σ2ϵ are sampled at every 5th iteration.
4.7 Results
4.7.1 Gaussian process simulation study 1
This section presents the results of the simulation study described in Section 4.5.1.
Figure 4.8 is a histogram of ARIs between the true clustering and inferred summary
clusterings. The figure shows that a large majority of the inferred summary clusterings
agree fully (ARI of 1) or mostly (ARI somewhat below 1) with the true cluster
allocations.
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Fig. 4.8 Results of GP simulation study 1. Histogram of ARI between inferred summary
clustering and true cluster allocations for 100 simulated data sets.











Fig. 4.9 GP simulation study 2: true cluster allocations for the 250 subjects. The ith
row and jth column of the matrix represents the probability of subject i and j in being
in the same cluster. As the cluster allocations are known without uncertainty, this
probability is either zero or one.
4.7.2 Gaussian process simulation study 2
Because of the much lower level of overlap between the time points for different
subjects, cluster allocations are more uncertain. Therefore, instead of comparing
summary clusterings to the true cluster allocations, this section discusses the posterior
distributions obtained using the different methods described (exact versus sparse
sampling, and vague versus informative priors). As discussed in Chapter 3, posterior
distributions of cluster allocations may be summarised in terms of PSMs (posterior
similarity matrices). Figure 4.9 illustrates the true cluster allocations for comparison













Fig. 4.10 PSMs for 12 simulated data sets for GP simulation study 2, vague prior on
length scale: ‘exact method’. Each subfigure corresponds to one simulated data set.
To compare with the true cluster allocations, see Figure 4.9.
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Fig. 4.11 PSMs for 12 simulated data sets for GP simulation study 2, vague prior
on length scale: ‘sparse method’. Each subfigure corresponds to one simulated data
set. The data sets are the same as in Figure 4.10. To compare with the true cluster













Fig. 4.12 PSMs for 12 simulated data sets for GP simulation study 2, strong prior on
length scale: ‘sparse method’. Each subfigure corresponds to one simulated data set.
The simulated data sets are not identical to those used for Figures 4.10 and 4.11, but
are new randomly generated data sets. To compare with the true cluster allocations,
see Figure 4.9.
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The posterior co-clustering probabilities for the 12 simulated data sets (see Fig-
ures 4.10, 4.11, and 4.12 for the PSMs) illustrate the following:
• There is good agreement between the ‘exact’ and ‘sparse’ methods (see Fig-
ures 4.10 and 4.11).
• There is a lot of uncertainty, and the true cluster allocations (Figure 4.9) cannot
be fully recovered using the DPMM of GPs method for data sets with insufficient
overlap between the observed time spans for the different subjects. Inference of
cluster allocations is improved by a strong prior on the length scale, even if the
mean of this prior is quite different from the true hyperparameter value (compare
a prior mean of 0.5 with the random values for the length scale used to generate
the simualted data, see equation (4.20)).
4.7.3 Simulation from quadratic trajectories
This section presents the results on the simulation study from quadratic trajectories
described in Section 4.5.3.








Fig. 4.13 Results of simulation study from quadratic trajectories (48 data sets), vague
prior on noise levels for the inference. Histogram of ARI between inferred summary
clustering and true cluster allocations.
Vague prior on noise level for inference model Figure 4.13 is a histogram
of ARIs between the true clustering and the summary clustering obtained from the
posterior samples of cluster allocations obtained from the DPMM of GPs. The figure
shows that about half of the inferred summary clusterings agree fully (ARI of 1 or
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very close to 1) with the true cluster allocations. However, there is also a significant
proportion of ARIs between 0.4 to 0.6.
To improve our understanding of the reasons behind the low ARI for some of the
simulated data sets, we plot the true cluster allocations and the inferred summary
clustering for the data set with the lowest ARI. Figure 4.14 shows that for that
particular data set there are two almost overlapping inferred clusters (magenta and
cyan). These two inferred clusters together correspond to one true cluster (magenta


































Fig. 4.14 Simulated data set with lowest ARI between true and inferred clusters from
simulation with quadratic trajectories. True cluster allocations (left) and inferred ones
(right) are indicated by colours. To obtain the summary clustering we used the given
information that there are three clusters. Note that this information was not used for
the DPMM or in the MCMC sampling.
on the left). Two of the true clusters (cyan and blue on the left) are merged into one
inferred cluster (blue cluster on the right). This results from the fact that the vague
prior on the noise level allows the cluster to include the two very different trajectories.
It should be noted that we used the true number of clusters (three) for the computation
of the summary clustering (not for the MCMC sampling or the DP model). Removing
this information might have led to a summary clustering with a different number of
clusters.
Fixed noise levels Figure 4.14 indicates that fixing the noise levels should critically
improve clustering results. However, in pratice we do not know the real noise levels
of course. Therefore, we assume the true noise levels unknown (they are different
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for each data set, and randomly generated by (4.23)), and deliberate fix them at the
misspecified value of 0.5v2, where we refer by v2 to the empirical standard deviation of
the data set across all subjects and measurements. Figure 4.15 shows that this leads








Fig. 4.15 Results of simulation study from quadratic trajectories (48 data sets), fixed
noise level for inference model. Histogram of ARI between inferred summary clustering
and true cluster allocations.
to a dramatic improvement in the recovery of the true cluster allocations.
4.8 Discussion and conclusions
Nonparametric modelling is advantageous for its flexibility. GPs are able to model
many different shapes, while parametric models, especially those with few parameters,
such as quadratic ones, are much more restricted.
This chapter served the following two purposes:
1. To understand better through simulation studies for which types of data a DPMM
of GPs is able to recover true cluster allocations, in particular concerning overlap
or lack of overlap between time points for different subjects.
2. To develop methods to compute and approximate efficiently inverses and determi-
nants for large covariance matrices for clusters. Figures 4.10 and 4.11 illustrate
that the proposed approximation using sparse GPs very closely approximates
the posterior distribution of cluster allocations.
According to the simulation studies performed in this section, the DPMM of GPs
performs well with data simulated from GPs, given that there is significant overlap
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between time points for different subjects. In this case quite vague priors may be used
for the GP hyperparameters, but we used fixed noise levels. The fixed noise levels for
the inference model were different from the true noise levels of the simulated data sets,
which we needed to assume unknown.
When there is less overlap between the time points, identifiability issues resulting from
the flexibility of nonparametric modelling make the inference of cluster structures
less reliable (Figures 4.10 and 4.11). A strong prior on the length scale, which is
misspecified as the true length scale is unknown, improves inference significantly, but
does not lead to fully reliable recovery of true cluster structures.
DPMMs of GPs were shown to perform well with fixed (though misspecified) noise
levels in a simulation study which generated data from quadratic trajectories. However,
vague priors on noise levels may lead to difficulty inferring true cluster structures.
Previous DPMMs of GPs for sparsely sampled data (Johnson, 2018; Ross and Dy,
2013) used either fixed or sampled GP hyperparameters and noise levels. This chapter
explored different levels of flexibility by using different priors on the hyperparameters
and sampled as well as fixed noise levels. The results of the simulation studies performed
here show that vague priors on the noise level tend to be problematic. A very simple
solution is to set the noise levels to a fixed value. Alternatively, interesting future work
could explore the performance of the model presented in Chapter 3 in the context of
sparsely sampled data without pseudotime inference. The specific parameterisation of
the hierarchical GP structure used in Chapter 3 (see Section 3.2.2) leads to a lower
bound on the scale parameter σ2w = 3a2 + ϵ. This lower bound depends on the scale
parameter and noise level of the deviations of the trajectories of individual genes
from the mean trajectory of the clusters. This effectively places a lower bound on
the signal-to-noise ratio. As seen in Chapter 3 this structure leads to considerable
robustness to drop-out noise. This indicates that there might also be a potential for this
method for the modelling of sparsely sampled data. However, the block-matrix methods
developed in Chapter 3 for the efficient computation of inverses and determinants of
the covariance matrices for clusters (Section 3.3.1) are not applicable to data sets with
subject-specific time points. Therefore, new efficient approximation methods would
need to be developed.
While the GP set-up discussed in this section provides a basic framework for the
clustering of trajectories of subjects in terms of their shape, there is often additional
136
Nonparametric Gaussian process based clustering of sparsely sampled longitudinal
data: a critical perspective
information that needs to be considered. For instance, a covariate X might be included
to account for specific treatments, sex, weight and other factors. The dependence of
the trajectories of measurements such as clinical data or cognitive markers on X could
be modelled as a linear function, or alternatively, nonparametrically as a GP.
A further extension might be to apply the concept of pseudotime to clinical and health
record data. While there is no ordering required here, the distinction between rank time
and pseudotime explored in Chapter 2 could be of relevance. Chapter 2 defined rank
time in terms of equal rank time difference between neighouring cells. That is, in rank
time, all cells have the same distance from their respective neighbours. Pseudotime, by
contrast, accounts for the fact that biological development may accelerate and slow
down. Pseudotime is related to equal distances in terms of biological development.
The same idea could be useful here. Instead of actual time it might be better to use a
measure of disease progression like a pseudotime.
One often does not only want to cluster patients, but also to understand how the
clusters are related to disease risk. There has been work on the joint modelling of
disease risk and clinical measurements, see Rouanet et al. (2016) for the case of risk of
dementia and longitudinal cognitive markers. Rouanet et al. propose a Markovian and
a semi-Markovian model with cluster-specific transition probabilities between the states
of being healthy, dementia and death. In such a framework the evolution of cognitive
markers could be modelled by a GP instead of by a quadratic shape. Patients in a
cluster would share both a latent GP mean trajectory and the transition probabilities




Integrative clustering methods enable the clustering of data with different views, where
views could be gene expression, methylation, clinical measurements, or data of other
types. Cancer is a heterogeneous disease, often with large genetic and phenotypic
differences for subtypes within one cancer type. For different subtypes different genes
may be most essential for the survival of the cancer cells, and targeted treatment
needs to take this into account. In addition, different cancer subtypes often have
different survival prospects. The identification of subtypes by clustering helps stratify
patients for targeted treatment. While a number of integrative clustering methods
have been developed and applied to cancer subtyping for individual cancer types, there
is a need for methods for pan-cancer clustering. While cancers in individual tissues
may have very distinct subtypes (see, for example Cancer Genome Atlas Network et al.
(2012)), cancers in different tissues may share genomic changes (Chen et al., 2016;
Ciriello et al., 2013). Pan-cancer cluster analysis was performed on a set of 12 different
cancer types by TCGA (Hoadley et al., 2014). The division of pan-cancer samples
into clusters largely reflected the tissue of origin of the cluster. Chen et al. (2016)
clustered pan-urological cancers, that is cancers of the bladder, kidney, prostate, and
testes.
Previously, studies finding cluster structures of several cancer types simultaneously
just applied clustering methods for one single type of cancer to the joint data set
from several cancers (Ciriello et al., 2013; Hoadley et al., 2014), without modelling a
hierarchical structure that could model the existing division into cancer types, while
identifying, at the same time, overlapping clusters for different cancer types. Recently,
Hoadley et al. (2018) used the iCluster algorithm (Shen et al., 2009), a method for
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the integrative clustering of one cancer type, to find a new classification of pan-cancer
data into types. They found that tissue type influences, but does not fully determine
pan-cancer cluster-structures.
This shows that there is a need to take tissue-specificity into account, while still
modelling cluster structures shared by multiple cancer types. Here we propose panomics,
an extension of the integrative clustering method clusternomics (Gabasova et al., 2017).
Panomics models not only different views, but also different groups of data, for example
patients with different types of cancer. This makes panomics applicable to the clustering
of several cancer types, modelling the data integratively, without ignoring the structure
of cancers being grouped into types.
Moreover, as neither the clusternomics nor the panomics method in themselves include
any feature selection, we also found a need for the development of dimensionality
reduction methods suitable to be applied prior to a clustering algorithm. General
reduction methods such as finding the principal components corresponding to the largest
eigenvalues of the data covariance matrix have previously been shown not to select the
features or subspaces most relevant to the clustering structure in general.
This chapter consists of five sections: Section 5.1 is an overview of integrative clustering
methods. The core of Section 5.1 is the development of two classification methods
for integrative clustering. The first method is in terms of the stage of the algorithm
at which the data integration takes place, the second is in terms of dependence or
independence assumptions concerning the relation of the clustering structures of the
different views. Section 5.2 describes and reviews the clusternomics model. Section 5.3
presents the panomics method and the proposed prior feature subspace selection.
Finally, results are presented in Section 5.4 and discussed in Section 5.5.
5.1 Integrative clustering methods
Integrative clustering aims to find a joint clustering structure for data from multiple
sources by using all the available information. For example, for the identification of
cancer subtypes there might be several views available for the same patient, for instance
data on gene expression, methylation, miRNA-expression, protein expression, copy
number variation, and mutation data. The different views are neither independent, nor
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may we assume an identical underlying cluster structure for all the views. In particular,
the views may be dependent for some patients and independent for others.
This section proposes two classifications of integrative clustering algorithms. The first
categorisation, which is similar to the one proposed in Noble (2004), centres on the
stage of the algorithm at which the data integration takes place, the second one on
the assumptions about the existence or non-existence of a shared underlying cluster
structure common to all the views.
5.1.1 First categorisation: stage of integration
1. Type 1 - Concatenation of views or integration of views prior to learning the
clustering structure: The views are either concatenated into a single vector and
then clustering is performed on the concatenated vectors as if there was just a
single view, or the views are integrated in a different way before the learning of
the cluster structure.
2. Type 2 - Ensemble and consensus clustering methods: each view is clustered
separately, and subsequently the clusterings of the different views are integrated
to obtain an overall cluster structure.
3. Type 3 - Integration at the learning level: the methods find a distance function,
latent features or kernel shared by all the views in the learning process, or they
infer as part of the learning process dependencies between cluster allocation
probabilities for the different views.
5.1.1.1 Type 1 - concatenation or integration of views prior to learn-
ing
This type of integrated clustering method includes any form of clustering where we
stack the different views to obtain higher dimensional vectors. An example of this
is a joint DPMM, a DPMM on the tensor product of the base measures H(c) for the
different views c= 1, . . . ,C.
Assume there are n samples with C different views each. α is a concentration parameter,









θn = (θ(1)n , . . . , θ(C)n ) |G∼G (5.2)
xn | θn ∼
C∏
c=1
F (c)(θ(c)n ) (5.3)
There are other clustering methods of type 1 which do not simply concatenate the
views, but combine them in a different way. An example of this approach is similarity
network fusion (SNF,Wang et al. (2014)). SNF first constructs a similarity network for
each view from a similarity matrix. The individual networks are subsequently fused to
one single network before the clustering step. The joint clusters are obtained from the
fused similarity network by means of spectral clustering.
5.1.1.2 Type 2 - ensemble and consensus clustering methods
Ensemble and consensus clustering methods first cluster each view independently.
Subsequently they try to find a single cluster structure integrating the views by a
consensus function of the single-view cluster labels. Such methods have been used less
for multi-omics or genuine multi-view data, but instead for finding a robust clustering
for data with only a single view after repeated runs of standard clustering algorithms
on subsampled or projected data sets (Minaei-Bidgoli et al., 2004; Monti et al., 2003),
or for combining different conventional algorithms on a single-view data set (Kiselev
et al., 2017; Strehl and Ghosh, 2003).
Monti et al. (2003) developed consensus clustering to find a consensus solution after
multiple runs of the same clustering algorithm either on resampled data sets, or with
random restarts. The partitions found in the different runs are then summarised in
a consensus matrix M , whose entry in the ith row and jth column is the frequency
with which samples i and j are in the same cluster. The entries in the matrix 1−M
are used as a distance function for hierarchical clustering. Here, unlike in Chapter 3,
where cells were subsampled, used in individual MCMC chains and then recombined
to approximate the posterior distributions of trajectories of genes, the term resampling
refers to the resampling of the same objects that are being clustered.
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A different type of consensus clustering was developed by Topchy et al. (2004). The
vectors of cluster labels obtained from different runs of clustering methods are used as
an input for a finite mixture model with categorical variables. A summary clustering
is then obtained by maximum likelihood methods.
Cluster of cluster assignments, COCA (The Cancer Genome Atlas Research Network,
2012) is a variant of consensus clustering intended for multi-view data, combining
multi-view analysis with resampling. Each view is first clustered separately, then
indicator vectors for cluster membership are stacked for the different views. Consensus
clustering is then performed on the stacked indicator vectors with an 80% resampling
rate.
Finally, type 2 also includes a number of kernel-based methods. Multiple kernel k-means
clustering and localised multiple kernel k-means clustering (Gönen and Margolin, 2014)
were discussed in Chapter 3 of this thesis (see Section 3.3.3). Another kernel-based
method of this type is CIMLR (Ramazzotti et al., 2018), based on SIMLR (Wang et al.,
2017). SIMLR is a method for data with one view. It constructs a sparse similarity
measure between samples by minimising an objective function depending on a weighted
sum of kernels constructed from the data and an auxiliary matrix enforcing a low-rank
constraint on the similarity matrix. The minimisation is over the similarity matrix,
the weights for the kernels and the auxiliary matrix. CIMLR extends SIMLR to the
multi-view case by extending the weighted sum of kernels used in the optimisation
procedure to a weighted sum of kernels representing different views.
5.1.1.3 Type 3 - integration at the learning level
An example of a method of type 3 is iCluster (Shen et al., 2009) and its extensions
and variants iClusterPlus (Mo et al., 2013) and iClusterBayes (Mo et al., 2018). The
main idea behind iCluster and its variants is that there is a shared underlying cluster
structure common to all views and that this cluster structure can be inferred by
clustering a set of latent variables common to all views.
Let Xc be the data belonging to view c, with c= 1, . . . ,C. iCluster models the data in
terms of a joint Gaussian latent variable model:
Xc = WcZ+ϵc
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where Wc is a coefficient matrix specific to view c and ϵc a noise term specific to the
view, whereas Z is shared by all views. The model assumes the following distributions
for the components:
Z ∼ N (0,I)
ϵ ∼ N (0,Ψ)
where ϵ = (ϵ1, . . . ,ϵC).
The latent factors Z are estimated using expectation maximisation with a lasso penalty
(Tibshirani, 1996) on Wc to induce sparsity, and the clustering is obtained using
k-means clustering on this estimate of Z. iClusterPlus extends the method to binary,
count and categorical data, and iClusterBayes infers the latent variables in a Bayesian
setting with sparse priors on Wc. Samples from the posterior are obtained using
MCMC, but the clustering step uses the k-means method on the posterior means of
the latent variables.
This type also includes a number of Bayesian methods: multiple data set integration
(MDI, Kirk et al. (2012)), Bayesian consensus clustering (BCC, Lock and Dunson
(2013)), Bayesian data integration (Savage et al., 2010), and patient-specific data fusion
(Yuan et al., 2011). MDI uses a Dirichlet-multinomial mixture to model the cluster
structure of each view. Probabilities of allocation to each cluster are linked pairwise for
the different views by a parameter determining the strength of association for each pair
of views in a linear way. This may be seen as pairwise correlated cluster allocations,
where the level of correlation is learned from the data. MDI does not explicitly model
a level of shared overall clusters jointly for all views.
Unlike MDI, BCC does not link cluster allocations for the different views pairwise, but
links each of them to a shared joint global set of clusters. Let c= 1, . . . ,C be the index
referring to view, k(c)n the cluster index of sample n in view c, and zn the global cluster
index of the same sample. K is the number of clusters. Then
P(k(c)n = k | zn) =





Banerjee et al. (2013) model dependence of view-specific cluster structures on global
ones by means of a joint probability measure for the views, proposing an infinite
5.1 Integrative clustering methods 143
tensor factorisation prior for this measure, which is a tensor product of stick-breaking
processes. The number of variables for this model is very high, which is likely to make
the sampling process slower and more complicated than for other models. To my
knowledge, there is no publicly available software implementation for this method and
the authors applied it only to relatively small data sets.
Bayesian data integration (Savage et al., 2010) integrates two data sets only. The
samples are divided into three groups: those clustered in terms of both views (‘fused’),
and those clustered using only either view of the data. Each of the three groups are
modelled as a DPMM. For the fused samples the product of the likelihood functions of
the two views is used. A latent indicator variable indicates membership of one of the
three groups. The three groups follow the following DPs:
G∼DP (γ,H)
F1 ∼DP (α,G(1)), group 1: uses view 1
F2 ∼DP (α,G(2)), group 2: view 2
F3 ∼DP (α,G), group 3: both views
where G= (G(1),G(2)), that is G(1),G(2) are the components of G.
Yuan et al. (2011) extended Savage et al.’s model to perform feature selection.
An additional integrative clustering model of type 3, the clusternomics model (Gabasova
et al., 2017) is discussed in more detail in Section 5.2.
5.1.2 Second classification: assumptions on dependence of
cluster structures
1. Type A assumes a shared underlying clustering structure common to all the views.
The views are noisy observations of the shared structure. The following of the
methods discussed above belong to this type: iCluster, iCluster+, iClusterBayes,
joint DPMM, multiple kernel k-means clustering, localised multiple kernel k-
means clustering, CIMLR and SNF.
2. Type B assumes that the cluster structures of the different views can differ from
each other, but that they are not independent. This type aims to model the
dependence structure between the views. An example of this type of integrative
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clustering models is MDI, where the dependence is modelled pairwise as described
in Section 5.1.1.3. Modelling truly joint instead of pairwise dependence is
challenging and in the BCC model it is facilitated by the introduction of an
additional layer of joint clusters shared by all views. In the clusternomics model
dependence between different views is also modelled through a two-level cluster
structure. Type B further includes the infinite tensor factorisation specification
proposed by Banerjee et al. (2013). Other models of this type are the models by
Savage et al. (2010) and Yuan et al. (2011), also described in Section 5.1.1.3.
5.2 Context-dependent clustering: a review of the
clusternomics model
5.2.1 Motivation
Context-dependent clustering (clusternomics, Gabasova et al. (2017)) is an integrative
clustering method that emphasises the potentially heterogeneous nature of the different
views, which are referred to as contexts. The authors specifically underline the difference
of the model to those integrative clustering models that assume a shared underlying
clustering structure for all views, which are referred to as type A in this chapter (see
Section 5.1.2).
In fact, the main motivation behind the development of clusternomics was to develop
a method able to capture heterogeneity in the sense that clustering structures may be
different for different contexts. This ability of the clusternomics method was demon-
strated in a simulation study with a mixture of four 2-dimensional Normal distributions
with unit matrices as covariance matrices, centred at (−2,−2),(−2,2),(2,−2),(2,2).
The two dimensions were considered as different contexts. Two different scenarios were
simulated:
1. The homogeneous case: There are two clusters per context, and two clusters
overall.
2. The heterogeneous case: There are two clusters per context, but four clusters
overall.
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(a) Identical cluster structures for both con-
texts














(b) Unrelated cluster structures for the two
contexts
Fig. 5.1 Related and unrelated cluster structures for two contexts.
Figure 5.1 illustrates the difference between a situation where the cluster structures
for the two contexts are identical (Figure 5.1a) and one where the cluster structures
are entirely unrelated (Figure 5.1b). It should be noted that for both of these cases
integrative clustering is actually not needed, and we can simply cluster each context
on its own.
The details of the simulation study performed by Gabasova et al. are as follows: 100
data sets were generated with 200 samples each. For each of the 100 data sets the
following operations were performed:
1. Sample p∼ U([0, 12 ]).
2. Draw the first 100 samples for the data sets as follows: let f1 ∼N(−2,1) and f2 ∼
N(2,1). Draw 100 sample values for context 1 from the probability distribution
with density (1−p)f1 +pf2 (note that this is a mixture of two distributions f1
and f2 with mixing proportion p), and draw the context values for context 2
from the same distribution.
3. Draw the next 100 samples the probability distribution with density pf1 +(1−p)f2
for both contexts.
The case p= 0 corresponds to the homogeneous case illustrated in Figure 5.1a, while
p= 0.5 is the heterogeneous case, see Figure 5.1b.
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(a) p = 0.1














(b) p = 0.3
Fig. 5.2 Illustration of simulation study in Gabasova et al. (2017).
Figure 5.2 illustrates two simulated data sets for different values of p. The larger p,
the more the four clusters are of approximately equal size. For smaller values of p
those clusters for which the two contexts do not agree in terms of clustering structure
are smaller. The simulation study compared the following methods: clusternomics
(Gabasova et al., 2017), BCC (Lock and Dunson, 2013), MDI (Kirk et al., 2012),
iCluster (Shen et al., 2009), and SNF (Wang et al., 2014). Note that the study did
not include any non-integrative clustering methods, or any simple two-dimensional
clustering methods such as mixtures of Normals in two dimensions, which one would
expect to perform well in this simulation study.
For all the methods tested, Gabasova et al. computed the ARI of the inferred clustering
with the true clustering (the true cluster numbers were assumed known). For p close
to zero (see Figure 5.1a), clusternomics, BCC and MDI performed very well with
ARIs close to one. From about p= 0.3, BCC performed relatively poorly with ARIs
below 0.5. For about p = 0.25 onwards the ARI was zero for MDI, as the method
places all samples in one single cluster, instead of identifying the four overall clusters.
An interesting aspect of the study is that iCluster, a method also assuming a joint
underlying clustering structure for all views, performed relatively poorer for very small
values of p, with ARIs around 0.5, while from about p= 0.1 ARIs were mostly above
0.8 and the performance was about equivalent to that of clusternomics. SNF started
with an ARI of around 0.6 for small values of p, and from about p= 0.25, the ARI was
mostly between 0 and 0.2.
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This simulation study showed that BCC, MDI and SNF do not always perform well,
if we apply them to data sets with a lower degree of dependence between the cluster
structure of the views. The clusternomics model was shown to perform well in this case,
but the existing publication did not address the ways in which the clustering structure
of the model actually differs from models such as independent mixture models for each
context, or joint two-dimensional mixture models. This difference is explored in a
simulation study in Section 5.2.3, and subsequent sections introduce and apply the
panomics model, an extension and modification of the clusternomics model, which is
presented through simulation studies and results on TCGA data further illustrating
the structure.
5.2.2 Model
Gabasova et al. presented two model specifications, a fully combinatorial and a
decoupled combinatorial one. In this chapter the discussion is restricted to the decoupled
combinatorial version of the model, as only this version was used for the simulation
studies and applications in the paper, and provided as publicly available software.
Moreover, the other model specification is not computationally feasible for larger
applications. For a description of the alternative model specification, see Gabasova
et al. (2017). Clusternomics uses two layers of clusters, a global one, which is joint for
all contexts, and a context-specific local one.
We assume the following: S is the number of global clusters, K(c) the number of local
clusters in context c, sn is the variable allocating sample n to a global cluster, k(c)(s)
allocates global cluster s to a local cluster in context c. H(c) and F (c) are the base
distribution and likelihood function for context c. K(c),S,α(c) and γ are fixed. The
global clusters are sampled from a grid or, if the number of contexts exceeds two,
tensor product, of local clusters as follows:
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sn | ρ ∼ ρ, n= 1, . . . ,N global clusters (5.5)









k(c)(s) | π(c) ∼ π(c), s= 1, . . . ,S local clusters (5.7)
θ(c)(k(c)) |H(c) ∼H(c), k(c) = 1, . . . ,K(c) (5.8)
xn = (x(1)n , . . . ,x(C)n ) ∼
C∏
c=1
F (c)(· | θ(c)(k(c)(sn))) (5.9)
Equations (5.4) and (5.5) assign samples to global clusters using a finite Dirichlet-
multinomial prior. Similarly, equations (5.6) and (5.7) assign global clusters to local
clusters for each context. Therefore, if Gs is the set of samples allocated to global
cluster s, then Gs is an intersection of sets L(1)j1 , . . . ,L
(C)
jC
, where L(c)jc refers to the set
of samples in local cluster jc in context c. Figure 5.3 illustrates the structure of the
clusternomics model (equations (5.4) to (5.9)).
The fact that the global clusters are drawn from the set of tensor products of local
clusters limits the flexibility of the model. The number of local clusters is generally
fixed, usually to 3. The deviance information criterion (DIC, Spiegelhalter et al. (2002))
is used to determine the number of global clusters.
To sample global cluster allocations s = (s1, . . . , sN ) and local cluster allocations
k(c) = (k(c)(1), . . . ,k(c)(S)), we integrate out ρ = (ρ1, . . . ,ρN ) and π(c) = (π(c)1 , . . . ,π
(c)
S ).





and p(ρ | γ) =∏Ss=1 ρ γS −1s Γ(γ)(Γ( γS ))S , and therefore
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Fig. 5.3 Clusternomics model: illustration. For each sample n= 1, . . . ,N , the allocation
sn of the sample to a global cluster follows a categorical distribution sn ∼ ρ, where
ρ follows a Dirichlet distribution with concentration parameter γ. For each global
cluster s, its allocation k(c)(s) to a local cluster follows a categorical distribution
k(c)(s) ∼ π(c), where π(c) follows a Dirichlet distribution with concentration parameter
α(c). The cluster-specific parameter θ(c)k for local clusters k = 1, . . . ,K(c) in context c
has a context-specific prior distribution H(c).














= Γ(γ)(Γ( γS ))S
∏S
s=1 Γ( γS +Ms)
Γ(γ+N) (5.10)
where Ms is the number of samples in global cluster s.
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Let s−n be the vector of all global cluster allocations excluding sn. It follows from
equation (5.10) that







as Γ(z+1) = zΓ(z). Ms,−n is the number of data points assigned to cluster s, excluding
xn.
Similarly, for c= 1, . . . ,C and s= 1, . . . ,S:






where Mk,−s is the number of global clusters contained in local cluster k, excluding
global cluster s.
Assuming conjugacy between prior distribution and likelihood, this leads to the following
Gibbs sampler for the updating of global and local cluster membership given data
X:









n ) | θ(c))dθ(c)∫
H(c)(θ(c))F (c)(xk(c)(s) | θ(c))dθ(c)
(5.13)
where xk(c)(s) refers to the data sharing the local cluster with the data in global cluster
s, excluding xn, s−n refers to all global cluster allocations excepting that of x(c)n , and
k refers to all local cluster allocations.
For the local cluster allocations, we have the following updating equation:










s ) | θ(c))dθ(c)∫
H(c)(θ(c))F (c)((xk) | θ(c))dθ(c)
(5.14)
where k(c)−s refers to the local cluster allocations for context c, excluding that of
global cluster s, xk refers to the data in local cluster k, and x
(c)
s to the component
corresponding to context c of the data in global cluster s.
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5.2.3 Simulation study
The following simulations help understand better the asymptotic properties of the
clusternomics model for the limit of infinite cluster numbers: for different values
of the concentration parameters α at the local level (the same parameter α is used
for all contexts) and γ at the global level, the number of both global and context
clusters is set to 2001, and 10000 data points are simulated. For each context, the
2001 clusters simulated have Normal distributions with standard deviation 1 and mean
−4000,−3996,−3992, . . . ,−4,0,4, . . . ,3996,4000. Global and local cluster allocations
are simulated using equations (5.11) and (5.12). Semi-transparent dots for the data
points allow the distinction between larger and smaller clusters.
(a) γ = 1 (b) γ = 10 (c) γ = 100
Fig. 5.4 Simulation from an independent Dirichlet-multinomial model for large numbers
of clusters. γ is the concentration parameter for the contexts. Overlapping semi-
transparent dots illustrate the number of samples in a cluster, that is the darker a
sport the more samples it represents.
Figure 5.4 illustrates the cluster structure of a simple Cartesian product of independent
Dirichlet-multinomial mixture models for each context. The number of clusters for each
context is concentrated for γ = 1 (Figure 5.4a), but there is no additional concentration
on the level of the joint contexts. The clusternomics model has an additional layer
concentrating the clusters overall, for both two contexts together, which is illustrated
by the difference between Figure 5.5b and Figure 5.4a. The clusternomics prior
assumes additional concentration on the cluster structure which is not captured by the
concentration of each context on its own. Figure 5.6 illustrates the clustering structure
of a joint two-dimensional Dirichlet mixture model, a model of type A. Clusters are
formed on the two-dimensional grid in the first place, without any additional separate
concentration along the individual context dimensions.
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(a) α = 10,γ = 10 (b) α = 1,γ = 1 (c) α = 1,γ = 100
(d) α = 1,γ = 10000 (e) α = 100,γ = 1 (f) α = 10000,γ = 1
Fig. 5.5 Simulation for clusternomics for large numbers of clusters. Different values for
concentration parameters at the context level (α) and global level (γ) determine the
resulting cluster structure. Overlapping semi-transparent dots illustrate the number of
samples in a cluster.
(a) γ = 1 (b) γ = 10 (c) γ = 100
Fig. 5.6 Simulation from joint two-dimensional Dirichlet-multinomial model for large
numbers of clusters. γ is the concentration parameter for the grid.
5.2.4 Discussion
The clusternomics model and R implementation (Gabasova, 2017) do not perform
any feature selection, but use very high-dimensional data as input. It should be
noted that the data sets associated with the different contexts may be of massively
different dimension. For instance, while gene expression and methylation data sets
typically have tens of thousands of features, miRNA (micro-RNA) data are typically
limited to hundreds of dimensions. This leads to a product likelihood ∏cF (c) largely
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dominated by the higher-dimensional contexts, and consequently, by equation (5.13),
global cluster allocations will be dominated by the higher-dimensional context. To
address this problem, Section 5.3.2 presents a new method for the selection of feature
subspaces prior to clustering. All the applications of the method presented in the
original paper by Gabasova et al. (2017) use extremely low concentration parameters
α(c) = 0.1 and γ = 0.001. This is assuming clusters of very unequal sizes as part of the
model assumptions, an assumption we will not be making for the proposed panomics
model. While any parametric forms could be used for the base distributions and




Panomics is an extension of the clusternomics model to several groups, for instance
several cancer types, in a hierarchical fashion. This allows the sharing of information
across groups.
Model specification:
Assume there are M disjoint groups of samples and C contexts. We denote by Tm,
m = 1, . . . ,M , the number of group clusters of group m, by S the number of global
clusters, and by K(c) the number of context clusters for context c, c= 1, . . . ,C. η(m),
m= 1, . . . ,M , γ and α(c), c= 1, . . . ,C are concentration parameters at the group, global
and context levels, respectively. mn is the group of sample xn, t(mn)n indicates the
group cluster for sample n, s(m)(t(m)) allocates group cluster t(m) to a global cluster.
k(c)(s) allocates global cluster s to a context cluster for context c. H(c) is the prior
distribution of parameter θ(c) for context c, and F (c)(x(c)n | θ(c)) the likelihood for the
component x(c)n of sample xn in context c.
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, for m= 1, . . . ,M (5.15)

















, for c= 1, . . . ,C (5.17)
t(mn)n | ρ(mn) ∼ ρ(mn), for n= 1, . . . ,N
s(m)(t(m)) | ρ ∼ ρ, for t(m) = 1, . . . ,Tm
k(c)(s) | π(c) ∼ π(c), for s= 1, . . . ,S, c= 1, . . . ,C
θ(c)(k(c)) |H(c) ∼H(c) , for k(c) = 1, . . . ,K(c), c= 1, . . . ,C
xn = (x(1)n , . . . ,x(C)n ) ∼
C∏
c=1
F (c)(· | θ(c)(k(c)(s(mn)(t(mn)n ))))
Figure 5.7 illustrates the structure of the panomics model as specified by the equations
above.
Integrating out ρ(m), ρ and π(c):
As with the clusternomics model (see equations (5.10) to (5.12)), the variables following
Dirichlet distributions (equations (5.15) to (5.17)) can be integrated out thanks to
Dirichlet-categorical conjugacy as in Section 5.2, resulting in the following updating
equations for cluster membership:








where t(mn)−n refers to all group cluster allocations except that of sample xn. M
(mn)
t,−n
refers to the number of samples in group cluster t, excluding xn.






Fig. 5.7 Panomics model: graphical illustration.
The allocation variable t(mn)n of sample n, for n = 1, . . . ,N in group mn follows a
categorical distribution t(mn)n ∼ ρ(m), where ρ(m) follows a Dirichlet distribution with
concentration parameter η(m). The allocation variable s(m)(tm) of group cluster tm in
group m follows a categorical distribution s(m)(tm) ∼ ρ, where ρ follows a Dirichlet
distribution with concentration parameter γ. The allocation variable k(c)(s) of global
cluster s to a context cluster for context c follows a categorical distribution k(c)(s) ∼ π(c),
where π(c) follows a Dirichlet distribution with concentration parameter α(c). Cluster-
specific parameters for context c have prior distribution H(c).
where s−t refers to all allocations of group clusters to global clusters excluding that of
group cluster t, and Ms,−t refers to the number of group clusters in global cluster s,
excluding group cluster t.






where k(c)−s refers to all context cluster allocations in context c excluding that of global
cluster s, and Mk,−s refers to the number of global clusters in context cluster k,
excluding global cluster s.
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Posterior distributions: We assume conjugacy between the base distributions H(c)
and the likelihood functions F (c). In this case it is possible to integrate out the
parameter θ. Furthermore, we integrate out ρ(m), ρ and π(c).












n ) | θ(c))dθ(c)∫
H(c)(θ(c))F (c)(xk(c)(s(mn)(t)) | θ(c))dθ(c)
(5.21)
where t(mn)−n refers to all group cluster allocations except that of sample xn, s refers to
all global cluster allocations, and k to all context cluster allocations. M (mn)t,−n refers to
the number of samples in group cluster t, excluding xn. The expression xk(c)(s(mn)(t))
refers to all samples that share the context cluster in context c with the samples that
are in group cluster t, excluding sample xn.
Next we have









t ) | θ(c))dθ(c)∫
H(c)(θ(c))F (c)(xk(c)(s) | θ(c))dθ(c)
(5.22)
where s−t refers to all allocations of group clusters to global clusters excluding that of
group cluster t, and Ms,−t refers to the number of group clusters in global cluster s,
excluding group cluster t. The expression xk(c)(s) refers to the set of samples sharing
the context cluster in context c with the samples from global cluster s, excluding x(c)t ,
where x(c)t refers to the component associated with context c of the data in group
cluster t.










s ) | θ(c))dθ(c)∫
H(c)(θ(c))F (c)(xk | θ(c))dθ(c)
(5.23)
where k(c)−s refers to all context cluster allocations in context c excluding that of global
cluster s. The expression xk refers to all data in context cluster k, excluding x
(c)
s ,
where x(c)s refers to component c of the data in global cluster s.
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The currently implemented version of panomics uses multivariate Normal base distri-
butions with diagonal covariance matrices and a Normal-Gamma prior. The panomics
model allows cluster structures of different contexts to influence each other through
global and group cluster structures in two ways: first, the concentration parameters
can be chosen to be small. Then the number of occupied global and group clusters
will be limited. However, strong concentration resulting from a small value of the
concentration parameters in a hierarchical model of this form leads to a strong rich-
gets-richer effect. Second, without using strong concentration, that is with a larger
concentration parameters, we may limit the maximum possible numbers S of global
and Tm of group clusters. We choose the second way for the applications, to build a
structure of context clusters influencing each other without making the assumption of
a very unequal distribution of cluster sizes. This is different from the clusternomics
model, where very strong concentration was used (Gabasova et al., 2017). For the
simulated data sets the concentration parameters used to generate the simulated data
are also used for the inference.
For posterior analysis, such as the computation of PSMs and of summary clusterings
on the global level, global clusters which have the same coordinates in terms of context
clusters are considered as a joint global cluster in the post-processing. Therefore, for
each context c, context-specific PSMs are computed as follows:
• For each data point n and at each iteration of the sampler, ln = (l(1)n , . . . , l(C)n ),
where l(c)n = k(c)(s(mn)(t(mn)n )), where mn is the group of which data point n is a
member.
• For any pairs of data points n1 and n2 compute the frequency among the draws
of the posterior distribution (after burn-in) with which ln1 = ln2 .
• The entry in row n1 and column n2 of the PSM for global clusters is the frequency
computed above.
5.3.2 Feature subspace selection prior to clustering
While the panomics model is suitable for any type of multi-view data, genomic ap-
plications will usually be high-dimensional, that is the data have many features. For
high-dimensional data sets not all features usually contain information relevant to
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the clustering structure, and including other features may decrease the quality of the
clustering (Fop and Murphy, 2018).
As the panomics model does not include feature selection as part of the model, and
as the data are high-dimensional with different contexts being of extremely different
dimensions, a prior dimensionality reduction step before applying the actual clustering
algorithm is necessary. However, dimensionality reduction methods prior to clustering
fail to take into account the fact that the optimal variable, subspace or manifold
selection depends on the cluster structure itself (Bouveyron and Brunet-Saumard,
2014). In particular, it has been shown that when PCA is performed before clustering,
it is not generally the components with the largest variance that are most explanatory of
the clustering structure (Chang, 1983; Yeung and Ruzzo, 2001), but other components
may be more informative. We have developed a method for finding components
informative of the clustering structure instead of using the ones corresponding to the
largest eigenvalues of the covariance matrix of the data. Here we propose using a
method originally developed for the selection of individual features. Applying the
method to principal components instead of features identifies relevant subspaces of
features rather than features in isolation.
Selection of relevant principal components: McLachlan et al. (2002) developed
an approach for the selection of features relevant to the clustering structure. It assesses
the relevance of one feature at a time. The method was not developed for multi-view
clustering, and for simplicity we are considering one view only at the moment. As the
method considers only one feature at a time it can be extended in a simple way to the
multi-view case, by considering one feature of one view at a time. Let X refer to the
entire single-view data set and xg to the gth feature. McLachlan et al.’s approach tests
the relevance of the feature xg to the clustering as follows:
1. Fit a mixture of t-distributions with two clusters to xg using a maximum likelihood
method.
2. Fit a t-distribution (a single cluster) to xg again using maximum likelihood.
3. Compute the maximum likelihood ratio statistic λ.
4. If −2λ > b1 for a threshold b1, and the number of elements in each of the
two clusters is greater or equal than a second threshold b2, then the feature is
considered relevant. By default b1 = 8 and b2 = 8.
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5. If one of the two clusters has less than b2 elements, then the method also includes
the option to test two against three clusters in a similar way to the procedure
above.
Here, we do not use McLachlan et al.’s approach to select features directly, but to
select principal components.
If we want to identify cluster structure related to an outcome such as survival, then
it is useful to combine the subspace selection procedure described above with a prior
selection of features related to this outcome. In the case of survival, a simple strategy
is to use a univariate Cox proportional hazards model (Cox, 1972) as in Xu et al.
(2017).
Selection of features related to survival using univariate Cox regression:
Let the random variable T be the waiting time until the occurrence of an event, for
instance death. The hazard function is defined as follows:
h(t, . . .) = lim
∆→0+
P(t≤ T < t+∆t | T ≥ t)
∆t
The proportional hazards model assumes the following for the hazard function:
h(t,Z,β) = h0(t)r(β,Z) (5.24)
where Z is a variable or vector related to the characteristics of the patient, in our case
it is the feature whose relevance we are testing. For instance, if we are testing the
relevance of the gene expression of a particular gene to survival, then Z is the gene
expression level of that gene. We use r(Z,β) = exp(βTZ), which is a common choice
to obtain a positive hazard function independently of the sign(s) of the coefficient(s) β
(Commenges and Jacqmin-Gadda, 2015).
We are now considering a one-dimensional model, that is β is a number and Z a vector
of length n, where n is the number of patients. To understand whether Z is associated
with survival, we test the null hypothesis H0 : β = 0 against the alternative hypothesis
H1 : β ̸= 0 using a score test. We set U(β) = dL(β|X)dβ , where L is the likelihood function
of the model, and let I(β) = −Eβ(d
2L(β|X)
dβ2 ) be the Fisher information. Then for the
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score statistics (in our case β0 = 0) we have ts = U(β0)I(β0) ∼ χ
2
1. This allows us to obtain a
p-value to assess the significance of a feature for survival.
Four-step feature subspace selection before clustering:
In this chapter the following four-step approach is used for the feature selection prior
to the clustering. It is applied to each of the contexts individually.
1. If the dimension of the data is very large, select the features with relatively high
variance, for instance select the 1000 genes with the highest variance in their gene
expression levels. To make sure that those genes/micro-RNAs with lower variance
which still have a relatively high signal-to-noise ratio are also included, we could
additionally add those genes/micro-RNAs with a higher variation compared to
other genes/micro-RNAs with the similar mean expression/methylation levels.
2. Select features relevant to the considered outcome (for the applications presented
in this chapter the outcome is survival), for instance using the univariate Cox
regression method described above.
3. Centre and scale the data to unit standard deviation in each row and then perform
PCA and select the largest components explaining 98% of the variance of the
rotated data as follows: let Xf be the n×f data matrix, reduced to contain f
relevant features for n patients following the two steps above. Let λ1, . . . ,λn be






4. Scale the data obtained by the PCA-step to unit standard deviation in each row
and select PCA-components using McLachlan et al.’s approach described above.
We refer to the method as feature subspace selection rather than feature selection, as
it selects principal components of the features rather than features themselves.
Four-step procedure for several groups of data: The above procedure can be
adapted to the modelling of several groups of data as follows:
1. For the first step, the features with high variance are selected for each group
separately. Then the union of these features selected for the individual groups is
used for an initial subsetting of all the groups, so that the same features have
been selected for all groups.
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2. The selection of features relevant to survival is performed for all groups simulta-
neously (the data matrices are concatenated) using Cox regression as above, but
accounting for group membership by using vectors of indicator variables for the
different groups in the regression.
3. PCA is again performed for all groups together.
4. A set of relevant principal components Cm is found separately for each group
m. Then components ⋃mCm are used for all groups, so that all groups have the
same feature subspace.
Discussion of the feature subspace selection process:
Ideally, clustering and variable or subspace selection would be done integratively in a
joint sampler. While variable selection methods used for mixture models with only
one view (Chung and Dunson, 2009; Liverani et al., 2015; Sinae et al., 2006) could be
adapted to be used in clusternomics, this would further increase the complexity of the
model.
The survival-related feature selection method presented here is univariate, that is
the relevance is assessed for each feature in isolation. Cox regression could also be
performed in a high dimensional setting with a lasso (Tibshirani, 1998) or elastic
net penalty (Simon et al., 2011). It should also be noted that the assumption of
proportional hazards relevant to the Cox model (equation (5.24)) might not always be
justified in practice.
Another important aspect to discuss is that we use the outcome to find features relevant
to the clustering. In practice, we would also like to use the inferred cluster structures
to predict outcomes depending on the cluster with which a person is associated. In
this case the information on the outcome is not known. Therefore, it should be tested




5.3.3.1 Simulation studies 1-4: simulations from the panomics model
This group of simulation studies is intended to check the correctness of the inference
algorithm and software implementation for the panomics model and to provide some
intuition about the features of the model. To simulate from the model, we use
equations (5.18) to (5.20).
Each of the four simulation studies comprise 100 data sets, simulated from the panomics
model with the following parameters (the same concentration α is used at the context
level for all contexts):
• Simulations 1 (Figure 5.8) and 3 (Figure 5.10): α = 10,γ = 10,η = 10
• Simulations 2 (Figure 5.9) and 4 (Figure 5.11): α = 100,γ = 100,η = 100
For all simulations we assume two one-dimensional contexts. For simulations 1 and
2 three context clusters are centred at −4,0 and 4 for each context. For simulations
3 and 4 five clusters are centred at −8,−4,0,4,8 for each context. For all simulation
studies we set the number of group clusters to Sm = 40, and the number of global
clusters to S = 60.
The data are simulated from Normal distributions with unit standard deviation around
centres −4,0 and 4 for simulations 1 and 2 and −8,−4,0,4,8 for simulations 3 and 4,
for each of the two contexts.
Figures 5.8 to 5.11 illustrate the simulated data sets, and explain the choice of relatively
large parameters α, γ and η, as, due to the hierarchical structure, the cluster allocations
are still quite concentrated even for larger values of the concentration parameters.
Inference is performed in two different ways: first, the number of actually occupied
context clusters is assumed unknown (set to the maximum possible number according
to the design of the simulation studies, that is three for simulation studies 1 and 2,
and five for simulation studies 3 and 4). Second, the true number of occupied context
clusters for each context is supplied to the sampling algorithm. The numbers of global
and group clusters are deliberately set too high (40 group clusters and 60 global
clusters), to check the algorithm.
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Fig. 5.8 Panomics model: simulation study 1, 2 example data sets. Colours represent
different groups. The concentration parameters are α = 10,γ = 10,η = 10. There are 3
clusters per context.


























Fig. 5.9 Panomics model: simulation study 2, 2 example data sets. Colours represent
different groups. The concentration parameters are α= 100,γ = 100,η = 100. There
are 3 clusters per context.






















Fig. 5.10 Panomics model: simulation study 3, 2 example data sets. Colours represent
different groups. The concentration parameters are α = 10,γ = 10,η = 10. There are 5
clusters per context.
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Fig. 5.11 Panomics model: simulation study 4, 2 example data sets. Colours represent
different groups. The concentration parameters are α= 100,γ = 100,η = 100. There
are 5 clusters per context.
5.3.3.2 Simulation study 5
This simulation study intends to check whether clear context clusters in several contexts
are able to influence a structure in one context that does not agree with the other
contexts.
100 data sets are simulated as follows:
There are four one-dimensional contexts. Four clusters are generated as follows:
1. For the first cluster, 50 data points are drawn from the four-dimensional Normal
distribution with identity covariance matrix and mean (−2,−2,−2,−2)T .
2. For the second cluster, 50 data points are drawn from the four-dimensional
Normal distribution with identity covariance matrix and mean (2,2,2,2)T .
3. For the third cluster, 50 data points are drawn from the four-dimensional Normal
distribution with identity covariance matrix and mean (−2,−2,2,−2)T .
4. For the fourth cluster, 50 data points are drawn from the four-dimensional Normal
distribution with identity covariance matrix and mean (2,2,−2,2)T .
Additionally two sets of 50 data points, which will be referred to as test data, are
generated from
1. the four-dimensional Normal distribution with identity covariance matrix and
mean (0,−2,−2,−2)T (test data 1).
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2. the four-dimensional Normal distribution with identity covariance matrix and
mean (0,2,2,2)T (test data 2).
Thus, for each except the first context there are two clearly separated clusters per
context. For the first context, there are three overlapping clusters. We supply to the
sampling algorithm the information that there are two clusters per context and then
assess its ability to allocate the samples from the Normal distributions centred at zero
for the first context to the correct one of the two context clusters (test data 1 to the
cluster centred at −2, test data 2 to the cluster centred at 2. Cluster initialisation for
the sampler is random.
5.3.3.3 GBM data set
We first apply panomics to a GBM (Glioblastoma multiforme) data set, originally
from TCGA (The Cancer Genome Atlas Research Network, 2013), used in Xu et al.
(2017) to compare a number of methods for integrative clustering with respect to the
association of inferred cluster structures with survival. As in Xu et al., the analysis in
this chapter uses gene expression, methylation and miRNA data.
Feature subspace selection was performed as described in Section 5.3.2, with the
following specifications:
1. For those contexts with more than 1000 features (gene expression, methylation)
select the 1000 features with the highest variance.
2. Use univariate association with survival using Cox-regression and select variables
with a p-value for association with survival below 0.05 for gene expression, below
0.01 for miRNA, and below 0.005 for methylation. The different thresholds help
obtain a more similar number of features.
3. Perform PCA and retain principal components explaining 98% of the variance in
the data.
4. Scale the principal components to unit variance.
5. Select principal components using McLachlan et al.’s method with b1 = 8 (this is
the default setting proposed in McLachlan et al. (2002)).
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We restrict the number of context clusters to 3. This is in line with a recent study on
GBM tumour transcriptome data, which revealed 3 subtypes from the transcriptome.
We use 8 (first version) and 12 (second version) global clusters. As there is only one
group, the number of group clusters is set equal to the number of global clusters.
We use a restriction on global cluster numbers rather than concentration to obtain
a model where the context cluster structures influence each other. Therefore, we
set η = 100,γ = 100, and α = 100. To check convergence, we run 12 chains with
20,000 iterations each. For the initialisation we apply mclust (Scrucca et al., 2017) to
each context separately, and then intersect the resulting sets to obtain initial global
clusters.
5.3.3.4 Several cancer types
The applicability of the panomics method to several groups is illustrated by an applica-
tion to three contexts (gene expression, DNA methylation, and miRNA-expression) and
three groups of cancer patients (those patients with samples from primary tumours were
selected for whom there is gene expression, methylation, miRNA-expression, survival
data, and protein expression data available (the latter was included for a possible later
extension and more in-depth analysis of this application)): CESC (Cervical squamous
cell carcinoma and endocervical adenocarcinoma, The Cancer Genome Atlas Research
Network (2017a), 171 patients), UCS (Uterine carcinosarcoma, The Cancer Genome
Atlas Research Network (2017c), 47 patients), and PAAD (Pancreatic adenocarcinoma,
The Cancer Genome Atlas Research Network (2017b), 115 patients). Gene expression,
methylation and miRNA measurements were logarithmised. The data were downloaded
using the TCGAbiolinks R package (Colaprico et al., 2016).
Feature subspace selection was performed as described in Section 5.3.2, with the
following specifications:
1. For those contexts with more than 1000 features (gene expression, methylation)
select the 1000 features with the highest variance for each group. This led to
an initial subset of 2002 features for gene expression, and 2663 features for
methylation.
2. Use univariate association with survival using Cox-regression on the combined
matrices for all groups, and select variables with a p-value for association with
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survival below 0.05 for gene expression, below 0.005 for miRNA, and below
0.005 for methylation, always accounting for group membership. The different
thresholds help obtain a similar number of features.
3. Perform PCA on the combined data set of all three groups and retain principal
components explaining 98% of the variance in the data.
4. Centre and scale the principal components for each group separately. The separate
centring subtracts the tissue-specific markers, which do not drive subtype clusters,
the aim of our analysis being the identification of shared subtype patterns for
different cancers.
5. Select principal components using McLachlan et al.’s method with b1 = 8 (the
default setting proposed in McLachlan et al. (2002)).
The procedure above led to an 11-dimensional subspace for each of the three contexts.
Note that the principal components are scaled separately for each group, as we
cluster across cancers in terms of the deviation from a respective mean type, to allow
comparability and clustering across the cancers.
We allow a maximum of 5 context clusters per context, and 43 = 64 global clusters.
Initialisation is again by mclust, which is applied to each context separately, but jointly
for all the groups.
5.3.4 Association between cluster membership and survival
We estimate and plot Kaplan-Meier (Kaplan and Meier, 1958) curves to compare the
survival outcome visually for different clusters. Assume a data set contains individuals
with deaths at times t1, . . . , tM . Let S(T ) be the probability of survival beyond time T ,
dj the number of deaths before or at time tj and Nj the number of patients known
to be still living at time tj (i.e. they have neither died nor been censored). The







To test whether cluster membership is significantly associated with survival, one may
perform a log-rank test (Mantel, 1966) to test the null hypothesis of identical survival
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functions for the different clusters of patients. The asymptotic distribution of the
test statistic is a χ2-distribution. It should be noted that the log-rank test is only
able to test whether one survival curve is significantly always above or significantly
always below the other, and therefore the test must not be applied if survival curves
are crossing (Commenges and Jacqmin-Gadda, 2015).
It should be noted that while information on survival is used for the feature selection
approach prior to the clustering, survival information is not used in the clustering step.
Therefore the testing procedure described above may be used to validate the clustering
alogrithm. The feature selection algorithm, by contrast, could be tested by means of
cross-validation. While it is interesting to understand whether clusters of patients have
different survival prospects, cancer subtypes may not always be clearly associated with
different survival prospects. However, there are a number of studies demonstrating
association between cancer subtypes and survival for a number of cancers (De Sousa
E Melo et al., 2013; Mao et al., 2017; Phipps et al., 2015; Ramazzotti et al., 2018).
As the main focus of this chapter is on the development and analysis of clustering
methods rather rather than on survival analysis, the tests for differences in survival are
kept at a simple level. For instance, beyond what has been done here, one might want
to take into account different factors affecting survival such as tumour grade or specific
treatments. Furthermore, we might want to look at outcomes other than survival as
well, and similar tests can be used in that case.
5.4 Results
5.4.1 Simulation studies 1-4
Figure 5.12 collects the histograms of the ARIs with the true clustering of posterior
samples of all context cluster allocations. The figure shows a good performance of the
method, almost independently of whether the number of occupied context clusters was
supplied to the sampler or not (compare subfigures on the left (numbers not supplied)
to subfigures on the right (numbers supplied)). The performance is better with stronger
concentration (compare simulations 1 and 3 to 2 and 4).
5.4 Results 169
























































Fig. 5.12 Results of simulation studies 1-4. Histograms of ARIs of posterior samples
with true clustering. The figures on the right hand side (indicated by a) are the results
obtained with the true number of occupied context clusters supplied to the sampler.
5.4.2 Simulation study 5
Figure 5.13 is a histogram of ARIs of posterior samples of context cluster allocations for
the test data (for a description of the simulation study and test data, see Section 5.3.3.2).
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Fig. 5.13 Results of simulation study 5. Histogram of ARIs of posterior samples of test
data with true cluster allocations.
An ARI of 1 means in this case that for the first context all samples in test data 1
(simulated from a Normal distribution with mean (0,−2,−2,−2)) were allocated to the
correct cluster with mean −2, and all samples in test data 2 were allocated correctly
to the cluster with mean 2. Figure 5.13 illustrates a good performance of the method,
with some outliers.
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5.4.3 Restricted number of global clusters leads to similar
cluster structures for each context
gene expression


























Fig. 5.14 PSMs for GBM data set with 8 global and 3 context clusters: comparison of
contexts. The same ordering was used for the rows and columns of the three PSMs.
Samples from 12 MCMC chains were used for each of the PSMs.
Figure 5.14 illustrates the clustering structures obtained when we apply the panomics
model to the GBM data set with 8 global and group clusters, and 3 context clusters for
each context. The PSMs illustrate the probabilities of patients being clustered together
for each of the three contexts separately. We see from the figure that in this case the
inferred clustering structures in terms of pairwise posterior co-clustering probabilities
are very similar for the three contexts. This means that for this configuration the
clusternomics model provides similar information as a joint model, where we assume a
joint underlying clustering structure.












Fig. 5.15 Global PSM for GBM data set with 8 global and 3 context clusters. The
result is based on samples from 12 MCMC chains.
Figure 5.15 displays the PSM at the global level, from which we obtain a summary
clustering using hierarchical clustering of 1-PSM. The PEAR criterion (see Section 3.3.3)
with a maximum number of 6 was used to determine the number of summary clusters.
The number is chosen much lower than in similar applications in Gabasova et al. (2017)
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to be able to evaluate, at least in terms of a figure, the differences between the survival
curves of the different groups, rather than obtaining many very small clusters whose
survival curves would not be well-determined for lack of data. Note that the number
of summary clusterings need not be identical to the (maximum) number of clusters
used for the Bayesian model itself and the individual posterior samples. Figure 5.16


















Fig. 5.16 Kaplan-Meier curves for summary clustering from global PSM for GBM data
set with 8 global and 3 context clusters. Each curve corresponds to one cluster from
the summary clustering.
illustrates the survival curves corresponding to the different summary clusters. While
one curve (red) contains few data and is therefore not reliable, and three curves are
similar (cyan, yellow, and magenta), the other curves are clearly distinct from the
latter group and from each other, which shows a clear relation between the clustering
and the survival outcome. We performed a log-rank test to test the significance of
the differences in survival between the following groups: group 1 consisting of the
three similar clusters (cyan, yellow, and magenta in Figure 5.16), group 2 consisting
of one cluster (green in Figure 5.16), and group 3 consisting of one cluster (blue in
Figure 5.16). We excluded the small cluster (red), whose survival curve crosses all
the others. This way of testing avoids using the log-rank test for the case of crossing
survival curves, for which it would not be valid. The p-value we obtained from the test
is 10−6.
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5.4.4 Larger number of clusters for the GBM data sets
Figure 5.17 illustrates the clustering structures obtained when we apply the panomics
model to the GBM data set (see Section 5.3.3.3), with 12 global and group clusters,
and 3 context clusters for each context. We see that now the difference between the
contexts is stronger compared to Figure 5.14, with methylation and miRNA expression
sharing strong similarity, and gene expression showing somewhat different patterns.
This is apparent from the three PSMs, as their rows (and columns) were ordered in
the same way, which allows a comparison between the posterior pairwise co-clustering
structures for the different contexts.
gene expression


























Fig. 5.17 PSMs for GBM data set with 12 global and 3 context clusters: comparison of
contexts. The same ordering was used for the rows and columns of all the matrices.
The result is based on samples from 12 MCMC chains.












Fig. 5.18 Global PSM for GBM data set with 12 global and 3 context clusters.
Figure 5.18 displays the PSM at the global level. The clustering structure is different
to the one obtained with a smaller number of global clusters. Figure 5.19 illustrates
the Kaplan-Meier curves for the summary clusters obtained from the PSM displayed
in Figure 5.18. Again there are clear differences between one group of several clusters
(group with worst survival prospects) and two groups of single clusters with distinct,
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Fig. 5.19 Kaplan-Meier curves for summary clustering from global PSM for GBM data
set with 12 global and 3 context clusters. Each curve corresponds to one cluster from
the summary clustering.
better, survival prospects. Again we use a log-rank test to test the significance in terms
of survival prospects for these three groups. The p-value is equal to 6 ·10−6.
5.4.5 Several cancer types
Figure 5.20 illustrates posterior co-clustering structures for the different contexts. Gene
expression, methylation and miRNA expression have different posterior clustering
patterns.
Figure 5.21 illustrates the overlap between the different groups in terms of the global
cluster structures. The results presented in this figure are from a summary clustering
obtained from the PSM. We see that 4 out of 8 global summary clusters are shared by
all three groups. The UCS group is most concentrated with about 60% of the patients
in the group associated with cluster 4. There are 3 larger clusters: clusters 4, 6, and
8. Cluster 6 contains all three groups in about equal proportions, while cluster 4 is
dominated by UCS, and cluster 8 by PAAD.
The Kaplan-Meier curves for the individual cancer types (Figures 5.22 to 5.24 ) are
less informative than for the GBM data set, as clusters were obtained from all three
data sets combined. In particular, for each individual cancer type the number of
























































Fig. 5.20 PSMs for different contexts and global PSM for data set with several cancer
types. The results are based on samples from 12 MCMC chains. In the matrices the
data are not separated by groups. The rows (and columns) of the four matrices were
ordered differently.
























Fig. 5.21 Summary clustering for data set with several cancer types. Cancer types are
indicated by colour. The height of the bars illustrates for each of the cancer types the
proportion of patients in a particular global summary cluster.
176 Context-dependent clustering


























Fig. 5.22 Kaplan-Meier curves for summary clustering for CESC data. Each curve
corresponds to one cluster from the summary clustering. The summary clusterings
were obtained from all the three groups jointly (CESC, UCS, PAAD). The clusters are
numbered in the same way as in Figure 5.21.























Fig. 5.23 Kaplan-Meier curves for summary clustering for UCS data. Each curve
corresponds to one cluster from the summary clustering. The summary clusterings
were obtained from all the three groups jointly (CESC, UCS, PAAD). The clusters are
numbered in the same way as in Figure 5.21.
not so informative here, we use an alternative testing strategy. We use multivariable
Cox regression with a matrix of zeros and ones for the covariates indicating both
group and cluster membership (separately). This shows that across the cancer types
cluster membership of cluster 6 is significantly associated with survival (p-value =
0.01, corrected for multiple testing using the false discovery rate method (Benjamini
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Fig. 5.24 Kaplan-Meier curves for summary clustering for PAAD data. Each curve
corresponds to one cluster from the summary clustering. The summary clusterings
were obtained from all the three groups jointly (CESC, UCS, PAAD). The clusters are
numbered in the same way as in Figure 5.21.
and Hochberg, 1995)). In fact, for all of the cancer types studied here patients in
cluster 6 have relatively good survival prospects (see the survival curves in Figures 5.22
to 5.24).
Figure 5.25 compares the 12 MCMC chains. The figures are similar, but not identical,
illustrating that the individual chains have not fully converged. To reduce the effect
of this problem on subsequent analysis, we used, for all the analysis in this chapter,
samples from all the 12 chains for more reliable inference. This is a commonly used
strategy, see for example Yuan et al. (2011). For a further discussion about possible
ways to improve convergence, see Section 5.5. The intricate hierarchical structure of














Fig. 5.25 Global PSMs for data set with several cancer types: comparison of 12 chains.
The ordering of rows (and columns) is identical for the 12 matrices.
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5.5 Discussion and future work
The panomics model enables a new take on integrative clustering across multiple cancer
types, by integrating both different views and different groups of data in a principled
way. This allows the identification of shared clusters across several cancers, while
maintaining the group structure of data consisting of samples from different cancer
types. The panomics model was shown to perform well on simulated data and to
lead to new insights for experimental data. In an application to several cancer types,
the model captured the degree of overlap in the clustering structures for the different
groups, see Figure 5.21. Moreover, we identified a cluster of patients significantly
associated with better survival prospects across the three cancer types by using Cox
regression and accounting for cancer type in the regression.
In addition to the two-level hierarchical modelling, the chapter also developed a method
for feature subspace selection prior to clustering. This could be useful for any clustering
method that does not include feature selection as part of the model. This is an
additional aspect distinguishing panomics from the clusternomics method discussed in
Section 5.2. It allows the prior selection of feature subspaces of similar dimensions for
the contexts, rather than using data of vastly different dimensions.
A shortcoming of the panomics algorithm is that there are still some convergence
problems in applications, resulting from a very complicated structure of two levels of
hierarchy. This is disappointing compared to the excellent convergence results for the
GPseudoClust method in Chapter 3. Alternatives to Gibbs sampling could be explored
in the future. While it is not certain that full convergence can be achieved for all
applications with alternative algorithms, it might be interesting future work to adapt
split-merge algorithms (Jain and Neal, 2007) to the panomics model. Approximation
methods similar to the subsampling techniques proposed in Chapter 3 might also lead
to more reliable convergence. Convergence problems are common even for models
without the ability to integrate both different views and different groups of data. In this
chapter we used a common method to improve convergence, which is to use multiple
MCMC chains, see, for instance, Yuan et al. (2011).
The chapter shows the dependence of the posterior clustering structures obtained for
the panomics model on the number of global and group clusters. Ideally, one would
like to use a larger number of clusters or a structure consisting of DPs, and sample the
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concentration parameters to determine the number of non-empty clusters automatically.
However, preliminary experiments indicate that this would be very difficult to achieve,
and that in applications to TCGA data this type of model tends to converge to the
structure of a joint DP model with identical numbers of clusters on the global and
context level. Future work could include the exploration of suitable methods for model
comparison for different numbers of clusters. These could include methods for Bayesian
model comparison, such as the DIC (Spiegelhalter et al., 2002). Alternatively, one
could adapt criteria from consensus clustering. For consensus clustering methods there
are criteria such as cophenetic correlation (Sokal and Rohlf, 1962), which has been used
for consensus clustering using nonnegative matrix factorisation (Brunet et al., 2004),
or a measure of consensus proposed in Monti et al. (2003). Both of these methods
measure the deviation of a consensus matrix from a matrix whose entries are only
zeros and ones. We could apply these measures to PSMs to assess the certainty in the
clustering for a particular number of clusters. We computed the cophenetic correlation
score between the PSMs at the level of the global clusters for the GBM data set with
8 and 12 global clusters, which was 0.854 and 0.828, respectively, indicating that the
model with the smaller cluster numbers is preferable.
Future work could also include more testing of the cluster structures obtained. This
could include comparisons with established subtypes, for example for breast cancer,
and testing of differential activation of pathways associated with cluster membership.
For a further discussion of possible future work, see Chapter 6.
6. Discussion and future work
In the thesis I presented new Bayesian nonparametric methods that enable new
perspectives on pseudotime ordering for single-cell gene expression data, and on the
clustering of genes for such data. I also developed efficient implementations and
sampling methods to cope with the number of cells in modern scRNA-seq data sets.
These methods are likely to be of general interest beyond the specific application.
Moreover I proposed a new Bayesian mixture model for the simultaneous integration
of both different types of data, such as methylation, gene expression, etc., and different
groups of data, such as different cancer types. The presented methods were based on a
thorough mathematical background and led to new biological insights.
6.1 Analysis of single-cell gene expression data
6.1.1 Permutation sampling for pseudotime orders
Chapter 2 presented GPseudoRank, a new Bayesian Gaussian process latent variable
method for pseudotime estimation, and new MCMC sampling strategies to explore
effectively a posterior distribution of possible orders of cells. GPseudoRank was applied
to five single-cell gene expression data sets representing different biological processes,
different sizes of data sets, and different experimental protocols.
Thanks to specific combinatorial proposal moves, the Metropolis-Hastings sampler
makes large changes to permutations while still achieving good acceptance rates. This
exploration of the uncertainty of the pseudotime orders is important, as point estimation
methods for pseudotime ordering are only able to find a single estimate of the order.
Therefore, they are at most able to identify one mode of the posterior distribution of
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the orders, or to find an estimate located between several modes. The GPseudoRank
method, by contrast, allows a new thorough understanding of statistical uncertainty
in the inference of pseudotime orders. GPseudoRank also provides insight into the
ways in which the uncertainty of pseudotime changes in the course of a biological
development. It thereby identifies experimental batch effects caused by generating data
from what is a continuous spectrum of developmental stages at only a few isolated
capture times.
An interesting extension of the GPseudoRank method would be to epigenomic single-
cell data, for instance single-cell methylation measurements, or to multi-omics data,
where multi-omics pseudotime profiles (Welch et al., 2017) can be obtained through
manifold alignment (Ham et al., 2005; Wang and Mahadevan, 2009), a projection
method between data sets. Measurements for different data types would be from
different cells, but the same biological process. Pseudotime methods could also be
relevant to clinical data, where the actual time of the onset of a disease is not known
in general. Measurements for different patients could be ordered relative to each other.
Moreover, the concept of pseudotime could be extended to clinical data in terms of
a measure of disease progression rather than actual time, similar to the concept of
pseudotime for cells as a measure of biological development.
6.1.2 Clustering pseudotemporal data
Chapter 3 presented GPseudoClust, a new Bayesian nonparametric method for the
clustering of genes for single-cell data taking into account the uncertainty of pseudotime
ordering and its impact on the uncertainty of the cluster allocations of genes. It was
applied to four different experimental data sets. The applications illustrated the ability
of the method to find biologically meaningful clusters, to model differences in the
dynamic patterns of gene expression between different branches of the data, and to
combine data from different sources, such as different experimental protocols or different
cell lines.
GPseudoClust approximates complex posterior distributions of cluster allocations,
and in particular models the statistical uncertainty of the cluster allocations. The
importance of using a clustering method that models statistical uncertainty is underlined
by an application to an scRNA-seq data set showing the large discrepancy between
clusterings obtained using methods not taking this uncertainty into account.
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Again, a particularly interesting extension could be to the multi-omics case. The
GPseudoClust approach could be combined with Bayesian integrative clustering meth-
ods, such as multiple data set integration (Kirk et al., 2012) or Bayesian consensus
clustering (Lock and Dunson, 2013), or my own method presented in Chapter 5. The
measurements for the different contexts would be from the same biological process, but
from different cells. The concepts of pseudotime and rank time developed in Chapter 2
would allow the matching of comparable cells and thereby enable their integrative
modelling.
6.1.3 Efficient approximation methods
One of the major challenges addressed in Chapter 3 was the efficient exact and
approximate implementation of the method in a way suitable for the sampling from
complex posterior distributions on large data sets. Minor changes to some of the
techniques, especially the subsampling of cells and subsequent combining of posterior
similarity matrices to obtain an approximate posterior distribution of the cluster
allocations, could make them applicable to many types of high-dimensional data in
genomic and other applications.
The subsampling methods proposed in this thesis contribute to the development of
Bayesian methods for single-cell data. The rapid development in the generation of
scRNA-seq data sets for increasing numbers of cells presents a general challenge for
Bayesian inference. Subsampling methods similar to the ones proposed in this thesis
could help overcome this challenge while still approximating the full complexity of the
posterior distribution, rather than using simpler distributions or mixtures thereof in a
variational inference setting.
6.2 Bayesian nonparametric clustering for sparsely
sampled data
Chapter 4 presented simulation studies exploring the suitability of nonparametric
clustering with Dirichlet process mixtures of GPs for sparsely sampled longitudinal
data. Studies on simulated data generated from GPs as well as quadratic trajectories
showed that nonparametric methods perform well with sparsely sampled data, provided
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that there is sufficient overlap between the time spans observed for the different
subjects. Lack of overlap of observation timespans led to problems recovering true
cluster structures in simulations, in particular where non-informative priors were used
for the GP hyperparameters. An efficient approximation method was presented to
improve computation times.
The chapter identified the advantages and disadvantages of using GPs for the clustering
of sparsely sampled data. A larger simulation study could help understand more
precisely for exactly which types of sparsely sampled longitudinal data nonparametric
clustering is preferable to using parametric shapes. The model could be extended
to include covariates such as age or gender, and be integrated into a joint model for
survival or disease risk and longitudinal clinical data.
6.3 Context-dependent clustering
Chapter 5 presented panomics, a new integrative Bayesian mixture model with two
levels of hierarchy. The distinctive feature of the method is its ability to integrate both
different types and groups of data, which makes it particularly suitable to the joint
clustering of samples from multiple cancer types.
I used gene expression, methylation, and miRNA measurements as inputs to the
clustering algorithm. The data were assumed to follow Normal distributions with
diagonal covariance matrices. Ideally, one would like to integrate discrete, categorical or
binary data, for instance mutation data and copy number variation information. This
would require additional work on adapting the panomics model to perform well with
data requiring different parametric representations. The crucial aspect is to prevent,
for example, a high-dimensional Normal context dominating a binary one. One way to
do this could be some type of weighted likelihoods. However, it would be challenging
to sample the weights in such a model. An alternative way of integrating the different
data sets could be a preprocessing step using latent factors.
For a somewhat different application, the panomics model could be adapted to cell type
identification for single-cell data, for instance for the inference of cluster structures from
a joint analysis of scRNA-seq and spatial data for the same cells. There are previous
approaches to the joint clustering of scRNA-seq and spatial single-cell data, for example
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Pettit et al. (2014). An adaptation of the panomics model to these types of data
would allow the modelling of both groups (different individuals, or different species),
and contexts (spatial data, scRNA-seq data). Particular challenges would lie in the
efficient implementation of the model, and effective feature selection, either before or
as part of the clustering algorithm, would be crucial. Approximate methods might also
include subsampling strategies such as those developed in Chapter 3. In Chapter 3,
cells were subsampled and genes were clustered, now genes would be subsampled and
cells clustered. It might also be interesting to try random projections of the genes
instead of subsampling, ideally accounting for particularities of scRNA-seq data such
as dropout effects.
The possible application to single-cell data illustrates the wide applicability of the
methods developed in this thesis. Chapters 2 and 3 developed methods for single-cell
gene expression data. Chapter 4 tested the applicability of methods similar to some of
those used in Chapter 3 to the clustering of sparsely sampled data. Sparse sampling
is a frequent characteristic of clinical and epidemiological data. Finally, Chapter 5
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A. Supplementary materials for
Chapter 2
A.1 Detailed results of the simulation studies
Tables A.1, A.2, and A.3 list the values of the assessment criteria described in Sec-
tion 2.2.8 for each combination of moves for the three different scenarios explored in
our simulation studies. For each criterion, the best performing combination is marked
in magenta. Figures A.1, A.2 and A.3 illustrate the performance of the different
combinations of moves in terms of the R̂-statistic of the log-likelihood. Each line in
the plots represents the R̂-statistic corresponding to one of the 16 simulated data sets.
Figures A.4, A.5 and A.6 do the same for the R̂ statistic for the L1-distances.







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Moves 1, 2, 3, 4
Fig. A.1 Simulation 1: GR statistic for log-likelihood. 16 simulated data sets with 5
MCMC chains per data set.



























































































Moves 1, 2, 3, 4
Fig. A.2 Simulation with fewer capture times: GR statistic for log-likelihood. 16
simulated data sets with 5 MCMC chains per data set.










































































































Moves 1, 2, 3, 4
Fig. A.3 Simulation with more noise: GR statistic for log-likelihood. 16 simulated data
sets with 5 MCMC chains per data set.










































































































Moves 1, 2, 3, 4
Fig. A.4 Simulation 1: GR statistic for L1-distance from reference permutation. 16
simulated data sets with 5 MCMC chains per data set.



























































































Moves 1, 2, 3, 4
Fig. A.5 Simulation with fewer capture times: GR statistic for L1-distance from
reference permutation. 16 simulated data sets with 5 MCMC chains per data set.










































































































Moves 1, 2, 3, 4
Fig. A.6 Simulation with more noise: GR statistic for L1-distance from reference
permutation. 16 simulated data sets with 5 MCMC chains per data set.
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A.2 Further description of proposal distribution for
orders
The MCMC moves described in Section 2.2.5 of the thesis are an efficient proposal
distribution based on a combination of local and larger moves. The inclusion of larger
moves, rather than just swapping neighbours in the ordering, is essential to avoid
getting trapped in local maxima, in particular because the structure of the posterior
distribution tends to be complicated, see Figures 2.3 and 2.12.
The parameters n0, n3 and n3a,γ,α2 and α3 are as in Section 2.2.5 of the main
text.
1. Move 1 is a local move, in the sense that only pairs of neighbouring cells in the
order are swapped.
2. Moves 2 and 3 are based on the observation that the acceptance rates of pairwise
swaps of cells and reversals of orders between pairs of cells depend on the L1-
distances between these cells as elements in Rng , where ng is the number of
genes. The reason for using L1-distances rather than Euclidean ones is the lower
sensitivity to outliers. We found a negative squared exponential function of
the L1-distances, that is a Gaussian kernel function, with a very slow decay an
effective way of constructing the density for choosing pairs of cells for these moves.
Moves 2 and 3 are adaptive, as once the chain has come closer to convergence,
the cells close in L1-distance are more likely to be closer to each other in the
ordering.
3. Move 4 is similar to move 1, but less local, as it uses small random permutations
of cells close to each other in the ordering rather than swaps of neighbours only.
4. Move 5 is accepted with probability 1, as it swaps around the entire ordering,
therefore it does not change the likelihood of the GPseudoRank model. It is not
absolutely necessary, but without it the distribution we sample on large data
sets might not be symmetric, because of the lower probability of a swap of the
entire ordering occurring with the other moves only, and we found this symmetry
an additional help with the assessment of convergence without having to run
multiple chains.
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The number of possible permutations of T cells is equal to T !. This makes the choice
of a suitable proposal distribution for the MCMC sampler a matter of importance.
On the other hand, we want to provide a default parameter choice and a guide to
setting the parameters depending on the size of the data set. However, every data set
is different, therefore using non-default parameters for the proposal distribution may
improve acceptance rates. Our general guidelines are the following:
It is generally most effective to use a combination of more local and larger moves,
but the larger moves are crucial. When there is no capture time information a higher
proportion of larger moves are required, and we recommend leaving out move 1 in
that case. For the same reason, for using GPseudoRank on large data sets without
the mini-cluster (Section 2.2.7) approximation, we recommend using moves 3, 4, and 5
only. For move 1 we found a recommended default of n0 = ⌊nC/7⌋, where nC is the
number of cells, to work well in general, for move 4, we generally set n3 = ⌊nC/20⌋
and n3a = ⌊nC/12⌋. However, n3 and n3a need to be decreased for large data sets. We
generally recommend a flat distribution for choosing the cells for moves 2 and 3, with
γ = 18000 ,α2 = 0.1, and α3 = 0.1. However, the ideal setting depends on the specific
data set and it is recommend to increase α2 and α3 and/or γ in case of low acceptance
rates. Finally, for very small data sets, such as the Shalek13 data set, move 4 is similar
to move 1 and move 2, and therefore it is sufficient to use moves 3 and 4.
Table A.4 lists in detail our parameter settings for the data sets analysed in this
publication. We used a variety of different data sets with different experimental
protocols and of different sizes (see Section 2.2.6.2) to provide good guidelines for the
practitioner with regard to the parameter settings. The table shows that we sometimes
deviated to some extent from the default parameter settings to optimise acceptance
rates. However, default parameter settings tend to work fine in most cases, and a
function to set default parameters is provided as part of the software package.
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1
γ n0 n3 n3a α2 α3 moves
Shalek13 8000 3 3 0.01 3-5
Shin 1000 ⌊nC/20⌋ ⌊nC/12⌋ 1 1 2-5
Shalek, CT 4000 ⌊nC/4⌋ ⌊nC/20⌋ ⌊nC/12⌋ 1 1 1-5
Shalek, no CT 4000 ⌊nC/20⌋ ⌊nC/12⌋ 0.1 0.1 2-5
Shalek, appr. 8000 ⌊nCl/7⌋ ⌊nCl/20⌋ ⌊nCl/12⌋ 0.1 0.1 1-5
Stumpf 8000 ⌊nC/40⌋ ⌊nC/24⌋ 0.1 3-5
Stumpf, appr. 8000 ⌊nCl/7⌋ ⌊nCl/20⌋ ⌊nCl/12⌋ 0.1 0.1 1-5
Klein 8000 ⌊nCl/7⌋ ⌊nCl/20⌋ ⌊nCl/12⌋ 0.1 0.1 1-5
Table A.4 Parameters used for proposal distributions for all scRNA-seq data sets. nCl
is the number of clusters used for the mini-cluster (Section 2.2.7) approximations. nC
refers to the number of cells. CT refers to capture time, appr. to the mini-cluster
approximation. Move 5 was used with a probability of 0.002, all other moves with
equal probabilities. The Shalek data set was analysed twice, once using capture time
information for the initialisation of the sampler (CT) and once without using this
information (no CT).

B. Supplementary materials for
Chapter 3
Lemma 1. For the inverse of a matrix of the form Jn ⊗K+ In ⊗Σ, with invertible
matrices K and Σ of the same dimensions, the following equality holds:
(Jn ⊗K+ In ⊗Σ)−1 = Jn ⊗A+ In ⊗Σ−1
where
A = −(nK+Σ)−1KΣ−1.
Proof. Let T be the number of rows and columns of K and Σ. We have
(Jn ⊗K+ In ⊗Σ)(Jn ⊗A+ In ⊗Σ−1) =
Jn ⊗ (nKA)+Jn ⊗ (KΣ−1)+Jn ⊗ (ΣA)+ In ⊗ (ΣΣ−1) =
Jn ⊗ ((nK+Σ)A+KΣ−1)+ InT =
Jn ⊗ ((nK+Σ)(−(nK+Σ)−1KΣ−1)+KΣ−1)+ InT = InT.
Lemma 2. For symmetric and positive definite matrices K and Σ, the following
equality holds:
det(Jn ⊗K+ In ⊗Σ) = det(nK+Σ)det(Σn−1). (B.1)
Proof. We first prove the lemma by induction for the case of commuting matrices K
and Σ:
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= det((K+Σ)2 − (K(K+Σ)−1K(K+Σ)))
= det((K+Σ)2 −K2) = det(2K+Σ)det(Σ).
For the inductive step, we compute the determinant
det
K+Σ j′n ⊗K
jn ⊗K Jn ⊗K+ In ⊗Σ
 (B.2)
where jn is the column vector of ones of length n. We have
det
K+Σ j′n ⊗K
jn ⊗K Jn ⊗K+ In ⊗Σ
=
det(K+Σ− (j′n ⊗K)(Jn ⊗K+ In ⊗Σ)−1(jn ⊗K))det(Jn ⊗K+ In ⊗Σ) =






Now we extend the proof to non-commuting matrices K and Σ:
We apply the following form of the matrix determinant lemma:
det(M+UV′) = det(In +V′M−1U)det(M). (B.3)
We set M = In ⊗Σ, U = In ⊗K, V = Jn ⊗ IT.
By (B.3),
det(Jn ⊗K+ In ⊗Σ) = det(In ⊗ IT +(Jn ⊗ IT)(In ⊗Σ−1)(In ⊗K))det(Σ)n. (B.4)
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Now, as we have already proved Lemma 2 for the case of commuting matrices, we have
that
det(In ⊗ IT +(Jn ⊗ IT)(In ⊗Σ−1)(In ⊗K)) = det(nΣ−1K+ IT)det(InT) =
1
detΣ det(nK+Σ).
Now, by equation (B.4),
det(Jn ⊗K+ In ⊗Σ) = det(nK+Σ)det(Σn−1).
Lemma 3. Let M be a positive semidefinite matrix of dimension m×m, and let
v1, . . . ,vm be vectors in a domain X . Then we obtain a kernel κ on X ×X by setting
κ(vi,vj) = [M]ij for all i, j = 1, . . . ,m, and there is a mapping Φ : X → H to a feature
space H such that κ(vi,vj) = ⟨Φ(vi),Φ(vj)⟩, for all vi,vj ∈ X .
Proof. As M is real and symmetric, we have M = U′DU, where D is diagonal and
non-negative because of the positive semidefiniteness of M, and where U is orthogonal.
Setting
(




DU (note that taking
√
D here is just the elementwise
square root of non-negative diagonal matrix elements), defining Φ : X → H by setting
Φ(vi) = xi, for all i = 1, . . . ,m, and setting κ(vi,vj) = ⟨Φ(vi),Φ(vj)⟩ defines both the
kernel function κ and the mapping Φ.
Lemma 4. PSMs are positive semidefinite.
Proof. Let P be a PSM, let ci and cj be categorical variables indicating cluster
membership, as in (3.7). Then [P]ij is the frequency with which the genes indexed i
and j are clustered together. Let xi,k = (xi,k,1, . . . ,xi,k,S) = (I(ci,s = k))Ss=1 ∈ {0,1}S ,
where S refers to the number of posterior samples, be the vector indicating cluster
membership of gene i in cluster k for each of the posterior samples.
Then [P]ij =
∑
k(⟨xi,kxj,k⟩). Setting Xk = (x1,k, . . . ,xng,k), where ng is the number of
genes, we have P =∑kX ′kXk. As cross-products of matrices are positive semidefinite
(for any column vector y, we have y′X ′kXky = Y ′Y ≥ 0, with Y = Xky.), it follows
that X ′kXk is positive semi-definite for all k. The result now follows from the fact that
sums of positive semidefinite matrices are positive semidefinite.

C. Supplementary materials for
Chapter 4
Mean and standard deviation shown in Figure 4.3 are computed as follows:
Suppose f ∼GP (µ0,Σ0). Let t1 = (t11, . . . , t1N1) and t2 = (t21, . . . , t2N2). For the mean
function η of a GP we set η(t1) = (η(t11), . . . ,η(t1N1)). For a covariance function Ω
of a GP, we denote by Ω(t1,t2) the evaluations of the covariance function at t1 × t2,
that is the N1 ×N2 matrix of evaluations of the covariance function, for which the
element in the ith row and jth column is equal to Ω(t1i, t2j). For instance, for a squared
exponential covariance matrix, Ω(t1i, t2j) = σ2w exp(− 12L2 ∥t1i−t2j∥
2). Given time points
τ = (τ1, . . . , τN ) and noise-free observations x = (x1, . . . ,xN ), we can compute the mean
and covariance functions µ and Σ of the conditional GP g ∼ f | x given observations x
in the following way (remember that f ∼GP (µ0,Σ0)):
For any time points t = (t1, . . . , tT ), we have g(t1, . . . , tT ) ∼NT (µ(t),Σ(t,t)), where
µ(t) = µ0(t)+Σ0(t,τ )(Σ0(τ ,τ ))−1(x −µ0(τ )) (C.1)
and
Σ(t,t) = Σ0(t,t)−Σ0(t,τ )(Σ0(τ ,τ ))−1Σ0(τ ,t). (C.2)
Equations (C.1) and (C.2) follow from standard results on conditioning multivariate
Gaussian distributions (Murphy, 2012, ch. 15).
For Figure 4.3, equations (C.1) and (C.2) were used for the computation of mean
function and standard deviation at each time point to illustrate the uncertainty inherent
in nonparametric modelling even without the existence of measurement noise. For the
case of (diagonal Gaussian) measurement noise σ2ϵ · I, a slightly modified version of
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equations (C.1) and (C.2) holds (Murphy, 2012):
µ(t) = µ0(t)+Σ0(t,τ )(Σ0(τ ,τ )+σ2ϵ IN)−1(x −µ0(τ )) (C.3)
Σ(t,t) = Σ0(t,t)−Σ0(t,τ )(Σ0(τ ,τ )+σ2ϵ IN)−1Σ0(τ ,t) (C.4)
