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INCORPORAÇÃO DA PROBABILIDADE DE
CONHECIMENTO NAS ATRIBUIÇÕES DAS CAUSAS DOS
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4.2 Cálculo dos parâmetros causais . . . . . . . . . . . . . . . . . . . . . . . . 34
iv
4.2.1 Modelo Bayesian Knowledge Tracing (BKT) de Corbett e Anderson 34
4.2.2 Modelo ajustado de Baker, Goldstein e Heffernan . . . . . . . . . . 36
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causais. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
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RESUMO
O processo cognitivo é uma atividade que envolve vários componentes na aquisição,
organização e uso da informação. A aprendizagem é uma tarefa imprecisa uma vez que
o processo cognitivo envolve fatores internos dos seres humanos, como o estado afetivo e
motivacional.
Neste trabalho foi desenvolvido um modelo para a inferência das probabilidades das
causas dos sucessos (acertos) ou fracassos (erros) em atividades cognitivas.
As atribuições causais foram retiradas da teoria da “Atribuição Causal”. Esta teoria
apresenta as percepções causais e sua relação com a emoção, motivação e expectativa.
As fórmulas foram modeladas utilizando o ńıvel de conhecimento do estudante que
é calculado de forma probabiĺıstica pelo modelo Bayesian Knowledge Tracing (BKT).
Também é utilizada uma extensão do BKT que explora as ações futuras do estudante para
determinar o ńıvel e o momento da aprendizagem. Destaca-se que o modelo proposto faz a
especialização dos parâmetros do modelo BKT em novos parâmetros visando aprofundar
o diagnóstico dos fatores influenciadores do processo cognitivo dos estudantes.
Prevendo essas percepções causais pretende-se colaborar com o processo de identi-
ficação comportamental do estudante: antes da ocorrência da ação para a previsão de
sua resposta, ou após a ação, atuando como um auxiliar na decisão em estratégias de
ensino. Nesta dissertação foi simulado o impacto dos valores inferidos para a previsão da
resposta do discente através de bases de dados dos históricos de ações de estudantes com
um Sistema Tutor Inteligente (STI) em produção.
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ABSTRACT
The cognitive process is an activity that involves various components in the acquisition,
organization and use of information. Learning is an imprecise task since the cognitive
process involves internal factors of humans as the emotional and motivational state.
In this work, we developed a model for inference of probability causes of successes or
failures in cognitive activities.
The causal attributions were based on the psychology theory of “attributional theory
of motivation and emotion”. This theory introduces the causal perceptions and their
relationship with the emotion, motivation and expectation.
The formulas were modeled using the level of student’s knowledge which is calculated
in a probabilistic manner by the model Bayesian Knowledge Tracing (BKT). Also we use
an extension of the BKT which explores future actions of students to set the level and
the moment of learning. We highlight that the proposed model uses the BKT parameters
to create new parameters, more specialized, aiming to identify factors influencing the
cognitive process of students.
Anticipating these causal perceptions, we intend to collaborate with the student’s
behavioral identification process: before the action for students answer prediction, or
after the action, acting as a subsidiary on the decision of education strategy. In this
thesis it was simulated the impact of inferred values for the prediction of students action





O processo cognitivo é uma atividade que envolve vários componentes na aquisição,
organização e uso da informação.
Para contribuir no processo cognitivo, surgem mecanismos de apoio ao ensino por com-
putador como os Sistemas Tutores Inteligentes (STIs). Nwana [26] descreve um STI como
um programa de computador que incorpora técnicas de inteligência artificial para tentar
reproduzir um comportamento, que se tivesse sido feito por um humano, seria considerado
inteligente. Os STIs, segundo Nwana [26], tem sua concepção e desenvolvimento baseados
na intersecção da ciência da computação, psicologia cognitiva e pesquisa educacional.
Para melhorar a colaboração dos STIs no processo cognitivo, principalmente em relação
às informações referentes as caracteŕısticas do estudante e estratégias pedagógicas, há
pesquisas aplicando técnicas de aprendizagem de máquina [11, 11, 28], modelos proba-
biĺısticos [19, 4] e computação afetiva [18, 14]. Estas pesquisas visam uma interação mais
“humana” com os usuários através de respostas estimuladas pelos estados cognitivos e/ou
afetivos que impactam na motivação e aprendizagem do estudante.
O estado cognitivo pode ser interpretado como a capacidade do indiv́ıduo no proces-
samento de informações para a aquisição do conhecimento, ou seja, no processo cognitivo.
Os estados afetivos são resultantes do processo afetivo que Bandura [6] definiu como
a regulação dos estados emocionais e elicitação das reações emocionais. E esses estados
são refletidos no comportamento do indiv́ıduo através da sua motivação em desenvolver
atividades.
As emoções envolvidas no processo cognitivo podem ter diversas causas. O conheci-
mento sobre essas causas colabora no diagnóstico dos consequentes estados afetivos que
geram diferentes comportamentos. A análise mais profunda das caracteŕısticas do aluno
passa a defini-lo como agente ativo no processo de aprendizagem.
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O principal motivador desta dissertação é a possibilidade de contribuir no processo de
construção de um STI na parte de detecção dessas causas que influenciam a aprendizagem.
1.1 Objetivo geral
O objetivo geral deste trabalho é estabelecer um modelo de inferência dos parâmetros
das causas do sucesso (acertos) ou fracasso (erros) em uma atividade cognitiva.
Como os elementos dependentes dos sentimentos humanos não são mensuráveis com
exatidão, o modelo utiliza em suas fórmulas a probabilidade de conhecimento e outras
informações obtidas do histórico das transações dos estudantes com um STI. A probabili-
dade de conhecimento é uma medida interessante pois é alterada por fatores internos dos
indiv́ıduos, podendo ser calculado através de dados observáveis como a resposta correta, e
é uma posśıvel evidência resultante das emoções e motivações influenciadas pelas causas.
1.2 Objetivos Espećıficos
Para o desenvolvimento do modelo proposto é necessário embasar as causas que serão
inferidas de acordo com um estudo psicológico. Este fundamento psicológico possibilitará,
futuramente, um estudo mais detalhado de como as causas inferidas pelo modelo influen-
ciam o processo cognitivo de um indiv́ıduo através das posśıveis consequências afetivas.
A teoria da “Atribuição Causal” de Weiner [37] será utilizada para a definição dessas
atribuições causais. Esta teoria apresenta as percepções causais e sua relação com a
motivação e expectativa. Prevendo essas percepções causais pretende-se colaborar com
o processo de identificação comportamental do estudante: antes da ocorrência da ação
para a previsão de sua resposta, ou após a ação, atuando como um auxiliar na decisão em
estratégias de ensino.
Além da escolha das causas, outra decisão importante é qual método utilizar para
o cálculo da probabilidade de conhecimento dos estudantes. A escolha foi do modelo
Bayesian Knowledge Tracing (BKT) de Corbett e Anderson [19] e da variante deste
modelo, desenvolvido por Baker, Goldstein e Heffernan [4], que condiciona o conhecimento
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à duas respostas futuras determinar o ńıvel e o momento da aprendizagem.
Uma aplicação prática será apresentada: previsão da ação, acerto ou erro, de um es-
tudante na sua primeira tentativa de resolver uma questão através de um conjunto de
atributos, incluindo os parâmetros causais inferidos pelo modelo proposto. Esta classi-
ficação e teste será feita com bases de dados de um STI que foi utilizado por alunos reais.
O intuito desta aplicação é mostrar o impacto dos atributos causais modelados e calcula-
dos na previsão da ação, e assim analisar a possibilidade da utilização desses parâmetros
na determinação do comportamento do estudante.
1.3 Organização do trabalho
No caṕıtulo 2 é apresentada uma resenha literária das pesquisas que focam a detecção
de padrões comportamentais para a inferência de estados afetivos e cognitivos.
No caṕıtulo 3 há uma introdução às informações teóricas relevantes utilizadas no
desenvolvimento do modelo proposto.
No caṕıtulo 4 são explicadas as fórmulas de predição dos parâmetros causais, os pro-
cedimentos, testes e resultados.
E no caṕıtulo 5 é apresentada a conclusão, com o impacto encontrado através desta




Inspirados no impacto da motivação no processo cognitivo, muitos pesquisadores tra-
balham na detecção de padrões comportamentais para a inferência de estados afetivos e
cognitivos.
Os estados afetivos são resultantes do processo afetivo que Bandura [6] definiu como a
regulação dos estados emocionais e elicitação das reações emocionais. O estado cognitivo
pode ser interpretado como a capacidade do indiv́ıduo no processo cognitivo.
Apesar de esta dissertação não se aprofundar no quesito afetivo, este é um assunto
relacionado com a investigação das causas comportamentais. Nas próximas seções são
apresentadas algumas pesquisas com foco na análise comportamental através do reconhe-
cimento e reações às emoções, e das caracteŕısticas dos estudantes.
2.1 Análise de dados para modelar o estado afetivo
O estado afetivo influencia a aprendizagem conforme apresentado em trabalhos como
o de Craig, Graesser, Sullins e Gholson [20] e Stein, Levine, Stein, Leventhal e Trabasso
[36]. Essas pesquisas exploraram a captação das ações do estudante e correlacionaram
com as suas emoções. Há diversas formas de fazer essa captação, podendo ser feita por
meio de sensores, imagens, tempo de interação/repouso com o sistema, questionários,
padrões de ações, entre outros.
Stein et al. [36] propuseram um modelo afetivo orientado a objetivos na solução de pro-
blemas. Este modelo sustenta a ideia que o comportamento tem a finalidade de alcançar e
manter uma meta, e que a aprendizagem quase sempre ocorre durante um episódio emoci-
onal. Descrevem os pensamentos que ocorrem durante esses episódios e como influênciam
uns aos outros. Os dados referentes aos pensamentos vêm de informações previamente ad-
quiridas e do monitoramento da excitação do “sistema nervoso autônomo (SNA)”. Junto
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com a excitação do SNA, ocorre uma avaliação cognitiva conjunta com a reação emocional.
O trabalho de Craig et al. [20] explora o papel dos estados afetivos no processo de
aprendizagem com um STI chamado AutoTutor. Por meio de informações comporta-
mentais, obtidas pela interação do estudante com um sistema de diálogo e por câmera,
rastreiam as emoções do estudante. As emoções estudadas foram o tédio, a confusão, a
situação de “eureka” (repentina aprendizagem), a fluência e a frustração. Conclúıram que
o ganho de aprendizagem é positivamente correlacionado com os estados de confusão e
fluência, e negativamente correlacionado com o tédio. Para fustração e “eureka” os ganhos
foram insignificantes.
Outra teoria que prioriza as metas foi a de Conati [17] e, Conati e Maclaren [18] que
implementaram um framework para modelar os estados afetivos usando redes Bayesianas
dinâmicas informando as causas das emoções e seus efeitos no comportamento.
A construção do modelo Conati et al. [17, 18] foi baseada nos elementos da teoria
psicológica “OCC” (Ortony, Clore e Collins [27]) de emoções. Esta teoria cognitiva modela
a emoção cuja força depende dos eventos, agentes ou objetos do ambiente. A força foi
comparada a valência, sendo positiva ou negativa. A valência de uma reação emocional
depende da situação, que é definida pelos seus objetivos e preferências. A teoria OCC
especifica 22 categorias de emoções, com 5 processos. Esses processos são: classificação do
evento, ação ou objeto encontrado; determinação da intensidade das emoções envolvidas;
interação da emoção gerada com as existentes; mapeamento do estado emocional para
uma expressão emocional; e expressão do estado emocional. Nesta teoria, as emoções
surgem como resultado da avaliação da situação atual em relação a seus objetivos.
As situações modeladas na rede de Conati et al. [17, 18] consistem do resultado de
qualquer evento causado pela ação do usuário ou do agente em relação aos objetivos,
o qual influência os estados emocionais. Posteriormente, a rede correlaciona as reações
corporais (efeitos observáveis) com as emoções. As reações corporais foram obtidas através
de sensores que podem detectar as expressões corporais de interesse.
Segundo Conati et al. [18] o resultado mostrou que se os objetivos dos usuários pude-
rem ser corretamente avaliados então o modelo pode fazer predições com precisão razoável
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sobre o estado afetivo do usuário, mas também revelou algumas fontes de imprecisão. A
avaliação das metas precisa ser aperfeiçoada antes do modelo poder ser usado autonoma-
mente com um sistema real.
2.2 Análise de dados para detectar o estado cognitivo
Outros pesquisadores utilizam a aprendizagem de máquina para aumentar a individu-
alização das ações do sistema de acordo com as caracteŕısticas dos estudantes, como Paiva,
Santa Pinto, da Silva, Isotani e Jaques [28], Beck, Woolf e Beal [11] e, Chi, VanLehn e
Litman [16].
Paiva et al. [28] propuseram uma abordagem sistemática para auxiliar a assistência
aos alunos em suas necessidades pedagógicas. Denominaram o processo como Pedagogical
Recommendation Process (PRP). Esta abordagem é um processo ćıclico e interativo, cons-
titúıdo por quatro passos. Cada etapa exige ações coordenadas entre os atores humanos
(especialistas nos domı́nios pedagógicos e tecnológicos) e os atores artificiais (artefatos
computacionais). Ele usa os dados da interação com os alunos como entrada, aplicando
técnicas de mineração de dados para detectar e descobrir as dificuldades pedagógicas, a
fim de personalizar as recomendações pedagógicas. Finalmente, o desempenho dos alunos
é monitorado e avaliado. Aplicando esse processo em um estudo de caso, descobriram
situações em que os alunos estavam enfrentando dificuldades, o que ajudou a gerar reco-
mendações personalizadas com base nestes problemas espećıficos.
Beck et al. [11] implementaram uma arquitetura para aprendizagem de máquina que
treina o sistema para aprender como ensinar os estudantes. Essa arquitetura, denominada
“ADVISOR”, é formada por agentes que identificam as ações e desempenho do aluno em
vários contextos de problemas, e simula o estudante com diferentes poĺıticas de ensino. A
aprendizagem por reforço [10] foi utilizada pelo agente para derivar a poĺıtica de ensino
para um objetivo educacional espećıfico.
Assim como o ADVISOR [11], Chi et al. [16] propuseram uma tática tutorial induzida
pela aplicação da aprendizagem por reforço nos dados dos diálogos da interação estudante-
tutor. As poĺıticas de decisão são Elicit vs Tell e Skip-Justify. Na poĺıtica Elicit vs Tell,
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o sistema decide se induz (elicit) ou se, simplesmente, informa (tell) qual é a próxima
etapa; na poĺıtica Skip-Justify, o sistema pode solicitar uma justificativa para o estudante,
sobre o passo adotado ou resposta inserida.
2.3 Análise de dados para modelar o estado afetivo e detectar
o estado cognitivo
A junção do estado afetivo e cognitivo em um sistema tutor inteligente foi um caminho
natural no aperfeiçoamento no ensino por computador.
Bica e Vicari [14] apresentaram um agente denominado “Mediador de Autoeficácia
(MAE)”, atuante no modelo do estudante, que considera as inferências das crenças de
autoeficácia. A autoeficácia é a capacidade do estudante realizar uma tarefa e seu auto-
julgamento dessas capacidades, sendo importante na motivação e afeto. As inferências
foram realizadas através da máquina de inferência fuzzy.
As decisões de feedback no MAE foram efetuadas através de uma base de conhecimento,
constantemente atualizada, e das inferências sobre os aspectos de autoeficácia do estudante
que são associadas aos comportamentos, como esforço, persistência, números de tentativas,
desempenho médio, entre outros. Conforme o ńıvel de autoeficácia inferida, um tipo de
feedback motivacional é apresentado ao estudante.
Beck e Woolf [13] desenvolveram o STI AnimalWatch para ensinar aritmética. O mo-
delo do estudante deste sistema foi aprimorado com as informações sobre os desempenhos
dos estudantes para cada item do domı́nio, ajudando na seleção do tópico, da dificuldade
e do feedback mais adequado à situação corrente. Implementaram uma arquitetura de
aprendizagem de máquina para prever a probabilidade da próxima resposta do estudante
ser correta, e quanto tempo o aluno levará para gerar essa resposta. Esse agente trabalha
com 4 informações de entrada: a proeficiência do estudante; a dificuldade do tópico e seus
componentes; a complexidade do problema; e o esforço e as dicas vistas pelo estudante.
Outo STI no campo da matemática é o “Aplusix II” de Lagud e Rodrigo [24]. O
“Aplusix II” é um assistente de aprendizagem de álgebra. O sistema permite que o
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estudante resolva as equações algébricas passo-a-passo, fornecendo feedbacks instrutivos
da relação entre as etapas respondidas e posśıveis erros cometidos.
Para o aux́ılio ao estudante foi mapeado a relação entre o afeto e o perfil. Para o perfil
de aprendizagem foram analisados os históricos dos estudantes para obter o número de
itens corretos resolvidos, o maior ńıvel de dificuldade exercitado, a média de tempo e a
média de etapas para resolver um item. Os estados afetivos foram determinados através
de dados coletados usando métodos de observação quantitativa apresentados no trabalho
Baker, Corbett, Koedinger e Wagner [1]. Essas observações foram realizadas por uma
equipe de seis alunos de mestrado em educação ou ciência da computação, com experiência
de ensino. Eles foram treinados para a tarefa através de uma série de discussões sobre o
significado das categorias afetivas. As observações foram conduzidas de acordo com um
guia que deu exemplos de ações, declarações, expressões faciais e linguagem corporal para
categorizar os estados de tédio, confusão, prazer, surpresa, frustração, fluência e o estado
neutro.
2.4 Considerações finais
Várias alternativas de aux́ılio ao estudante estão sendo modeladas e implementadas.
Há os que trabalham para a determinação dos estados afetivos, como: Stein et al. [36]
que propuseram um modelo afetivo orientado a objetivos, considerando os episódios emo-
cionais ligados ao momento da aprendizagem; Craig et al. [20] que exploraram o papel
dos estados afetivos por meio de informações comportamentais, obtidas pela interação do
estudante com um sistema de diálogo e por câmera; e Conati et al. [18] que constrúıram
um modelo com dados integrados com a teoria psicológica OCC da emoção e personali-
dade. Uma caracteŕıstica semelhante dos modelo acima citados, é o uso de informações
coletados de agentes externos como câmeras.
As informações históricas dos estudantes também são úteis para promover a contextu-
alização e individualização dos retornos ao estudante, estimulando o processo cognitivo.
O ADVISOR [11], por exemplo, explora o modelo do estudante e o estado do problema
para definir a poĺıtica de ensino simulando o estudante. Enquanto Paiva et al. [28] pro-
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puseram uma abordagem sistemática para auxiliar a assistência aos alunos, detectando as
dificuldades, a fim de personalizar as recomendações pedagógicas, Chi et al. [16] propu-
seram uma tática tutorial induzida pela aplicação da aprendizagem por reforço nos dados
dos diálogos da interação estudante-tutor.
A associação das abordagens emoção-cognição foi o intuito de pesquisas como de Bica
e Vicari [14] que considera as inferências das crenças de autoeficácia para escolher o
feedback motivacional, de Beck e Woolf [13] que desenvolveram um modelo do estudante
com informações sobre o desempenho para cada item no domı́nio, ajudando na seleção
do tópico, da dificuldade e do feedback mais adequado à situação corrente, e de Lagud e
Rodrigo [24] que personalizaram os feedbacks com o apoio da relação entre o afeto, e o
perfil emocional e cognitivo.
O modelo desenvolvido nesta dissertação acompanha a tendência da análise dos dados
para obter informações referentes ao comportamento e estados dos estudantes. O principal
objetivo é encontrar padrões que expliquem a causa de um determinado comportamento.
Semelhante a ideia de Conati e Maclaren [18], contempla a detecção das causas dos eventos
e fundamenta-se em uma teoria psicológica. Porém, não há o uso de dados de ferramentas
de captação da interação estudante-sistema (camêras, sensores), a teoria utilizada é a da
“Atribuição Causal” proposta por Weiner [37] e faz o relacionamento da causa com o ńıvel
de conhecimento do estudante obtido aplicando o modelo Bayesian Knowledge Tracing
(BKT) de Corbett e Anderson [19].
Conhecendo as causas seria posśıvel deduzir a motivação do estudante, o que ajudaria,
por exemplo, no aprimoramento dos feedbacks. Os métodos aplicados estão apresentados




Neste caṕıtulo será apresentada uma introdução sobre os modelos e técnicas que esta
pesquisa fundamenta-se.
A base psicológica foi feita através da teoria da “Atribuição Causal” de Weiner [37]
que é apresentada na primeira seção deste caṕıtulo. As causas que resultam na motivação
e expectativa são os objetos de interesse estudados.
O caṕıtulo segue com informações sobre o modelo Bayesian Knowledge Tracing (BKT)
de Corbett e Anderson [19] e suas variantes, que foram utilizadas como base técnica para
o cálculo das atribuições causais inspiradas na teoria acima citada.
3.1 Teoria da Atribuição Causal
A aprendizagem é uma tarefa imprecisa uma vez que o processo cognitivo envolve
fatores internos dos seres humanos. Para Bandura [5], pessoas não são nem agentes
autônomos nem simplesmente transportadores mecânicos das influências ambientais. O
ser humano representa um agente passivo, ao ser influenciado pelos fatores externos, e
ativo, ao contribuir com sua interpretação pessoal na causa da sua própria motivação.
Na teoria da “Atribuição Causal”, Weiner [37] defendeu que as atribuições causais do
sucesso ou fracasso interferem no processo cognitivo e no comportamento do estudante,
uma vez que atuam na emoção e motivação. A motivação é representada como uma
sequência histórica, resultado do v́ınculo do processo afetivo, ou seja, das reações emocio-
nais na execução da atividade-meta. Por exemplo, não dominar um assunto do curŕıculo
escolar por falta de capacidade pode ocasionar o sentimento de vergonha no estudante,
desmotivando-o e resultando no abandono do estudo.
De acordo com Barrera [9] é importante destacar que existe uma grande variação na
maneira como diferentes pessoas interpretam uma mesma situação, de acordo com as
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informações e com a forma pessoal de processá-las. Assim, a sequência pode representar
vários cenários de uma mesma situação.
O cenário-exemplo utilizado por Weiner [37] foi: “Um jovem jogador de beisebol tem
um desempenho muito ruim durante um jogo. Em vez de aparecer no próximo jogo, o
rapaz fica em casa”. Neste cenário pode haver variações, como o menino praticar mais
“batidas” após falhar (em vez de não ir ao jogo) ou praticar mais “batidas” após jogar
bem (sucesso). O mesmo pode ser aplicado ao processo cognitivo: uma falha pode ser um
motivador para mais dedicação aos estudos ou o sentimento de fracasso pode ocasionar a
desistência.
Weiner [37] explica que uma sequência motivacional é iniciada por um resultado que os
indiv́ıduos interpretam como positivo (realização do objetivo) ou negativo (não-realização
do objetivo). O afeto está diretamente relacionado com seu sucesso (felicidade) ou fracasso
(frustração, tristeza) na realização da atividade-meta. No cenário do beisebol, o fraco
desempenho do rapaz provoca sentimentos negativos. Dado a falha, a teoria tenta explicar
o motivo, as causas que podem ter desencadeado essa sáıda.
As atribuições causais foram divididas em três dimensões ou propriedades: locus da
causalidade, estabilidade e controlabilidade.As dimensões causais tem consequências psi-
cológicas, estando relacionadas à expectativa e ao afeto [37].
O locus da causalidade influencia as consequências afetivas como a autoestima e orgu-
lho, e pode ser classificada como interna ou externa. As atribuições internas (“motivos pes-
soais”) provocam maior impacto afetivo do que as atribuições externas (“fora do controle
pessoal”). As atribuições “internas” são comportamentos mais consistentes que fazem
parte da composição do indiv́ıduo, como seu esforço, atenção, memória. As atribuições
“externas” são as caracteŕısticas ou ações externas ao indiv́ıduo, sendo uma consequência
ordinária de uma situação espećıfica para o indiv́ıduo, como sorte ou caracteŕısticas da
situação ou tarefa [37]. Por exemplo, o jovem jogador de beisebol falhou devido a uma
causa interna e, portanto, ele deve estar passando por uma baixa autoestima.
A dimensão de estabilidade influencia as consequências relativas ao tempo como a ex-
pectativa de sucesso no futuro. Acontecimentos repetitivos podem ser considerados con-
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sequências de causas estáveis, como, por exemplo, o grau de dificuldade de uma matéria,
enquanto esforço, sorte, atenção, são causas instáveis. No cenário-exemplo, o menino an-
tecipa sua falha (não indo ao próximo jogo) na medida em que seu fraco desempenho é
percebido como uma causa estável (falta de aptidão). Ele também pode ter aumentado
a expectativa de fracasso em outras atividades esportivas se a causa for percebida como
global. Para Weiner [37], a estabilidade influencia aspectos temporais da expectativa,
enquanto a globalidade influencia expectativas em diferentes situações cruzadas. Bar-
rera [9] diz que a globalidade de determinadas causas está associada à possibilidade de
generalização e de antecipação de resultados semelhantes em diferentes domı́nios.
A dimensão da controlabilidade, segundo Barrera [9], indica as causas percebidas como
estando sob controle voluntário do sujeito e, portanto, pasśıveis de serem modificadas por
ele, por exemplo, esforço e atenção, diferenciando-as de aquelas percebidas como estando
fora desse controle, por exemplo, azar e dificuldade da tarefa.
A controlabilidade afeta as emoções sociais. Causas controláveis (esforço) do fracasso
pessoal promovem sentimentos de culpa, enquanto as causas incontroláveis (capacidade
intelectual) geram vergonha.
Os afetos resultantes das controlabilidade podem ser auto-direcionados, como o relaxa-
mento e surpresa, e os afetos direcionados para terceiros como a raiva (falha controlável
por outros), compaixão (falha incontrolável) e gratidão (causa controlável dos outros).
No cenário-exemplo, é provável que o time esteja sentindo-se envergonhado e humilhado
(mas não culpado), enquanto que o seu treinador ou as suas mães, sintam piedade ou
pena deles (mas não raiva) [37].
Weiner [37] defende que essas atribuições causais estão relacionadas à diferentes emoções
e comportamentos. A expectativa e o afeto são presumidos para determinar a ação. As
ações podem ser descritas de acordo com a sua intensidade, sua latência, e assim por
diante. No cenário de beisebol, o menino tem uma baixa expectativa de sucesso no futuro
e está se sentindo triste, com baixa autoestima, com vergonha, e sem esperança. Estas
condições promovem seu afastamento e comportamentos maléficos para a realização do
objetivo desejado.
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Dependendo da interpretação causal do indiv́ıduo perante uma situação na qual está
associada uma expectativa de mudança (ou não), sua motivação é influenciada positiva-
mente (otimismo) ou negativamente (pessimismo), resultando em esforço ou desistência
na tentativa de alcance da uma meta.
Barrera [9] salienta que apesar dos sucessos e fracassos sempre despertarem emoções
agradáveis ou desagradáveis, ocasionam também, em função da interpretação de suas
causas, uma variada gama de reações afetivas que afetarão o comportamento do sujeito.
Os sucessos e fracassos atribúıdos a fatores internos causam emoções mais intensas, pois
afetam a autoestima da pessoa. Além disso, os afetos associados às atribuições causais
influenciam a motivação, determinando a intensidade do investimento na tarefa, ou o grau
de persistência frente às dificuldades encontradas.
A “Teoria da Atribuição Causal” considera o conhecimento a respeito do ambiente,
de si mesmo e do outro um determinante motivacional mais importante do que o prazer.
Nessa perspectiva, as emoções estão subordinadas às cognições. Porém, estas não se
referem a um conhecimento necessariamente objetivo da realidade, mas à interpretação
pessoal que cada um faz das causas dos acontecimentos. É essa interpretação que suscita
emoções e a adoção de comportamentos [9].
Figura 3.1: Diagrama da teoria da Atribuição Causal de Weiner [37]
A figura 3.1 mostra o esquema da teoria de Weiner [37], com as evidências de acertos e
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erros como entrada para classificação de suas causas conforme as dimensões de localização,
estabilidade e controlabilidade, sujeitas a interpretação pessoal resultando em diferentes
cenários, com diferentes emoções, motivações e comportamentos.
Para caracterizar esta teoria os atributos estudados nesta dissertação, e detalhados no
caṕıtulo 4, foram os fatores habilidade, esforço, sorte e dificuldade.
3.2 Bayesian Knowledge Tracing e suas variantes
O Bayesian Knowledge Tracing (BKT) de Corbett e Anderson [19] é um modelo
cognitivo da aquisição de um conhecimento. Ele monitora as mudanças de estado de
conhecimento durante a prática de um problema (conhecido como modelo Knowledge
Tracing).
Um problema é uma tarefa que envolve múltiplas etapas. Uma etapa é uma parte
observável da solução para um problema, na qual diversas ações podem ser executadas.
Cada ação é chamada de transação e pode ser uma tentativa correta ou incorreta, ou a
requisição de uma dica. A transação é uma interação entre o estudante e o STI.
Cada vez que o aluno tem a oportunidade ou chance de aplicar uma componente de
conhecimento, o tutor atualiza sua estimativa de domı́nio dessa componente, baseado na
ação do estudante [19].
Definição. Uma componente de conhecimento, também denominada como regra ou ha-
bilidade, é uma parte da informação que deve ser usada para resolver uma tarefa.
Figura 3.2: Modelo de aprendizagem
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O knowledge tracing é composto por dois estados (ver figura 3.2) para cada regra:
“aprendido” e “não aprendido”. A aprendizagem é uma medida probabiĺıstica, pois
mesmo sendo considerado “aprendido”, o aluno pode equivocar-se e cometer um erro;
se a regra estiver em um estado “não-aprendido”, o aluno pode adivinhar a resposta cor-
reta. A cada oportunidade de aplicar a regra, a estimativa de conhecimento é atualizada,
de acordo com as ações, corretas ou não, do estudante.
Para o modelo BKT há as seguintes definições:
Definição. O conhecimento no BKT é quando a regra encontra-se no estado “aprendido”.
É representado por L.
Definição. A evidência é ação do aluno na resolução de uma tarefa como resposta correta
ou incorreta, requisição de ajuda, etc. É representado por A.
Definição. O ńıvel de conhecimento de uma regra no BKT é a probabilidade de estar no
estado “aprendido” dadas as evidências, sendo representado pela probabilidade condicional
P (L|A).
Definição. A aprendizagem no BKT é uma constante que contém a probabilidade de
transição do estado “não-aprendido” para o “aprendido”. É representado por P (Ln|¬Ln−1, Acaon) =
P (T ) que mostra a probabilidade de saber na etapa n dado que não sabia na etapa n− 1
e a ação correta ou incorreta na etapa n.
Definição. A adivinhação (do inglês Guess) no BKT é a probabilidade de acertar uma
regra estando em um estado de “não-aprendido”. A representação da probabilidade de
adivinhar dado o conhecimento é P (A = Correto|¬L) = P (G).
Definição. O eqúıvoco (do inglês Slip) no BKT é a probabilidade de errar uma regra
estando em um estado de conhecimento. A representação da probabilidade de equivocar-
se dado o conhecimento é P (A = Incorreto|L) = P (S).
Segundo Reye [31] o modelo BKT é equivalente a uma rede Bayesiana dinâmica de
dois nós. Quando uma rede Bayesiana é usada para representar um modelo do estudante,
é necessário ter uma forma, teoricamente plauśıvel, de atualizá-lo. Essas atualizações são
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baseadas em informações de duas fontes: do aluno, via suas entradas no sistema (por
exemplo, pedidos de ajuda, respostas às perguntas, e as tentativas de exerćıcios); e do
sistema, através de suas sáıdas (por exemplo, descrições e explicações dadas).
Em geral, quando há uma interação com o estudante, o sistema deve rever o estado de
conhecimento deste aprendiz, aplicando o teorema de Bayes para ajustar a probabilidade
de conhecimento da etapa anterior, e depois, atualizando a probabilidade de aprendizagem
usando a ação da etapa atual.
O teorema de Bayes mostra a probabilidade de uma hipótese dada a observação de uma
evidência e a probabilidade da evidência dada pela hipótese. A probabilidade condicional
de Bayes é calculada da seguinte forma:
P (A|B) = P (B|A)P (A)
P (B)
(3.1)
Sendo que na fórmula 3.1:
P (A) é a probabilidade de A
P (B) é a probabilidade de B
P (A|B) é a probabilidade de A condicionado a B
P (B|A) é a probabilidade de B condicionado a A
Figura 3.3: Modelo BKT
Observe na figura 3.3 que a direção da dependência é do estado atual para a evidência.
Esta direção representa que o estado faz com que as evidências assumam valores particu-
lares: a aprendizagem faz com que os alunos acertem. O processo de inferência, natural-
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mente, vai na direção oposta. Esta distinção entre a direção de dependência e a direção
de inferência é uma das principais vantagens das redes de Bayesianas [33].
Reye [31] defendeu uma abordagem em duas fases, representada na figura 3.4, para a
atualização do modelo do estudante, sendo que em cada interação:
• Fase 1: a incorporação da evidência sobre o conhecimento do estudante;
• Fase 2: mudanças esperadas no conhecimento do aluno devido à tutoria.
Figura 3.4: Atualização de duas fases. Fonte [31]
As equações utilizadas na fase 1 para o modelo do BKT são:
P (Ln−1|Acaon = Correto) =
P (Acaon = Correto|Ln−1) ∗ P (Ln−1)
P (Acaon = Correto)
(3.2)
=
(1− P (S)) ∗ P (Ln−1)
P (Ln−1) ∗ (1− P (S)) + (1− P (Ln−1)) ∗ P (G)
P (Ln−1|Acaon = Incorreto) =
P (Ln−1) ∗ P (S)
P (Ln−1) ∗ P (S) + (1− P (Ln−1)) ∗ (1− P (G))
As equações utilizadas na fase 2 para o modelo do BKT são:
P (Ln|Acaon) = P (Ln−1|Acaon) + (1− P (Ln−1|Acaon)) ∗ P (T ) (3.3)
Sendo que nas fórmulas 3.2 e 3.3:
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P (G) é a probabilidade de adivinhar a resposta
P (S) é a probabilidade de equivocar-se na resposta
Ln representa o conhecimento na etapa n
Ln−1 representa que o aluno já está no estado “aprendido”
Acaon é a ação (evidência) do aluno na oportunidade n
P (T ) é a probabilidade de aprendizagem
P (Ln−1|Acaon) é a probabilidade de aprendizado na etapa anterior condicionado a ação
atual
P (Ln|Acaon) é a probabilidade de aprender condicionado a ação atual
P (Acaon|Ln−1) é a probabilidade do resultado Acaon ocorrer quando o estudante já sou-
ber o tópico
P (Acaon|¬Ln−1) é a probabilidade do resultado Acaon ocorrer quando o estudante não
souber o tópico
Para o modelo BKT tradicional, temos as seguintes caracteŕısticas:
• Acaon: assume apenas o valor correto e incorreto;
• P (Ln|Ln−1, Acaon) = 1: não há esquecimento;
• Os parâmetros P (L0), P (T ), P (G) e P (S) são estimados empiricamente para cada
componente de conhecimento;
• Não há probabilidades condicionais que ligam regras diferentes, ou seja, não há
restrições prévias.
Dentre as variantes do modelo BKT há as que analisam o impacto da individualização
na estimativa do conhecimento [29, 40], as que aprimoram os parâmetros P (G) e P (S)
[2, 3], as que incorporam a condição da divisão da tarefa em sub-tarefas, conhecido como
scaffolding [34], as que incorporam itens de dificuldades [30] e as que avaliam a aprendi-
zagem com múltiplas componentes de conhecimento envolvidas [23, 39].
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3.2.1 Abordagens para ajustar o modelo BKT
De acordo com Beck e Chang [12], o modelo tradicional do BKT é vulnerável ao
problema estat́ıstico da “identificabilidade”: um mesmo valor sobre o desempenho de
um aluno pode ser previsto a partir de várias posśıveis combinações de estimativas dos
parâmetros do modelo. Por exemplo, múltiplas combinações de P (G) e P (L0) podem
gerar exatamente a mesma taxa de erro para P (Acaon = Correto).
A proposta de Beck e Chang [12] para resolver este problema foi avaliar as diferen-
tes soluções para encontrar aquelas que são mais plauśıveis, restringindo os parâmetros
do modelo ao encontrar uma probabilidade prévia através de todas as componentes de
conhecimento. Esta solução, porém, segundo Baker, Corbett e Aleven [2] introduz um
novo problema, a “degeneração do modelo”, possibilitando a obtenção de parâmetros os
quais induzem a um comportamento paradoxal. Este comportamento acontece quando o
P (G) ou o P (S) são maiores que 0, 5. Com o parâmetro P (S) maior que 0, 5, significa
que um estudante que sabe uma componente de conhecimento tem maiores chances de
errar do que de acertar a resposta e P (G) maior que 0, 5, significa que um estudante que
não sabe uma componente de conhecimento tem maiores chances de acertar do que errar
a resposta.
Baker, Corbett, Gowda, Wagner, MacLaren, Kauffman, Mitchell e Giguere em [3]
compararam diferentes abordagens do modelo BKT. As variantes investigadas foram a
versão padrão de quatro parâmetros [19], o Contextual-Guess-e-Slip [2] e o Individual
Difference Weights [19].
A primeira variante foi a versão padrão de quatro parâmetros do BKT, na qual os
parâmetros P (L0), P (T ), P (G) e P (S) recebem valores fixos para cada componente de
conhecimento. Os valores de P (S) e P (G) foram limitados até 0, 3 para evitar o problema
da “degeneração do modelo”.
A segunda variante foi Contextual-Guess-e-Slip [2]. Nesta abordagem, cada compo-
nente de conhecimento tem um valor separado para P (L0) e P (T ). No entanto, P (G) e
P (S) não são mais estimadas para cada componente de conhecimento; em vez disso, eles
são calculados cada vez que um aluno tenta responder uma nova etapa, com base em um
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modelo aprendido, treinado com 64 e aplicado com 253 componentes, através das carac-
teŕısticas das ações em um contexto. Por exemplo, as respostas mais longas e pedidos de
ajuda são menos propensos de serem deslizes.
Como o modelo Contextual-Guess-and-Slip substitui dois parâmetros em cada com-
ponente de conhecimento, tem um menor número total de parâmetros.
Na versão Individual Difference Weights, as estimativas de desempenho e aprendi-
zagem variam entre as componentes. E devido as diferenças entre os estudantes, essas
estimativas podem ser incorretas para os alunos abaixo ou acima da média. Segundo
Corbett et al. [19] os estudantes acima da média cometem poucos erros e recebem mais
exerćıcios de remediação do que o necessário. Os estudantes abaixo da média, apesar de
receberem mais exerćıcios de remediação do que os alunos acima da média, recebem me-
nos do que eles precisam, resultando desempenho pior do que o esperado nos testes. Por
isso, foi incorporado ao modelo pesos individuais distintos para cada parâmetro P (L0),
P (T ), P (G) e P (S).
Esta abordagem, que trabalha com quatro parâmetros para cada componente de co-
nhecimento e quatro parâmetros para cada aluno, tem substancialmente mais parâmetros
do que as outras abordagens.
Baker et al. [3] conclúıram que a abordagem Contextual-Guess-and-Slip faz uma boa
previsão de desempenho dentro de um STI, sendo comparável ou ligeiramente superior
a abordagem de quatro parâmetros e do Individual Difference Weights. Embora, tenha
falhado na previsão de desempenho pós-teste. Um dos posśıveis motivos para esta falha,
é que o Contextual-Guess-and-Slip faz o sobreajuste (modelo estat́ıstico ajusta-se em
demasiado ao conjunto de dados de teste) do desempenho do estudante.
A abordagem Individual Difference Weights também não foi mais preciso na previsão
do pós-teste do que a abordagem padrão de quatro parâmetros. Em pesquisa anterior
[19], o modelo foi vantajoso nos casos de elevado ńıvel de P (Ln).
Apesar do fracasso do Contextual-Guess-and-Slip para prever o desempenho no pós-
teste, a estimativa Contextual Slip parece ser uma valiosa adição para a previsão do
conhecimento e desempenho. Isto é um indicativo que algum aspecto da aprendizagem não
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foi capturado pelo BKT. Contudo, P (S) pode ter vários significados, incluindo indicação
de conhecimento superficial ou descuido durante o uso do STI.
Baker et al. [3] destacaram o potencial do Contextual Slip na predição do desempenho
do estudante pós-teste, porque quanto melhor esta predição for, provavelmente, melhor
será a adaptação do STI.
As investigações de Baker et al. [3] sugeriram que as abordagens de força bruta para
encontrar as melhores estimativas dos parâmetros - todas as combinações de parâmetros
posśıveis de valores (por exemplo, 0, 01 0, 01 0, 01 0, 01, 0, 01 0, 01 0, 01 0, 02, 0, 01 0, 01
0, 01 0, 03 ... 0, 01 0, 01 0, 02 0, 01 ... 0, 99 0, 99 0, 3 0, 1) - resultam em um melhor
ajuste do que algoritmos anteriormente utilizados, como Expectation Maximization [12],
Conjugate Gradient Search [19], e Generalized Reduced Gradient Search [2]. Essas mesmas
investigações revelaram que a força bruta é computacionalmente tratável para o conjunto
de dados e conjunto de parâmetros do BKT, uma vez que o tempo aumenta linearmente
com o número de ações dos alunos, mas é constante para o número de componentes de
conhecimento (uma vez que apenas uma componente é aplicada a cada ação do aluno, o
número de operações matemáticas é idêntico, não importando quantas componentes estão
presentes). Para a versão de quatro parâmetros [19], por exemplo, o número total a ser
estimado é o número de regras cognitivas vezes quatro.
3.2.2 Detectando Aprendizagem Momento a Momento
Para aprimorar o modelo do estudante, Baker, Goldstein e Heffernan [4] propuseram
um modelo que prevê a probabilidade de aprendizagem de uma componente de conheci-
mento em uma etapa espećıfica na resolução de um problema. Baker et al. [4] denomina-
ram essa probabilidade de P (J) (Just Learned), calculada conforme a fórmula 3.4.
Definição. O momento da aprendizagem é definido na etapa em que ocorre a passagem
do estado “não-aprendido” para o estado “aprendido” dada as ações nas etapas n + 1 e
n + 2.
Especificamente, definiram a aprendizagem da componente de conhecimento entre o
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instante depois que o estudante entrou com sua primeira resposta na etapa n (n-ésima
oportunidade de exercitar um componente de conhecimento espećıfico) e o instante que o
estudante entra com sua primeira resposta na etapa n + 1.
O processo consiste de uma etapa de rotulagem e uma de treinamento. Os rótulos
são obtidos pela previsão do conhecimento (modelo BKT) no passo n condicionado aos
dados de correções futuras (n + 1, n + 2). O treinamento é feito com um conjunto de
caracteŕısticas que descrevem cada ação do estudante para a prever o dado rotulado em
tempo de execução. A fórmula resultante foi:
P (J) = P (¬Ln ∧ T |A+1+2) (3.4)
Sendo que na fórmula 3.4:
P (J) é a probabilidade da aprendizagem em um momento espećıfico
P (¬Ln ∧ T |A+1+2) é a probabilidade não saber porém aprender dada as ações nas etapas
n + 1 e n + 2
A probabilidade das ações P (A+1+2) nos tempos n + 1 e n + 2 é a probabilidade
incondicional ou marginal obtida da probabilidade condicional e calculada conforme a
fórmula 3.5.
P (A+1+2) = P (A+1+2|Ln) ∗ P (Ln) +
P (A+1+2|¬Ln ∧ T ) ∗ P (¬Ln) ∗ P (T ) +
P (A+1+2|¬Ln ∧ ¬T ) ∗ P (¬Ln) ∗ P (¬T ) (3.5)
P (Ln|A+1+2) =
P (A+1+2|Ln) ∗ P (Ln)
P (A+1+2)
(3.6)
P (¬Ln ∧ T |A+1+2) =




P (¬Ln ∧ ¬T |A+1+2) =
P (A+1+2|¬Ln ∧ ¬T ) ∗ P (¬Ln) ∗ P (¬T )
P (A+1+2)
(3.8)
As fórmulas 3.6, 3.7 e 3.8 são calculadas pela regra de Bayes. Sendo que:
P (Ln|A+1+2) é a probabilidade conhecimento dada as ações nas etapas n + 1 e n + 2
P (A+1+2|Ln) é a probabilidade das ações nas etapas n + 1 e n + 2 dado o conhecimento
na etapa n
P (¬Ln ∧ T |A+1+2) é a probabilidade de não saber porém aprender dada as ações nas
etapas n + 1 e n + 2
P (A+1+2|¬Ln ∧ T ) é a probabilidade das ações nas etapas n + 1 e n + 2 dado o não
conhecimento e aprendizagem na etapa n
P (¬Ln ∧ ¬T |A+1+2) é a probabilidade de não saber e não aprender dada as ações nas
etapas n + 1 e n + 2
P (A+1+2|¬Ln ∧ ¬T ) é a probabilidade das ações nas etapas n + 1 e n + 2 dado o não
conhecimento e não aprendizagem na etapa n
As probabilidades condicionadas das ações, corretas C ou incorretas ¬C, dependentes
do conhecimento são calculadas pelas probabilidades P (S), P (G) e P (T ), e são deduzidas
por Baker et al.[4] conforme apresentado abaixo:
• Quando há conhecimento, o acerto é não-eqúıvoco e erro é eqúıvoco:
P (A+1+2 = C,C|L) = P (¬S) ∗ P (¬S)
P (A+1+2 = C,¬C|L) = P (¬S) ∗ P (S)
P (A+1+2 = ¬C,C|L) = P (S) ∗ P (¬S)
P (A+1+2 = ¬C,¬C|L) = P (S) ∗ P (S)
• Quando não há conhecimento mas há aprendizagem, o acerto é não eqúıvoco e erro é
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eqúıvoco:
P (A+1+2 = C,C|¬L ∧ T ) = P (¬S) ∗ P (¬S)
P (A+1+2 = C,¬C|¬L ∧ T ) = P (¬S) ∗ P (S)
P (A+1+2 = ¬C,C|¬L ∧ T ) = P (S) ∗ P (¬S)
P (A+1+2 = ¬C,¬C|¬L ∧ T ) = P (S) ∗ P (S)
• Quando não há conhecimento e não ocorre aprendizagem na etapa n, o acerto é adivi-
nhação e erro é não adivinhação, podendo aprender ou não na etapa n + 1:
P (A+1+2 = C,C|¬L ∧ ¬T ) = P (G) ∗ P (T ) ∗ P (¬S) + P (G) ∗ P (¬T ) ∗ P (G)
P (A+1+2 = C,¬C|¬L ∧ ¬T ) = P (G) ∗ P (T ) ∗ P (S) + P (G) ∗ P (¬T ) ∗ P (¬G)
P (A+1+2 = ¬C,C|¬L ∧ ¬T ) = P (¬G) ∗ P (T ) ∗ P (¬S) + P (¬G) ∗ P (¬T ) ∗ P (G)
P (A+1+2 = ¬C,¬C|¬L ∧ ¬T ) = P (¬G) ∗ P (T ) ∗ P (S) + P (¬G) ∗ P (¬T ) ∗ P (¬G)
• Portanto, a probabilidade da ações quando não há conhecimento na etapa n considera
tanto as situações em que ocorre a aprendizagem, quanto as que não ocorre:
P (A+1+2 = C,C|¬L) = P (A+1+2 = C,C|¬L ∧ T ) + P (A+1+2 = C,C|¬L ∧ ¬T )
P (A+1+2 = C,¬C|¬L) = P (A+1+2 = C,¬C|¬L ∧ T ) + P (A+1+2 = C,¬C|¬L ∧ ¬T )
P (A+1+2 = ¬C,C|¬L) = P (A+1+2 = ¬C,C|¬L ∧ T ) + P (A+1+2 = ¬C,C|¬L ∧ ¬T )
P (A+1+2 = ¬C,¬C|¬L) = P (A+1+2 = ¬C,¬C|¬L ∧ T ) + P (A+1+2 = ¬C,¬C|¬L ∧ ¬T )
A probabilidade P (A+1+2 = C,C|L) = P (¬S) ∗ P (¬S) pode ser interpretada como
a probabilidade das ações futuras serem corretas dado que há conhecimento, é igual a
probabilidade de não haver eqúıvoco nas duas oportunidades seguintes (n + 1 e n + 2).
As outras probabilidade condicionadas são interpretadas de forma semelhante.
Após a rotulagem com as fórmulas apresentadas acima sobre uma base de dados,
foi efetuada a etapa de treinamento para gerar o modelo de previsão. O treinamento
foi realizado através de um conjunto de caracteŕısticas para descrever cada ação, com
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posterior classificação por regressão linear. Alguns dos atributos de entrada, definidos no
trabalho de Baker et al. [4], para o algoritmo de aprendizagem de máquina foram:
• Porcentagem de erros;
• Número total de erros;
• Número de erros nos últimos 5 problemas;
• Número de erros nos últimos 8 problemas;
• Duração de resolução problema;
• Duração de resolução dos últimos 3 problemas;
• Duração de resolução das últimas 5 ações;
• Ação é uma requisição de ajuda;
• Probabilidade de aprender depois da ação corrente (P (Ln));
• Probabilidade de conhecimento anterior (P (Ln−1));
• E outros (detalhes em [4]);
A base de dados utilizada era composta por 581.785 transações efetuadas em 171.987
etapas de problemas, com 253 componentes de conhecimento.
A correlação foi de 0, 446 para a validação cruzada 6-fold entre grupos de estudantes
(isto é, detectores foram treinados com 5 grupos de estudantes e testado com um sexto
grupo de estudantes). Esta validação, segundo os autores, aumenta a confiança de que os
detectores serão mais precisos para novos grupos de estudantes.
Segundo Baker et al. [4], embora o grau de correlação alcançado tenha sido aceitável,
o modelo tende a subestimar os valores de P (J), particularmente aqueles que eram re-
lativamente elevados nos rótulos originais (por exemplo > 0, 02). As previsões de P (J)
para o treinamento com valores altos permaneceu maior do que as previsões de P (J)
para o treinamento com valores baixos. No entanto, a previsão dos valores de P (J) no
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treinamento com valores altos foram menores, em termos absolutos, do que os valores dos
rótulos originais. Este problema poderia ser resolvido mediante uma ponderação dos al-
tos valores mais fortemente durante a modelagem, embora esta abordagem provavelmente
reduziria correlação geral.
Outro problema mencionado por Baker et al. [4] foi a incorporação de P (Ln−1) e
P (Ln) na construção da predição de P (¬Ln), porém argumentaram que esses termos são
confiáveis na predição da aprendizagem pois P (Ln) já encontra-se registrado no modelo.
Para validar o modelo, este foi reajustado sem P (Ln−1) e P (Ln), e o resultado foi uma cor-
relação menor do que o modelo completo, sendo a diferença estatisticamente significante
segundo o teste pelo método de Stouffer (Z = 116, 51, p < 0, 0001).
3.3 Considerações finais
A teoria da “Atribuição Causal” de Weiner [37] defende que as atribuições causais
dos eventos interferem no processo cognitivo uma vez que atuam na motivação. A inter-
pretação pessoal é destacada como fonte da variação das emoções geradas em uma mesma
situação.
Como a tarefa de avaliar os sentimentos, comportamentos e conhecimentos humanos
são imprecisos, estes são referenciados de forma probabiĺıstica.
O modelo Bayesian Knowledge Tracing (BKT) de Corbett et al. [19] utiliza a proba-
bilidade de Bayes para estimar o conhecimento do estudante, monitorando as mudanças
de estado de conhecimento durante a prática de um exerćıcio. Cada vez que o aluno tem
a oportunidade de aplicar um conhecimento, o tutor atualiza sua estimativa de conheci-
mento (domı́nio) da regra, baseado na ação do estudante [19].
Deste modelo, surgiram variantes que incorporaram diferentes elementos como o im-
pacto da individualização na estimativa [29, 40], as que incorporam a condição de scaffold
[34], itens de dificuldades [30], além da avaliação do conhecimento com múltiplas com-
ponentes de conhecimento envolvidas [23, 39]. Além de outras versões para o ajuste dos
parâmetros do modelo como os que aprimoram os parâmetros P (G) e P (S) [2, 3] e o
Individual Difference Weights que utiliza um peso para cada estudante, calculado para
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cada parâmetro, que será o mesmo para todas as componentes de conhecimento.
Uma extensão do BKT foi o trabalho de Baker et al. [4] que explorou as ações fu-
turas do estudante para determinar o ńıvel e o momento da aprendizagem. A ideia é a
previsão do futuro e categorização do presente através dados do passado, ou seja, utili-
zar os históricos das ações dos estudantes com um sistema tutorial computacional para
determinar seu padrão comportamental. Utiliza informações futuras relativas a determi-
nada ação para o cálculo da probabilidade do conhecimento do estudante condicionado a
duas respostas futuras. Desta forma, tenta estimar o momento exato em que ocorreu a
aprendizagem.
A combinação da teoria psicológica com modelos de inferências formou a base teórica
para a criação do modelo proposto nesta dissertação, explicando a importância da análise
das causas dos eventos e seu peso no processo cognitivo, e obtendo as interpretações
numéricas através de um explorado modelo probabiĺıstico.
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CAPÍTULO 4
MODELO DE INFERÊNCIA DOS PARÂMETROS CAUSAIS
Os caṕıtulos 2 e 3 apresentaram pesquisas com investigações a respeito dos fatores
internos do estudante que interferem no processo cognitivo e alternativas para a inferência
do conhecimento.
Inspirado nos modelos e resultados dessas pesquisas, esta dissertação acompanha a
tendência da análise dos dados para obter informações referentes ao comportamento e
estados dos estudantes. O principal objetivo é encontrar padrões que expliquem as causas
de um determinado comportamento.
Foi desenvolvido um modelo para a inferência dos parâmetros das causas dos sucessos
e fracassos em atividades cognitivas, como a resolução de exerćıcios em um sistema tutor
para a aprendizagem de uma componente de conhecimento.
As principais utilizações dos parâmetros inferidos são pré-ação, isto é, na previsão da
ação atual através dos dados do passado, e pós-ação, ou seja, após a inserção da resposta,
para posterior plano de ação. Essas informações podem ser utilizadas, por exemplo, para
aprimorar atividades associadas ao diagnóstico dos fatores internos do estudante como
emoções e motivações que colaboram para a elaboração de um esquema inteligente de
ensino.
Esta pesquisa concentrou-se na elaboração do modelo de inferência dos parâmetros
causais e na sua avaliação pré-ação, simulando seu impacto através de um modelo deter-
mińıstico para relacionar as causas passadas com a próxima ação do estudante. O impacto
no planejamento do ensino será explorado em projeto futuro.
A figura 4.1 mostra a arquitetura do fluxo da determinação das causas dos eventos do
processo cognitivo e a possibilidade de diferentes sáıdas conforme interpretação pessoal.
O fluxo inicia-se com a ocorrência dos eventos refletidos nos dados das ações dos estu-
dantes com um STI. Esses dados servem de entrada para o cálculo da probabilidade de
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conhecimento com o modelo Bayesian Knowledge Tracing (BKT) de Corbett et al. [19],
que é aprimorado com as ações futuras, segundo modelo desenvolvido por Baker et al. [4],
que por regressão linear é classificado e utilizado para prever as probabilidades das suas
posśıveis causas. Através dessas causas é posśıvel ocorrer várias interpretações pessoais
resultando em diferentes consequências afetivas, motivacionais e comportamentais. Essas
consequências serão alvos de um estudo, mais detalhado, planejado para um trabalho
futuro.
Figura 4.1: Diagrama do processo geral do modelo proposto para o cálculo dos parâmetros
causais.
Como as inferências dos parâmetros causais são baseadas no modelo BKT, a moni-
toração das mudanças de estado de conhecimento durante a prática de um problema
(conhecido como modelo Knowledge Tracing) também compõe a atualização dos valores
das causas através da incorporação da evidência e do conhecimento inferido.
Destaca-se que o modelo proposto faz a especialização dos parâmetros do modelo
BKT em novos parâmetros visando aprofundar o diagnóstico dos fatores influenciadores
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do processo cognitivo dos estudantes.
O modelo está ilustrado na figura 4.2 e, mais especificamente, é apresentado as fases
de atualização das probabilidades dos parâmetros causais.
Figura 4.2: Fases da atualização dos parâmetros causais
A fórmula geral utilizada é:
P (Causan) = P (Causan−1|An) + P (¬Causan−1|An) ∗ Indicios (4.1)
Sendo que na fórmula 4.1:
P (Causan) é a probabilidade de determinada causa (habilidade ou dificuldade ou sorte
ou esforço) na oportunidade n de interação do estudante com a componente de
conhecimento
P (Causan−1|An) é a probabilidade de determinada causa (habilidade ou dificuldade ou
sorte ou esforço) na oportunidade n−1 de interação do estudante com a componente
de conhecimento dado a ação atual (correta ou incorreta)
Indicios possui valores que indicam que determinada ação é consequência de determinada
causa
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Pela figura 4.2 e pela fórmula 4.1, observa-se que o valor da P (Causan−1) é reavaliada
duas vezes: uma com a relação intercausas e outra com a incorporação da evidência.
As seções a seguir apresentam detalhadamente as etapas de desenvolvimento que são:
1. Definição de quais percepções causais serão inferidas;
2. Cálculo do ńıvel de conhecimento;
3. Cálculo e modelagem dos ajustes do ńıvel de conhecimento;
4. Cálculo da inferência dos parâmetros causais baseado no ńıvel de conhecimento;
5. Simulação e análise do impacto dos parâmetros causais na determinação das respos-
tas dos estudante.
4.1 Definição dos parâmetros causais
A aprendizagem é uma tarefa imprecisa uma vez que o processo cognitivo envolve
fatores internos dos seres humanos. Para Bandura [5], pessoas não são nem agentes
autônomos nem simplesmente transportadores mecânicos das influências ambientais. O
ser humano representa um agente passivo, ao ser influenciado pelos fatores externos, e
ativo, ao contribuir com sua interpretação pessoal na causa da sua própria motivação.
De acordo com Barrera [9] é importante destacar que existe uma grande variação na
maneira como diferentes pessoas interpretam uma mesma situação, de acordo com as
informações e com a forma pessoal de processá-las. Assim, a sequência pode representar
vários cenários de uma mesma situação. Heider [22, 37] afirma que o resultado de uma
ação depende das condições internas da pessoa e internas do ambiente.
Apesar desta dissertação não se aprofundar no diagnóstico dos estados afetivos gera-
dos pelas causas, é importante mensurar probabilidades de causas que se encaixam em
um estudo psicológico para um futuro mapeamento dos consequentes estados afetivos.
Portanto, os parâmetros causais explorados foram baseados na “Teoria atribucional da
obtenção da motivação e emoção” ou simplesmente “Teoria da Atribuição Causal” de Wei-
ner [37]. Segundo esta teoria, detalhada no caṕıtulo 3 seção 3.1, as causas dos eventos, de
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sucesso ou fracasso, estão relacionadas à emoção; e a emoção está relacionada à motivação;
e a motivação interfere nas sequências da atividade cognitiva. Por exemplo, não dominar
um assunto do curŕıculo escolar por falta de capacidade pode ocasionar o sentimento de
vergonha no estudante, desmotivando-o e resultando no abandono do estudo.
A motivação é representada como uma sequência histórica, resultado do v́ınculo da
emoção na execução da atividade-meta. Campbell e Pritchard [15, 35] sugerem que a
motivação relaciona-se com um conjunto de variáveis que explicam a direção, amplitude
e persistência do comportamento individual, mantendo constante os efeitos da aptidão,
da habilidade e da compreensão da tarefa, e as restrições de operação no ambiente.
A interpretação pessoal das causas é destacada como fonte da variação das emoções ge-
radas para uma mesma situação. Uma sequência motivacional é iniciada por um resultado
que os indiv́ıduos interpretam como positivo (realização do objetivo) ou negativo (não-
realização do objetivo). O afeto está diretamente relacionado com seu sucesso (felicidade)
ou fracasso (frustração, tristeza) na realização da atividade-meta.
Assim, Weiner [37] defendeu que as atribuições causais interferem no processo cognitivo
e no comportamento do estudante pois atuam na motivação.
A teoria da “Atribuição Causal” divide as percepções causais em três dimensões ou
propriedades (detalhes no caṕıtulo 3):
• Locus (localização):
– Interno: por exemplo, capacidade, esforço, habilidade, dificuldade individual;
– Externo: por exemplo, caracteŕısticas das tarefas, sorte.
• Estabilidade (muda com o tempo):
– Estável: por exemplo, dificuldade das questões;
– Instável: por exemplo, expectativas, habilidade, dificuldade individual, sorte.
• Controlabilidade (depende unicamente do estudante):
– Controlável: por exemplo, esforço, atenção;
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– Incontrolável: por exemplo, capacidade intelectual, habilidade, sorte.
Uma causa, dependendo de suas propriedades, afeta de forma diferente o estudante.
Segundo Weiner [37], as internas provocam maior impacto afetivo do que as atribuições
externas. E a dimensão de estabilidade influencia as causas relativa ao tempo, como a
expectativa de sucesso no futuro. E a controlabilidade afeta as emoções sociais. Cau-
sas controláveis do fracasso pessoal promovem sentimentos de culpa, enquanto as causas
incontroláveis geram vergonha.
A relação das causas com a interpretação pessoal e seus consequentes resultados apre-
sentados por Weiner [37] foram esquematizadas figura 3.1.
As causas exploradas nesta dissertação são a dificuldade, a habilidade, o esforço e
a sorte. Essas causas foram selecionadas pois suas propriedades foram abordadas no
trabalho de Weiner e devido ao fato de que a resolução de problemas está intimamente
ligada à dificuldade ou habilidade dos estudantes no domı́nio associado a estes problemas,
que para atingir a habilidade é preciso esforço e que para acertar uma resposta pode ser
influenciada pela sorte. Destaca-se a “resolução de problemas” como a atividade cognitiva,
presentes em muitos STI, e é a fonte das informações das bases de dados utilizadas neste
trabalho.
No contexto desta dissertação essas causas são definidas como:
Definição. Dificuldade é a associação da dificuldade em executar determinada compo-
nente de conhecimento com o fator interno “conhecimento”. Ou seja, há uma transição da
dificuldade da tarefa (fator externo e estável), que é estipulado de forma geral considerando
as ações de todos os estudantes, para a dificuldade individual (fator interno e instável),
que é pasśıvel de alterações à medida que o ńıvel de conhecimento for consolidando-se ao
longo do tempo.
Definição. Habilidade (fator interno e instável) é ser hábil na aplicação de um conheci-
mento teórico.
Definição. Esforço (fator interno e controlável) é o trabalho, tempo, dedicação e concen-
tração aplicados para a consolidação de um conhecimento e adquirir habilidade.
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Definição. Sorte (fator externo e incontrolável) é considerado como resultado do “des-
tino” cujas causas não podem ser racionalmente explicados. A sorte também deve ser
analisada como fonte causadora das ações dos estudante, podendo ser um fator decisivo
para acertar a resolução de uma tarefa.
4.2 Cálculo dos parâmetros causais
Os parâmetros causais habilidade, esforço, dificuldade e sorte foram modelados para
usar os históricos de ações do estudante com um STI.
As causas são elementos que não são mensuráveis com exatidão. Assim, as equações
dos parâmetros causais utilizam a probabilidade do conhecimento do estudante sobre
determinado componente. Esses componentes são partes de um conhecimento sobre um
tema, referenciados por Corbett et al. [19] como “componentes de conhecimento”.
A probabilidade de conhecimento é uma medida interessante pois é alterada por fato-
res internos dos indiv́ıduos, podendo ser calculado através de dados observáveis como a
resposta correta, e é uma posśıvel evidência resultante das emoções e motivações influen-
ciadas pelas causas.
4.2.1 Modelo Bayesian Knowledge Tracing (BKT) de Corbett
e Anderson
A probabilidade para cada componente de conhecimento foi calculada pelo modelo
Bayesian Knowledge Tracing (BKT) de Corbett et al. [19]. Os prinćıpios do modelo
BKT e as definições de componente de conhecimento, conhecimento, evidência, ńıvel de
conhecimento, aprendizagem, adivinhação e eqúıvoco foram apresentados no caṕıtulo 3,
seção 3.2.
O BKT atualiza o conhecimento através da habilidade demonstrada na resolução de
uma tarefa. O conhecimento é a compreensão técnica ou teórica de um assunto espećıfico
e a habilidade é capacidade prática em aplicar este conhecimento.
A figura 3.2 mostra os estados do BKT: do estado “não aprendido” há a probabili-
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dade de adivinhar a resposta, respondendo-a corretamente, ou de aprender. No estado
“aprendido” o estudante também pode errar uma questão ao equivocar-se na resolução
da tarefa.
A atualização do modelo do estudante com o BKT é feita em duas fases (ilustrado na
figura 3.4). Na primeira fase ocorre a incorporação da evidência sobre o conhecimento do
estudante e na segunda ocorre as mudanças esperadas no conhecimento do aluno devido
a tutoria. As fórmulas do BKT para a probabilidade condicionada são:
P (Ln−1|Acaon = C) =
P (Ln−1) ∗ (1− P (S))
P (Ln−1) ∗ (1− P (S)) + (1− P (Ln−1)) ∗ P (G)
(4.2)
P (Ln−1|Acaon = ¬C) =
P (Ln−1) ∗ P (S)
P (Ln−1) ∗ P (S) + (1− P (Ln−1)) ∗ (1− P (G))
(4.3)
P (Ln|An) = P (Ln−1|An) + (1− P (Ln−1|An)) ∗ P (T ) (4.4)
Sendo que nas fórmulas 4.2, 4.3 e 4.4:
P (G) é a probabilidade de adivinhar a resposta
P (S) é a probabilidade de equivocar-se na resposta
P (T ) é a probabilidade de aprendizagem
Ln representa o conhecimento na etapa n
Ln−1 representa que o aluno já está no estado “aprendido”
Acaon é a ação (evidência) do aluno na oportunidade n
P (Ln−1|Acaon) é a probabilidade de aprendizado na etapa anterior condicionado a ação
atual
P (Ln|Acaon) é a probabilidade de aprender condicionado a ação atual
36
Observe que P (Ln|An) é a soma do conhecimento apresentado anteriormente ajustado
à ação atual com a probabilidade do não-conhecimento anterior porém com a ocorrência
da aprendizagem.
4.2.2 Modelo ajustado de Baker, Goldstein e Heffernan
Mais precisamente, o modelo apresentado nesta dissertação utiliza uma extensão do
modelo BKT que aprimora a detecção da aprendizagem do discente por meio da proba-
bilidade condicionada aos eventos futuros e um algoritmo de classificação. Este modelo
aprimorado foi proposto por Baker et al. [4] e apresentado no caṕıtulo 3 seção 3.2.2.
P (Ln|A+1+2) =
P (A+1+2|Ln) ∗ P (Ln)
P (A+1+2)
(4.5)
P (¬Ln ∧ T |A+1+2) =
P (A+1+2|¬Ln ∧ T ) ∗ P (¬Ln) ∗ P (T )
P (A+1+2)
(4.6)
P (¬Ln ∧ ¬T |A+1+2) =
P (A+1+2|¬Ln ∧ ¬T ) ∗ P (¬Ln) ∗ P (¬T )
P (A+1+2)
(4.7)
As fórmulas 4.5, 4.6 e 4.7 são calculadas pela regra de Bayes. Sendo que:
P (Ln|A+1+2) é a probabilidade conhecimento dada as ações nas etapas n + 1 e n + 2
P (A+1+2|Ln) é a probabilidade das ações nas etapas n + 1 e n + 2 dado o conhecimento
na etapa n
P (¬Ln ∧ T |A+1+2) é a probabilidade de não saber porém aprender dada as ações nas
etapas n + 1 e n + 2
P (A+1+2|¬Ln ∧ T ) é a probabilidade das ações nas etapas n + 1 e n + 2 dado o não
conhecimento e aprendizagem na etapa n
P (¬Ln ∧ ¬T |A+1+2) é a probabilidade de não saber e não aprender dada as ações nas
etapas n + 1 e n + 2
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P (A+1+2|¬Ln ∧ ¬T ) é a probabilidade das ações nas etapas n + 1 e n + 2 dado o não
conhecimento e não aprendizagem na etapa n
As probabilidades condicionadas das ações, corretas C ou incorretas ¬C, dependentes
do conhecimento são calculadas pelas probabilidades P (S), P (G) e P (T ), e são deduzidas
por Baker et al.[4] conforme apresentado no caṕıtulo 3, seção 3.2, subseção 3.2.2.
Uma caracteŕıstica importante é a adequação das predições futuras através dos dados
passados como porcentagens de acertos, erros, dicas, tempo de duração, além do ńıvel de
conhecimento. Portanto, para a aplicação em tempo de execução desta ideia, Baker et
al. [4] fez uma classificação por regressão linear sem utilizar atributos com ações futuras,
somente com eventos já observados.
Nesta dissertação os valores aprimorados resultantes da classificação são referenciados
como conhecimento “ajustado” e representados como P (L A) (conhecimento), P (nLT A)
(não-conhecimento e aprendizagem) e P (nLnT A) (não-conhecimento e não-aprendizagem).
4.2.3 Cálculo da inferência dos parâmetros causais
Após a definição de quais percepções causais seriam modeladas (dificuldade, habili-
dade, esforço e sorte - “Teoria da Atribuição Causal” de Weiner [37]), do cálculo do ńıvel
de conhecimento com o modelo BKT (Corbett et al. [19]) e a geração do modelo trei-
nado do ńıvel de conhecimento “ajustado” (Baker et al. [4]), o modelo de inferência dos
parâmetros causais pode ser calculado.
Os parâmetros causais são atualizados em três fases a cada interação (n):
• Ajustes da P (Causasn−1) (interação anterior):
– Fase 1: através da relação intercausas;
– Fase 2: incorporação da evidência.
• Cálculo da P (Causasn) (interação atual):
– Fase 3: considerando as caracteŕısticas (ind́ıcios) das ações.
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As fases de atualização dos parâmetros causais estão ilustrados na figura 4.2. Na
fase 1, as probabilidades causais calculadas são reavaliadas conforme relação intercausas,
gerando as seguintes fórmulas:
P (Dificuldaden−1)
′ = P (Dificuldaden−1) ∗ P (Esforcon−1) (4.8)
P (Sorten−1)
′ = P (Sorten−1) ∗ P (¬Esforcon−1) (4.9)
P (Habilidaden−1)
′ = P (Habilidaden−1) ∗ P (¬Dificuldaden) (4.10)
P (Esforcon−1)
′ = P (Esforcon−1) ∗ P (Habilidaden) (4.11)
Essas relações foram estabelecidas de forma intuitiva uma vez que todas as causas
exploradas podem ser correlacionadas.
Observe que a dificuldade e a sorte da etapa anterior, representadas nas fórmulas 4.8 e
4.9, respectivamente, são reajustadas de acordo com o esforço aplicado também na etapa
anterior. Um erro por dificuldade é mais provável se houve esforço em uma situação de
não-aprendizagem. Esforço em cenários negativos enfatiza a dificuldade. E se não houve
esforço, uma posśıvel resposta correta reforça a precisão do valor da sorte já calculado.
Não-esforço em cenários positivos enfatiza a sorte. Desta forma, a dificuldade anterior é
ajustada na proporção do esforço aplicado e a sorte, na proporção do não esforço aplicado.
A habilidade e o esforço da etapa anterior, representadas nas fórmulas 4.10 e 4.11,
respectivamente, utilizam as causas da etapa atual para reajustar seus valores. Enquanto
a habilidade é recalculada com a probabilidade de dificuldade na etapa atual, o esforço
utiliza o valor da habilidade na etapa atual. Quanto menor a dificuldade corrente, mais
correto é o valor da probabilidade de habilidade encontrada anteriormente. E a habilidade
atual é consequência do esforço aplicado até o momento. Portanto, a habilidade é ajus-
tada na proporção da não dificuldade apresentada e o esforço, na medida da habilidade
adquirida.
Na fase 2 ocorre a incorporação da evidência, ou seja, da ação correta ou incorreta
do estudante, no ajuste dos parâmetros causais. Essa atualização é condicionada às




′ ∗ P (An|Causan−1)
P (An)
(4.12)
P (An) = P (Causan−1)
′ ∗ P (An|Causan−1) +
P (¬Causan−1)′ ∗ P (An|¬Causan−1) (4.13)
A fórmula 4.12 é a utilizada para o ajuste das causas dada a evidência na fase 2
e a fórmula 4.13 é a probabilidade de ocorrência da ação na etapa n, calculada pela
probabilidade incondicional ou marginal.
Nas fórmulas 4.12 e 4.13, Causan−1 pode ser a habilidade, o esforço, a dificuldade ou
a sorte, e An a evidência (ação correta ou incorreta).
A causa e o conhecimento possuem um relacionamento subjetivo, podendo ser combi-
nados em diferentes cenários (acertar dado esforço e conhecimento, acertar dado o não-
esforço e conhecimento, acertar dado a sorte e conhecimento, entre outros).
Para a incorporação da evidência alguns desses cenários foram destacados e a relação
com os parâmetros de eqúıvoco P (S) e adivinhação P (G) foram utilizadas para o cálculo
P (An|Causan−1). Os relacionamentos estão expostos a seguir.
Como a dificuldade é condicionada à falta de conhecimento (P (¬L)), as equações para
seu ajuste utilizam a probabilidade de adivinhação P (G) e substituindo nas fórmulas 4.12
e 4.13 geram:
P (An = Correto|Dificuldaden−1) = P (G)
P (An = Correto|¬Dificuldaden−1) = P (¬S)
P (An = Correto) = P (Dificuldaden−1)
′ ∗ P (G) + P (¬Dificuldaden−1)′ ∗ P (¬S)
P (An = Incorreto) = P (Dificuldaden−1)
′ ∗ P (¬G) + P (¬Dificuldaden−1)′ ∗ P (S)
P (Dificuldaden−1|An) =
P (Dificuldaden−1)
′ ∗ P (An|Dificuldaden−1)
P (An)
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A habilidade está vinculada ao conhecimento (P (L)), assim, as equações para seu
ajuste utilizam a probabilidade de eqúıvoco P (S) e substituindo nas fórmulas 4.12 e 4.13
geram:
P (An = Correto|Habilidaden−1) = P (¬S)
P (An = Correto|¬Habilidaden−1) = P (G)
P (An = Correto) = P (Habilidaden−1)
′ ∗ P (¬S) + P (¬Habilidaden−1)′ ∗ P (G)
P (An = Incorreto) = P (Habilidaden−1)
′ ∗ P (S) + P (¬Habilidaden−1)′ ∗ P (¬G)
P (Habilidaden−1|An) =
P (Habilidaden−1)
′ ∗ P (An|Habilidaden−1)
P (An)
Apesar da equação proposta para o cálculo da sorte ser associada ao conhecimento
(P (L)) ou a aprendizagem (P (¬L∧T )), esse suposto conhecimento é resultado de acertos
ocasionados pelo acaso. Para calcular a sorte condicionada à ação utiliza-se as probabili-
dades de adivinhação P (G) e substituindo nas fórmulas 4.12 e 4.13 geram:
P (An = Correto|Sorten−1) = P (G)
P (An = Correto|¬Sorten−1) = P (¬S)
P (An = Correto) = P (Sorten−1)
′ ∗ P (G) + P (¬Sorten−1)′ ∗ P (¬S)
P (An = Incorreto) = P (Sorten−1)
′ ∗ P (¬G) + P (¬Sorten−1)′ ∗ P (S)
P (Sorten−1|An) =
P (Sorten−1)
′ ∗ P (An|Sorten−1)
P (An)
E ao contrário da sorte, os acertos ocasionados pelo esforço são originários do conhe-
cimento do discente, portanto, são resultados do não eqúıvoco P (¬S) e substituindo nas
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fórmulas 4.12 e 4.13 geram:
P (An = Correto|Esforcon−1) = P (¬S)
P (An = Correto|¬Esforcon−1) = P (G)
P (An = Correto) = P (Esforcon−1)
′ ∗ P (¬S) + P (¬Esforcon−1)′ ∗ P (G)
P (An = Incorreto) = P (Esforcon−1)
′ ∗ P (S) + P (¬Esforcon−1)′ ∗ P (¬G)
P (Esforcon−1|An) =
P (Esforcon−1)
′ ∗ P (An|Esforcon−1)
P (An)
Na fase 3, por fim, ocorrem as alterações das causas na etapa atual devido ao conhe-
cimento inferido. As probabilidades do “conhecimento ajustado” (P (L A)), da “apren-
dizagem ajustada” (P (nLT A)) e da “não-aprendizagem ajustada” (P (nLnT A)) foram
interpretadas como ind́ıcios para determinar as causas conforme mostra figura 4.2.
Essas probabilidades podem caracterizar o aumento da dificuldade P (adD), a in-
dicação de sorte P (adS), a evolução da habilidade P (adH) e o aumento do esforço P (adE).
O modelo utiliza as probabilidades condicionadas e considera pesos no ajuste das
probabilidades. Os pesos são as porcentagens das respostas corretas e incorretas das
últimas 10 oportunidades de resolver uma tarefa com uma determinada componente de
conhecimento.
P (Dificuldaden) = P (Dificuldaden−1|An) +
P (¬Dificuldaden−1|An) ∗ P (adD) (4.14)
P (Sorten) = P (Sorten−1|An) +
P (¬Sorten−1|An) ∗ P (adS) (4.15)
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P (Habilidaden) = P (Habilidaden−1|An) +
P (¬Habilidaden−1|An) ∗ P (adA) (4.16)
P (Esforcon) = P (Esforcon−1|An) +
P (¬Esforcon−1|An) ∗ P (adE) (4.17)
As fórmulas 4.14, 4.15, 4.16 e 4.17 são as responsáveis pelo cálculo dos parâmetros cau-
sais da etapa atual, baseado no estado anterior da causa e seus indicativos de ocorrência.
P (adD) = P (nLnT A) + P (L A) ∗ P (S) (4.18)
P (adS) = (P (L A) + P (nLT A)) ∗ porcento ultimas incorretas +
P (nLnT A) ∗ P (G) (4.19)
P (adH) = P (L A) ∗ porcento ultimas corretas (4.20)
P (adE) = (P (L A) + P (nLT A)) ∗ porcento ultimas corretas +
P (nLnT A) ∗ (tentativas/10) (4.21)
A fórmula 4.18 representa os ind́ıcios de dificuldade que são o não-conhecimento
(P (nLnT A)) e a probabilidade de erro apesar do conhecimento. Não ter aprendido pode
indicar dificuldade na execução da tarefa, podendo ser diminúıda conforme a habilidade
é adquirida.
A fórmula 4.19 representa os ind́ıcios de sorte que são o conhecimento (P (L A)) ou
aprendizagem (P (nLT A) quando há pouca experiência e erros, e a probabilidade de
adivinhar (P (G)) a resposta em um cenário de não-conhecimento (P (nLnT A)).
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Há casos em que a sorte pode ser “confundida” com habilidade, sendo um acerto consi-
derado erroneamente como sinal de domı́nio e a suposta aprendizagem poderia originar-se
de um momento de sorte. Porém, somente P (nLT A) e P (L A) não são bons indicativos
de sorte, tendendo mais para habilidade ou esforço.
Para fazer essa diferenciação do indicativo de conhecimento por sorte ou habilidade
ou esforço foi utilizado a variável porcento ultimas incorretas . Esta variável retrata
a relação do “número de oportunidades” com o “número de respostas incorretas”. É a
porcentagem de entradas incorretas na primeira tentativa de responder uma tarefa nas
últimas 10 oportunidades de exercitar determinado conceito. Por exemplo, a porcentagem
de 0, 8 adverte para a ocorrência de muitos erros e supõe-se que as probabilidades P (L A)
e P (nLT A) indiquem que o suposto conhecimento ou aprendizagem correspondam a
eventos de sorte. Caso contrário, é maior a chance do conhecimento ou aprendizagem ser
resultado da habilidade ou esforço investido.
No cálculo da sorte porcento ultimas incorretas pode indicar a experiência do estu-
dante. O número de oportunidades de exercitar uma componente de conhecimento em
tarefas distintas, tem função relevante pois impede que as respostas corretas assumam
um impacto maior do que seria condizente na inferência dos parâmetros causais.
Quando não houver tentativas anteriores ao corrente, ou menor que 10, as ações não
existentes serão consideradas falsas. Desta forma, porcento ultimas incorretas assume
um valor maior, indicando que o estudante tem pouca experiência, convergindo para a
hipótese de que as respostas corretas até o momento sejam causadas pelo acaso.
A fórmula 4.21 representa os ind́ıcios de esforço aplicado na resolução da tarefa que
são o conhecimento (P (L A)) ou aprendizagem (P (nLT A) na proporção do número de
acertos, e o não-conhecimento mas com várias tentativas de resolver a mesma tarefa (1%
de P (nLnT A) por tentativa, limitado a 10 tentativas).
Ao contrário da variável porcento ultimas incorretas, a porcento ultimas corretas
retrata a relação do “número de oportunidades” com o “número de respostas corretas”.
É a porcentagem de entradas corretas na primeira tentativa de responder uma tarefa nas
últimas 10 oportunidades de exercitar determinado conceito.
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A fórmula 4.20 representa os ind́ıcios de habilidade que são o conhecimento (P (L A))
e a prática, representada por porcento ultimas corretas.
As ações das últimas oportunidades ajudam a garantir o valor estimado para a ha-
bilidade e esforço. Os acertos e erros reforçam a estimativa desses parâmetros causais.
Cada vez que exercita e acerta, o fator sorte diminui e aumenta a habilidade e/ou esforço.
Apesar do modelo diminuir a sorte à medida que a habilidade e esforço aumentam, isso
não significa que a sorte “desapareça” e sim que a habilidade sobressai à sorte.
As probabilidades no tempo zero utilizam os valores iniciais calculados pelo modelo
BKT e as fórmulas são:
P (Dificuldade0) = P (¬L0) ∗ P (¬T ) + P (L0) ∗ P (S)
P (Sorte0) = P (L0) + P (¬L0) ∗ P (T ) + P (¬L0) ∗ P (¬T ) ∗ P (G)
P (Habilidade0) = 0
P (Esforco0) = 0
A dificuldade inicial é estimada pela probabilidade de não saber e não aprender, ou pela
chance de saber e errar; a sorte pela probabilidade de saber, ou não saber e aprender,
ou não saber e não aprender e mesmo assim acertar. Qualquer chance de acerto no
tempo zero é considerado sorte, desta forma, a habilidade e o esforço são considerados
inicialmente nulos.
4.3 Classificação e testes: análise pré-ação dos parâmetros cau-
sais com um conjunto de dados reais
Para analisar o impacto dos atributos causais modelados e calculados, foi feita uma
classificação para a previsão da ação, correta ou incorreta, de um estudante na sua primeira
tentativa de resposta. Através deste estudo considera-se a possibilidade da aplicação
desses parâmetros na antecipação do comportamento do estudante.
Apesar dos fatores internos serem conceitos imprecisos e calculados probabilistica-
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mente, um modelo determińıstico foi aplicado com o intuito de facilitar a compreensão da
relação entre os valores inferidos e a ação do estudante.
Segundo o postulado da compreensibilidade de Michalski [25], os resultados da indução
por computador devem ser descrições simbólicas das entidades fornecidas, sendo semântica
e estruturalmente similares àquelas que um especialista humano poderia produzir obser-
vando as mesmas entidades. Os componentes dessas descrições devem ser compreenśıveis
como simples pedaços de informação, diretamente interpretáveis em linguagem natural,
bem como reportar conceitos quantitativos e qualitativos de maneira integrada.
Nesta seção há os detalhes sobre a preparação dos dados e os procedimentos aplicados
para a geração final do modelo apresentado na subseção 4.2.3. Seguido dos resultados
obtidos através dos testes efetuados.
4.3.1 Preparação dos dados
Os dados utilizados foram previamente catalogados do sistema tutor inteligente “Cog-
nitive Tutor” desenvolvido pela “Carnegie Learning” e disponibilizados no site da com-
petição da edição do ano de 2010 do Knowledge Discover and Data Mining Cup. Ini-
cialmente os dados utilizados foram o da turma de 2006-2007, denominado de “Bridge
to Algebra 2006-2007”, que compreende mais de 1.000 alunos e mais de 3 milhões de
etapas, sendo que foram processados mais de 1.8 milhões de transações, e o conjunto de
dados “Algebra I 2005-2006” que possui 575 estudantes e 607.025 transações avaliadas.
A primeira base de dados foi utilizada nos treinamentos e testes dos modelos gerados,
e a segunda somente para os testes, para garantir o desempenho do modelo para novos
estudantes e componentes de conhecimentos. O conjunto de dados “Algebra I 2005-2006”
será mencionado como “base de dados para teste”.
O conjunto de dados “Bridge to Algebra 2006-2007” foi dividido em dois arquivos: um
arquivo de treinamento e um arquivo de teste.
O arquivo de treinamento foi utilizado para a classificação das probabilidades do ńıvel
de conhecimento condicionadas às ações futuras e geração dos parâmetros causais. O
arquivo de teste foi utilizado para a previsão das respostas.
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As linhas do arquivo de teste foram selecionadas aleatoriamente dos problemas para
cada aluno. As etapas anteriores a cada linha selecionada para teste, foram inseridas no
arquivo de treinamento.
Para a utilização do conjunto de dados foram necessárias algumas modificações. Exis-
tem tarefas que envolvem múltiplos componentes de conhecimento necessários para sua
resolução. Neste casos esses componentes foram avaliados como uma única habilidade na
determinação do ńıvel de conhecimento, habilidade, esforço, dificuldade e sorte.
Nos conjuntos de dados existem transações sem especificação da componente de co-
nhecimento necessária para sua execução. Como o objetivo deste trabalho é avaliar os
parâmetros causais, estas transações sem a habilidade expĺıcita, foram descartadas para
facilitar a etapa de preparação dos dados.
Os atributos dispońıveis para cada transação são:
• Identificação do estudante;
• Hierarquia do problema;
• Nome do problema;
• Número de vezes que o visualizou o problema;
• Nome da etapa do problema;
• Hora do ińıcio da execução da etapa;
• Hora da primeira transação;
• Hora da transação correta;
• Hora do fim da execução da etapa;
• Duração da etapa (duração de todas as transações/tentativas);
• Duração do acerto na etapa (se a primeira tentativa na etapa for correta);
• Duração do erro na etapa (se a primeira tentativa na etapa for erro ou requisição
de dica);
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• Acerto na primeira tentativa;
• Número de tentativas incorretas na etapa corrente;
• Número de requisições de ajuda na etapa corrente;
• Número de tentativas corretas na etapa corrente;
• Componente de conhecimento;
• Número de oportunidades de exercitar o componente de conhecimento.
4.3.2 Procedimentos
Para a aplicação do modelo proposto, depois da preparação dos dados, foram calcu-
lados os ńıveis de conhecimentos para cada componente de conhecimento com o modelo
BKT e os rótulos das probabilidades P (Ln|An+1,n+2), P (¬Ln ∧ T |An+1,n+2) e P (¬Ln ∧
¬T |An+1,n+2).
Em termos práticos, os dados foram armazenados utilizando a biblioteca de banco de
dados SQLite, para organizar as informações, visando facilitar as constantes modificações
na captura dos dados, e foi desenvolvido com a linguagem C++ e interface de programação
de aplicativo OpenMP (acrônimo do inglês Open Multi-Processing). Para o cálculo do
ńıvel de conhecimento para treinamento, que exige mais processamento e memória, a
máquina utilizada foi uma Intel Xeon E5-2680 v2 2.80GHz (2 sockets, 10 cores por socket)
e para o processamento do ńıvel de conhecimento com o modelo treinado e os parâmetros
causais foi utilizado uma máquina Intel Core i5-4200U 1.60GHz (1 socket, 2 cores).
Para encontrar as melhores estimativas dos parâmetros do modelo BKT para o cálculo
do ńıvel de conhecimento foi utilizado o método de busca por força bruta. Foram julgados
todas as combinações de parâmetros posśıveis de valores a uma granulometria de 0, 01.
A escolha por esse método foi baseado no trabalho comparativo de Baker et al.[3] que
sugeriu que a abordagem de força bruta resulta em um bom ajuste para a predição dos
parâmetros do modelo BKT.
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Portanto, como a abordagem por força bruta é rápida de ser aplicada, resulta em boas
estimativas e o objetivo foi a análise inicial do impacto do modelo desenvolvido, o quesito
temporal na execução dos algoritmos implementados e a análise de outros métodos de
estimativa não ocuparam muito tempo no desenvolvimento deste projeto.
Apesar disso, o OpenMP foi aplicado para diminuir o tempo de processamento do
algoritmo de busca por força bruta. Os cálculos dos parâmetros BKT executaram em
cerca de 145 minutos, a sua variante foi executada em cerca de 10 minutos, e o cálculo
dos parâmetros causais mais a preparação dos arquivos de treinamento e teste para todas
as transações e estudantes demorou cerca de 4 minutos.
Para o cálculo do conhecimento inicial foram analisadas 564 componentes de conheci-
mento e 1.642.020 transações processadas. Os limites estabelecidos para os valores iniciais
do conhecimento P (L0), aprendizagem P (T ), eqúıvoco P (S) e adivinhação P (G) foram
respectivamente 0,99, 0,99, 0,30 e 0,30, conforme recomendação de estudos anteriores [3]
(ver caṕıtulo 3 seção 3.2.1). O critério de escolha foi a combinação com menor discrepância
entre os dados e a estimativa do modelo, medido através do reśıduo SSR (acrônimo do
inglês sum of squared residuals)
Esses mesmos procedimentos foram aplicados na base de dados para teste, porém não
foram utilizados nos treinamentos.
O próximo passo foi o cálculo dos ajustes do ńıvel de conhecimento para treinamento
com ações futuras. As probabilidades P (Ln|An+1,n+2), P (¬Ln ∧ T |An+1,n+2) e P (¬Ln ∧
¬T |An+1,n+2) foram geradas a partir dos históricos dos alunos, conforme apresentado na
subseção 4.2.2 deste caṕıtulo. Estes valores (rótulos) foram utilizados para a classificação
por regressão linear, com a finalidade de prever a probabilidade em tempo de execução, ou
seja, sem dados futuros, usando somente ações passadas. As probabilidades resultantes da
classificação são referenciadas como P (L A) (saber), P (nLT A) (não saber e aprender) e
P (nLnT A) (não saber e não aprender).
Para refinar a classificação foi definido um conjunto de atributos que inclui:
• Probabilidades de conhecimento na etapa atual N ;
• Probabilidades de conhecimento na etapa anterior N − 1;
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• Média de duração por etapa;
• Média de erros por etapa;
• Média de acertos por etapa;
• Média de requisições de ajuda por etapa;
• Porcentagem de acertos na primeira tentativa;
• Porcentagem de respostas corretas nas últimas 10 oportunidades;
• Probabilidades de conhecimento condicionado as ações (detalhes na seção 3);
• Probabilidade do “conhecimento ajustado” P (L A) (utilizado no cálculo do P (nLnT A)).
O conjunto de atributos não foram os mesmos utilizados por Baker et al. [4] por
limitação de informações como o tempo para cada transação de uma etapa espećıfica e a
informação do tipo de erro (ajuda ou inserção de resposta incorreta), gerando um modelo
de regressão diferente ao do modelo original.
Os valores P (L A), P (nLT A) e P (nLnT A), obtidos pelo modelo treinado a partir
de P (Ln|An+1,n+2), P (¬Ln ∧ T |An+1,n+2) e P (¬Ln ∧ ¬T |An+1,n+2), foram inseridos nas
fórmulas dos parâmetros causais expressas na subseção 4.2.3.
A validação cruzada 5-fold foi executada para avaliar a capacidade de generalização
do modelo e os resultados obtidos foram os representados na tabela 4.1.
Tabela 4.1: Validação cruzada para o conhecimento condicionado.
Variável Coeficiente de correlação Coef. de correlação (base de teste)
P (Ln|An+1,n+2) 0, 9646 0, 9777
P (¬Ln ∧ ¬T |An+1,n+2) 0, 9407 0, 9455
Como os parâmetros P (¬Ln∧¬T |An+1,n+2) e P (¬Ln∧T |An+1,n+2) são complementares
da probabilidade P (¬Ln|An+1,n+2) = 1.0 − P (Ln|An+1,n+2), somente a regressão gerada
para P (¬Ln ∧ ¬T |An+1,n+2) foi utilizada, sendo P (¬Ln ∧ T |An+1,n+2) calculado como
P (¬Ln|An+1,n+2)− P (¬Ln ∧¬T |An+1,n+2). Os valores obtidos foram limitados de 0, 01 a
0, 99 para a probabilidade ajustada P (L A) e 0, 01 a (1.0− P (L A)) para P (nLnT A).
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Com o modelo gerado, as inferências dos parâmetros causais podem ser calculadas a
partir das equações apresentadas na seção 4.2.3, e incorporadas nos arquivos de treina-
mento e teste para a análise do impacto desses novos atributos.
4.3.3 Resultados
A relevância do uso do modelo dos parâmetros causais pós-ação é uma pesquisa em
aberto pois para a plena convicção de seu resultado seria necessário a aplicação em um
modelo estratégico de tutoria como, por exemplo, um esquema de feedback inteligente
introduzido em um STI e submetido ao uso dos discentes para a análise do estados emo-
cionais e desempenhos.
Exemplo 1. Para exemplificar o cálculo dos parâmetros causais, considere um problema,
do STI Cognitive Tutor Algebra da Carnegie Learning, que possui uma componente de
conhecimento denominada “Comparação de frações com denominadores distintos”. Um
determinado estudante, após uma tentativa fracassada em resolver uma tarefa que en-
volvia a componente citada, teve sua probabilidade de habilidade estimada em 0, 019, de
esforço em 0, 0578, de dificuldade em 0, 479 e de sorte em 0, 999. Em outra tentativa ele
novamente erra a resposta, tendo suas estimativas de habilidade, esforço, dificuldade e
sorte, atualizadas para 0, 0155, 0, 0522, 0, 547 e 0, 99, respectivamente.
Como já mencionado, uma posśıvel aplicação dos valores estimados é no aux́ılio da
decisão em estratégias de ensino. Assim, com a probabilidade de dificuldade crescente do
exemplo acima, o sistema tutor poderia habilitar mecanismos de intervenções pedagógicas,
cujo grau de especificidade seria proporcional ao ńıvel de dificuldade, ou podendo também,
analisar o se houve esforço na resolução do exerćıcio.
Exemplo 2. Alguns resultados gerados pelo modelo BKT e dos parâmetros causais, para
determinados componentes de conhecimento e estudantes:
• Componente 1:
– Etapa n− 2:
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∗ Sáıda: erro;
∗ P (Habilidaden−2) = 0, 019, P (Esforcon−2) = 0, 0578,
P (Dificuldaden−2) = 0, 479 e P (Sorten−2) = 0, 999.
– Etapa n− 1:
∗ Sáıda: erro;
∗ P (Habilidaden−1) = 0, 0155, P (Esforcon−1) = 0, 0522,
P (Dificuldaden−1) = 0, 547 e P (Sorten−1) = 0, 99.
– Etapa n:
∗ Sáıda: acerto;
∗ P (Habilidaden) = 0, 0727, P (Esforcon) = 0, 134,
P (Dificuldaden) = 0, 456 e P (Sorten) = 0, 949;
∗ P (Ln) = 0, 41.
• Componente 2:
– Etapa n− 2:
∗ Sáıda: acerto;
∗ P (Habilidaden−2) = 0, 999, P (Esforcon−2) = 1, 0,
P (Dificuldaden−2) = 0, 16 e P (Sorten−2) = 0, 594.
– Etapa n− 1:
∗ Sáıda: acerto;
∗ P (Habilidaden−1) = 0, 999, P (Esforcon−1) = 1, 0,
P (Dificuldaden−1) = 0, 16 e P (Sorten−1) = 0, 495.
– Etapa n:
∗ Sáıda: erro;
∗ P (Habilidaden) = 0, 537, P (Esforcon) = 0, 57,
P (Dificuldaden) = 0, 628 e P (Sorten) = 0, 495;
∗ P (Ln) = 1, 0.
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• Componente 3:
– Etapa n− 2:
∗ Sáıda: erro;
∗ P (Habilidaden−2) = 0, 478, P (Esforcon−2) = 0, 51,
P (Dificuldaden−2) = 0, 622 e P (Sorten−2) = 0, 736.
– Etapa n− 1:
∗ Sáıda: acerto;
∗ P (Habilidaden−1) = 0, 733, P (Esforcon−1) = 0, 789,
P (Dificuldaden−1) = 0, 422 e P (Sorten−1) = 0, 596.
– Etapa n:
∗ Sáıda: erro;
∗ P (Habilidaden) = 0, 549, P (Esforcon) = 0, 62,
P (Dificuldaden) = 0, 678 e P (Sorten) = 0, 624;
∗ P (Ln) = 0, 995.
Analisando os valores gerados através do modelo dos parâmetros causais, observa-se
que a cada acerto, as probabilidades de habilidade e esforço tendem a aumentar, enquanto
dificuldade e chance de acerto ser por causa da sorte tendem a diminuir. E o contrário,
a cada erro, habilidade e esforço tendem a diminuir, e dificuldade tende a aumentar. A
sorte, em caso de erro, depende do ńıvel de conhecimento: quanto mais conhecimento
maior a chance do erro ser sinal de sorte no passado.
A análise do impacto pré-ação dos parâmetros causais foi com a geração de um modelo
de classificação determińıstica, treinado com 1.817.476 instâncias e testado com 5.221
instâncias, com um conjunto de atributos.
O conjunto de atributos utilizados foram:
• Parâmetros causais da etapa anterior (P (Habilidaden−1), P (Esforcon−1), P (Sorten−1),
P (Dificuldaden−1));
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• Corretas consecutivas: número de ações corretas consecutivas nas últimas 10 opor-
tunidades;
• Duração na etapa anterior e atual: tempo do ińıcio da tarefa até a inserção da
primeira resposta (segundos);
• Número de oportunidades: quantidade de vezes que o estudante já teve a oportuni-
dade de exercitar a componente de conhecimento;
• Ação na primeira tentativa (meta).
As probabilidades das causas avaliadas pela aprendizagem de máquina são anteriores
à etapa testada (P (Habilidaden−1), P (Esforcon−1), P (Dificuldaden−1) e P (Sorten−1))
pois, como a ação (resposta) é o atributo classe, não se pode utilizar as probabilidades da
etapa corrente (P (Habilidaden), P (Esforcon), P (Dificuldaden) e P (Sorten)) que utiliza
o atributo classe em suas fórmulas.
A técnica de classificação utilizada para o treinamento foi a árvore de decisão. Au-
xiliado pela ferramenta “Weka” [38], um conjunto de dados foi treinado e testado com o
classificador do tipo “J48”, que implementa o algoritmo “C4.5”.
O modelo foi submetido a validação cruzada 5-fold com o conjunto de treinamento
para a captação de informações como os falsos positivos/negativos, os verdadeiros posi-
tivos/negativos e as instâncias corretamente classificadas e os resultados estão na tabela
4.2.
Os atributos “duração”, “corretas consecutivas” e “oportunidades”, explicados ante-
riormente, foram inseridos para atuarem como critério de interpretação para descrever
melhor as caracteŕısticas que poderiam levar ao acerto ou erro. Como a expectativa e o
afeto são presumidos para determinar a ação e esta pode ser descrita de acordo com a
sua intensidade, sua latência, e assim por diante, então justifica-se o uso dos parâmetros
causais na previsão da ação e o uso de um conjunto de atributos para mensurar os itens
de descrição de uma ação.
A maior deficiência do modelo foi na detecção dos fatores que levam ao erro, apontado
pela alta taxa de falsos positivos. Esta situação pode ser explicada pelas diferenças de
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Tabela 4.2: Resultados do modelo determińıstico na previsão da ação do estudante através
dos valores obtidos com o modelo dos parâmetros causais.








0, 785 falsos positivos
0, 971 verdadeiros positivos
0, 029 falsos negativos








0, 747 falsos positivos
0, 958 verdadeiros positivos
0, 042 falsos negativos
0, 253 verdadeiros negativos







0, 669 falsos positivos
0, 937 verdadeiros positivos
0, 063 falsos negativos
0, 331 verdadeiros negativos
* Instâncias corretamente ou incorretamente classificadas
cenários consequentes das interpretações particulares dos estudantes, que foram destaca-
das como fontes da variação das emoções geradas para uma mesma situação de acordo
com Weiner [37].
Esta questão também envolve a percepção da autoeficácia que, segundo Bandura [6],
trata-se da crença das pessoas sobre suas próprias capacidades e que a percepção da sua
própria eficácia influencia os cenários que eles constroem ou reiteram. Os que tem alto
senso de eficácia visualizam cenários que fornecem guias positivos para o desempenho.
E quando julgam a si mesmo ineficazes, tendem a construir cenários negativos podendo
resultar em eventos de falha. A investigação espećıfica das diferentes e individuais inter-
pretações das causas é uma pretensão de pesquisa posterior.
Além da aplicação da validação-cruzada, o modelo foi testado com as transações do
arquivo-teste e uma segunda base de dados, e o resultado apresentado na tabela 4.2.
As taxas de verdadeiro positivos das análises evidenciaram que os parâmetros causais
ajudaram significativamente na previsão dos acertos; as taxas de falso negativos indicaram
que pouco erraram quando ocorreu a afirmação de resultados negativos; e as taxas de falso
positivos e verdadeiro negativos alertaram para a deficiência na previsão da maioria dos
casos de falhas na resolução das tarefas.
Interpretações sobre as consequências emocionais e comportamentais foram conjectu-
radas de algumas decisões (ramos e folhas), compostos pelos atributos causais, “duração”,
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“corretas consecutivas” e “oportunidades”, da classificação por árvore de decisão gerada
com a base de treinamento, conforme detalhado anteriormente. As probabilidades pré-
ação foram interpretadas somente para ilustrar algumas das posśıveis relações entre as
causas, emoções e comportamentos, que podem ser obtidas pelos valores dos parâmetros
causais inferidos pelo modelo proposto, e são apresentadas na tabela 4.3.
Tabela 4.3: Decisões geradas pelo classificador e interpretações
Condições e Emoções Comportamento
1
Habilidade (n− 1) ≤ 0, 0567→ vergonha
Esforço (n− 1) ≤ 0, 0938→ culpa
Dificuldade (n− 1) ≤ 0, 2630→ esperança






Habilidade (n− 1) > 0, 0567 ≤ 0, 9830 → orgulho
Esforço (n− 1) ≤ 0, 0938 → culpa
Dificuldade (n− 1) ≤ 0, 2630 → esperança





Habilidade (n− 1) ≤ 0, 983 → orgulho
Esforço (n− 1) ≤ 0, 0938 → culpa
Dificuldade (n− 1) > 0, 132 ≤ 0, 134 → esperança
Sorte (n− 1) > 0, 833 ≤ 0, 927 → esperança
Duração atual ≤ 3 → ansiedade
falta de atenção
Oportunidades ≤ 8 → insegurança
preocupação







Continua na próxima página
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Tabela 4.3 – continuação da página anterior
Condições e Emoções Comportamento
4
Habilidade (n− 1) ≤ 0, 983 → orgulho
Esforço (n− 1) ≤ 0, 0938 → culpa
Dificuldade (n− 1) > 0, 132 ≤ 0, 134 → esperança
Sorte (n− 1) > 0, 833 ≤ 0, 927 → esperança
Duração atual > 3 → atenção aumentando
ansiedade aumentando
Oportunidades ≤ 8 → insegurança
preocupação







Habilidade (n− 1) ≤ 0, 0344 → vergonha
Dificuldade (n− 1) > 0, 419 ≤ 0, 501 → preocupação
Sorte (n− 1) ≤ 0, 683 → esperança
Duração atual ≤ 10 → atenção aumentando
ansiedade aumentando







Habilidade (n− 1) ≤ 0, 0344 → vergonha
Dificuldade (n− 1) > 0, 361 ≤ 0, 446 → esperança
Sorte (n− 1) > 0, 791 ≤ 0, 968 → esperança
Duração atual ≤ 21 → atenção
Oportunidades > 1 ≤ 2 → insegurança
preocupação
medo




Continua na próxima página
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Tabela 4.3 – continuação da página anterior
Condições e Emoções Comportamento
7
Habilidade (n− 1) ≤ 0, 0344 → vergonha
Dificuldade (n− 1) > 0, 263 ≤ 0, 446 → esperança
Sorte (n− 1) > 0, 997 ≤ 0, 998 → esperança
Duração atual ≤ 83 → atenção
Duração anterior≤ 3 → ansiedade
falta de atenção




- aumento na motivação
- acerto
8
Habilidade (n− 1) > 0, 894 → orgulho
Esforço (n− 1) > 0, 993 ≤ 0, 994 → orgulho
Dificuldade (n− 1) > 0, 398 ≤ 0, 601 → preocupação
Sorte (n− 1) > 0, 201 ≤ 0, 202 → preocupação
Duração anterior ≤ 87 → atenção
Duração atual > 12 → diminuição da atenção
Oportunidades > 49 ≤ 212 → segurança
relaxamento
Corretas consecutivas > 0, 1 → alegria
Cenário negativo:
- expectativa positiva gerou acomodação
- erro
9
Habilidade (n− 1) > 0, 894 → orgulho
Esforço (n− 1) ≤ 0, 943 → orgulho
Dificuldade (n− 1) > 0, 398 ≤ 0, 607 → preocupação
Sorte (n− 1) ≤ 0, 222 → preocupação
Duração atual > 10 ≤ 34 → atenção
Oportunidades ≤ 212 → segurança







Exemplo 3. A decisão 1 da tabela 4.3 indica que apesar de fácil (apresenta baixa difi-
culdade) e possivelmente ter sorte, o que gera esperança, a falta de esforço, o que gera
culpa, e habilidade, o que gera vergonha, resulta em baixa motivação e baixo desempenho,
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ou seja, em falha na resolução da tarefa.
Exemplo 4. Em situação semelhante à decisão 1, o aumento da habilidade, indicada na
decisão 2, foi o suficiente para alterar o cenário positivamente.
Exemplo 5. Na decisão 3, o erro na última oportunidade (corretas consecutivas) e o
ińıcio rápido na execução da tarefa (duração atual), indicam falta de comprometimento,
porém como a tarefa é fácil e, os ńıveis de habilidade (orgulho) e sorte são altos, compen-
sam o pouco esforço fazendo com que acerte a resposta.
Exemplo 6. Na decisão 4 com o aumento no tempo de ińıcio da atividade, o que indica
atenção, esperava-se que continuasse ocorrendo o acerto. Este é um caso que a inter-
pretação pessoal, talvez por causa da culpa por não ter se esforçado, implique em um
resultado diferente do esperado ao influenciar a expectativa do estudante.
Exemplo 7. Na decisão 5, a pouca habilidade e o médio grau de dificuldade, quando
associado ao tempo para o ińıcio da tarefa e número de oportunidades relativamente
baixos, resulta em um cenário negativo. Estas condições indicam vergonha, ansiedade,
preocupação e insegurança.
Exemplo 8. A pouca habilidade e experiência, e o erro nas primeiras oportunidades,
demonstrados na decisão 6, comprometem a expectativa do estudante ocasionando um
erro na resolução, mesmo com condições favoráveis como a tarefa ser fácil, a provável
sorte envolvida (fator externo, incontrolável) e a atenção inicial (tempo para ińıcio da
tarefa).
Exemplo 9. Já na decisão 7, a pouca habilidade, a pouca experiência e a falta de atenção
anterior (duração anterior) refletem no aumento da dedicação na etapa atual (duração
atual). Esta situação aliada a facilidade da tarefa colaboram para o acerto da questão.
Exemplo 10. Mesmo com habilidade, esforço e experiência, o erro indicado na decisão
8, pode ser originado pela acomodação/relaxamento do estudante pelo fato de ter acertado
em oportunidades anteriores.
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Exemplo 11. A decisão 9 ilustra um padrão interessante: mesmo com um cenário seme-
lhante ao 8, uma diminuição no esforço gera uma resposta positiva. Uma explicação é a
estável dedicação indicada pelo atenção na leitura inicial, sem grande variação de tempo, e
pelas consecutivas respostas corretas. Outra situação plauśıvel é que mais esforço também
está associado a muitas tentativas, e não necessariamente ao conhecimento.
4.4 Considerações Finais
Neste caṕıtulo os elementos do caṕıtulo 3 foram associados para compor o modelo
para a inferência das probabilidades de algumas causas que interferem no comportamento
do estudante.
Os parâmetros causais foram baseados da teoria da “Atribuição Causal” proposta por
Weiner [37]. Esta teoria apresenta as percepções causais e sua relação com a motivação que
atua no processo cognitivo. Para caracterizar esta teoria os atributos estudados foram
os fatores internos habilidade e esforço, e os fatores externos sorte e dificuldade (com
atualização individual).
Ressalta-se que a determinação das posśıveis causas comportamentais possibilita sua
combinação para a definição das consequentes emoções. Por exemplo, não ter habilidade
pode resultar em um sentimento de vergonha, não ter se esforçado associa-se a culpa,
uma tarefa dif́ıcil pode causar desespero, porém ter sorte, conforta através da esperança.
Assim, uma expectativa seria gerada desta combinação de vergonha, culpa, desespero e
esperança, sendo condicionado às probabilidades causais. A análise aprofundada deste
mapeamento é um trabalho futuro.
Para a predição dos estados causais foi feita a avaliação das ações da interação dos
estudante com um STI, ou seja, entradas das respostas, número de tentativas, requisições
de ajuda, entre outros. Dados oriundos de sensores, câmeras ou outros meios f́ısicos
não foram explorados. Por isso é independente de mecanismos extras no uso do sistema
para a detecção proposta. São dados probabiĺısticos uma vez que a tarefa de avaliar os
sentimentos humanos são imprecisos.
A valoração dos parâmetros causais foi fundamentada em um modelo bastante explo-
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rado em outras pesquisas denominado Bayesian Knowledge Tracing (BKT) de Corbett et
al. [19] que utiliza a probabilidade de Bayes para estimar o conhecimento do estudante e
no trabalho de Baker et al. [4] que explora as ações futuras do estudante para determinar
o ńıvel e o momento da aprendizagem.
A ideia de Baker et al. [4] é a previsão do futuro e categorização do presente através
dados do passado, ou seja, utilizar os históricos das ações dos estudantes com um sistema
tutorial computacional para determinar seu padrão comportamental e refinar a detecção
de conhecimento.
Essas predições mais aprimoradas foram incorporadas nas fórmulas dos parâmetros
causais, e em conjunto com os atributos porcentagens de acertos, erros, dicas, oportuni-
dades e tempo de duração, foi gerado um modelo determińıstico para estimar a resposta
de um estudante.
Neste caṕıtulo, a ênfase foi na aplicação dos parâmetros causais para a previsão futura
das ações do estudante, servindo de análise experimental do impacto que eles podem
causar na antecipação comportamental.
Por fim, os resultados da análise evidenciaram que os parâmetros causais ajudaram
significativamente na previsão das respostas positivas das atividades propostas aos estu-
dantes, que pouco erraram quando houve a previsão de resultado negativo, porém foram
deficientes na previsão da maioria dos casos de falhas na resolução das tarefas.
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CAPÍTULO 5
CONCLUSÃO E TRABALHOS FUTUROS
A investigação de dados para aplicação em sistemas tutores inteligentes é uma tendência
de várias pesquisas que aprimoram os modelos cognitivos como Conati et al. [18], Bica et
al.[14], Barnes e Stamper [8], Paiva et al. [28], Feng, Heffernan e Koedinger [21] e, Barnes
e Stamper [7].
Neste trabalho foi apresentado um modelo para a inferência das percepções causais
“habilidade”, “esforço”, “sorte” e “dificuldade”. Este modelo introduziu uma nova abor-
dagem na detecção de causas do sucesso ou fracasso em uma atividade cognitiva baseado
no ńıvel de conhecimento do estudante. O diagnóstico das causas de um evento é um ele-
mento importante na determinação da motivação na aprendizagem. E a probabilidade de
conhecimento é uma medida interessante pois pode ser reflexo das emoções e motivações
envolvidas na interpretação das causas.
Portanto, a combinação da teoria psicológica com modelos de inferências formou a base
teórica para a criação do modelo proposto nesta dissertação, explicando a importância da
análise das causas dos eventos e seu peso no processo cognitivo, e obtendo as interpretações
numéricas através de um explorado modelo probabiĺıstico.
Esta pesquisa fornece um mecanismo de apoio para o diagnóstico dos fatores internos
do estudante como emoções e motivações que colaboram para a elaboração de um esquema
inteligente de tutoria.
Deve-se destacar a importância dos modelos utilizados como base deste projeto. Através
do histórico de ações dos estudantes com um STI, foi calculado a probabilidade de conhe-
cimento utilizando um modelo probabiĺıstico. O modelo aplicado foi o BKT, apresentado
no consolidado trabalho de Corbett e Anderson [19], que possui diversas variantes e pes-
quisas correlacionadas ([29, 40, 2, 3, 34, 30, 23, 39]) como o Baker et al. [4].
Do trabalho de Baker et al. [4], esta dissertação utilizou os métodos para o apri-
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moramento, através de informações futuras, das previsões do BKT para a inferência das
posśıveis causas de determinada ação.
Acredita-se na validade do esforço no aprimoramento da correlação dos atributos
históricos com os parâmetros causais, pois esta pesquisa contribuiu em três aspectos:
na especialização dos parâmetros do modelo BKT em novos parâmetros visando apro-
fundar o diagnóstico dos fatores influenciadores do processo cognitivo dos estudantes; no
aux́ılio à previsão da ação corrente através dos dados passados (utilização pré-ação); e no
aux́ılio à elaboração de um modelo complementar para a definição de estratégias tutoriais
(utilização pós-ação).
A análise de impacto na pré-ação, ou seja, antes da inserção da resposta pelo usuário,
gerou um modelo determińıstico aceitável, baseado nas conjecturas feitas na tabela 4.3
da subseção 4.3.3, com decisões dentro do esperado para a combinação das causas e seus
efeitos.
Os resultados obtidos foram satisfatórios, com altas taxas de verdadeiros positivos
(cerca de 95%) e baixas taxas de falsos negativos (cerca de 4%), porém foram insuficientes
na previsão da maioria dos casos de falhas, indicado pela alta taxa de falsos positivos (cerca
de 74%). Este resultado mostra a deficiência na detecção dos fatores que levam ao erro, na
antecipação dos posśıveis cenários oriundos da interpretação das causas e da autoeficácia
pelos estudantes.
Barrera [9] salienta que apesar dos sucessos e fracassos sempre despertarem emoções
agradáveis ou desagradáveis, ocasionam também, em função da interpretação de suas
causas, uma variada gama de reações afetivas que afetarão o comportamento do sujeito.
A expectativa é que o modelo proposto seja mais vantajoso na aplicação pós-ação, isto
é, a resposta, na etapa corrente, do estudante serve de evidência para atualização das




A colaboração pós-ação é uma proposta de trabalho futuro, visando aprimorar ativi-
dades associadas ao diagnóstico dos fatores internos do estudante, como emoções e mo-
tivações que colaboram para a elaboração de um mecanismo de definição de estratégias
tutoriais.
Determinando as posśıveis causas comportamentais, há a possibilidade da combinação
das consequentes emoções causadas pela habilidade, esforço aplicado, sorte e dificuldade
da tarefa. Por exemplo, não ter habilidade pode resultar em um sentimento de vergonha,
não ter se esforçado associa-se a culpa, uma tarefa dif́ıcil pode causar desespero, porém
ter sorte, conforta através da esperança. Assim uma expectativa seria gerada desta com-
binação de vergonha, culpa, desespero e esperança. Como a teoria da “Atribuição Cau-
sal” enfatiza a interpretação pessoal das situações, esse mapeamento pode aprimorar os
parâmetros causais.
Além desse mapeamento e análise da relação entre as causas e motivação, outra ten-
tativa de refletir mais precisamente os cenários comportamentais, suprindo as carências
apontadas, é considerar a incorporação de dados de fontes externas (por exemplo, câmeras
e sensores), como os trabalhos de Stein et al. [36] e Conati et al. [17, 18]. E com a inserção
das novas informações no modelo, uma atitude necessária será a investigação do impacto
desses valores em um STI em produção, testando, entrevistando e ministrando pós-testes.
Para amenizar a deficiência do diagnóstico dos erros outro trabalho futuro é o apri-
moramento do parâmetro P (S), ou o uso do modelo Contextual-Guess-and-Slip de Baker
et al. [2] no cálculo do modelo desenvolvido nesta dissertação.
Outra proposta futura é a associação da motivação com intervenções pedagógicas, com
o objetivo de torná-las mais adaptativas ao estudante. O interesse nessa especialização
do apoio ao estudante é reforçado por pesquisas como Beck et al. [11], Chi et al. [16] e,
Roll, Aleven, McLaren, Ryu, Baker e Koedinger [32].
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