Abstract. We obtain results on the geometry of D-semianalytic and subanalytic sets over a complete, non-trivially valued non-Archimedean field K, which is not necessarily algebraically closed. Among the results are the Parameterized Smooth Stratification Theorem and several results concerning the dimension theory of D-semianalytic and subanalytic sets. Also, an extension of Bartenwerfer's definition of piece number for analytic K-varieties is provided for the D-semianalytic sets and the existence of a uniform bound for the piece number of the fibers of a D-semianalytic set is proved. There is a connection between the piece number and the complexity of a D-semianalytic set which is a subset of the a‰noid line and therefore a simpler proof of the Complexity Theorem of Lipshitz and Robinson is made possible by these results. Finally we prove an analogue of a theorem by van den Dries, Haskell and Macpherson, which states that for each D-semianalytic X , there is a semialgebraic Y such that one dimensional fibers of X are among the one dimensional fibers of Y through an easy application of our earlier results.
Introduction
In this paper we continue the investigation which started in [3] of basic geometric properties of D-semianalytic subsets of ðK Þ m , where K is an arbitrary (i.e. not necessarily algebraically closed) non-trivially valued, complete non-Archimedean field and K is its valuation ring. For most of our results we impose the additional condition that Char K ¼ 0.
Two of our main results appear in the title of this paper. The first of these guarantees the existence of a decomposition of a D-semianalytic set into finitely many manifolds which remain manifolds when specialized at parameters (Theorem 4.3) and the second one guarantees the existence of a uniform bound on the piece numbers of fibers of a D-semianalytic set (Theorem 5.5). Moreover we establish a connection between the piece number and the complexity of one dimensional D-semianalytic sets to give a simpler proof of the existence of a uniform bound for the complexity of the one-dimensional fibers of D-semianalytic sets
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(Theorem 6.7) which was first proved by Lipshitz and Robinson in [12] . Along the way we also prove new results on the dimension theory of D-semianalytic and subanalytic sets. These are mostly the properties of a dimension function which are expected to hold for a reasonably well-behaved class of sets. Moreover we also prove that several notions of dimension agrees for the subanalytic sets (this was proved for the D-semianalytic sets earlier in [3] by the author) and investigate the question of how the dimension of these sets changes if they are embedded in ðK 0 Þ m , where K 0 is a complete extension of K. We finish by showing that for each D-semianalytic set X there is a semialgebraic set Y such that the one dimensional fibers of X are among the one-dimensional fibers of Y (Theorem 6.8). This is an analogue of Theorem A of [6] by van den Dries, Haskell and Macpherson.
We will introduce our main objects of study thoroughly in Section 2, but here we are going to briefly go over what they are and how they were developed. The D-semianalytic subsets of ðK Þ m are finite unions of sets of points which satisfy finitely many norm inequalities (both strict and non-strict) between D-functions. These functions are obtained from members of rings of separated power series S m; n through the use of the restricted division operators D 0 and D 1 , and substitution (see Definitions 2.2 and 2.3). The rings of separated power series S m; n ðE; KÞ are superrings of the Tate algebras T mþn ðKÞ and were first introduced by Lipshitz in [8] . This came out of the need to treat the case where K is nondiscretely valued, while proving that given a coordinate projection p, for each a‰noid analytic K-variety X , there is a bound G such that the fibers of X under p have at most G isolated points, when Char K ¼ 0 or Char K ¼ p > 0 and ½K : K p < y. In [1] , Bartenwerfer introduced the notion of the piece number of an analytic K-variety and proved that under the same conditions on the characteristic of K as above, an analytic K-variety X which is the zeroset of an ideal of S m; n , there is a bound G such that the fibers of X under a coordinate projection have piece numbers less than G. As the piece number dominates the number of isolated points, this was a strengthening of the main theorem of [8] .
In [9] Lipshitz showed that the class of subanalytic sets (i.e. the projections of Dsemianalytic sets) coincides with the class of the D-semianalytic sets when K is algebraically closed thus obtaining a quantifier elimination theorem for the analytic theory of such fields and later this result was generalized to a more general class of definable sets by Lipshitz and Robinson in [14] . Meanwhile in [13] , the same authors obtained results on the geometry of subanalytic subsets of ðK Þ m defined by D-functions with coe‰cients from K where K is an arbitrary complete non-Archimedean field and K is an algebraically closed complete extension of K. Among those results were the Smooth Stratification Theorem and results on the dimension theory of subanalytic sets. It was a natural question to ask how much of these results could be carried over to D-semianalytic subsets of ðK Þ m . Results similar to those in [13] and further results on the dimension theory of D-semianalytic sets in this more general context were obtained in [3] . One of the main tools in obtaining these results, the Parameterized Normalization Lemma for D-semianalytic sets of [3] , plays an essential role in proving many of the results in this paper too. The proof of this lemma relies on the ideas and results of [13] , where much of the commutative algebra of the rings S m; n and quasia‰noid algebras are worked out.
On the other hand a special type of D-semianalytic sets over an algebraically closed field K, the R-domains, stands out in the study of the quasi-a‰noid geometry. These sets generalize the rational domains of a‰noid geometry as in [2] , §7.2.3, Definition 5, and some of their geometric properties were established by Lipshitz and Robinson in [11] and [12] .
One of the main results of [11] is that such subsets of K can be written as boolean combinations of discs (see Definition 6.1). In [12] the complexity of an R-subdomain of K was defined to be the number of discs appearing in such a combination and it was shown that given a D-semianalytic subset X of ðK Þ mþ1 there is a bound G such that for each parameter p A ðK Þ m , the fiber X ðpÞ of p in X di¤ers from an R-domain of complexity less than G by at most G points. This result is analogous to [6] Theorem A by van den Dries, Haskell and Macpherson which states that the one-dimensional fibers of a subanalytic (in the language of [5] ) subset of Z mþ1 p can be obtained as one-dimensional fibers of a semialgebraic (in Macintyre's Language) subset of some Z
Mþ1 p
. As explained in [6] , the bound on ''complexity'' of one dimensional fibers follows immediately from this theorem.
The outline of this paper is as follows. After the preliminary definitions in Section 2, we revisit the dimension theory of D-semianalytic sets in Section 3. In this section there are also refinements of the Parameterized Normalization Theorem of [3] , in preparation to prove the Parameterized Smooth Stratification Theorem of Section 4. The methods developed for proving this theorem also have important consequences in the dimension theory of D-semianalytic and subanalytic sets and we spend the rest of the Section 4 discussing these. At the same time, the Parameterized Smooth Stratification Theorem lays out the groundwork for the results of Section 5. We start Section 5 by extending the definition of piece number for analytic K-varieties due to Bartenwerfer, to the D-semianalytic sets and prove the Piece Number Theorem for the fibers of those sets. In Section 6, we turn our attention to the fibers of D-semianalytic sets which are subsets of the a‰noid line and establish a relation between the piece number and the complexity of such fibers resulting in a new, simpler proof of the Complexity Theorem of [12] . This theorem is analogous to [6] , Theorem A, in the p-adic setting, and we will finish by providing another, more readily recognizable, analogue of Theorem A in our setting. We would like to note that one could obtain the results guaranteeing the existence of uniform bounds like the Complexity Theorem by using non-standard models approach of [6] .
Preliminaries
In this section we give the definitions and establish basic properties of our objects of study. In doing so, we follow [15] by Lipshitz and Robinson, where these objects were studied extensively. These objects are mainly the rings of separated power series and geometric and algebraic objects related to them.
In what follows, K denotes an arbitrary non-trivially valued non-Archimedean complete field unless stated otherwise. Definition 2.1. Let x ¼ ðx 1 ; . . . ; x m Þ and r ¼ ðr 1 ; . . . ; r n Þ denote variables, fix a complete, quasi-Noetherian subring E of K (which also has to be a discrete valuation ring in case K of positive characteristic) and let fa i g i A N be a zero sequence in K , and B be the local quasi-Noetherian ring ðE½a 0 ; a 1 ; . . . fa A E½a 0 ; a 1 ;...:jaj¼1g Þ
5
; where 5 denotes the completion in j Á j. Let B be the family of all such rings. Define the separated power series ring over ðE; KÞ of ðm; nÞ variables to be S m; n ðE; KÞ :
a a; b x a r b A S m; n ðE; KÞ, the Gauss norm of f is defined as
We will write S m; n instead of S m; n ðE; KÞ when the ring E and the field K are clear from the context. We will also make use of two key results on algebra of these rings from [15] throughout. Specifically, these results are that the rings S m; n are Noetherian and we have suitable Weierstrass Preparation and Division Theorems over these rings.
The ring S m; n contains our ''global'' analytic functions. In other words, members of S m; n ðE; KÞ are convergent and have global power series expansions over the set ðK Þ m Â ðK Þ n where K denotes the maximal ideal of K . Nevertheless we are also interested in a more general class of analytic functions which may have di¤erent power series expansions at di¤erent localities. More precisely we wish to be able to take quotients of members of rings of separated power series as well as substitute them in other members. For this to work we need two restricted division operators as defined by Lipshitz in [9] . 
Note that what we call a D-function coincides with what was called an L D an -term in [9] and in [14] . However we will rarely use these terms in the rest of this paper and instead work with the ''generalized rings of fractions over S m; n ''. Before we define such rings we need some more notation.
A ring B which is of the form S m; n =I for some ring of separated power series S m; n and ideal I H S m; n is called a quasi-a‰noid algebra. Let f ; g A B; z be a variable not appearing in S m; n and f ; g A S m; n be two elements whose canonical images in B are f and g respectively, then we will write Bh f =gi (or Bhzi=ðgz À f Þ) and B½½ f =g s (or B½½z s =ðgz À f Þ) for the rings S mþ1; n =ðI Á S mþ1; n W fgx mþ1 À f gÞ and S m; nþ1 =ðI Á S m; nþ1 W fgr nþ1 À f gÞ respectively. More generally if A is a quasi-a‰noid algebra, y and l are multi-variables not appearing in the presentation of A and
we will follow [15] (i) S m; n is a generalized ring of fractions over S m; n .
(ii) If B is a generalized ring of fractions over S m; n , and g; f 1 ; . . . ; f s ; f If B is a generalized ring of fractions over S m; n ðE; KÞ then the members of B can be treated as functions over the domain of B, which is defined below. Definition 2.5. Let K 0 be a complete extension of K and let
be a generalized ring of fractions over S m; n . Let g i , f i , g When K 0 ¼ K we will simply write Dom m; n B instead of K-Dom m; n B.
Note that if K is the completion of the algebraic closure of K, then our definition for K-rational points of the domain of B coincides with what is called the domain of B in [14] .
For a generalized ring of fractions B over S m; n as above and, an ideal I H B we will use the customary notation Dom m; n B X V ðI Þ K to denote the set Dom m; n B X V ðI Þ K :¼ fp A Dom m; n B : f ðpÞ ¼ 0 for all f A I g; and omit the subscript K when K is algebraically closed.
With these notations established, we can give an alternate definition of the Dsemianalytic sets. This alternate definition is useful because it connects algebraic objects with geometric objects in a customary way. Definition 2.6. A D-semianalytic subset of ðK Þ mþn is a finite union of sets of the form Dom m; n B X V ðI Þ K where B is a generalized ring of fractions over S m; n and I is an ideal of B.
Next, we are going to make observations which will be helpful in the proofs of Theorems 4.3 and 4.5. Let B be as in Definition 2.5 and let J H S mþs; nþt be the ideal
Þ. With this ideal we can associate a K-rational variety V ðJÞ K of ðK Þ mþs Â ðK Þ nþt and a semianalytic set In order to understand the properties of the set Dom m; n B, we will often look at the set X . However, to avoid complications coming from working over a field which may not be algebraically closed and to avoid irreducible components of X that are contained in the excluded set
we will prefer to work with the largest ideal that vanishes on Dom m; n B X V ðI Þ K . That is, the ideal
whose corresponding ideal I in S mþs; nþt does not have a minimal prime divisor p such that V ðpÞ K H Z, will show up often in our arguments.
There is a special type of D-semianalytic sets that we will come back to. R-domains generalize the rational domains of the a‰noid geometry (as given in [2] , Definition 7.2.3.5). They are also examples of quasi-a‰noid subdomains and have the universal property described in [15] , Definition 5.3.4. This guarantees that if A and B are two generalized rings of fractions over S m; n such that X :¼ K-Dom m; n A ¼ K-Dom m; n B is an R-domain, then A F B. Therefore it is possible to define a ring of analytic functions on X with coe‰cients from K, which we will denote by OðX Þ K :¼ A F B.
Normalization and dimension theory
In this section we briefly discuss the dimension theory of D-semianalytic sets and the Parameterized Normalization Lemma. These are two of our most important tools in the proofs of the main results of this paper. Establishing these was the main purpose of [3] and we start by the basic definitions and results from that source, finishing up with improvements on the previous results. Those improvements will enable us to prove main theorems later in this paper.
For an arbitrary subset of K m we can define several notions of dimension as follows.
Definition 3.1. We define the geometric dimension, g-dim X , of a non-empty set X H K m to be the greatest integer d such that the image of X under a coordinate projection onto a d-dimensional coordinate hyper-plane has an interior point.
The weak dimension, w-dim X , of a nonempty set X H K m is defined to be the greatest integer d such that the image of X under a coordinate projection onto a d-dimensional coordinate hyper-plane is somewhere dense.
The manifold dimension, m-dim X of a nonempty set X H K m is the greatest integer d such that X contains a d-dimensional analytic manifold (see Definition 4.2).
Define also
For a generalized ring of fractions B and an ideal I of B, we will write k-dim B=I to denote the Krull dimension of the algebra B=I.
Note that the reference to a d-dimensional coordinate hyperplane in the above definition is superfluous as it is easy to prove that maximizing over all d-dimensional hyperplanes will yield the same result for the dimensions above. One of the main theorems (Theorem 6.2) of [3] was: 
The main tool for proving Theorem 3.2, as well as for obtaining the results in this paper is the Parameterized Normalization Lemma ( [3] , Lemma 5.3). It is well known that given a quasi-a‰noid algebra B, it is not always possible to find a ring of separated power series S m; n such that there is a finite injection f : S m; n ! A (see [15] , Example 2.3.5). Nevertheless we can break up the D-semianalytic set associated with B into finitely many smaller D-semianalytic sets whose associated quasi-a‰noid algebras can be normalized in the sense above. Furthermore in this process of breaking-up, several key properties are preserved including the parameter structure of those algebras. Note that given a quasi-a‰noid algebra there may be more than one way of considering it as a generalized ring of fractions depending on which variables we choose as representing the coordinates of the space in which the D-semianalytic set lives and which variables correspond to the fractions which appear in the construction of the D-semianalytic set. However, this fact plays no role in our discussions.
Let us write S mþM; nþN for the ring of separated power series in the variables ðx 1 ; . . . ; x m Þ, ðr 1 ; . . . ; r n Þ, ðy 1 ; . . . ; y M Þ and ðl 1 ; . . . ; l N Þ. Now suppose B is a generalized ring of fractions over S mþM; nþN , then assigning appropriate x or r variables to fractions involving terms built up inductively from only the variables x 1 ; . . . ; x m and r 1 ; . . . ; r n , B can be written in the form B ¼ ðS m; n hx mþ1 ; . . . ; x mþs i½½r nþ1 ; . . . ; r nþt s =J 1 Þ ð1Þ
We will call the x and r variables appearing above the parameter variables.
For a ring of separated power series S mþM; nþN , and a fixed 1 e j e M, we will call an automorphism f of S mþM; nþN , which is defined by fðy i Þ :¼ y i þ y r i j for some r i A N þ for i < j and fðy i Þ ¼ y i for i f j, a Weierstrass change of variables among y variables. We define the Weierstrass change of variables among x, r or l variables similarly. Inductively, we will apply the same term for a composition of Weierstrass change of variables, so that a Weierstrass change of variables among a single type of variable (i.e. among either x, r, y or l variables) respects the sort of the variables as well as the parameter structure.
In the following discussions we will often come across a situation where, for a quasia‰noid algebra B ¼ S mþM; nþN =J, and an ideal I H B, the corresponding ideal I of S mþM; nþN is such that after a Weierstrass variable change f, we can find another quasi a‰-noid algebra A such that the natural map A ! S mþM; nþN =fðI Þ is a finite inclusion. In such cases we will abuse the notation and say A ! B=fðI Þ is a finite inclusion.
Combining [3] , Lemmas 5.3 and 5.5, we have: Lemma 3.3 (Parameterized Normalization Lemma). Let B be as in Equation (1) 
(iii) after a Weierstrass change of variables f i among y and l variables separately, the natural map
Although the previous statement of the Parameterized Normalization Lemma is quite useful for working with the geometric properties of projections of D-semianalytic sets, we need some improvements for our later applications. For us, the most important improvement is to carry the process of normalization one more step to have it look more like other well known normalization results from algebra. 
for all i, and S m i ; n i ! A i =f i ðJ 0 i Þ is a finite inclusion. Then by Lemmas 2.4 and 2.5 of [3] we have
is a finite inclusion where B i is the generalized ring of fractions over S mþM; nþN which is the separated tensor product A i n s A B. Again by the same lemma
is also a finite inclusion.
we proceed inductively, applying the process described above to the generalized ring of fractions B i and ideal I i . Note that, by [3] , Lemma 5.5, we have m i þ n i e m þ n and M 0 þ N 0 e M þ N, so the termination of the described process is guaranteed. r A couple of observations about the process of normalization described above is in order. They will be useful later.
Remark 3.5. (i) Let us write B i ¼ S mþs i þMþS i ; nþt i þNþT i =J i for the generalized rings of fractions we found in the previous lemma. One important property in the above setting is that x, r, y and l variables are not mixed under f i f, indeed the image under the change of variables (automorphisms) f i f of S mþs i ; nþt i is again S mþs i ; nþt i . We will call such an automorphism a parameter respecting automorphism of quasi-a‰noid algebras with a parameter structure.
(ii) This next observation will be used in the proof of Theorem 4.5. Suppose that the projection of Dom mþM; nþN B X V ðI Þ K onto the coordinate hyperplane ðK Þ m Â ðK Þ n is somewhere dense and observe that this projection is contained in
where each A i is a generalized ring of fractions over S m; n and each J 
We finish this section with one last observation about a ''localization'' property of the normalization process we have been discussing. Lemma 3.6. Let B be a generalized ring of fractions over S m; n and let I be an ideal of B. Suppose that S m 0 ; n 0 ! B=I is a finite inclusion, the origin 0 is in Dom m; n B X V ðI Þ K and that the maximal ideal m of B corresponding to the origin 0 is such that Proof. For simplicity in notation we will assume n 0 ¼ n ¼ 0, but the arguments below also work in the general case. Let 
Parameterized stratification
In this section, we start by sharpening the Smooth Stratification Theorem of [3] and [13] for D-semianalytic sets using the normalization results of the previous section. Our goal is to prove that a D-semianalytic set is in fact a finite union of D-semianalytic manifolds which remain manifolds when specialized at points of the parameter space. Moreover, the tools we develop in this process also enable us to prove many properties of the dimension theory of D-semianalytic and subanalytic sets.
Next lemma handles the main step in proving the Parameterized Smooth Stratification Theorem by establishing that a properly normalized quasi-a‰noid variety can be written as a union of an analytic manifold and a smaller dimensional variety where the manifold is locally the graph of some analytic functions, with the normalized parameters being functions of only the free parameters of the normalization.
Lemma 4.1. Let Char K ¼ 0 and let I be a prime ideal of S mþM; nþN such that
Suppose S m 0 þM 0 ; nþN 0 ! S mþM; nþN =I is a finite inclusion respecting parameter (see Remark 3.5 (i)), then we have 
Proof. Again for simplicity in notation we will assume that N ¼ N 0 ¼ n ¼ n 0 ¼ 0, but our arguments will be valid in the general case.
Let p m 0 þi be the unique lowest degree monic polynomial in I X Khxi½x m 0 þi for each i and q Mþj be the lowest degree monic polynomial in I X Khx 0 ; y 0 i½y M 0 þj for each j. Define
as the Jacobian matrix above is upper triangular. Define also
Notice that because each p m 0 þi is the lowest degree monic polynomial and I is a prime ideal, we have D B I . Therefore by [3] , Theorem 6.2, the geometric dimension of
On the other hand, the facts that for all p A Z we have qp m 0 þi =qx m 0 þi ðpÞ 3 0 andM 0 þj =qy M 0 þj ðpÞ 3 0 for all i, j, imply that each p m 0 þi is regular of degree one in x m 0 þi and each q M 0 þj is regular of degree one in y M 0 þj in a rational neighborhood W of p. Here the regularity of these polynomials is in the sense of [15] [9] and [17] , the definition is as follows.
it is endowed with a system of charts ðU; j U : U ! K d Þ such that the transition maps j U j À1 V are locally given by convergent power series over K. Note that here the topology of X is the subspace topology inherited from the metric topology of K. Proof. We may assume that X ¼ Dom mþM; nþN B X V ðI Þ K for some generalized ring of fractions B over S mþM; nþN and ideal I of B. By Lemma 3.4 we may also assume that there are integers m 0 , n 0 , M 0 , N 0 and a Weierstrass automorphism f respecting the parameters (see Remark 3.5) such that S m 0 þM 0 ; n 0 þN 0 ! B=fðI Þ is a finite inclusion and
, so we may also assume that I is prime.
The proof will be by induction on The following maps between the a‰noid spaces will play an important role in understanding the relations between the geometric objects we are interested in. Write B ¼ S mþsþMþS; nþtþNþT =J and notice that f induces a one-to-one analytic transformation
where I is the ideal of S mþsþMþS; nþtþNþT that corresponds to I. Another map related to our construction is the projection map
which is one-to-one when restricted to p À1 ðDom mþM; nþN BÞ X V ðJÞ K .
Note that in our setting there is an open set U H ðK 
0 takes parameters to parameters and fibers to fibers and by [17] , §II.III.11.2, Theorem 2, we have the statement of the theorem. r
Next we turn our attention to the subanalytic sets. We would like to remind the reader that these are the projections of the D-semianalytic sets onto the coordinate hyperplanes and if K is algebraically closed, then they are the same as the D-semianalytic sets by the Quantifier Elimination Theorem of [9] . We are going to prove below, by an argument similar to the one in the proof above, that subanalytic sets share many of the nice geometric and dimension theoretic properties of D-semianalytic sets. But first, we are going to justify the need for a new treatment by showing that the class of subanalytic sets is a strictly larger class of sets than the class of D-semianalytic sets in general, through the next easy example.
Example 4.4. Consider K ¼ QððtÞÞ with the t-adic valuation, then the set
is subanalytic but not D-semianalytic as it can not be written as a finite boolean combination of discs (see Definition 6.1), contradicting Theorem 6.7.
Although the previous example shows that it is not possible to extend the concept of complexity of a D-semianalytic subset of K (see Definition 6.2), to work for the subanalytic subsets of K , the next theorem shows that the dimension theory of the subanalytic sets is closely connected to that of the D-semianalytic sets. Proof. Let X be as in the statement of the lemma, and let X 0 be a Note that if we partition X into finitely many pieces, then at least one of those pieces can not be contained in a ðd À 1Þ-dimensional D-semianalytic set. Therefore we may assume that X 0 ¼ Dom mþM; nþN B X V ðIÞ K for some generalized ring of fractions B over S mþM; nþN and ideal I satisfying
By the same fact and Lemma 3.4, we may also assume that S m 0 þM 0 ; n 0 þN 0 ! B=fðI Þ is a finite inclusion where f is a Weierstrass change of variables respecting parameters. By [3] , Lemma 4.9, we may assume that I is prime and by Remark 3.5(ii) we may also assume that m 0 þ n 0 ¼ d.
and let I I J be the ideal corresponding to I in S mþsþMþS; nþtþNþT so that Let us write x, r, y, l for the images of the variables x, r, y, l under the map f and observe that k-dim S mþsþMþS; nþtþNþT =fðI 
be the one-to-one analytic map that is induced by f so that f
, and let D B fðI Þ be the determinant of the Jacobian as in the proof of Lemma 4.1, so that
Then we have Z X f 0 ðUÞ 3 j, as otherwise
contradicting the fact that I is prime and
Observe that, by 
Á contains a manifold whose charts are given by relations of the form (3). Let
Similarly let W 2 H c 0À1 ðW 1 Þ be another rational subdomain such that W 2 X R is given by relations in Equation (2) and let 
, which is D-semianalytic and contained in X , is d-dimensional. Now the statement of the theorem follows from the Smooth Stratification Theorem (Theorem 4.6) of [3] . r
We have the following immediate corollaries about the dimension theory of subanalytic sets. 
Corollary 4.7. There is no infinite subanalytic set of dimension 0. 
Proof. By Theorem 4.5 there is a D-semianalytic Y I X such that Y and X are of the same dimension. Observe that for such a Y , if X ðdÞ is of dimension m þ n, then Y ðdÞ is also of dimension m þ n. Then, by [3] , Theorem 6.6, g-dim Y f m þ n þ d, and the statement follows. r Note that if Y in the above corollary is not subanalytic, then the statement that g-dim Y f g-dim X need not be true. For example, QððtÞÞ, which is a 1-dimensional subanalytic subset of itself, is not a subanalytic subset of RððtÞÞ and it is easy to see that its geometric dimension as a subset of RððtÞÞ is 0.
In turn, above results concerning the geometry of subanalytic sets help us to understand the geometry of D-semianalytic sets better. Once again let K 0 I K be a complete extension of K, B ¼ S mþM; nþN =J be a generalized ring of fractions over S m; n , and I be an ideal of B. Set in a way, guarantees that the dimensions of these two D-semianalytic sets are equal, provided that we avoid the obvious complications that may arise from the fact that K is not necessarily algebraically closed.
Theorem 4.12. Let Char K ¼ 0; B; I ; J; K 0 and B 0 be as above, and assume that
Proof. Notice that by Theorem 3.2, we have
and by [3] , Corollary 3.4, we have
The reverse inequality follows from Corollary 4.10. r
As a corollary we see that for each D-semianalytic set X , there is a ''nice'' quantifier free formula j, in the sense below, which defines it.
and for all complete extensions K 0 of K,
We end this section by proving another desirable property of the dimension functions we have been considering for D-semianalytic sets by the help of Corollaries 4.10 and 4.13.
Theorem 4.14. Let Char K ¼ 0 and X H ðK Þ m Â ðK Þ n be D-semianalytic. Let X denote the closure of X in the metric topology, then
Proof. First we are going to prove the theorem in the case when K is algebraically closed. Note that this case was already proved in [13] , Theorem 4.3, by a di¤erent argument.
By Theorem 3.2 it is enough to consider the case X ¼ Dom m; n B X V ðI Þ K , where B is a generalized ring of fractions over S m; n and I H B is a prime ideal satisfying
Þ n be the coordinate projection and I be the ideal of S mþM; nþN that corresponds to I . Note that in this case
Now let p A X nX . By [10] , Lemma 6.3, the projection of a closed subanalytic set is also a closed subanalytic set. Therefore, as V ðI Þ K is a closed subset of ðK
Hence there is a q A V ðI Þ K such that pðqÞ ¼ p. Note that for each q which projects onto p, we have
The case in which K is algebraically closed is now proved by the fact that g-dim V
For the general case, when K is not necessarily algebraically closed, let K 0 be an algebraically closed complete extension of K and let j be the quantifier-free formula as in Corollary 4.13, so that the dimension of 
finishing the proof. r
Piece number
In [1] Bartenwerfer introduced the notions of the dimensional filterings and the piece number of a dimensional filtering of analytic varieties over a complete nonArchimedean field K, to obtain a more refined measure of complexity than the number of Zariski irreducible components for these varieties. He showed that for such a variety X H ðK Þ mþM Â ðK Þ nþN , for K satisfying Char K ¼ 0 or Char K ¼ p > 0 and ½K : K p < y, there is a bound G such that for all p A ðK Þ m Â ðK Þ n , the fiber X ðpÞ has a dimension filtering with piece number less than G. In this section we show that the Parameterized Normalization Lemma (Lemma 3.3) can be used to extend Bartenwerfer's results from analytic varieties to D-semianalytic sets in the case Char K ¼ 0.
The concepts of dimensional filterings and piece number can easily be extended to D-semianalytic sets, but before we give the corresponding definitions, we repeat an example due to Bartenwerfer to justify the interest in the piece number as a finer measure than the Zariski irreducible components.
Example 5.1. Let K be a discretely valued non-Archimedean complete field of any characteristic with prime element $ and let f ¼ y 2 À ð$ þ xÞx 2 , then the reduction of f to ðK =K Þ½x; y is irreducible and therefore f is itself irreducible. Notice that there is an infinite sequence of points p i A V ð f Þ K which converge to the point ð1; 1Þ and therefore
Nevertheless the point ð0; 0Þ is an isolated point of V ðI Þ K as $ has no square root in K.
This example shows that the number of irreducible components of an analytic variety may be inadequate as a measure of the number of ''pieces'' in that variety. Now we extend the definitions in [1] to D-semianalytic sets.
is a (not necessarily disjoint) finite union of i-dimensional D-semianalytic K-analytic manifolds and X is equal to the (again not necessarily disjoint) union of the S i .
In order to be able to define the piece number we also need to define the number of irreducible components of a D-semianalytic set.
, and let p i; 1 ; . . . ; p i; s i be the minimal prime divisors of J i in B i for 1 e i e r, then the number of irreducible components of this presentation P of X is defined to be
and the number of irreducible components of X is defined to be Kic X :¼ minfKic P: P is a presentation of X g:
Now we are ready to define Definition 5.4. Given a D-semianalytic set X with dimensional filtering S ¼ ðS d ; . . . ; S 0 Þ, we define the piece number of S as
We define the piece number of X to be pn X :¼ minfpn S: S is a dimensional filtering of X g:
Note that this definition is slightly di¤erent from Bartenwerfer's definition as instead of working with pure dimensional subsets of varieties we work with analytic manifolds. However, as in his definition, pn X is easily seen to dominate the number of irreducible components and isolated points in X . It is also easy to see that the analytic variety in Example 5.1 has piece number at least two, confirming what one would intuitively expect from the piece number.
The following theorem is a generalization of the main theorem of [1] which was proved for analytic varieties in the case Char K ¼ 0 or Char K ¼ p > 0 and ½K : K p < y. As we usually do throughout this paper, we assume that Char K ¼ 0.
Proof. By definition it is enough to find a G such that for each p A ðK Þ m Â ðK Þ n , X ðpÞ has a dimensional filtering with piece number less than G. Our plan is to make use of the Parameterized Normalization Lemma (Lemma 3.3) to first normalize the Dsemianalytic set we are working on, and then use Parameterized Smooth Stratification Theorem (Theorem 4.3) to find a dimensional filtering for each fiber. The piece number of each such dimensional filtering will be uniformly bounded by the product of the degrees of the minimal polynomials of the integral variables of the normalization.
Let X 1 ; . . . ; X k be as in Theorem 4.3 so that X ¼ X 1 W Á Á Á W X k and for all p A ðK Þ m Â ðK Þ n , X i ðpÞ is either empty or is a D-semianalytic manifold. We will make use of the construction in the proof of Theorem 4.3 to further observe that in this case, for each i, we have
for some generalized ring of fractions B i over S mþM; nþN , prime ideal p i H B i satisfying
of the Jacobian. Moreover, in this case there are integers m i , M i , n i , N i and Weierstrass changes of variables f i such that there is a finite injection
Note that if z is a variable not appearing in the presentation of any B i , then X i is a D-semianalytic set with the presentation
Now for a given p A ðK Þ m Â ðK Þ n let g-dim X ðpÞ be d and set
for all 0 e j e d, so that S :¼ À S d ðpÞ; . . . ; S 0 ðpÞ Á is a dimensional filtering for X ðpÞ. Now it is enough to show that for each X i , there is a bound G such that for p A ðK Þ m Â ðK Þ n we have Kic X i ðpÞ e G.
Let B i ¼ S mþs i þMþS i ; nþt i þNþT i =I i and let p p i be the ideal corresponding to p in the quasi-a‰noid algebra S mþs i þMþS i ; nþt i þNþT i =I i . By c i , let us denote the restriction of the Weierstrass change of variables f i to S mþs i ; nþt i so that there is a finite homomorphism S m i ; n i ! S mþs i ; nþt i =c i ð p p i X S mþs i ; nþt i Þ: Note that the restriction f Ã i of f i to y and l variables induces a finite homomorphism
and if X i ðpÞ is not empty, then X i ðpÞ is an ðM i þ N i Þ-dimensional manifold. Now it is easy to see also that g-dim
Thus we see that in fact the above homomorphism is an injection.
Next, put
and let us write J p for the ideal of S MþS i þ1; NþT i which corresponds to J p . Note that we have z A J p . Therefore
In fact, we have a finite inclusion
Now let r 1 ; . . . ; r MþS i ÀM i and r
be the degrees of the lowest degree monic polynomials in f i ð p p i Þ X S m i þM i ; n i þN i ½y M iþj and f i ð p p i Þ X S m i þM i ; n i þN i ½l N iþj 0 respectively, for 1 e j e M þ S i À M i and 1 e j 0 e N þ T i À N i . Then for all p, r j is greater than or equal to the degree of the lowest degree monic polynomial in f Ã i ðJ p Þ X S M i ; N i ½y M iþj for all j, and the analogous statement also holds for r 0 j 0 for all j 0 . Therefore
is a bound on the number of irreducible components of f Ã i ðJ p Þ for all p. From this we obtain the bound in the statement of the theorem. r
Complexity
Next we turn our attention to the fibers of a D-semianalytic set which are subsets of K . Our aim is to give a simpler proof of the main theorem of [12] using the results of the previous section on the piece number. That is, we are going to prove that given a D-semianalytic set X , there is a uniform bound G such that each one-dimensional fiber of X is a Boolean combination of at most G discs (see Definition 6.1 below) and points, by showing that the piece number of each such fiber is closely related to the number of discs and points required for such a Boolean combination. This result is analogous to the main theorem of [6] in the sense that both concern a measure of complexity of one-dimensional fibers of definable sets. Moreover, at the end of this section we will prove a more readily recognizable analog of that theorem in our setting.
Before we state and prove these theorems we need some groundwork.
is a set of the form
where a A K and r A ffiffiffiffiffiffiffiffi ffi jK j p .
We follow the terminology of [12] and call a set of the form a disc minus a finite union of discs a K-rational special set, or in case K is algebraically closed, a special set.
In [11] , Lipshitz and Robinson showed that for an algebraically closed complete non-Archimedean field K, an R-subdomain X of K is a Boolean combination of positive radius discs. Conversely, with a little e¤ort, one sees that any such combination is an Rsubdomain of K . Let K 0 H K be another non-Archimedean complete field which is not necessarily algebraically closed. Then by the ultrametric inequality, it is easy to see that given a disc C H K , either it is the case that C X K 0 is a K 0 -rational disc or we have C X K 0 ¼ j. Therefore, it is also true that the set of K-rational points of an R-subdomain of K is a Boolean combination of K-rational discs, some of which are possibly of zero radius. Notice that there may be more than one way of writing such a set as a union of disjoint special sets, as in the case the residue field K =K is finite, the closed unit disc D þ ð0; 1Þ is a disjoint union of the open unit disc D À ð0; 1Þ and finitely many smaller closed discs centered at the ''boundary'' of D þ ð0; 1Þ.
Definition 6.2. Let X H K be the set of K-rational points in an R-domain and
C ij then the complexity of D is defined to be
and the complexity of X is defined to be comp X :¼ minfcomp D: D is a decomposition of X into K-rational special setsg:
Our aim is to establish a relation between the piece number and the complexity. For this, we first observe that if B is a generalized ring of fractions over S 0; 1 ðE; KÞ (or S 1; 0 ðE; KÞ) for which X ¼ K-Dom m; n B is an R-domain and if we put X ¼ Dom m; n B, then by Definition 6.2 and the discussion preceding it, it is clear that the complexity of X dominates the complexity of X . Next we are going to show that for a K-rational R-domain X H K ,
Showing this requires a deeper understanding of some special type of quasi-a‰noid algebras. The following two key lemmas which we state without proof are consequences of results in [4] by Cluckers, Lipshitz and Robinson. Both of these lemmas are well known in the a‰noid category and we refer the reader to [2] , §7.3.3, and [7] , §2.2, for further details.
Lemma 6.3. Suppose K is an algebraically closed complete field and let B be the ring of analytic functions of an R-domain X H K . Let
be a decomposition of X into disjoint special sets with minimal complexity, then we have
OðX i Þ:
We would like to point out that one can find an analogue of the above lemma in the a‰noid category in [2] , §7.3.2, Proposition 7.
Lemma 6.4. Suppose K is an algebraically closed complete field and suppose B is the ring of analytic functions of a special set, then for any h A B we have h ¼ u Á pðxÞ where u A B is a unit and pðxÞ A K½x.
As an immediate corollary to the above lemmas we have: Lemma 6.5. Suppose K is an algebraically closed complete field and suppose B is the ring of analytic functions of an R-subdomain of K , then B is a principal ideal domain.
Proof. By separating Dom 1; 0 B into disjoint special sets and making use of Lemma 6.3, we may assume that Dom 1; 0 B is a special set. Now it is enough to show that for any f 1 ; f 2 A B there is an f A B such that ð f 1 ; f 2 Þ ¼ ð f Þ. Using Lemma 6.4 write f i ¼ u i Á p i ðxÞ where u i A B is a unit and p i ðxÞ A K½x for i ¼ 1; 2. Now put f to be the greatest common divisor of p 1 ðxÞ and p 2 ðxÞ and the result follows. r
The next lemma shows that, when K is algebraically closed, an arbitrary generalized ring of fractions over S 1; 0 ðE; KÞ (or S 0; 1 ðE; KÞ) is not too far removed from one that is the ring of analytic functions of an R-subdomain of K . But before we state and prove this lemma, we need a notation which enables us to keep track of the steps in the inductive construction of a generalized ring of fractions.
Let B be a generalized ring of fractions over S 1; 0 which is constructed in m þ n steps. Then there is a sequence fB i g mþn i¼0 of generalized rings of fractions such that B 0 ¼ S 1; 0 , B mþn ¼ B and if B i is given by the presentation
Þ where m i þ n i ¼ i. Thus, B iþ1 is given either by B i hx m i þ1 i=ðgx m i þ1 À f Þ or by B i ½½r n i þ1 s =ðgr n i þ1 À f Þ for some f ; g A S 1þm i ; n i , for i ¼ 0; . . . ; m þ n À 1. For such an inductive construction of B, we will introduce the following notation inductively: at the ði þ 1Þ st step define
When the generalized ring of fractions B is clear from the context, we will just write ½x=r i , f i , g i instead of ½x=r 
(ii) For B :¼ S 1þm; n =ðfG i ½x=r i À F i g mþn i¼1 Þ, Dom 1; 0 BnDom 1; 0 B consists of finitely many points.
(iii) Any minimal prime divisor p H S 1þm; n of ðfG i ½x=r i À F i g mþn i¼1 Þ is also a minimal prime divisor of ðfg i ½x=r i À f i g mþn i¼1 Þ.
Proof. We start by observing that by Lemma 6.4 if A is a generalized ring of fractions over S 1; 0 and Dom 1; 0 A is a special R-domain, then A is an integral domain and it has Krull dimension 1. Therefore if we found G 1 ; F 1 ; . . . ; G mþn ; F mþn satisfying the conditions (i) and (ii) above, then by Lemma 6.3 we have k-dim B ¼ 1. Hence for any minimal prime divisor p of ðfG i ½x=r i À F i g mþn i¼1 Þ, k-dim S 1þm; n =p ¼ 1.
Next we proceed by induction on m þ n. The reader may also think of this as an induction on the complexity of L D an -terms that appear in the definition of Dom mþ1; n B, where L D an stands for the analytic language of [9] . Suppose the lemma holds for all generalized rings of fractions constructed in less than m þ n steps. Put
Þ;
in which case B 0 is the ring we obtain at the penultimate step in the construction of B. Next, for simplicity in notation, we assume that ½x=r mþn is r n so that
Þ and B ¼ B 0 ½½r n s =ðg mþn r n À f mþn Þ, where g mþn and f mþn are the images of g mþn and f mþn in B 0 .
Assume that we found G 1 ; F 1 ; . . . ; G mþnÀ1 ; F mþnÀ1 satisfying the conclusion of the lemma for B 0 , then
Þ is a ring of functions of an R-domain and if U 1 ; . . . ; U k are the disjoint special R-domains
OðU j Þ. Notice that k-dim B 00 ¼ 1 and therefore the possible values for
; g mþn ; f mþn Þ are À1, 0 and 1.
Case 1: d ¼ À1. Then we put G mþn ¼ g mþn , F mþn ¼ f mþn and the statements (i) and (ii) are easily seen to be satisfied. Now assume p A S 1þm; n is a minimal prime divisor of ðfG i ½x=r i À F i g mþn i¼1 Þ, by observing the Krull dimensions we see that p X S 1þm; nÀ1 is minimal over ðfG i ½x=r i À F i g mþnÀ1 i¼1 Þ and by inductive hypothesis also over
Þ and therefore we have p ¼ q.
Case 2: d ¼ 0. By Lemma 6.5 there is an h A S 1þm; nÀ1 such that
; hÞ and the image h of h in B 00 is of the form h ¼ p 1 ðxÞ l Á Á Á l p k ðxÞ where p j ðxÞ A K½x for all j. Write
Þ. By the Nullstellensatz and Lemma 6.4 it is easily seen that ðfG i ½x=r i À F i g mþnÀ1 i¼1
; G mþn ; F mþn Þ is the unit ideal and that Dom 1; 0 B and Dom 1; 0 B di¤er by finitely many points. Now by routine checks the problem reduces to Case 1. 00 . Then after a rearrangement of the components there is an l e k such that a j ¼ b j ¼ 0 for 1 e j e l and k-dim OðU j Þ=ða j ; b j Þ is 0 or À1 for l < j e k. Let h A S 1þm; nÀ1 be such that the image of h in B 00 is 1 1 l Á Á Á l 1 l l 0 lþ1 l Á Á Á l 0 k and set F mþn :¼ f mþn þ h, G mþn :¼ g mþn so that the Krull dimension of S 1þm; n =ðfG i ½x=r i À F i g mþnÀ1 i¼1
; G mþn ; F mþn Þ is 0 or À1. By the Nullstellensatz it is again easy to see that the problem reduces to Case 1 or Case 2. r Now we are ready to give another proof of the main theorem (Theorem 1.6) of [12] . Note that this result is analogous to the main theorem of [6] in that it puts a bound on how ''complicated'' one dimensional fibers of D-semianalytic sets can get. Proof. By the discussion following Definition 6.2 we can assume that K is algebraically closed. Let Notice that s þ jX ðpÞnY ðpÞj e s þ jQðpÞj e G 1 , and S 0 X À Y ðpÞnS 1 Á ¼ j, as if q A S 0 X À Y ðpÞnS 1 Á then using the construction in Lemma 6.6, it is easy to see that ðfqg W S 1 ; S 0 nfqgÞ is another dimensional filtering of X ðpÞ with a smaller piece number. Therefore the points in Y ðpÞnS 1 are the isolated points of K nX ðpÞ. Hence the bound G 2 for the piece numbers of the fibers of the D-semianalytic set À ðK Þ mþ1 Â ðK Þ n Á nX dominates the total number of holes in the special sets that make up X ðpÞ plus the number of points in Y ðpÞnS 1 and G :¼ G 1 þ G 2 is the desired bound in the statement of the lemma. r
As suggested by Leonard Lipshitz we can prove a theorem with a statement more similar to [6] , Theorem A, in all characteristics using an argument similar to the one that is used to prove the Parameterized Normalization Lemma. Before we state this theorem, we would like to remind the reader that a semialgebraic subset of ðK Þ m Â ðK Þ n is a finite union of sets of the form where S mþ1þs; nþt denotes the ring of separated power series over the variables x 1 ; . . . ; x m ; y; x mþ1 ; . . . ; x mþs , r 1 ; . . . ; r nþt and y variables correspond to the coordinates representing the fiber space. Let I be the ideal corresponding to I in S mþ1þs; nþt and let h 1 ; . . . ; h k generate I . For i ¼ 1; . . . ; k write h i ¼ P j A N a i; j ðx; rÞy j ;
and let I 0 be the ideal of S mþs; nþt generated by fa i; j g i; j . Let I 0 be the ideal which corresponds to I 0 in B. By [15] , Lemma 3.1.6, there is a finite set Z H f1; . . . ; kg Â N such that for any b A f1; . . . ; kg Â N, there are fb b; a g a A Z such that a b ¼ P a A Z b ba a a and ka b k f kb b; a a a k for all a A Z. Now for each a ¼ ði 0 ; j 0 Þ A Z define B a ¼ Bhfa i 0 ; j =a i 0 ; j 0 g ði 0 ; jÞ A Z; j< j 0 i½½fa i 0 ; j =a i 0 ; j 0 g ði 0 ; jÞ A Z; j>j 0 s ; X a ¼ Dom mþ1; n B a X V ðI Á B a Þ K and X 0 ¼ Dom mþ1; n B X V ðI 0 Þ K . Notice that
Our plan is to show that the statement of the theorem holds if we replace X by both X a and X 0 . For p A ðK Þ m Â ðK Þ n the fiber X 0 ðpÞ is either empty or all of K and so the statement holds trivially for X 0 . On the other hand if we write B a ¼ S mþ1þs a ; nþt a =J a and I a for the ideal of S mþ1þs a ; nþt a corresponding to I Á B a then for a ¼ ði 0 ; j 0 Þ A Z we have h i 0 A I i 0 ; j 0 and we can write The variable y appears polynomially on each of the lines above, and therefore by introducing new variables for each of the non-polynomial (D-function) terms in the above description we get a semialgebraic set Y a . Given a p A ðK Þ mþ1 Â ðK Þ n , if we substitute the values determined by those D-functions of p for those new variables, the resulting fiber is the same as X a ðpÞ and we have the statement of the theorem for X a .
On the other hand, by introducing di¤erent variables for each X a in the above process we can get the fiber X ðpÞ as the union of fibers Y a ðpÞ. As a D-semianalytic set is a finite union of sets of the form Dom mþ1; n B X V ðI Þ K , this argument proves the theorem. r Remark 6.9. We would like to note that the above proof can easily be modified to actually give another proof of [6] , Theorem A. There, the authors prove that for a subanalytic subset X of Z , and one follows the argument of the proofs of 6.8 above and the Basic Lemma (1.2) of [5] to get y-the variable which corresponds to the fiber space-to appear polynomially in each term of the formula that defines X , at the expense of introducing new variables that corresponds to terms that do not involve y.
