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Abstract
This thesis addresses the numerical and analytical study of the iron-based superconductors, mainly using the multi-orbital Hubbard model and Hartree-Fock
approximation.

The text starts with an introduction to the new iron-based

superconductors, followed by a theoretical description of the multi-orbital Hubbard
model and Hartree-Fock approximations. The numerical study of the Hubbard model
in momentum space is described next, where the phase diagrams for three- and fiveorbital Hubbard models are provided. The physically “realistic” regime of couplings
is highlighted, to guide future theoretical work into the proper region of parameters
of Hubbard models for iron-based superconductors. What goes next is the numerical
investigation of the two-orbital Hubbard model for the pnictides, using the real-space
Hartree-Fock approximation on finite clusters. In this study, the charge stripes states
are stabilized, upon electron doping. The observed patterns correspond to charge
stripes oriented perpendicular to the direction of the spin stripes of the undoped
magnetic ground state. After the iron pnictides, the numerical study of the magnetic
state of K0.8 Fe1.6 Se2 [potassium iron selenide] is presented, by applying the real-space
Hartree-Fock approximation to the five-orbital Hubbard model. This study employed
a 10×10 iron cluster with iron vacancies order. An insulating state with the same spin
pattern as observed experimentally, involving 2×2 ferromagnetic plaquettes coupled
with one another antiferromagnetically, is found to be stable in the phase diagram of
the Hubbard model at intermediate Hubbard and Hund couplings. Another similar
study of the magnetic state of the two-leg ladder selenide compound BaFe2 Se3 [barium

v

iron selenide] has unveiled a dominant spin arrangement involving ferromagnetically
ordered 2×2 iron-superblocks, that are antiferromagnetically coupled among them,
and also another state with parallel spins along the rungs and antiparallel along the
legs of the ladders. Both of these two states are observed via neutron scattering
experiments. Finally, the magnetic phase diagram of a five-orbital Hubbard model
for the iron-based superconductors is studied varying the electronic density n and the
Hubbard interaction U , at a fixed Hund coupling J/U = 0.25. Several qualitative
trends and a variety of competing magnetic states are observed in this investigation.
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Chapter 1
Introduction
1.1

Overview

The discovery of superconductivity in iron-based superconductors [Kamihara et al.
(2008)] has attracted considerable interest in the condensed matter physics community [Johnston (2010); Dagotto (2013)]. The high-Tc superconductivity can be
observed by doping or by pressurizing the undoped parent compound, which from the
perspective of transport is a (bad) semimetal. The highest transition temperature Tc
for iron-based superconductors is 56 K in Gd1−x Thx FeAsO [Wang et al. (2008)].
This newly discovered superconductors share many similarities with the cuprates
– the first high-Tc superconductors –, such as: both families have layered structures
which are Fe-As layers for pnictides and Cu-O layers for cuprates; and both parent
compounds are magnetic, with wavevector (π, 0) in the case of the pnictides [Lynn
and Dai (2009); Lumsden and Christianson (2010)] and (π, π) for the cuprates, in the
notation of the square lattice defined by Fe or Cu. However, a significant difference
between these two high-Tc superconductors is that the undoped parent compound is
a Mott insulator for the cuprates, while it is a (bad) semimetal for the pnictides. This
suggests that the regime of a large Hubbard coupling U , widely used in the context of
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the cuprates, may not be appropriate for a theoretical description of the iron-based
superconductors.

Figure 1.1: Crystal structure of the iron pnictides 1111, 122, 111, and 11 families.
Blue solid balls represent Fe atoms and green ones represent As or Se atoms.
Reproduced from Ref.[Lumsden and Christianson (2010)].

The superconductivity was first observed in iron pnictides (LaFeAsO1−x Fx ) in
2008 with Tc = 26K [Kamihara et al. (2008)]. The undoped parent compounds of
the iron pnictides all have similar layered structures, as shown in Fig.1.1. Generally,
the crystal structures of these parent compounds are tetragonal at room temperature
but become orthorhombic at low temperature. Indeed, the parent compounds undergo
a tetragonal to orthorhombic structural transition accompanied by a magnetic
transition which exhibits a SDW state below the transition temperature TSDW . The
structural phase transition is believed to be driven by magnetic interactions, as the
lower symmetry allows the magnetic frustration to be relieved and the system to
order [Lynn and Dai (2009)]. At low temperature, the magnetic structure within
the a-b plane is identical for “1111” and “122” systems, as shown in Fig.1.2. It
consists of chains of Fe spins which are parallel to each other along the shorter baxis (typical spacing

5.68Å in LaOFeAs [Lynn and Dai (2009)]), while the spins

are coupled antiferromagnetically along the longer a-axis (typical spacing
2

5.71Å in

LaOFeAs [Lynn and Dai (2009)]). The direction of the spins are along the a-axis. It
is impossible for this type of magnetic structure to survive in tetragonal symmetry,
which is the origin of the structural distortion. Typically, the magnetic moment is
around 0.5 µB for “1111” system, except for CeFeAsO where it is 0.8 µB , whereas
the magnetic moment of “122” system is slightly less than 1.0 µB . However, a big
difference appears in the magnetic moment for the “11” systems which is around 2.0
µB (its wavevector is ( π2 , π2 )). The relatively small values of the magnetic moments
observed for the parent compounds also indicate that the AF order is a spin-densitywave (SDW) arising from itinerant electrons [Johnston (2010)].
Experimentally, the phase diagrams (Fig.1.3) with hole or electron doping show
the competitions between magnetism and superconductivity [Zhao et al. (2008);
Luetkens et al. (2009); Drew et al. (2009); Margadonna et al. (2009); Chu et al.
(2009); Khasanov et al. (2009)]. For some materials, such as CeFeAsO the magnetic
order phase is completely suppressed by superconductivity with the doping of F [Zhao
et al. (2008)]. For others, such as SmFeAsO, the magnetism is partly suppressed by
superconductivity resulting in the coexistence of magnetism and superconductivity
[Drew et al. (2009)], which is a very interesting feature of iron-based superconductors,
as well as cuprates. It is believed that optimal superconductivity happens when the
long-range SDW order is suppressed by doping or via pressure, but dynamic shortrange antiferromagnetic spin correlations survive.
The iron-based superconductors have a very complicated band dispersion, which
contributes to very interesting Fermi surface (FS) as well. The angle-resolved photoemission spectroscopy (ARPES) is a powerful technique to study these materials,
which can provide considerable detailed information about the electronic structure.
A typical Fermi surface of BaFe2 As2 in the SDW state [Yi et al. (2009)] is shown in
Fig.1.4. The observed Fermi surfaces contain two hole-like pockets around the center
of the Brillouin zone (BZ) and one electron-like pocket around the corners. Beside
these pockets, four “satellite” pockets can be observed around the hole pockets, due
to the cross-shaped band near the Γ point.
3

Figure 1.2: Magnetic structure for the iron spins in the “1111” and “122” systems.
The in-plane spin configuration and spin direction are identical for all these materials,
where the spins are parallel along the orthorhombic b-axis, antiparallel along the aaxis, and with the spin direction along a. Along the more weakly coupled c-axis the
arrangement can be either parallel (ferro) or antiparallel (antiferro). All the structures
are simple commensurate magnetic structures. Reproduced from Ref.[Lynn and Dai
(2009)].
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Figure 1.3: Experimentally determined phase diagram for (a) CeFeAsO and (b)
SmFeAsO. Reproduced from Ref.[Zhao et al. (2008)] and Ref.[Drew et al. (2009)].

5

Figure 1.4: Constant energy mapping of BaF e2 As2 in the SDW state, measured
at T = 20K. (c) Constant energy maps across the Γ-X region at EB =0, 10 meV, 20
meV, and 30 meV. (d) Maps in (c) overlaid with dots marking the constant energy
contours of the bands. Green marks donote hole-like features while blue marks denote
electron-like features. Reproduced from Ref.[Yi et al. (2009)].
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Among the most exciting developments in the field of Fe-based superconductors
is the discovery of superconductivity with Tc ∼30 K in the heavily electron-doped 122
iron chalcogenides K0.8 Fe2−x Se2 and (Tl,K)Fe2−x Se2 compounds [Guo et al. (2010)].
A typical crystal structure is shown in Fig.1.5, which shows a similar layered structure
as iron pnictides. However, these materials contain ordered Fe vacancies in the
FeSe layers, increasing the complexity of these systems.. At the special composition
√
√
K0.8 Fe1.6 Se2 with the iron vacancies in a 5 × 5 arrangement, neutron scattering
studies [Bao et al. (2011); Ye et al. (2011)] of this (insulating) compound have revealed
an unusual magnetic order. This magnetic state involves 2×2 iron blocks with their
four spins ferromagnetically ordered, large ordering temperatures, and concomitant
large magnetic moments ∼3.3 µB /Fe. The 2×2 blocks are antiferromagnetically
coupled among them. Phase separation tendencies have also been reported in this
type of insulators [Ricci et al. (2011)].
Some photoemission experiments have been carried out for the iron selenides,
showing the absence of hole pockets at the center of the FS. For example, ARPES
experiment for (Tl, K)Fe1.78 Se2 revealed a Fermi surface (shown in Fig.1.6) with
only electron-like pockets at wavevectors (π, 0) and (0, π) [Wang et al. (2011b)],
showing that the Fermi surface nesting of hole and electron pockets is not sufficient
to understand these materials [Dai and Dagotto (2012)]. Moreover, the resistivity of
these materials displays a behavior corresponding to an insulator in a robust range
of the Fe concentration x, suggesting that SC may arise from the doping of a Mott
insulator, as in the cuprates [Fang et al. (2011)].
Recent experiments have shown the possibility of phase separation in the iron
Chalcogenides, which can explain some puzzling properties of these compounds. Two
competing phases are observed experimentally in several length scales, including a
superconducting (SC) phase without iron-vacancies and a magnetic phase with ironvacancies. Ref. [Chen et al. (2011)] reported that ARPES and high-resolution TEM
results showed phase separation at nanometer scale between SC and semiconducting
phases and the AFM insulating phases, and one of the insulating phases has the
7

Figure 1.5: Crystal structure of AFex Se2 , where A is an alkali metal element (K
in the figure). Iron vacancies will show up if x<2. Reproduced from Ref.[Bao et al.
(2011)]
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√

5×

√

5 iron-vacancy order. Moreover, Scanning Tunneling Microscopy (STM)

results have also shown two phases in thin films of Kx Fe2−y Se2 : an insulating phase
√
√
with 5 × 5 iron-vacancy order and a vacancy-free SC phase with the composition
KFe2 Se2 [Wei Li and Xue (2012)]. Another STM study of K0.73 Fe1.67 Se2 by [Cai et al.
√ √
(2012)] showed the coexisting of the SC phase and a so-called 2 × 2 charge-density
modulation microscopically. Phase separation in alkali iron selenides are also reported
from Raman scattering, transmission electron microscopy and optical spectroscopy
experiments. Some other techniqes (muon-spin rotation and x-ray) are also used to
investigate these compounds and demonstrated the coexistence of the SC phase and
magnetic phase. For a detail review of alkali iron selenides, please refer to [Dagotto
(2013)] and references therein.

Figure

1.6:

Momentum-resolved photoemission intensity mapping of
T l0.63 K0.37 F e1.78 Se2 in the normal state, measured at T = 20K. Reproduced from
Ref.[Wang et al. (2011b)].

Several theoretical efforts have also addressed the exotic magnetic state that
appears in the presence of vacancies. Band structure calculations described this state
9

as an antiferromagnetic insulator with a gap ∼0.4-0.6 eV [Cao and Dai (2011a,b);
Yan et al. (2011)]. Several model Hamiltonian calculations have also been presented
and, in particular, two publications are important to compare our results against.
Yu et al. (2011) analyzed this problem using a phenomenological J1 -J2 spin model
(see also Ref.[ Cao and Dai, 2011a,b]) with nearest-neighbors (NN) and next-NN
terms superexchange couplings, studied via classical Monte Carlo. In this analysis
the couplings inside the 2×2 plaquettes and those between plaquettes were allowed
to be different, and also to take positive or negative values. Five antiferromagnetic
phases, including the phase found experimentally [Bao et al. (2011)] in K0.8 Fe1.6 Se2 ,
which was dubbed “AF1”, were found varying the J1 and J2 couplings [Fang et al.
(2012)]. From a different perspective that relies on a two-orbital (dxz and dyz ) spinfermion model for pnictides, and with tetramer lattice distortion incorporated, Yin
et al. (2012) studied the regime of electronic density n=1 (one electron per Fe), where
they also reported the presence of an AF1 state, found competing with a “C” type
state with wavector (π, 0).
Recently, considerable interest was generated by studies of BaFe2 Se3 (the “123”
compound) [Svitlyk et al. (2013); Caron et al. (2011); Lei et al. (2011); Saparov
et al. (2011); Caron et al. (2012); Nambu et al. (2012)], since this material contains
chains made of [Fe2 Se3 ]2− building blocks separated by Ba. These effective two-leg
iron ladders in BaFe2 Se3 are cut-outs of the layers of edge-sharing FeSe4 tetrahedra
normally found in layered chalcogenides. Each double chain consists of pairs of
iron atoms (the “rungs”) located one next to the other forming a one dimensional
arrangement perpendicular to those rungs, defining indeed a two-leg ladder structure,
which increase the similarity to the Cu-oxide high-Tc superconductors. The Cu-oxideladder spin state is dominated by rung spin-singlets, and a tendency to superconduct
upon doping [Dagotto et al. (1992); Dagotto and Rice (1996)]. In particular, the
compound SrCu2 O3 is the Cu-based analog of BaFe2 Se3 [Dagotto (1999)].
The BaFe2 Se3 “ladder” compound is an insulator, with a resistivity displaying
an activation energy between ∆∼0.13 eV [Nambu et al. (2012)] and ∆∼0.178 eV
10

Figure 1.7: Magnetic order of the two-leg ladders for the cases of KFe2 Se3 and
BaFe2 Se3 obtained using neutron diffraction. Reproduced from Ref.[Caron et al.
(2012)].
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[Lei et al. (2011)]. It has long-range antiferromagnetic (AFM) order at ∼250 K,
with low-temperature magnetic moments ∼2.8 µB , and it displays short-range AFM
correlations at higher temperatures (in particular ξ∼35Å at room-T ) [Caron et al.
(2011); Lei et al. (2011); Saparov et al. (2011)]. Upon cooling, the magnetic order
presumably settles along the ladder directions first, and then weaker interladder
interactions establish the long-range order. Neutron diffraction studies [Caron et al.
(2011); Nambu et al. (2012)] reported a dominant magnetic order at low-T involving
blocks of four iron atoms with their moments aligned, coupled antiferromagnetically
along the ladder direction (Fig.1.7). The ferromagnetic 2×2 building blocks present in
the block-AFM state of the ladders are the same blocks reported before in K0.8 Fe1.6 Se2 ,
√ √
with the iron vacancies in the 5× 5 distribution. When the 123-ladder material
is doped with K as in Ba1−x Kx Fe2 Se3 , experimentally it is known that the magnetic
state evolves from the block-AFM state, through a spin glass, eventually arriving
for KFe2 Se3 to the spin state also displayed in Fig.1.7, where the spins in the same
rung are coupled ferromagnetically but they are antiferromagnetically ordered in the
long ladder direction [Caron et al. (2012)]. Note that in BaFe2 Se3 the valence of
Fe is expected to be 2+, if those of Ba and Se are +2 and -2, respectively, giving
an electronic density n=6.0. But in KFe2 Se3 , K has valence +1, thus rendering the
average valence of Fe to be +2.5, that corresponds to an electronic density n=5.5.
Beside the “ladder” materials, another novel avenue of research motivated by the
iron-based superconductors has been expanding. It consists of replacing entirely Fe
by another 3d transition element such as Mn or Co. The average electronic population
of these elements in the new compounds is different from that of iron, but the
crystal structures are similar. In the case of the 100% replacement of Fe by Mn,
the compound BaMn2 As2 was found to develop a G-type antiferromagnetic (AFM)
state with staggered spin order, a Néel temperature of 625 K, and a magnetic moment
of 3.88µB /Mn at low temperatures [Singh et al. (2009)]. The G-type AFM order is
very robust, as recent investigations of Ba1−x Kx Mn2 As2 have unveiled [Lamsal et al.
(2013)]. This state emerges naturally from the population n=5 at each Mn atom,
12

namely one electron per 3d orbital. In the other limit of full Co substitution for
Fe, such as for the case of SrCo2 As2 , the material has a complex Fermi surface and
there are tendencies to magnetic order in the form of spin fluctuations in the C-type
channel [Jayasekara et al. (2013)], although ab − initio calculations suggest that a
ferromagnetic instability can also occur. Note that ferromagnetic tendencies have
been reported for LaCoOX (X=P,As) as well [Yanagi et al. (2008)].
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Chapter 2
Models and Techniques
2.1

Multi-orbital Hubbard Model

In order to study the magnetic and superconducting properties of the pnictides, a
considerable effort has already started using multiorbital model Hamiltonians [Raghu
et al. (2008); Kuroki et al. (2008); Daghofer et al. (2008); Korshunov and Eremin
(2008); Si and Abrahams (2008); Seo et al. (2008); Lorenzana et al. (2008); Yu et al.
(2009); Sknepnek et al. (2009); Moreo et al. (2009b,a); Graser et al. (2009); Chen
et al. (2009); Caldern et al. (2009); Bascones et al. (2010); Lee et al. (2009); Lee and
Wen (2008); Laad and Craco (2009); Daghofer et al. (2010b); Wang et al. (2010);
Daghofer et al. (2010a)]. From ARPES experiments and ab-initio calculations for Febased materials, all five d-orbitals of Fe dominate the bands near the Fermi energy,
while the As 4p orbitals contribute more to the bands below the Fermi energy [Cao
et al. (2008)]. Therefore, it is reasonalbe to employ multi-orbital Hubbard models to
investigate these iron-based supercoductors, including Two-, Three- and Five-orbital
Hubbard models.
The total Hamiltonian is H = HTB + Hint . The first term is the kinetic energy
HTB , and it reads:
HTB =

X X

†
tαβ
ij (ci,α,σ cj,β,σ + h.c.),

<i,j> α,β,σ
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(2.1)

where c†i,α,σ creates an electron with spin σ in the orbital α of site i, and tαβ
ij refers to
the tunneling amplitude of a particle hopping from orbital α at site i to orbital β at
site j.
The second term is the Coulombic interaction Hint , reads:
Hint = H1 + H2 + H3 + H4
X
X
J X
= U
ni,α,↑ ni,α,↓ + (U 0 − )
ni,α ni,β − 2J
Si,α · Si,β
2 i,α<β
i,α
i,α<β
X †
+J
(ci,α,↑ c†i,α,↓ ci,β,↓ ci,β,↑ + h.c.),

(2.2)

i,α<β

where Si,α (ni,α ) is the spin (charge density) of orbital α at site i, and ni,α = ni,α,↑ +
ni,α,↓ . The first two terms (H1 and H2 ) give the energy cost of having two electrons
located in the same orbital or in different orbitals, both at the same site, respectively.
The third term (H3 ) contains the Hund’s rule coupling that favors the ferromagnetic
(FM) alignment of the spins in different orbitals at the same lattice site. The “pairhopping” term is in the forth term (H4 ) and its coupling is equal to J by symmetry.
The relation U 0 = U − 2J between the Kanamori parameters has been used here
[Dagotto et al. (2001)].

2.2
2.2.1

Hartree-Fock Approximation
Hartree-Fock Approximation in Real Space

To study the ground state properties of the multi-orbital Hubbard model, the
Hartree Fock (HF) approximation will be applied to the Coulombic interaction.
It will not affect the kinetic term since this kinetic term is already quadratic.
The HF approximation is one kind of Mean-field approximation that includes two
parts: the Hartree approximation and the Fock approximation. In the Hartree-Fock
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approximation, a pair of operators can be replaced by a mean value, using the identity:
c†i,α,σ ci0 ,α0 ,σ0 = hc†i,α,σ ci0 ,α0 ,σ0 i + (c†i,α,σ ci0 ,α0 ,σ0 − hc†i,α,σ ci0 ,α0 ,σ0 i),

(2.3)

where the last term c†i,α,σ ci0 ,α0 ,σ0 − hc†i,α,σ ci0 ,α0 ,σ0 i can be considered as a fluctuation
around the mean value, which is very small comparing to the mean value in the
Hartree-Fock approximation. Therefore, the Hartree approximation of H1 can be
written as:
H1H = U

X

ni,α,↑ ni,α,↓

i,α

= U

X

(hni,α,↑ i + ni,α,↑ − hni,α,↑ i) × (hni,α,↓ i + ni,α,↓ − hni,α,↓ i)

(2.4)

i,α

≈ U

X

(ni,α,↑ hni,α,↓ i + ni,α,↓ hni,α,↑ i − hni,α,↑ ihni,α,↓ i)

i,α

and the Fock approximation of H1 can be written as:
H1F = −U

X

(c†i,α,↑ ci,α,↓ )(c†i,α,↓ ci,α,↑ )

i,α

= −U

X

(hc†i,α,↑ ci,α,↓ i + c†i,α,↑ ci,α,↓ − hc†i,α,↑ ci,α,↓ i) ×

(2.5)

i,α

(hc†i,α,↓ ci,α,↑ i + c†i,α,↓ ci,α,↑ − hc†i,α,↓ ci,α,↑ i)
X †
(hci,α,↑ ci,α,↓ ic†i,α,↓ ci,α,↑ + hc†i,α,↓ ci,α,↑ ic†i,α,↑ ci,α,↓ − hc†i,α,↑ ci,α,↓ ihc†i,α,↓ ci,α,↑ i).
≈ −U
i,α

Those terms of second order in the deviation from the mean-field values, which
are (ni,α,σ - hni,α,σ i), are all neglected in the Hartree-Fock approximation. In total,
the Hartree-Fock approximation of H1 can be written as the sum of the Hartree part
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and Fock part:
H1 ≈ U

X

(ni,α,↑ hni,α,↓ i + ni,α,↓ hni,α,↑ i − hni,α,↑ ihni,α,↓ i)

(2.6)

i,α

−U

X

(hc†i,α,↑ ci,α,↓ ic†i,α,↓ ci,α,↑ + hc†i,α,↓ ci,α,↑ ic†i,α,↑ ci,α,↓ − hc†i,α,↑ ci,α,↓ ihc†i,α,↓ ci,α,↑ i).

i,α

Following the same procedure as for H1 , the Hartree-Fock approximation to H2
reads:
J X
)
ni,α ni,β
2 i,α<β
J X
= (U 0 − )
(ni,α,↑ + ni,α,↓ )(ni,β,↑ + ni,β,↓ )
2 i,α<β
J X †
= (U 0 − )
(ci,α,↑ ci,α,↑ c†i,β,↑ ci,β,↑ + c†i,α,↑ ci,α,↑ c†i,β,↓ ci,β,↓
2 i,α<β

H2 = (U 0 −

(2.7)

+c†i,α,↓ ci,α,↓ c†i,β,↑ ci,β,↑ + c†i,α,↓ ci,α,↓ c†i,β,↓ ci,β,↓ )
J X
[(ni,α,↑ + ni,α,↓ )(hni,β,↑ i + hni,β,↓ i)
≈ (U 0 − )
2 i,α<β
+(ni,β,↑ + ni,β,↓ )(hni,α,↑ i + hni,α,↓ i) − (hni,α,↑ i + hni,α,↓ i)(hni,β,↑ i + hni,β,↓ i)]
J X
−(U 0 − )
2 i,α<β
[(hc†i,α,↑ ci,β,↑ ic†i,β,↑ ci,α,↑ + hc†i,β,↑ ci,α,↑ ic†i,α,↑ ci,β,↑ − hc†i,α,↑ ci,β,↑ ihc†i,β,↑ ci,α,↑ i)
+(hc†i,α,↑ ci,β,↓ ic†i,β,↓ ci,α,↑ + hc†i,β,↓ ci,α,↑ ic†i,α,↑ ci,β,↓ − hc†i,α,↑ ci,β,↓ ihc†i,β,↓ ci,α,↑ i)
+(hc†i,α,↓ ci,β,↑ ic†i,β,↑ ci,α,↓ + hc†i,β,↑ ci,α,↓ ic†i,α,↓ ci,β,↑ − hc†i,α,↓ ci,β,↑ ihc†i,β,↑ ci,α,↓ i)
+(hc†i,α,↓ ci,β,↓ ic†i,β,↓ ci,α,↓ + hc†i,β,↓ ci,α,↓ ic†i,α,↓ ci,β,↓ − hc†i,α,↓ ci,β,↓ ihc†i,β,↓ ci,α,↓ i)].
The Hartree-Fock approximation of H3 can be written as:
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H3 = −2J

X

Si,α · Si,β

(2.8)

i,α<β

J X †
= −
[(ci,α,↑ ci,α,↓ + c†i,α,↓ ci,α,↑ )(c†i,β,↑ ci,β,↓ + c†i,β,↓ ci,β,↑ )
2 i,α<β
+(−i c†i,α,↑ ci,α,↓ + i c†i,α,↓ ci,α,↑ )(−i c†i,β,↑ ci,β,↓ + i c†i,β,↓ ci,β,↑ )
+(c†i,α,↑ ci,α,↑ − c†i,α,↓ ci,α,↓ )(c†i,β,↑ ci,β,↑ − c†i,β,↓ ci,β,↓ )]
J X
= −
[2(c†i,α,↑ ci,α,↓ c†i,β,↓ ci,β,↑ + c†i,α,↓ ci,α,↑ c†i,β,↑ ci,β,↓ )
2 i,α<β
+c†i,α,↑ ci,α,↑ c†i,β,↑ ci,β,↑ − c†i,α,↓ ci,α,↓ c†i,β,↑ ci,β,↑
−c†i,α,↑ ci,α,↑ c†i,β,↓ ci,β,↓ + c†i,α,↓ ci,α,↓ c†i,β,↓ ci,β,↓ ]
J X
≈ −
[2(hc†i,α,↑ ci,α,↓ ic†i,β,↓ ci,β,↑ + hc†i,β,↓ ci,β,↑ ic†i,α,↑ ci,α,↓ − hc†i,α,↑ ci,α,↓ ihc†i,β,↓ ci,β,↑ i)
2 i,α<β
+2(hc†i,α,↓ ci,α,↑ ic†i,β,↑ ci,β,↓ + hc†i,β,↑ ci,β,↓ ic†i,α,↓ ci,α,↑ − hc†i,α,↓ ci,α,↑ ihc†i,β,↑ ci,β,↓ i)
+(hc†i,α,↑ ci,α,↑ ic†i,β,↑ ci,β,↑ + hc†i,β,↑ ci,β,↑ ic†i,α,↑ ci,α,↑ − hc†i,α,↑ ci,α,↑ ihc†i,β,↑ ci,β,↑ i)
−(hc†i,α,↓ ci,α,↓ ic†i,β,↑ ci,β,↑ + hc†i,β,↑ ci,β,↑ ic†i,α,↓ ci,α,↓ − hc†i,α,↓ ci,α,↓ ihc†i,β,↑ ci,β,↑ i)
−(hc†i,α,↑ ci,α,↑ ic†i,β,↓ ci,β,↓ + hc†i,β,↓ ci,β,↓ ic†i,α,↑ ci,α,↑ − hc†i,α,↑ ci,α,↑ ihc†i,β,↓ ci,β,↓ i)
+(hc†i,α,↓ ci,α,↓ ic†i,β,↓ ci,β,↓ + hc†i,β,↓ ci,β,↓ ic†i,α,↓ ci,α,↓ − hc†i,α,↓ ci,α,↓ ihc†i,β,↓ ci,β,↓ i)]
J X
[2(hc†i,α,↑ ci,β,↑ ic†i,β,↓ ci,α,↓ + hc†i,β,↓ ci,α,↓ ic†i,α,↑ ci,β,↑ − hc†i,α,↑ ci,β,↑ ihc†i,β,↓ ci,α,↓ i)
+
2 i,α<β
+2(hc†i,α,↓ ci,β,↓ ic†i,β,↑ ci,α,↑ + hc†i,β,↑ ci,α,↑ ic†i,α,↓ ci,β,↓ − hc†i,α,↓ ci,β,↓ ihc†i,β,↑ ci,α,↑ i)
+(hc†i,α,↑ ci,β,↑ ic†i,β,↑ ci,α,↑ + hc†i,β,↑ ci,α,↑ ic†i,α,↑ ci,β,↑ − hc†i,α,↑ ci,β,↑ ihc†i,β,↑ ci,α,↑ i)
−(hc†i,α,↓ ci,β,↑ ic†i,β,↑ ci,α,↓ + hc†i,β,↑ ci,α,↓ ic†i,α,↓ ci,β,↑ − hc†i,α,↓ ci,β,↑ ihc†i,β,↑ ci,α,↓ i)
−(hc†i,α,↑ ci,β,↓ ic†i,β,↓ ci,α,↑ + hc†i,β,↓ ci,α,↑ ic†i,α,↑ ci,β,↓ − hc†i,α,↑ ci,β,↓ ihc†i,β,↓ ci,α,↑ i)
+(hc†i,α,↓ ci,β,↓ ic†i,β,↓ ci,α,↓ + hc†i,β,↓ ci,α,↓ ic†i,α,↓ ci,β,↓ − hc†i,α,↓ ci,β,↓ ihc†i,β,↓ ci,α,↓ i).
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While the forth term H4 can be written as:
H4 = J

X

(c†i,α,↑ c†i,α,↓ ci,β,↓ ci,β,↑ + h.c.),

(2.9)

i,α<β

≈ J

X

[−(hc†i,α,↑ ci,β,↓ ic†i,α,↓ ci,β,↑ + hc†i,α,↓ ci,β,↑ ic†i,α,↑ ci,β,↓ − hc†i,α,↑ ci,β,↓ ihc†i,α,↓ ci,β,↑ i)

i,α<β

−(hc†i,β,↑ ci,α,↓ ic†i,β,↓ ci,α,↑ + hc†i,β,↓ ci,α,↑ ic†i,β,↑ ci,α,↓ − hc†i,β,↑ ci,α,↓ ihc†i,β,↓ ci,α,↑ i)]
X
+J
[(hc†i,α,↑ ci,β,↑ ic†i,α,↓ ci,β,↓ + hc†i,α,↓ ci,β,↓ ic†i,α,↑ ci,β,↑ − hc†i,α,↑ ci,β,↑ ihc†i,α,↓ ci,β,↓ i)
i,α<β

+(hc†i,β,↓ ci,α,↓ ic†i,β,↑ ci,α,↑ + hc†i,β,↑ ci,α,↑ ic†i,β,↓ ci,α,↓ − hc†i,β,↓ ci,α,↓ ihc†i,β,↑ ci,α,↑ i)].
In this HF Hamiltonian, the various expectation values (such as hc†i,α,↑ ci,α,↓ i) are
considered as HF parameters and can be determined self-consistently by minimizing
the HF energy with respect to the various expectation values numerically. The details
of how to minimize the HF energy self-consistently will be discussed in the last
subsection of this chapter.

2.2.2

Hartree-Fock Approximation in Momentum Space

In order to apply the HF Hamiltonian in momentum space, a reasonable Ansatz
[Nomura and Yamada (2000)] is needed, proposed as :
hc†i,α,σ ci0 ,α0 ,σ0 i = (nα +

σ
mα ei Q · i )δii0 δαα0 δσσ0 ,
2

(2.10)

where Q = (π, 0) represents the ordering wave vector of the magnetic order for
the parent compounds. nα and mα are mean-field parameters (to be determined
self-consistently) describing the charge density and magnetization of the orbital α,
respectively. Only hni,α,σ i survives as:
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1
hni,α,↑ i = (nα + mα ei Q · i ),
2
1
hni,α,↓ i = (nα − mα ei Q · i ).
2

(2.11)
(2.12)

It is reasonable to assume that all the other mean values are zero, such as hc†i,α,↑ ci,α,↓ i =
hc†i,α,↓ ci,α,↑ i = 0, because the possibility of one particle hopping between different
orbitals or with different spins is very tiny compared to that between the same orbital
with the same spin. Based on the Ansatz proposed in Eq.(2.10), H1 , H2 , H3 and H4
can be rewritten as:

H1 = U

X

1
1
[ni,α,↑ (nα − mα ei Q · i ) + ni,α,↓ (nα + mα ei Q · i )
2
2
i,α

1
1
−(nα + mα ei Q · i )(nα − mα ei Q · i )]
(2.13)
2
2
X
X
1
1
[nα (ni,α,↑ + ni,α,↓ ) + mα ei Q · i (ni,α,↓ − ni,α,↑ )],
= −U N
(n2α − m2α ) + U
4
2
α
i,α

H2 = (U 0 −

1
J X
1
[(ni,α,↑ + ni,α,↓ )(nβ + mβ ei Q · i + nβ − mβ ei Q · i )
)
2 i,α<β
2
2

(2.14)

1
1
+(ni,β,↑ + ni,β,↓ )(nα + mα ei Q · i + nα − mα ei Q · i )
2
2
1
1
1
1
−(nα + mα ei Q · i + nα − mα ei Q · i )(nβ + mβ ei Q · i + nβ − mβ ei Q · i )]
2
2
2
2
X
XX
J
J
nβ (ni,α,↑ + ni,α,↓ )]
nα nβ + 2(U 0 − )
[
= −4N (U 0 − )
2 α<β
2 i,α β6=α
J X
J X
= −2N (U 0 − )
nα nβ + 2(U 0 − )
[nβ (ni,α,↑ + ni,α,↓ )].
2 α6=β
2 i,α6=β
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H3 = −

J X
1
1
[ni,β,↑ (nα + mα ei Q · i ) + ni,α,↑ (nβ + mβ ei Q · i )
2 i,α<β
2
2

(2.15)

1
1
1
−(nα + mα ei Q · i )(nβ + mβ ei Q · i ) − ni,β,↑ (nα − mα ei Q · i )
2
2
2
1
1
1
iQ·i
iQ·i
−ni,α,↓ (nβ + mβ e
) + (nα − mα e
)(nβ + mβ ei Q · i )
2
2
2
1
1
iQ·i
iQ·i
−ni,β,↓ (nα + mα e
) − ni,α,↑ (nβ − mβ e
)
2
2
1
1
1
+(nα + mα ei Q · i )(nβ − mβ ei Q · i ) + ni,β,↓ (nα − mα ei Q · i )
2
2
2
1
1
1
iQ·i
iQ·i
+ni,α,↓ (nβ − mβ e
) − (nα − mα e
)(nβ − mβ ei Q · i )]
2
2
2
J X
= −
[−mα mβ + mα ei Q · i (ni,β,↑ − ni,β,↓ ) + mβ ei Q · i (ni,α,↑ − ni,α,↓ )]
2 i,α<β
JN X
J X
=
mα mβ −
mα ei Q · i (ni,β,↑ − ni,β,↓ ).
2 α<β
2 i,α6=β

H4 = 0.
The last term H4 becomes zero after applying the Ansatz proposed in Eq.(2.10).
In summary, the Coulombic interaction has a compact form as:
X
1
1
[nα (ni,α,↑ + ni,α,↓ ) + mα ei Q · i (ni,α,↓ − ni,α,↑ )]
(n2α − m2α ) + U
4
2
α
i,α
J X
J X
−2N (U 0 − )
nα nβ + 2(U 0 − )
[nβ (ni,α,↑ + ni,α,↓ )]
(2.16)
2 α6=β
2 i,α6=β
J X
JN X
+
mα mβ −
mα ei Q · i (ni,β,↑ − ni,β,↓ )
2 α<β
2 i,α6=β

Hint = −U N

X

In order to get the Hamiltonian in momentum space, the discrete Fourier
transformation is introduced here:
1 X ik·i
ci,α,σ = √
e ck,α,σ .
N k
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(2.17)

Therefore, the tight-binding Hamiltonian can be transformed into momentum space
as:
HTB =

XX

(ξαβ (k) + α δαβ ) c†k,α,σ ck,β,σ ,

(2.18)

k,σ α,β

where ξαβ (k) represents the hopping amplitude and α represents the on-site energy.
The interation Hamiltonian in momentum space can be obtained by applying this
Fourier transformation as:
H1 = −U N

X
α

X

X
1
1
(n2α − m2α ) + U
[nα (ni,α,↑ + ni,α,↓ ) + mα ei Q · i (ni,α,↓ − ni,α,↑ )]
4
2
i,α

1
(n2α − m2α )
(2.19)
4
α
X
X 0
X
X 0
U X
[nα (
e−i k · i c†k,α,↑
e−i k · i c†k,α,↓
+
ei k · i ck0 ,α,↑ +
ei k · i ck0 ,α,↓ )
N i,α
k
k
k0
k0
X
X
X
X
1
0
0
e−i k · i c†k,α,↑
ei k · i ck0 ,α,↑ )]
e−i k · i c†k,α,↓
ei k · i ck0 ,α,↓ −
+ mα ei Q · i (
2
k
k
k0
k0
X
1
= −U N
(n2α − m2α )
4
α
X
X
U X
0
0
[nα (
e−i (k−k ) · i c†k,α,↑ ck0 ,α,↑ +
e−i (k−k ) · i c†k,α,↓ ck0 ,α,↓ )
+
N i,α
k,k0
k,k0
X
X
1
0
0
+ mα (
e−i (k−k −Q) · i c†k,α,↓ ck0 ,α,↓ −
e−i (k−k −Q) · i c†k,α,↑ ck0 ,α,↑ )]
2
k,k0
k,k0
X
X
X
1
= −U N
(n2α − m2α ) + U
[nα (δk,k0 c†k,α,↑ ck0 ,α,↑ + δk,k0 c†k,α,↓ ck0 ,α,↓ )
4
α
α k,k0
= −U N

1
+ mα (δk,k0 −Q c†k,α,↓ ck0 ,α,↓ − δk,k0 −Q c†k,α,↑ ck0 ,α,↑ )]
2
X
X
1
= −U N
(n2α − m2α ) + U
nα (c†k,α,↑ ck,α,↑ + c†k,α,↓ ck,α,↓ )
4
α
k,α
X1
−U
mα (c†k+Q,α,↑ ck,α,↑ − c†k+Q,α,↓ ck,α,↓ ),
2
k,α
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J X
J X
)
nα nβ + 2(U 0 − )
[nβ (ni,α,↑ + ni,α,↓ )]
(2.20)
2 α6=β
2 i,α6=β
X
X 0
J X
2
J X
= −2N (U 0 − )
nα nβ + (U 0 − )
[nβ (
e−i k · i c†k,α,↑
ei k · i ck0 ,α,↑
2 α6=β
N
2 i,α6=β
k
k0
X
X
0
+
e−i k · i c†k,α,↓
ei k · i ck0 ,α,↓ )]

H2 = −2N (U 0 −

k0

k

X
J X
2
J X
0
e−i (k−k ) · i c†k,α,↑ ck0 ,α,↑
= −2N (U 0 − )
nα nβ + (U 0 − )
[nβ (
2 α6=β
N
2 i,α6=β
k,k0
X
0
e−i (k−k ) · i c†k,α,↓ ck0 ,α,↓ )]
+
k,k0

J X
)
nα nβ
2 α6=β
J XX
+2(U 0 − )
[nβ (δ(k − k0 )c†k,α,↑ ck0 ,α,↑ + δ(k − k0 )c†k,α,↓ ck0 ,α,↓ )]
2 α6=β k,k0
J X
J X
= −2N (U 0 − )
nα nβ + 2(U 0 − )
nβ (c†k,α,↑ ck,α,↑ + c†k,α,↓ ck,α,↓ ),
2 α6=β
2 k,β6=α

= −2N (U 0 −

J X
JN X
mα mβ −
mα ei Q · i (ni,β,↑ − ni,β,↓ )
(2.21)
2 α<β
2 i,α6=β
X 0
X
J X
JN X
e−i k · i c†k,β,↑
ei k · i ck0 ,β,↑
mα mβ −
mα ei Q · i (
=
2 α<β
2N i,α6=β
k
k0
X
X
0
e−i k · i c†k,β,↓
ei k · i ck0 ,β,↓ )
−

H3 =

k

k0

X
JN X
J X
0
=
mα mβ −
mα (
e−i (k−k −Q) · i c†k,β,↑ ck0 ,β,↑
2 α<β
2N i,α6=β
k,k0
X
0
−
e−i (k−k −Q) · i c†k,β,↓ ck0 ,β,↓ )
k,k0

=

JN X
J XX
mα mβ −
mα (δ(k − k0 − Q)c†k,β,↑ ck0 ,β,↑
2 α<β
2 α6=β k,k0

−δ(k − k0 − Q)c†k,β,↓ ck0 ,β,↓ )
JN X
J X
=
mα mβ −
mβ (c†k+Q,α,↑ ck,α,↑ − c†k+Q,α,↓ ck,α,↓ ).
2 α<β
2 k,β6=α
Therefore, the total Hamiltonian in momentum space is given by:
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HHF = HTB + C
(2.22)
X
X
+
α c†k,α,σ ck,α,σ +
ηα,σ (c†k,α,σ ck+Q,α,σ + c†k+Q,α,σ ck,α,σ ),
k,α,σ

k,α,σ

where k runs over the extended first Brillouin zone, HTB is the hopping term in
Eq. (2.18), the constant C is
C = −N U

X

n2α

α


X
1 2
NJ X
− mα − N (2U 0 − J)
nα nβ +
mα mβ ,(2.23)
4
2 α<β
α6=β

where N is the number of sites, and the following definitions were introduced:
α = U nα + (2U 0 − J)

X

nβ ,

β6=α

ηα,σ

σ
=−
2

U mα + J

X

mβ

(2.24)

!
.

(2.25)

β6=α

The parameters nα and mα can be obtained self-consistently by minimizing the energy
P
via an iterative process. During the iterations α nα = n was enforced at each step,
such that the total charge density is a constant.

2.2.3

Self-consistent Solving Method

In the Hartree-Fock approximation, the Hamiltonian can be solved numerically by
minimization of the total energy self-consistently. The key in this process is to find
a set of “correct” values for the HF expectation hc†i,α,σ cj,β,σ0 i, which corresponds to
the ground state with the minimal energy globally. The optimal expectation values
can be obtained iteratively by the following steps: (1) Choose the initial values for
hc†i,α,σ cj,β,σ0 i to start with. Theoretically, the initial values can be chosen randomly,
however, using an educated guess will make convergence quicker. (2) Build the
Hamiltonian in a matrix form with the new expectations. Then the matrix can
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be diagonalized, producing all the eigenvalues and eigenvectors. (3) With all the
information about the ground state and chemical potential, the new expectations
hc†i,α,σ cj,β,σ0 i can be calculated from the eigenvalues and eigenvectors in STEP (2). (4)
Compare the old and new expectations to test whether they are converged or not. If
not, then go to STEP (2) recursively. If they are converged, this means the “correct”
hc†i,α,σ cj,β,σ0 i for this system is found. And therefore some of the physical quantities,
such as the one-particle spectral function (A(k, ω)), the density of states (DOS) and
others can be calculated by using this HF ground state.
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Chapter 3
Neutron and ARPES constraints
on the couplings of the
multiorbital Hubbard model for
the iron pnictides
3.1

Introduction

According to the angle-resolved photoemission experiments (ARPES) [Yang et al.
(2009); Shimojima et al. (2010)] and ab-initio calculations [Cao et al. (2008)] for
iron-based materials, all five d-orbitals of Fe dominate the bands near the Fermi
energy, while the As 4p orbitals contribute more to the bands below the Fermi energy.
Therefore, a theoretical study of pnictides cannot rely on just one orbital, as in the
case of the cuprates, but it needs a multiorbital approach [Cao et al. (2008)]. Having to
consider multiple orbitals severely restricts the available tools to carry out unbiased
computer-based investigations of Hubbard multiorbital models. As a consequence,
several studies have been restricted to mean-field approximations. Fortunately, this
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is not a drastic limitation for the case of the undoped systems, since similar meanfield approximations for the cuprates are known to capture qualitatively the essence of
the magnetic states [Schrieffer et al. (1989)]. In fact, mean-field-based efforts for the
pnictides have already reported the presence of a state that is simultaneously metallic
and magnetic [Yu et al. (2009)]. However, the study of the intermediate coupling
regime, where the magnetic-metallic state was found, establishes a considerable
challenge to theory since an intermediate region of couplings is often more difficult
to analyze than either extreme of large or small U [Dai and Dagotto (2012)]. In
addition, a multiorbital Hubbard approach needs at least two couplings: the onsite intra-orbital Hubbard repulsion U and the on-site Hund coupling J. A third
parameter, the on-site inter-orbital repulsion U 0 , is then defined by the well-known
relation U = U 0 + 2J arising from symmetries in orbital space [Oleś (1983)]. Having
two couplings increases further the complexity of the analysis and the comparison
between different approaches since there is at present no universally accepted range
of U and J that is considered realistic by the community of experts. In fact, it would
be quite desirable to restrict the values of the U and J couplings to a much narrower
range, where qualitative agreement with experiments is observed.
In this chapter, our goal is to use experimental neutron scattering and photoemission data for the undoped pnictide parent compounds, supplemented by their
well-known metallic properties, to establish lower and upper bounds on the couplings
U and J of multiorbital Hubbard models. By focusing on a more restricted set of
couplings, our results will guide future theoretical efforts into a realistic regime for the
pnictides. Our calculations are based on the previously used and tested mean-field
approximation [Yu et al. (2009)], allowing us to calculate a variety of observables
that are then compared against experimental results to establish the proper ranges
for U and J. To carry out this theory-experiment comparison the focus here is on the
results of two powerful experimental techniques. One of them is neutron scattering
and the other is Angle Resolved Photoemission (ARPES).
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Table 3.1: Parameters for the tight-binding portion of the three-orbital model used
here. The overall energy unit is electron volts.
t1
t2
0.02 0.06

3.2

t3
t4
t5
0.03 −0.01 0.2

t6
t7
t8
∆xy
0.3 −0.2 −t7 /2 0.4

The model Hamiltonians

In this chapter, the three-orbital Hubbard model introduced in Ref. [Daghofer et al.
(2010b)] will be used first. This model is purely based on the d electrons of Fe
and it considers only the three orbitals dxz , dyz , and dxy , widely believed to be the
most relevant orbitals at the Fermi surface for the pnictides. The actual values for
the hopping amplitudes are in Table 3.1. The Coulombic interacting portion of
the three-orbital Hamiltonian is standard multi-orbital Hubbard interaction, given in
Chapter. 1
In addition, two five-orbital models (also based only on the d electrons of Fe) have
also been used. By supplementing the three-orbital model by more complicated five
orbital versions, our main goal is to verify the self-consistency of our approach. In
other words, if the many models, with similar Fermi surfaces by construction, would
give quite different ranges of couplings for the compatibility with neutron and ARPES
results, then this would raise concerns about the entire calculation. It turns out that,
as shown below, the J/U and U ranges that are found to be physically reasonable are
similar in all cases, demonstrating that our approach is self-consistent. With regards
to the specific five-orbital models used here, the tight-binding parameters of one of
them are in the Appendix A, while another set of hoppings is from Ref. [Graser et al.
(2009)]. At U = 0, all these models provide a Fermi surface (see below) that compares
well with experiments and band structure calculations for the 122 compounds. The
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Coulombic interactions for five-orbitals are the obvious generalization of the terms
used for three-orbitals.

3.3

Results for the Three-Orbital Model

Our discussion of results starts with the three-orbital model. Some aspects of this
discussion have been briefly mentioned in other publications, thus references to those
previous efforts are provided where appropriate.

3.3.1

Comparison with neutron scattering experiments

Figure 3.1 contains the mean-field order parameter (m) at wavevector (π, 0) vs. U .
The plotted values for m arise from the numerical solution of the mean-field equations
discussed in the previous section. For small values of J/U , such as 0.00 and 0.05, in
Fig. 3.1 m discontinuously jumps from zero to a robust value at a critical U . While
such a discontinuity is observed in all models discussed in this paper, its origin is
not universal. It is caused by a metal-insulator transition in a four-band model, see
Sec. II.C.4 of Ref. [Yu et al. (2009)]. In the three-orbital model, the discontinuity only
coincides with the opening of a gap for smaller J/U . 0.15, and is rather marked by
the sudden onset of strong orbital order, with a close competition between substantial
alternating and nearly perfect ferro-orbital order [Daghofer et al. (2010b)]. For larger
0.15 . J/U . 0.22, states with both types of orbital order can remain metallic
for a small range of U just above the onset of strong orbital order, but the FS is
qualitatively very different from ARPES results, e.g. it does not feature any sign
of hole pockets around the Γ point [Daghofer et al. (2010b)]. At or rapidly after
the critical U , the density of states develops a gap (not shown), signaling insulating
behavior, in contradiction with the experimentally observed (bad) metallic character
of the undoped pnictides. Moreover, as a consequence of the discontinuity, the order
parameter m in the range of small J/U never reaches the realistic values for pnictides
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reported in neutron scattering experiments, i.e. [0.25,1.0] µB for (π, 0) magnetic
order. Thus, these results for small J/U start illustrating one of the main messages
of this chapter, namely that within the mean-field approximation used in our effort
the request of qualitative agreement with the experimental properties of the undoped
pnictides imposes severe constraints on the values of U and J/U for the multi-orbital
Hubbard models. In particular, it is clear that J/U = 0.00 and 0.05 do not seem
physically appropriate to describe the pnictides.

order parameter

2.0

1.5

1.0

J=0.00U
J=0.05U
J=0.10U
J=0.15U
J=0.20U
J=0.25U
J=0.30U
J=0.35U
J=0.40U

0.5

0.0
0.0

0.5

1.0
U (eV)

1.5

2.0

Figure 3.1: Mean-field order parameter at wavevector (π, 0) vs. U (in eV units) for
the three-orbital model discussed in the text, and parametric with the values of J/U
indicated.
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As J/U increases further, m now develops (becomes nonzero) at an earlier critical
value of U , allowing for a proper description of materials with weak magnetic order
parameters such as the “1111” family. Note that for J/U = 0.10, 0.15, and 0.20 ,
a discontinuity is still present in m vs. U , so not all values of the order parameter
m are possible, while for larger J/U s the m curves are no longer discontinuous.
J/U = 0.50 is the largest ratio that should be considered to avoid a negative U 0 due
to the relation U = U 0 + 2J. Thus, adding this information to the results for m and
its comparison with neutron scattering, the proper range of J/U couplings naively
becomes ∼ [0.10, 0.50], with U larger than the first critical value where m develops.
However, if in addition it is considered that J should be smaller than U 0 , then this
reduces the range further to [0.10, 0.33], since J = U 0 at J/U = 1/3.

3.3.2

Comparison with ARPES experiments

As discussed in Sec. 3.1, another experimental source of information that can be used
to reduce the allowed range of couplings in the Hubbard model is provided by the
ARPES results for undoped pnictides. As previously mentioned, a common generic
feature of several ARPES experiments at low temperatures in the SDW phase is
the development of “extra” features (pockets) near the original Γ-point hole pockets
of the noninteracting limit.

To search for these features, within our mean-field

approximation the one-particle spectral function A(k, ω) has been calculated, and
the Fermi surface results have been analyzed in a wide range of U and J/U , using a
δ-function broadening 0.025 eV.
Shown in Fig. 3.2 are representative results of our ARPES calculations (see also
Refs. [Daghofer et al. (2010b,a)]). The focus is on a range of J/U and U where meanfield ARPES contains a Γ-point hole pocket, as in the original U = 0 bandstructure
(presumably corresponding to the high temperature non-magnetic regime as well),
and in addition “satellite” pockets as in ARPES, in between the original hole and
electron pockets along the kx axis.

The results have not been folded, but are
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Figure 3.2: Unfolded mean-field Fermi surfaces for the three-orbital model
corresponding to (m=order parameter) (a) U = 0, as reference (there are two hole
pockets at Γ but they appear merged due to the broadening used for plotting); (b)
J/U = 0.33, U = 0.6, m = 0.2; (c) J/U = 0.20, U = 1.0, m = 0.4; and (d)
J/U = 0.25, U = 1.05, m = 0.6.
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representative of a single-domain spin order wavevector, in this case (π, 0), and
with only one Fe per unit cell. Figure 3.2 shows representative cases where these
satellites are clearly present (the satellite pockets tend to be electron-like for small
U , switching to hole-like for slightly larger, but still realistic, values of U . For more
details see Ref. [Daghofer et al. (2010b)]). The corresponding values of J/U and
U are indicated in the figure caption. These physically acceptable Fermi surfaces
from the ARPES perspective are found in the same approximate range of couplings
as those selected from the m/neutrons perspective, as discussed above. It has been
suggested before that a reduced ordered magnetic moment goes together with realistic
A(k, ω) in numerical approaches like density-functional theory [Yi et al. (2009)] and
the present mean-field scheme [Daghofer et al. (2010a)], and we see here that this
is not accidental, but that the analysis of both neutrons and ARPES are mutually
consistent over a larger parameter range, as well as for a variety of models, see Sec. 3.4.
The four panels shown are qualitatively similar and further refinements in the socalled “physical region” (see Fig. 3.4) will need better tools for calculations and more
accurate ARPES experiments.
In Fig. 3.3, some of the full spectral functions are shown, and compared with the
U =0 case. The appearance of V -shaped features, that induce the presence of satellite
pockets, is clear in these figures. These mean-field results for A(k, ω) are qualitatively
consistent with ARPES experiments for the pnictides that have reported similar V shaped branches [Shimojima et al. (2010)].
The results of Fig. 3.2 are in qualitative agreement with experiments, as already
remarked in Ref. [Daghofer et al. (2010a)]. Moreover, our comprehensive analysis of
A(k, ω) has shown that these features do not appear in other regions of the U -J/U
phase diagram. For instance, before the critical U where m develops from zero there
are no satellite pockets, since they arise from the nonzero magnetic order and nesting
effects. In the other extreme of U couplings larger than those used in Fig. 3.2, the
Hubbard model simply becomes insulating (as discussed before in Ref. [Yu et al.
(2009)]), and there is no longer a Fermi surface.
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Figure 3.3: Unfolded band structure mean-field results for the three-orbital model
and cases (a) U = 0, as reference; (b) J/U = 0.33, U = 0.6, m = 0.2; (c) J/U = 0.25,
U = 1.05, m = 0.6. Panels (b) and (c) show a V -shaped pocket in between the (0, 0)
and (π, 0) points. The scale used (arbitrary units) is on the right of the panels.
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3.3.3

Summary phase diagram for three orbitals

The values of the order parameter m and their comparison with neutron scattering
results, and the Fermi surfaces and their comparison with photoemission experiments,
lead us to the mean-field phase diagram shown in Fig. 3.4, one of the main results
of this chapter.

In this figure, the range of U -J/U couplings compatible with

neutron-ARPES experiments is labeled “physical region”. This region is relatively
small, providing substantial constraints on the parameters to be used in three-orbital
Hubbard model investigations. If U is smaller than in the physical region, then the
state is not magnetic; if U is larger, the state is insulating or it has a much distorted
Fermi surface. If J/U is smaller than in the physical region, there is no room for the
small and intermediate value order parameters found in neutron scattering; if J/U is
larger, then U 0 becomes too small or negative and thus unphysical.
It is important to clarify that our mean-field approximation does not incorporate
the effect of fluctuations. For this reason this type of approximations are somewhat
“rigid” and it can be expected [Zhou and Wang (2010)], although actual calculations
are very difficult, that the true “physical region” may be larger than shown in Fig. 3.4.
Thus, readers should consider the location of our “physical regions” as the center of
a potentially broader area where agreement with experiments can be found. But
this does not invalidate our main point: intermediate U ’s and intermediate J/U ’s
are needed for agreement with available neutrons, transport, and photoemission
experiments.
A final remark is with regards to the actual value of U of order just 1 eV in the
physical region: this cannot be the bare U but must already incorporate the influence
of screening in a model where the long-range Coulomb interactions are included. It
is for this reason that standard metals in general tend to have very small U s when
studied via Hubbard-like models, while it is known that the bare atomic values for U
are always of several eVs [Miyake et al. (2010); Ishida and Liebsch (2010)].
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Figure 3.4: Phase diagram for the three-orbital model obtained with the mean-field
approximation described in the text. The “physical region” in yellow is the regime
of couplings found to be compatible with neutron and photoemission experiments.
The “non-magnetic” region corresponds to a regime where the state has a zero order
parameter. In the “insulator” region, there is no Fermi surface and the state is
insulating. The “discontinuity” label corresponds to the discontinuous jump in the
order parameter shown in Fig. 3.1. The entire “magnetic metallic” regime could in
principle have been compatible with experiments, but only in the yellow highlighted
region is that m is sufficiently small-intermediate in value and the Fermi surface has
satellite pockets near the Γ-point hole pockets.
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3.4

Results for Five-Orbital Models

In this section, results for two five-orbital models are presented, with a similar
organization as for three orbitals. The hopping amplitudes and on-site energies
of a novel “Model 1” are provided in the Appendix (using as criterion for their
determination finding qualitative agreement with band calculations).

The more

accurate “Model 2” is the model introduced in Ref. [Graser et al. (2009)], where
the reader can find the actual values of the parameters. These two models generate
similar Fermi surfaces, but the values for the hopping amplitudes are rather different.
Thus, they are useful to test whether our conclusions do or do not depend on small
details. Indeed, an overall conclusion of our study is that the “physical region” is
qualitatively similar for all the models analyzed in this manuscript. Both models
studied in this section are at electronic density n = 6.0 in order to address the parent
compounds. The δ-function broadening used here is 0.01 eV.

3.4.1

Summary phase diagram for the five orbitals Model 1

Similarly as for three orbitals, here a summary phase diagram is provided for the
five-orbital Model 1 in Fig. 3.5. The labeling convention is the same as for three
orbitals in Fig. 3.4.

Using the information about neutron scattering and order

parameters restricts U and J/U simply to be between the non-magnetic region and
the discontinuity line. From these perspectives alone the “physical region” would
be much larger than for the three orbitals case. However, considering the Fermi
surface shape and its comparison with ARPES introduces more severe constraints,
basically excluding the small J/U regime below 0.15. As a consequence, the final
“physical region” ends up being similar to that obtained with the three-orbital
model. As explained in Sec. 3.3.3, note also that fluctuations beyond our meanfield approximation are expected to render the “physical region” actually larger than
displayed in Fig. 3.5.
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Figure 3.5: Phase diagram for the five-orbital Model 1 obtained with the meanfield approximation. As in Fig. 3.4 the “physical region” in yellow is the regime of
couplings found to be compatible with neutron and photoemission experiments. The
rest of the notation and details were already explained in Fig. 3.4.
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3.4.2

Summary phase diagram for the five orbitals Model 2

As for the other models considered in this Chapter, in Fig. 3.6 a summary phase
diagram is provided for the five-orbital Model 2. The labeling convention is the same
as in Figs. 3.4 and 3.5, as well as the procedure to establish the so-called “physical
region”. The approximate location of this region with regards to U and J/U is
similar to that reported in Figs. 3.4 and 3.5, showing again that our conclusions do
not strongly depend on details. The physical region in Fig. 3.6 is narrow along the
U axis direction because m changes rapidly with increasing U , at small m. But, as
discussed in Sec. 3.3.3, fluctuations beyond mean-field approximations are expected
to expand the size of the physical regions of the various models.
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Figure 3.6: Phase diagram for the five-orbital Model 2 obtained with the mean-field
approximation. As in Figs. 3.4 and 3.5, the “physical region” in yellow is the regime
of couplings found to be compatible with neutron and photoemission experiments.
The rest of the notation and details were already explained in Fig. 3.4.
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Chapter 4
Charge stripes in the two-orbital
Hubbard model for iron pnictides
4.1

Introduction

The nature of the undoped ground state of Hubbard models and the dominant
pairing mechanisms upon doping has been addressed by using mean-field, random
phase approximation, and computational techniques [Kuroki et al. (2008); Si and
Abrahams (2008); Seo et al. (2008); Graser et al. (2009); Daghofer et al. (2008); Moreo
et al. (2009b); Raghu et al. (2008); Yu et al. (2009)]. While the superconductivity
and (π, 0) magnetism have received most of the attention, recent experiments have
revealed an even more complex behavior in pnictides. For example, inelastic neutron
scattering (INS) experiments reported evidence for spin incommensurability (spin IC)
in the superconducting state of the hole very overdoped pnictide KFe2 As2 [Lee et al.
(2011)]. This material does not have electron-pockets in its band structure due to the
heavy doping (50%) and, as a consequence, nesting mechanisms cannot produce the
spin IC, whose origin then remains puzzling. Neutron studies for FeSe0.5 Te0.5 have
also reported low-energy spin IC peaks near the spin resonance [Lee et al. (2010)].
Electron-doped pnictides such as Ba(Fe,Co)2 As2 do not show spin IC at low energies
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[Lester et al. (2010); Laplace et al. (2009)], but above 50 meV there is a splitting of
the (π, 0) peak.
In parallel to these developments, scanning tunneling microscopy (STM) experiments on underdoped Ca(Fe0.97 Co0.03 )2 As2 reported the existence of static
unidirectional electronic nanostructures of dimension 8 aFe−Fe (with aFe−Fe the interiron distance) along the a-axis [Chuang et al. (2010)]. This electronic nematic order
state is qualitatively similar to those widely discussed in other materials, such as
in the high-temperature superconductors based on copper [Zaanen and Gunnarsson
(1989); Poilblanc and Rice (1989); Emery et al. (1999)]. Note that the lines of spins
that point in the same direction, namely the orientation of the (π, 0) spin stripes,
is actually along the b-axis, namely the nematic order and the spin-stripe order are
perpendicular to one another.
The spin IC and nematic order reveal new similarities between the Cu- and Febased high temperature superconductors, more than expected considering the widely
accepted perception that the former are in the strongly correlated regime of Hubbard
U couplings while the latter are at weak or intermediate coupling. In the Cu-oxide
context, both spin IC and several electronic anisotropies in transport have been
rationalized in terms of charge striped states, either static or dynamic [Emery et al.
(1999)]. Could it be that similar states are also of relevance in the pnictides?
With this motivation, in this chapter the possible existence of charge striped states
in Hubbard models for the pnictides will be explored. Within the real-space HartreeFock approximation, it will be shown that the two-orbital Hubbard model indeed
displays charge striped states upon doping. The charge, spin, and orbital properties
of these states will be discussed. The properties of the striped states reported below
are robust when the coupling U is above the critical value needed to open a gap
in the undoped limit. Considering the complex nature of multiorbital systems, it is
important to document the properties of these striped states even in gapped regimes
that at first sight are unrelated to undoped pnictides that are known to be (bad)
metals. However, the charge amplitude of the stripes (namely the difference between
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the largest and smallest values of the charge at every site in the striped state) decreases
with decreasing gap, and an interesting observation is that (weak) stripes are still
found upon doping the intermediate coupling magnetic and metallic state of the
undoped limit for particular hopping parameters. This result is conceptually different
from the previous investigations of stripes in doped large-U Hubbard insulators.

4.2

Model and Method

In this chapter, the Hubbard model based on the dxz and dyz Fe orbitals will be
investigated. The use of these two orbitals is reasonable since they provide the largest
contribution to the pnictide’s Fermi Surface [Boeri et al. (2008)]. Studies involving
models with more orbitals are certainly important, but they will be addressed only
in future investigations after introducing the present novel findings based on two
orbitals. A variety of other results that have recently been gathered for the twoorbital model [Daghofer et al. (2008); Moreo et al. (2009b); Nicholson et al. (2011)]
have already clearly shown that this model is in good agreement with experiments
in several respects, including the existence of (π, 0)-(0, π) magnetic order, a Fermi
surface that by construction is similar to those found in photoemission, and pairing
channels that include the A1g state (of which the s± pairing is a special case) as well
as competitors with B1g and B2g symmetries. Note also that the use of five orbital
models would demand a much larger computational effort than reported here, since
the diagonalizations used in the iterative procedure to solve the HF equations scales
as (2N )4 , with N the number of sites of the real-space cluster and 2 the number of
orbitals. Thus, a similar calculation for 5 orbitals will require (5/2)4 ∼39 times more
computer time. It is for these reasons that it is reasonable to report first the analysis
of the case of two orbitals, identifying the main tendencies, and then in the near
future increase the number of orbitals.
As hopping amplitudes in the tight-binding portion of the model, fits to band
calculations [Raghu et al. (2008)] as well as Slater-Koster (SK) hoppings [Daghofer
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et al. (2008); Moreo et al. (2009b)] will be used. The electronic interaction is given by
the standard Hubbard term, which has an intraorbital repulsion U , a Hund coupling
JH , an interorbital repulsion U 0 (fixed as U 0 =U -2JH here), and a pair-hopping term
with coupling J 0 =JH [Oleś (1983)]. The real-space Hartree Fock (HF) approximation
(detail can be found in Chapter 2) will be employed here as many-body technique.

4.3

Results

Let us start the description of our main results using the Slater-Koster hoppings
introduced in Refs.[Daghofer et al. (2008); Moreo et al. (2009b)]. A wide range of
electronic densities hni were numerically explored by varying the chemical potential
µ. In most cases, the results of the HF model energy minimization were sufficiently
clear that they admit a simple discussion, and the emphasis below will be on those
special cases, such as hni∼2.3. At these densities, several starting configurations
for the unknown expectation values that appear in the HF model were chosen via
a random number generator and it was observed that the iterative process leads to
nearly identical solutions or, if this was not the case, to local minima solutions with
a higher energy. When different types of solutions were found, of course only those
with the lowest energy were kept and analyzed.
Following the energy minimization criterion, the charge patterns found in some
other cases were slightly more complicated, with segments of stripes clearly formed
at the local level but sometimes with these segments not properly merged together to
form nearly perfectly spaced stripes. Since these states still have all the characteristics
of stripe states, it may occur that for a particular set of couplings some stripe
configurations do not fit properly in the cluster sizes used and geometrical frustration
effects may lead to the partial breaking of the stripes. So while the focus below is on
the most clear cases, the other states found are all “stripy” in nature, thus our results
seem generic of a broad range of couplings and densities [Lorenzana et al. (2008)].
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Fig.4.1(a) contains a typical HF state that has been observed repeatedly in our
studies, even using several different starting configurations for the iterations. It
is clear that the charge is not uniformly distributed but it forms vertical stripes,
breaking spontaneously rotational invariance. Of course, the π/2-rotated state is also
a degenerate solution (horizontal stripes) and the convergence to one or the other
depends on the randomly chosen initial state for the iterative process. Note that
these stripes are “weaker” than the usual Cu-oxides HF stripes in the sense that the
charge difference ∆n (∼0.15 in Fig.4.1(a)) between the maximum nmax and minimum
nmin local charges is not as large as in the cuprates where ∆n is of order 1. This simply
arises from the values of the coupling U that were investigated that are smaller for
pnictides than cuprates, in units of the bandwidth. Also it is interesting to note that
nmin in Fig.4.1(a) is 2.27. Thus, the regions in the striped state that have the less
charge still deviate from the “undoped” limit, and they are electron doped as the rest
of the striped state, while in the cuprates the regions between the hole stripes have
densities very close to those of the undoped insulator. From this perspective, our
striped states should be metallic, in agreement with the density-of-states (not shown)
that has a nonzero weight at the chemical potential µ.

P
The expectation values of the spin at each site, defined as ~si =h α,σ,σ0 c†i,α,σ ~σσσ0 ci,α,σ0 i,

that correspond to the striped state shown in Fig.4.1(a) are given in Fig.4.1(b). The
spin pattern is dominated by the (0, π) configuration, with spins parallel along one
axis and antiparallel along the other. However, at the locations of the maximum
electronic densities in Fig.4.1(a), the (0, π) spin order breaks locally and domain
walls are formed [Mazin and Johannes (2009)], with the spins where the local charge
is maximized presenting an orientation nearly perpendicular to the rest. In a HF
minimization problem, where all the expectation values are entangled, it is difficult
to establish if the spin state with walls drives the charge stripes or vice versa. But
by analogy with the cuprates, it can be expected that the spin state (0, π) tries to
expel the extra charge since it is disruptive to such a state, and such excess charge
is located at the walls where the spin does not maintain locally the (0, π) order. Of
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Figure 4.1: (a) Example of charge striped state found in the HF approximation to
the two-orbital model, using the hoppings of Refs. [Daghofer et al. (2008); Moreo
et al. (2009b)], hni=2.33, U =0.8, JH /U =0.25, and a 16×16 cluster. The size of the
circles is linearly related to the charge, with the largest circles denoting nmax =2.42
and the smallest nmin =2.27. Here, and in the other figures, full (open) circles are
used when the local density is larger (smaller) than the average. (b) Mean value of
the spin in the state shown in (a). Note the presence of domain walls at the location
of the charge stripes, inserted in a mainly (0, π) background.
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course, all these statements made for vertical stripes and spin (0, π) order are the
same for the rotated degenerate configuration with horizontal stripes and (π, 0) spin
order.
The HF state Figs.4.1(a,b) has other interesting properties: (i) The orbital dyz is
more populated than dxz in regions with the lowest local charge, i.e. where the spin
order is locally ∼(0, π), which should not be considered as indicative of long-range
orbital order but instead it indicates an orbital weight “redistribution” induced by
the spin order that breaks rotational invariance, as discussed elsewhere [Daghofer
et al. (2010a)]. Where the local charge is the largest, on the other hand, both orbitals
are populated approximately equally. (ii) The deviations from a perfect (0, π) spin
state induce a small shift away from (0, π) in the spin structure factor peak position,
towards (π, π). Then, the HF striped states can produce spin incommensurability, as
found in some experiments. (iii) Note that the charge stripes and the spin stripes (i.e.
the lines of parallel spins in the (0, π) arrangement) are perpendicular to one another,
as observed in the STM experiments where nematic order was reported [Chuang et al.
(2010)].
Fig.4.2(a) contains another typical HF state with charge stripes that was found in
our studies, at an electronic density hni larger than in Fig.4.1(a), thus concomitantly
inducing a reduction in the distance between stripes. It is interesting to observe
that ∆n is smaller to that in Fig.4.1(a), suggesting that there must be an “optimal”
doping for vertical/horizontal stripe formation, as found in cuprate’s investigations,
since in the undoped case hni=2.0 there are no stripes and thus ∆n=0. Also, note
that our results even farther from hni=2.0 indicate a variety of complex patterns,
with checkerboards, diagonal stripes, and other arrangements. However, since their
associated spin orders are very different from the (π, 0) (or (0, π)) state prevailing
in pnictides, and the doping is too large to be compared with available experimental
results, those exotic states will not be described here. Presumably when the electronic
density deviates substantially from the undoped case, then our results reach a regime
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Figure 4.2: (a) HF charge striped state using the hopping amplitudes of
Refs.[Daghofer et al. (2008); Moreo et al. (2009b)], at hni=2.45, U =0.8, and
JH /U =0.25. The size of the circles is proportional to the charge, with nmax =2.48 and
nmin =2.41. (b) Same as (a) but for hni=1.83, U =1.0, with nmax =1.84 and nmin =1.81.
(c) (π, 0) antiferromagnetic order parameter m, charge gap ∆ (from hni vs. µ), and
∆n=nmax -nmin at hni∼2.3, as a function of U . (d) hni vs. µ at U =1.0, JH /U =0.25,
and various lattice sizes, suggesting that size effects are small in this quantity. Results
at others U ’s appear equally well converged.
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not yet found experimentally in these materials, or the two-orbital model breaks
down.
Fig.4.2(b) contains results for the case of hole doping, and here the stripes
are found to be weaker, with ∆n∼0.03. At least for the hopping amplitudes of
Refs.[Daghofer et al. (2008); Moreo et al. (2009b)], the stripe tendencies appear
stronger for electron doping than for hole doping. Also, in the hole-doped case
the lines of parallel spins tend to run parallel to the charge stripes, instead of
perpendicular as in the electron-doped case. This parallel vs. perpendicular relative
patterns of charge and spin may depend on details and may not be universal, thus
they need to be investigated in more detail in the future.
Fig.4.2(c) displays ∆n vs. U , at hni∼2.3, compared with results for the undoped
limit, namely the (π, 0) (or (0, π)) magnetic order parameter m and the charge gap ∆.
While m rapidly grows with U at Uc1 , ∆ remains zero in a narrow region beyond Uc1
and only after reaching a second critical value Uc2 it slowly increases with increasing
U . This intermediate region is both metallic and magnetic, and has been emphasized
before as the regime of interest for pnictides [Yu et al. (2009); Luo et al. (2010)].
∆n follows ∆ with decreasing U from strong coupling but it appears to survive,
albeit with a small value, in the intermediate magnetic/metallic phase. If this result
would survive the introduction of fluctuations beyond the HF approximation, the
undoped metallic magnetic state would admit weak charge stripes upon doping, a
conceptually novel result since previous stripe efforts have focused on their presence
only when doping a Hubbard insulator. For those insulators the rationale for the
presence of stripes was dominated by the fact that extra charges tend to disrupt the
regular spin order of the undoped case. Thus, to reduce this “damage” to spin order,
the extra charge is arranged forming stripes. Such a way to understand the stripes of
the cuprates can be extended to pnictides even in the magnetic and metallic regime:
the extra charge may need to be accumulated in patterns, as opposed to regularly
distributed, to minimize the energy damage to the spin order. Note also that size
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effects do not seem large here since some quantities are already converged on the
16×16 cluster (see Fig.4.2(d)).
The HF results obtained using another set of hopping amplitudes (Ref.[Raghu
et al. (2008)]) are presented in Fig.4.3. In this case, the analysis was slightly more
involved, since the convergence of the HF energy minimization was slower, with the
iterative process for convergence sometimes ending in metastable states with charge
inhomogeneous irregular patterns (but still displaying stripes locally). However, in
many cases the convergence to a nearly perfect stripe pattern was clear. Panels
Figs.4.3(a) and (c) display the charge order in the HF states at two different hni’s
and two U ’s with a magnetic undoped state (the hopping unit t1 of Ref.[Raghu et al.
(2008)] is taken as 0.2 eV here, as in Ref.[Nicholson et al. (2011)]). In both cases,
charge stripes can be identified, with ∆n growing with U , as in Fig.4.2(c). At U =0.50
the charge gap is negligible, so these (weak) charge stripes appear in the metallic
magnetic state. The associated spin patterns also present a striped arrangement, and
the spin and charge stripes are perpendicular. There are some differences between the
stripes of Figs.4.1 and 4.3, such as the stripe periodicity. These differences are to be
expected since both sets of hopping parameters were constructed to produce similar
undoped Fermi surfaces but their full band structures are different. However, it must
be emphasized that with both sets of hoppings, charge stripes are found in several
cases and, thus, their existence is a qualitative conclusion of our HF investigations.

4.3.1

Preliminary studies of the influence of Co doping on a
striped state

The striped states found here could be of relevance to explain the static nematic
state found via STM [Chuang et al. (2010)]. To test this hypothesis, a randomlychosen set of lattice sites was selected to simulate the presence of Co-dopants via
an on-site energy , and then the minimization of the HF model was again carried
out in that background. A typical result is shown in Fig.4.4(a). It is observed that
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Figure 4.3: (a) Charge striped state solution of the HF two-orbital Hubbard model,
using the hoppings of Ref.[Raghu et al. (2008)], hni=2.36, U =0.50, and JH /U =0.25.
The size of the circles is proportional to the charge, with nmax =2.365 and nmin =2.361
(a very weak charge stripe). (b) Spin state associated with (a). (c) Same as (a) but
for U =0.90, hni=2.14, nmax =2.141, and nmin =2.139 (d) Spin state associated with
(c).
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Figure 4.4: (a) Ground state of the HF Hamiltonian at hni=2.56, U =1.0, and
JH /U =0.25, using the SK hoppings [Daghofer et al. (2008); Moreo et al. (2009b)]
In the 16 sites shown in grey, there is an on-site energy =-0.85, that simulates
the presence of quenched disorder, such as caused by Co doping. (b) Monte Carlo
results (equilibrated snapshot) obtained using the two-orbital spin-fermion model of
Ref.[Yin et al. (2010)] with SK hoppings [Daghofer et al. (2008); Moreo et al. (2009b)],
hni=2.55, K=-1, JNN =JNNN =0.05, magnitude of the classical spins S=1, temperature
0.005 eV, and 45,000 steps. K is the Hund coupling between itinerant and localized
spins. JNN (JNNN ) is the Heisenberg coupling between NN (NNN) localized spins,
where NN stands for nearest neighbors and NNN for next nearest neighbors. The
small deviation from a perfect stripe is caused by temperature.
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this quenched disorder effectively cuts the long stripes into shorter segments, and
the overall state qualitatively resembles those found with STM. Of course, only a
tuning of couplings and electronic densities may render this agreement quantitative
(for instance producing features of size 8 lattice spacings, as in experiments) and that
effort is postponed for future work. Here, simply note that the charge and spin stripes
found in our study tend to be perpendicular to one another, in nice agreement with
the STM investigations.

4.3.2

Results for the spin fermion model

Striped states were also studied via the two-orbital spin-fermion model recently
proposed [Yin et al. (2010)]. Using Monte Carlo techniques [Dagotto et al. (2001)],
metastabilities limited the present effort to 8×8 clusters.

In cases where good

convergence was achieved, stripes were also found (Fig.4.4(b)). Thus, via the use
of two rather different models and techniques the presence of charge non-uniformed
states was confirmed.
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Chapter 5
Study of the magnetic state of
K0.8Fe1.6Se2
5.1

Introduction

The discovery of superconductivity (SC) with Tc ∼30 K in the heavily electrondoped 122 iron-chalcogenides K0.8 Fe2−x Se2 and (Tl,K)Fe2−x Se2 compounds [Guo et al.
(2010)] provided another way to investigate the iron-based superconductors. Recent
neutron scattering results for K0.8 Fe1.6 Se2 [Bao et al. (2011)], with the Fe-vacancies
√ √
arranged in a 5 × 5 pattern, revealed an unexpected magnetic and insulating state
involving 2×2 Fe plaquettes that have their four Fe spins ferromagnetically ordered,
and with these plaquettes coupled to each other antiferromagnetically [Ricci et al.
(2011)]. The ordered magnetic moment is 3.31 µB /Fe, which is the largest among all
Fe pnictide and chalcogenide superconductors, and the magnetic transition occurs at
a high temperature TN ≈559 K. Angle-resolved photoemission (ARPES) experiments
have revealed a Fermi surface (FS) with only electron-like pockets at Brillouin zone
(BZ) corners, showing that the nesting between hole and electron pockets [Wang et al.
(2011a,b)] is not sufficient to explain the superconducting phase in these compounds.
Moreover, several other experiments have shown the possibility of phase separation,
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which can explain some puzzling properties of these compounds. All these results
certainly have challenged prevailing ideas for the origin of SC in these materials that
were originally based on a nested FS picture and a metallic parent state [Dai and
Dagotto (2012)].
In this chapter, a more fundamental five-orbital Hubbard model, without lattice
distortions, is investigated. Our main result is that increasing the Hubbard coupling
U and the Hund coupling J, a robust region of stability of the AF1 state is found.
Our effort allows to display the regions of dominance of the many competing states
in terms of U and J/U , facilitating a discussion on possible phase transitions among
these states by varying experimental parameters. A sketch of the AF1 state and
its two main competitors, the C and AF4 states, is in Fig. 7.1. Our results agree
qualitatively in several respects with the phenomenological studies of Refs.[ Yu et al.,
2011; Yin et al., 2012] particularly if a combination of results of these investigations
is made. Finally, also note that a recent study [Lv et al. (2011)] of the three-orbital
Hubbard model [Daghofer et al. (2010b)] using mean-field techniques [Luo et al.
(2010)] has also reported the existence of an AF1 state but with orbital order (OO).
The relation with our results will also be discussed below.

5.2

Models and Methods

In this chapter, the standard five-orbital Hubbard model will be used, with the
hopping amplitudes introduced by Graser et al. (2009). By construction, this model
has a FS that is in close agreement with band structure calculations and angleresolved photoemission results for the pnictides without vacancies. The presence of
the realistic AF1 state in our results, as shown below, suggests that the same set of
hopping amplitudes can be used in a system with Fe vacancies. The electronic density
will be n=6.0, i.e. 6 electrons per Fe, for all the five-orbital model results presented
below. The couplings are the on-site Hubbard repulsion U at the same orbital and
the on-site Hund coupling J. The on-site inter-orbital repulsion U 0 satisfies U 0 =U -2J.
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Figure 5.1: (a) Sketch of the AF1 state found to be stable in a region of the U -J/U
phase diagram (see Fig. 5.2) in our HF approximation to the five-orbital Hubbard
model, in agreement with neutron diffraction [Bao et al. (2011)]. (b) A competing
state dubbed AF4 (stable at smaller J/U ’s in Fig. 5.2). (c) The C competing state.
For (b) and (c), a subset of the 10×10 cluster used is shown.
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The computational method that is employed to extract information from this fiveorbital model relies on the study of a 10×10 cluster, as sketched in Fig. 7.1(a), using
periodic boundary conditions. In this cluster, several vacancies and 2×2 building
blocks fit comfortably inside, giving us confidence that the main local tendencies to
magnetic order are not dramatically affected by size effects.
With regards to the actual many-body technique used to study the 10×10 cluster,
here the real-space Hartree-Fock (HF) approximation was employed. This HF realspace approach was preferred over a momentum-space procedure in order to allow for
the system to select spontaneously the state that minimizes the HF energy, at least for
the finite cluster here employed. In practice, the many fermionic expectation values
that appear in the HF formalism must be found iteratively by energy minimization.
At the beginning of the iterative process, both random initial conditions as well as
initial ordered states as shown in Fig. 7.1 were employed. After each of the computer
runs using different initial conditions have reached convergence, at a fixed U and J/U ,
a mere comparison of energies allowed us to find the ground state for those particular
couplings. In our setup, typical running times for one set of couplings U -J/U required
approximately 20 hours of CPU time to reach convergence [Johnson (1988)] Dozens of
computer cluster nodes have been used to complete our analysis in a parallel manner.

5.3

Results

The main results arising from the computational minimization process are summarized in the phase diagram shown in Fig. 5.2. Since the hopping parameters of
Ref.[ Graser et al., 2009] are already in eV units, our Hubbard coupling U is also
displayed in the same units. The notation for the many competing phases used
here is taken from Refs.[ Cao and Dai, 2011a,b; Yu et al., 2011; Yin et al., 2012] to
facilitate comparisons. The main result of the present work is that our phase diagram
displays a robust region where the magnetic order unveiled by neutron diffraction [Bao
et al. (2011)], see Fig. 7.1(a), is found to be stable. The ratio J/U needed for the
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Figure 5.2: Phase diagram of the five-orbital Hubbard model with 5× 5 Fe
vacancies studied via the real-space HF approximation to a 10×10 cluster, employing
the procedure for convergence described in the text. With increasing U , clear
tendencies toward magnetic states are developed. The realistic AF1 state found in
neutron scattering experiments [Bao et al. (2011)] appears here above J/U =0.15 and
for U larger than 2.5 eV. The notation for the most important states is explained in
Fig. 7.1 and for the rest in Refs.[ Cao and Dai, 2011a,b; Yu et al., 2011; Yin et al.,
2012]. The region with low-intensity yellow circles at small U is non-magnetic.
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AF1 phase to be the ground state is in good agreement with previous estimations
for the same model, although obtained in the absence of vacancies, based on the
comparison of Hubbard model results against neutron and photoemission data [Luo
et al. (2010)]. The ratio J/U is surprisingly similar between the pnictides and the
chalcogenides. With regards to the actual value of U in eV’s, the range unveiled in
previous investigations that focused on the “1111” and “122” families of pnictides was
approximately 1.5 eV (see Fig. 13 of Ref.[ Luo et al., 2010)]. The increase to 2.5 eV in
the present investigation is not surprising in view of the more insulating characteristics
of materials such as K0.8 Fe1.6 Se2 , and suggests that merely adding vacancies to the
intermediate U state of the pnictides (without vacancies) is not sufficient to stabilize
the AF1 state but an increase in U is also needed. Finally, with regards to OO, none
is observed in the AF1 state in the range of U shown in Fig. 5.2, i.e. for U ≤6 eV.
In this range, the electronic density of all the orbitals (dxz and dyz in particular)
is independent of the site location in the cluster analyzed. However, upon further
increasing U to 8 eV and beyond, the same OO pattern found in the three-orbital
model [Lv et al. (2011)] appears in our calculations (not shown explicitly), with the
populations of the dxz and dyz orbitals now being different at all sites. It seems that
with five orbitals the AF1 state manifests itself both with and without OO, depending
on U , while for three orbitals the intermediate phase with AF1 magnetic order and
without OO is not present [Lv et al. (2011)].
Together with the realistic AF1 phase, Fig. 5.2 reveals several other states, and
two of them are prominent. If keeping the ratio J/U constant but reducing U ,
the previously described C-type state (Fig. 7.1(c)) was found to be stable. This
is reasonable since without Fe vacancies this state is the dominant spin order in the
intermediate range of couplings, where the ground state is both metallic and magnetic
[Luo et al. (2010)]. In K0.8 Fe1.6 Se2 , as the bandwidth is increased by, e.g., increasing
the pressure, a transition from the AF1 to the C-state could be experimentally
observed. In these regards, our conclusions agree with Ref.[ Yin et al., 2012] that
the C-state is the main competitor of the AF1 state. However, note that other states
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Figure 5.3: Density of states of the AF1 and C phases sketched in Figs. 7.1(a,c),
at the U ’s indicated, J/U =0.25, and using a 10×10 cluster. The gap at the chemical
potential suggests that the AF1 state (U =3 and 5) is an insulator, although with a
mild U dependence in the value of this gap. On the other hand, the C state appears
to have only a pseudogap at the Fermi level.

60

reported in Ref.[ Yu et al., 2011] are also present in our phase diagram. For instance,
the AF4 state (Fig. 5.2(b)) is stable in a large region of parameter space at small values
of J/U . Thus, overall our results support a combination of the main conclusions of
Refs.[ Yu et al., 2011; Yin et al., 2012].
The density-of-state (DOS) for the AF1 phase is shown in Fig. 5.3 for representative couplings. The presence of a gap at the chemical potential indicates an insulating
state, in agreement with experiments [Bao et al. (2011)]. This is not surprising
considering that the transport of charge from each 2×2 building block to a NN block
may be suppressed due to the effective antiferromagnetic coupling between blocks, at
least at large U and J. In other words, using a tilted square lattice made out of 2×2
superspin blocks, the state is actually a staggered antiferromagnet that is known to
have low conductance. On the other hand, it is interesting to observe that the AF1
gap is only weakly dependent on U , suggesting that not only the increase in U is
responsible for the insulating behavior but there must be other geometrical reasons
that may contribute to the gap through quantum interference. This is reminiscent
of results reported years ago for the insulating CE phase of half-doped manganites,
state that is stabilized in the phase diagram even in the absence of electron-phonon
coupling due to the peculiar geometry of the zigzag chains involved in the CE state
and the multi-orbital nature of the problem, that induces a band insulating behavior
[Hotta et al. (2000)]. Thus, in agreement with recent independent observations [Yin
et al. (2012)], our results suggest that the insulator stabilized in the presence of Fe
vacancies may have a dual Mott and band-insulating character. Note also that the
competing C-state only has a pseudogap (Fig. 5.3), and thus it may be a bad metal.
With regards to the strength of the FM tendencies in each of the 2×2 building
blocks of the AF1 state, examples of the values of the magnetic moment m (in Bohr
magnetons, assuming g=2, and at J/U =0.25) are m=3.87 (U =3.0), m=3.93 (U =4.0),
and m=3.95 (U =5.0), in good agreement with neutron diffraction results m=3.3 [Bao
et al. (2011)]. Thus, the Fe spins in the AF1 superblocks are near the saturation
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value 4.0 µB at n=6.0. Note that the competing C-phase also has a surprisingly large
moment m=3.5 at U =2.0 and J/U =0.25.
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Chapter 6
Magnetic states of the
two-leg-ladder alkali metal iron
selenides AFe2Se3
6.1

Introduction

A recent fascinating new discovery in the iron-based superconductors [Johnston
(2010); Dai and Dagotto (2012); Dagotto (2013)] is the report of superconductivity in
the intercalated iron selenides K0.8 Fe2−x Se2 and (Tl,K)Fe2−x Se2 [Guo et al. (2010)].
Further investigation of iron chalcogenides could be made if the iron spins are arranged
differently than in the nearly square lattice geometry of the FeSe layers. Recently,
considerable interest was generated by the studies [Svitlyk et al. (2013); Caron et al.
(2011); Lei et al. (2011); Saparov et al. (2011); Caron et al. (2012); Nambu et al.
(2012)] of BaFe2 Se3 (the “123” compound) since this material contains chains made
of [Fe2 Se3 ]2− building blocks separated by Ba. These effective two-leg iron ladders
in BaFe2 Se3 are cut-outs of the layers of edge-sharing FeSe4 tetrahedra normally
found in layered chalcogenides. A recent remarkable development that increases the
relevance of the iron-based ladders is the following. The preparation of a single
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layer of alkali-doped FeSe with the geometry of weakly coupled two-leg ladders was
recently reported in Ref. [Wei Li (2012a)], where it was also argued that this ladder
system is superconducting based on the presence of a gap in the local density of
states. These results suggest that Fe-based ladders provide a simple playground
where even superconductivity can be explored, increasing the similarities with the
Cu-oxide ladders that are also superconducting [Dagotto (1999)].

Figure 6.1: Magnetic states observed in the phase diagrams of the multiorbital
Hubbard models used in this study, employing the geometry of a two-leg ladder.
In this chapter, results for multiorbital Hubbard models are reported. The lattice
distortions [Caron et al. (2011); Lei et al. (2011)] are partially taken into account via
the hopping amplitudes, as described below. However, part of our results presented in
the following sections show that even without lattice distortions the 2×2 block-AFM
state is stable in regions of the phase diagrams that are constructed by varying the onsite Hubbard repulsion U , the Hund coupling JH , and the electronic density n [Wei Li
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(2012b)]. In other words, our most important result is that several models, studied
with several approximations, systematically contain the block-AFM state as a robust
phase in the phase diagram. Moreover, the other recently observed [Caron et al.
(2012)] CX-state is also found in the resulting phase diagrams. Several competing
states that could be stabilized in related compounds or under pressure or via chemical
doping are also discussed.
The present study is carried out mainly using the real-space Hartree-Fock
approximation for the five-orbital Hubbard model, employing both a set of hopping
amplitudes that are deduced from first principles techniques applied to the selenide
123 ladders, as explained below, and also an “old” set of hopping that was previously
employed in layered pnictides [Graser et al. (2009)]. The purpose of using two sets
of hoppings is to gauge how sensitive the results are with regards to modifications
in those hopping amplitudes. In addition, our results for pnictide hoppings can be
considered predictions in case two-leg ladder pnictides are synthesized in the future.

6.2

Five-orbital Hubbard model, Hartree-Fock approximation, and Hopping amplitudes

The five-orbital Hubbard model and Hartree-Fock approximation used in this chapter
have all been extensively discussed in Chapter 2. In this section, the focus will be
on the derivation of the hopping amplitudes (refereed to as the selenide hoppings
in the rest of this chapter) needed for the five-orbital Hubbard model, from firstprinciples techniques, as explained below. The selenides hopping amplitudes for the
123 ladders were obtained via a first-principles density functional theory calculation
of the non-magnetic normal state. The calculation was conducted using the WIEN2K
implementation of the full potential linearized augmented plane wave method in the
local density approximation [Schwarz et al. (2002)]. The k-point mesh was taken
to be 7×15×19. The lattice constants were taken from Ref.[Caron et al. (2011)].
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Table 6 in Appendix B shows the hopping parameters calculated by representing
the resulting self-consistent Kohn-Sham Hamiltonian with low-energy ([-2.5, 2] eV)
symmetry-respecting Wannier functions [Ku et al. (2002)] with strong Fe-d symmetry.
Since the influence of the As-p orbitals are integrated into the tail of the Wannier
functions, the parameters correspond to an effective iron-only model with five orbitals
per iron. The staggered location of the selenium atoms, above and below the plane
defined by the Fe atoms, is taken into account in the calculation. For a similar
discussion in the context of the three orbital model, see Ref.[Daghofer et al. (2010b)].
Table 6 in Appendix B contains the hoppings that are needed for the full description
of the system, based on the iron locations in Fig.6.2. Note that each 5×5 matrix in
Table 6 should be considered as the hopping matrix to move from one iron to another
as indicated. For a given Fe-Fe bond, the full matrix that includes both the back and
forth processes for the hopping is of size 10×10 and it consist of a 5×5 matrix of this
table in a non-diagonal block, the transpose in the other nondiagonal 5×5 block, and
the on-site matrix (top of this table) in both diagonal blocks. Other hoppings are all
identical to one of those shown in Table 6. For instance, the hopping matrix from
Fe2 to Fe7 is the same as the hopping matrix from Fe1 to Fe8 in Table I, the hopping
matrix from Fe1 to Fe7 is the same as the hopping matrix from Fe2 to Fe8, etc.
For completeness, results using the hoppings corresponding to layered pnictides
[Graser et al. (2009)] will also be used, and the results compared with one another.
While the data gathered with the realistic selenide hoppings are our most important
set of results, contrary to naive expectations it will be shown that a reasonable
agreement is observed between these two “a priori” quite different sets of hopping
amplitudes, at least at a qualitative level. The electronic density of main interest is,
in principle, n ∼ 6.0 (i.e. 6 electrons/Fe), thus our efforts are centered at this density,
but some results varying n are shown as well (or verbally described). As explained in
previous chapters, the on-site intraorbital Hubbard repulsion is U , the Hund coupling
is JH , and the interorbital repulsion U 0 is assumed to satisfy U 0 =U -2JH . Ladders of
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Figure 6.2: Label convention of the iron sites used in Table I, adapted from Fig. 1(b)
of Ref.[Caron et al. (2011)]. The single and double lines along the y axis denote two
different lattice spacings, with specific numbers taken from Ref.[Caron et al. (2011)].
The two selenium sites denote locations above and below the plane defined by the
iron ladder.
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sizes 2×L (L=4, 8, 16, 32) were studied, and size effects were found to be mild.
Periodic (open) boundary conditions are used along the chain (rung) direction.

6.3
6.3.1

Results for the five-orbital Hubbard model
Phase diagrams and the block-AFM phase

The main results of this chapter are shown in Fig. 6.3, where the phase diagrams
varying U/W and JH /U are presented using both the realistic selenides hoppings for
the 123 ladders as well as the pnictides hoppings for comparison. The bandwidth W
of the five-orbital Hubbard model is ∼2.8 eV for the selenides hoppings, while for
the pnictides hoppings it is ∼4.8 eV [Graser et al. (2009)]. In all cases, Figs. 6.3(a-c)
show the remarkable result that the block-AFM phase found in neutron experiments
for the 123 ladders [Caron et al. (2011); Nambu et al. (2012)] becomes stable in
a robust region of the phase diagram. This is interesting since the 2×2 blocks in
√
√
ladders are not as clearly geometrically defined as in the 5 × 5 iron-vacancies
arrangements, where each of the plaquettes of the tilted square lattice of those iron
vacancies already contains a 2×2 block inside. In our two-leg ladders, on the other
hand, the ferromagnetic (FM) blocks do emerge spontaneously in the calculations
described here and in experiments as well. As explained before, the present results
were confirmed using unbiased random starting configurations for the HF expectation
values and an iterative procedure for convergence. By this procedure, the stability
of the block-AFM state was indeed tested at several points of the phase diagram.
Moreover, it is interesting that the region of stability includes the realistic ratio
JH /U = 0.25, found before to correspond to the “physical region” where a good
agreement theory-experiment was observed for the pnictides [Luo et al. (2010); Yu
et al. (2009)].
With regards to the actual value of U/W , note that the block-AFM phase is
stabilized starting at U/W ∼ 0.5 − 0.6 for the selenides hoppings [Figs. 6.3(a,b)] and
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Figure 6.3: Phase diagram of the five-orbital Hubbard model in the real-space HF
approximation. The label convention for the phases is in the upper inset and also in
Fig. 6.1. PM denotes a paramagnetic state. (a) Results for a 2×16 cluster, using the
selenides hopping amplitudes for the 123 ladders, and at electronic density n = 6.0.
(b) Same as (a) but for electronic density n = 5.75. (c) Results for a 2×32 cluster,
using the pnictides hopping amplitudes, and working at electronic density n = 6.0.
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at U/W ∼ 0.6 for the pnictide hoppings [Fig. 6.3(c)]. This is similar to the value
∼0.52 reported for K0.8 Fe1.6 Se2 in Ref.[Luo et al. (2011)] using similar techniques. The
critical U/W ’s quoted above are slightly larger than the U/W ∼ 0.31 needed for the
pnictides in the planar geometry of the “1111” and “122” materials to form the C-type
AFM state [Luo et al. (2010); Yu et al. (2009)], but note that in our present results
magnetic order in the CX channel (the analog of the C-type AFM phase) is reached at
U/W ∼ 0.3 in good agreement with those previous investigations. Considering that
it is the block-AFM state that is found experimentally for the 123-ladder selenides,
this suggest that these selenides are more strongly correlated than pnictides and their
ratios of U/W are roughly 0.5/0.3 = 1.66. Note also that the actual values of U/W
are still smaller than 1, the ratio often considered as the boundary of the strong
coupling limit, implying that the selenide ladders are still “intermediate” coupling
compounds [Dai and Dagotto (2012)]. However, the HF approximation favors ordered
states, and including quantum fluctuations the U/W needed to stabilize the blockAFM phase may exceed 1. On the other hand, note also that results in real ladders
may be influenced by the presence of a robust electron-lattice coupling (mentioned in
Refs.[Caron et al. (2011); Lei et al. (2011)]) that may render stable the block-AFM
phase even at values of U/W not as large as needed for its stabilization when based
entirely on an electronic mechanism. In spite of these caveats, it is clear that even
with lattice distortions incorporated the presence of sizable electronic correlations
appears to be important to stabilize the block-AFM state.
In the block-AFM phase found in our study the magnetic moment per Fe is large
and close to saturation. More specifically, it is ∼4.0 µB for the selenides hoppings and
∼3.9 µB for the pnictides hoppings, with small variations caused by the selection of
specific values of U . The difference with the experimental result [Caron et al. (2011)]
∼2.8 µB may be caused by the absence of fluctuations in the HF approximation
[Zhang et al. (2012)], or by the neglect of lattice distortions in our effort, as already
discussed. But at least qualitatively the large value of the magnetic moment, as
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compared with the relatively small moments reported in some layered pnictides, is
here properly reproduced.
In this chapter, square 8×8 clusters have also been studied to address the coupling
between ladders in the direction perpendicular to the legs. In practice, a weak
interladder coupling was introduced by multiplying by a small factor α=0.1 all the
hoppings connecting sites belonging to different individual 2×8 ladders (thus the 8×8
cluster has four of these two-leg ladders). Other values of (small) α were used and
the results were all similar. The main result (not shown) is that the phase diagrams
using the 8×8 clusters are virtually identical to those found for the individual twoleg ladders, for both sets of hoppings, with the only interesting detail that the
weak coupling between the ladders establishes an effective antiferromagnetic coupling
between them, as found experimentally [Caron et al. (2011)].

6.3.2

The CX phase and other competing states

It is important to remark that in all Figs.6.3 (a-c) there are several other magnetic
states in addition to the block-AFM state. In particular, the “CX” phase found
experimentally in hole-doped ladders [Caron et al. (2012)] also occupies a robust
region of the phase diagram, and it is located next to the block-AFM phase for both
the selenides 123-ladder hoppings as well as the pnictide hoppings, at the electronic
densities investigated in Fig.6.3. Its region of stability includes areas with smaller
or similar values for U/W than those where the block-AFM state is stable. Our
investigations varying n reveal that this phase is stable in a broad region of parameter
space, including the n = 5.5 electronic density corresponding to KFe2 Se3 [Caron et al.
(2012)] indicating once again a good agreement between calculations and experiments.
In fact, Fig.6.3 (b) shows that the CX state is more stable at electronic density n=5.75
than at n=6.0, compatible with experiments. The CX state can be considered closely
related to the C-AFM state of layered pnictides with the wavevector (π,0), thus its
stability particularly close to the PM state should not be too surprising.
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Varying U/W and JH /U , phases that have not been observed experimentally for
the two-leg ladders become stable. For instance, when the Hund coupling is small
compared with U , a G-type antiferromagnetic state is found, with staggered magnetic
order. In the other extreme of magnetic order, ferromagnetism is observed in a small
region of parameter space for a sufficiently large U and Hund couplings, for both sets
of hoppings. The qualitative tendency from “G” to “CX” to “block-AFM” to “FM”
with increasing JH /U at robust U/W goes together with the tendency to FM order
in the vicinity of each iron atom: for the G-state the three NN links are AFM, for
the CX-state two are AFM and one is FM, for the block-AFM state two are FM and
one AFM, and of course for the full FM state all NN links are FM.
Small “islands” of other states are also present in the phase diagram corresponding
to the pnictides hoppings, including the CY-state which is another relative of the CAFM state of the pnictides, as well as the Flux and T states (see Fig.6.1 for the spin
arrangement corresponding to these states). But it is clear that the block-AFM, CX,
G, FM, and PM states dominate the phase diagrams.

6.3.3

Density of States

The density of states (DOS) of the block-AFM state for both the cases of the
“selenides” 123-ladder hoppings and the “pnictides” hoppings are shown in Fig.6.4
for representative couplings. The presence of a gap at the chemical potential for the
block-AFM state and for both hoppings indicates an insulating state, in agreement
with experiments. While the values of the gap for the block-AFM state (∆∼0.40 eV
and ∆∼0.45 eV for the selenides and pnictides hoppings, respectively) are larger than
reported experimentally [Nambu et al. (2012); Lei et al. (2011)], the qualitative trends
are correct. Further improvement with experiments can be achieved by better fine
tuning U/W and JH /U , by adding effects arising from the three dimensionality of the
problem, incorporating other lattice distortions, etc.
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Another detail that merits a comment is that the CX phase, being closer in the
phase diagrams to the PM state than the block-AFM state is, has a metallic or weakly
insulating character that depends on specific details such as the value of U/W . At a
fixed JH /U such as 0.25, the metal-insulator transition seems to occur within the CX
phase.
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Figure 6.4: Density of states of the five-orbital Hubbard model (in the HF
approximation), at JH /U = 0.25, and the values of U/W indicated. The type of
phase state corresponding to each value of U/W is also indicated. (a) corresponds to
the selenides hoppings for the 123-ladder compound and electronic density n = 6.0.
The bandwidth W in this case is ∼2.8 eV. (b) corresponds to the pnictides hoppings,
for comparison. The electronic density is n = 6.0, and the bandwidth W is ∼4.8 eV.
In both cases, the small oscillations at U/W = 0 and in the CX phase are caused by
size effects in the long direction of the 2×16 or 2×32 clusters used and the intrinsic
small size in the rung direction.
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Chapter 7
Magnetic Phase Diagram of a
Five-Orbital Hubbard Model in
the Real-Space Hartree Fock
Approximation Varying the
Electronic Density
7.1

Introduction

Early theoretical studies of iron-based high Tc superconductors suggested a relatively
simple picture of the magnetic and superconducting properties as arising from weakcoupling Fermi surface nesting effects. However, recent experimental and theoretical
studies have unveiled a variety of compounds and chemical compositions that display a
more complex physics where intermediate-range electronic repulsion effects cannot be
neglected [Dai and Dagotto (2012)]. In particular, there are materials with no Fermi
surface nesting that nevertheless become superconducting, and there are compounds
with a very large magnetic moment in the ground state that do not fit into the weak
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coupling picture [Dagotto (2013)]. Moreover, at room temperature clear indications
of local magnetic moments exist [Gretarsson et al. (2011); Bondino et al. (2008)],
incompatible with weak coupling scenarios where the formation of moments and the
long-range order develop simultaneously upon cooling. For these reasons, a more
serious consideration of the effects of the Hubbard on-site repulsion U and on-site
Hund coupling J is needed. While this task is in principle difficult due to the scarcity
of unbiased many-body techniques that can handle a multiorbital Hubbard model, the
use of mean-field approximations can at least unveil qualitative tendencies in phase
diagrams and the characteristics of the dominant states.
The interesting recent studies, which replace entirely Fe by another 3d transition
element such as Mn or Co, motivate the present model Hamiltonian investigations,
where the electronic density per transition metal atom n is allowed to vary over a wide
range, centered at the n=6 value corresponding to pnictides and selenides where the
ground state is a C-type antiferromagnet. In previous efforts, the G-type AFM state
at n=5 was already reported [Calderón et al. (2012); Bascones et al. (2012)]. Other
investigations assign a crucial role to the n=5 G-type AFM state to understand the
physics of the n=6 limit [Misawa et al. (2012)]. In some studies the superconducting
state of pnictides is visualized as emerging from the n=5 G-type insulator [Luca de’
Medici (2012)] as opposed to being induced from the C-type antiferromagnetic metal
of n=6. All these previous efforts provide additional motivation for our studies in
this section. Thus, drastically altering the electronic concentration far away from
n=6 may lead to interesting perspectives to understand the pnictide and selenide
superconductors.

7.2

Model and Method

In this chapter, a five-orbital Hubbard model, which is exclusively based on
electrons that are located in the Fe 3d orbitals, will be used, with emphasis on the
magnetic states that are obtained by varying couplings and the electronic density
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n. Superconducting tendencies will not be investigated here. With regards to the
tight-binding parameters, the set of hoppings used in the present effort is taken from
Ref. [Graser et al. (2009)], which provides a Fermi surface that compares well with
experiments and band structure calculations for the pnictides. The overall conclusions
of our study are sufficiently generic that they are likely to be valid even if other set
of hoppings are used, although certainly the details and actual critical couplings will
change from set to set. The approximate bandwidth W of the tight-binding hopping
term is 4.7 eV, and the ratio U/W should be used to judge whether the phases of
interest are or not, e.g., in the strong coupling regime where U/W ∼ 1. A ratio
U/W ∼ 0.5 is more typical for the location of the experimentally relevant phases
based on previous Hartree Fock investigations [Dai and Dagotto (2012); Luo et al.
(2010)], signaling an intermediate coupling regime. However, note that the quantum
fluctuations not considered in mean-field studies will tend to increase the critical
values of U/W .
To study the ground state properties of the multiorbital Hubbard model, the realspace Hartree Fock (HF) approximation will be applied to the Coulombic interaction,
which is discussed in Chapter 2. All the numerical results are obtained using a realspace 8×8 square lattice with periodic boundary conditions.

7.3

Main Results

7.3.1

Phase Diagram

The effort described in this chapter was computationally intense, since there were two
parameters to change (U and n; J/U was fixed to 0.25, a value considered realistic
from Chapter 3) and the real-space HF process is typically characterized by a slow
convergence in the iterative process. The main result of this study is summarized in
the HF phase diagram of the five-orbital Hubbard model, varying the on-site coupling
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Figure 7.1: Magnetic states observed in the phase diagram of the five-orbital
Hubbard model used in this study, treated in the HF approximation. These magnetic
states are named as: (a) C, (b) DC, (c) G, (d) Block, (e) GC, (f) E, and (g) Flux.
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U and electron density n, shown in Fig.7.2. In Fig.7.1 the reader can find the set of
relevant states that appeared in this phase diagram.
Let us now describe in detail the results. Starting at n = 5, i.e. 5 electrons
for the five 3d transition metal orbitals, the state has a strong tendency to form a
G-type AFM state. This is to be expected given the electronic population, and this
result is in excellent agreement with experiments for BaMn2 As2 [Singh et al. (2009)]
and with previous theoretical efforts [Calderón et al. (2012); Misawa et al. (2012);
Luca de’ Medici (2012)]. The robustness of the G-AFM state suggests that using
other hoppings amplitudes, such as those more quantitatively adequate to describe
BaMn2 As2 , will likely lead to similar conclusions.
The G-AFM state has individual spins that are antiferromagnetically coupled to
their four neighbors. As n increases, growing tendencies toward developing more
ferromagnetic links are observed. In fact, the novel “GC” state (see Fig.7.1) is
stabilized next when increasing n away from 5, and this state has three AFM links
and one FM link. This state can be considered as a combination of the G-AFM
and C-AFM states, thus the notation GC. Its dominant wave vector is (π/2,π), and
the state breaks rotational invariance between the two axes x and y, as the C-AFM
states does, but also has a staggered ordered as the G-AFM state does, although
involving 2×1 blocks. Thus, with hindsight it is not surprising to find this GC state
stabilized in between the G and C states. A somewhat surprising result is that the
area of stability of the GC state also includes a region of weak U coupling at n = 6
where it is widely believed that the C-type AFM state should dominate. This CAFM state indeed is stable increasing U but not at very weak coupling. Considering
that recent Monte Carlo computational studies including lattice distortions and using
three orbitals in the context of a spin-fermion model do favor the C-AFM state [Liang
et al. (2012, 2013)], then probably the absence of lattice degrees of freedom in the
present effort may lead to a spurious larger region of stability of the GC state that
includes portions of the n = 6 axis. Thus, readers should be warned that the region
of true stability of the GC-AFM state may be smaller than the HF approximation
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suggests, particularly after lattice effects and quantum fluctuations are incorporated.
In general, only qualitative trends are expected to be robust in the present study but
not detailed quantitative aspects. The prediction arising from this effort is that it
would not be surprising to find the GC state stabilized in materials where the relevant
electronic density is approximately n=5.5.
As already mentioned, centered at n = 6 and for intermediate and large U the
C-AFM state is stabilized, in agreement with many experiments and several other
theoretical studies [Johnston (2010); Dai and Dagotto (2012); Dagotto (2013)]. Since
this state has been widely discussed before in many contexts, there is no need to
repeat those discussions and the focus here now shifts to values of n larger than 6.
In this regime, several exotic states are stabilized in the HF approximation. One
of these novel states is the “Flux” state, shown in Fig.7.1(g). Note that this state
is not collinear. A similar state has been discussed before in the context of twoorbital Hubbard models [Lorenzana et al. (2008)], and in small regions of the phase
diagram of a five-orbital Hubbard model defined on two-leg ladders [Luo et al. (2013)]
To our knowledge this Flux state has not appeared in previous studies when using
two-dimensional geometries and five-orbital models, and it has not been observed
experimentally yet.
Another exotic and novel state stabilized at n larger than 6 is the double-C,
“DC”, state shown in Fig.7.1(b). The notation double C is in reference to the
doubled period in one direction with respect to the well-known C-state. This DC
state has a spin structure factor peaked at (0,π/2) or (π/2,0) depending on the lattice
instabilities that may appear in a real system. This DC state is representative of the
previously-mentioned growing ferromagnetic tendencies with increasing n since each
spin has three (one) ferromagnetically (antiferromagnetically) aligned neighbors. It
is conceivable that with further increasing n and/or U and J, a fully ferromagnetic
state can be stabilized, as already observed in previous HF approximation studies in
other chapters, such as Chapter 5 and Chapter 6. Note also that from our results
near n=7 (Fig.7.2) there are no indications that the C-type AFM state can become
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Figure 7.2: Phase diagram of the five-orbital Hubbard model varying the onsite same-orbital repulsion U and the electronic density n (number of electrons per
transition metal site). The Hund coupling was fixed to J/U = 0.25. The notation
for the many states was explained in Fig.7.1. Light pink areas correspond to “Phase
Separation” (PS) regions where the energy vs. n curves have a negative curvature
(as described later in this chapter). In practice, at least a vestige of magnetic order
is typically found in the numerical process even for very small values of U . However,
previous experience indicates that this is likely a “Paramagnetic” (PM) state since it
is smoothly connected to the U = 0 limit. Thus, in practice the PM state is defined
as the state where the order parameter m, of any kind, is smaller than a cutoff chosen
as 4% of the saturated value for the same state at other densities or couplings. Since
the order parameters often raise steeply at the critical U that separates the PM from
magnetic states, then selecting other cutoffs give similar results. Note also that the
bandwidth W of the hopping term is 4.7 eV.
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stable at such large electronic densities, at least at the level of ground states. Thus,
the recent inelastic neutron scattering results [Jayasekara et al. (2013)] for SrCo2 As2
reporting C-type fluctuations remain paradoxical, and deserve further studies.
In addition to the dominant G, GC, C, Flux, and DC states, there are two small
regions where two exotic states, the E and Block states, are stabilized. These states
need a robust U to become stable (i.e. U/W ∼ 1 is needed for their stability) and
they have been mentioned in other contexts before. For instance, the Block-AFM
state is made of 2×2 FM blocks that are coupled antiferromagnetically. This state
was proposed to be the ground state of KFe2 Se2 in previous theoretical investigations
[Li et al. (2012)]. A similar “Block” structure has been unveiled experimentally and
theoretically in materials with iron vacancies [Dagotto (2013); Luo et al. (2011)] and
also in selenides with two-leg ladder geometries [Luo et al. (2013)]. These Block
states have individual spins with two antiferromagnetic links and two ferromagnetic
links, thus their location next to the C-AFM state is reasonable since they share this
same property. This line of reasoning is mainly of relevance for discussions involving
localized spins, as they occur at robust U . It is gratifying that the Block-AFM appears
spontaneously in our calculations without the need of introducing lattice distortions.
The other exotic state stabilized in a small region at robust U/W is the “E” state
shown in Fig.7.1(f). This state has a peak in the spin structure factor located at
(π/2,π/2), which is compatible with experimental neutron scattering results for FeTe
[Li et al. (2009)]. Historically, the E phase was reported initially in investigations of
manganites [Hotta et al. (2003)]. The existence of the E phase is also compatible
with more recent theoretical studies that used the spin-fermion model, involving
a mixture of localized and itinerant degrees of freedom with two active orbitals
[Yin et al. (2010)]. The E state was also reported by another group in previous
investigations of a five-orbital Hubbard model, using momentum-space mean-field
and Heisenberg techniques, and a different set of hopping amplitudes [Calderón et al.
(2012)], where the E-state is actually called the DS-state. Here, the historical notation
that started with the manganites is used and the state is called E. Note also that
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recent investigations suggest ferro-orbital order and a bond-order wave in Fe1.09 Te in
the regime of the E-phase [Fobes et al. (2013)], implying that the region where the
E-state is here reported to be stable should deserve further more detailed studies.
In summary, the four states G, C, E, and Block have been observed before in
different materials of the family of iron-based superconductors and in other theoretical
studies, while the possible stability of the three states GC, Flux, and DC are original
predictions of the present study. Note that the mean-field approximation used here
tends to exaggerate the presence of magnetic order.

While the predictions are

expected to be reasonable at special density fractions such as n=5, 5.5, 6, ..., the phase
diagram unveiled here at intermediate values of n is at best indicative of qualitative
tendencies that may exist, perhaps, only in the form of short-range correlations. Also
note that superconducting states have not been proposed in this mean-field study, so
the focus is only on magnetic order (and its concomitant orbital order, as described
below).

7.3.2

Magnetic Order Parameters

In Table 7.1, characteristic magnetic moments of the seven phases found in Fig.7.2 are
provided at representative couplings and densities. The values shown tend to indicate
a robust magnetic moment. However, in the phases that are in contact with the weak
coupling PM state in the phase diagram (i.e. the G, GC, and Flux states), there
is a region of rapid change in the value of the magnetic moment when magnetism
develops, as shown in Fig.7.3 and 7.4. Thus, values of the magnetic moments weaker
than those in Table 7.1 are also possible for some of the phases.
In Fig.7.3, the order parameter at n = 6 is explicitly shown, varying U . While
the C-AFM state that is stabilized at intermediate and large U is to be expected, the
presence of the GC-AFM state in the weak coupling regime is a surprise, as already
discussed. In view of the many approximations involved in arriving to this state,
it would be premature to claim that the GC-state should be stable in portions of
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Table 7.1: Magnetic moments of the seven competing states at selected couplings
and densities. The details are as follows: C-state (U =3.0, n=6.0); Flux-state (U =3.0,
n=6.5); G-state (U =3.0, n=5.0); GC-state (U =3.0, n=5.5); E-state (U =5.0, n=5.75);
Block-state (U =5.0, n=6.25); DC-state (U =5.0, n=6.75). The phases with ∗ indicates
that the magnetic moment is not the same at each site. Typically, there are four sites
that repeat themselves in most of the cases, but sometimes the periodicity involves
two sites or eight sites. The numbers used for these states in the present table are
their average values.
xz
C
0.9235
∗
Flux 0.6094
G
0.9475
GC 0.9362
E∗
0.8589
Block 0.8296
DC 0.7632

yz
x2 − y 2
0.5426 0.5678
0.6735 0.4812
0.9475 0.9242
0.7853 0.7027
0.8602 0.6063
0.8296 0.6559
0.6043 0.5470

xy
0.9499
0.8372
0.9609
0.9540
0.9843
0.9573
0.9102

z2
0.7451
0.5693
0.9682
0.8625
0.8702
0.3944
0.3611

total
3.7289
3.1692
4.7481
4.2407
4.1799
3.6667
3.1858

the phase diagram corresponding to the Fe-based compounds, but its presence in
the phase diagram can be considered as indicative of a competition between many
magnetic states.

In practice, other degrees of freedom, such as the lattice, are

probably crucial in deciding which state is the most stable in an actual compound.
Similar results were obtained at other electronic densities, as shown in Fig.7.4. At
n = 5, the G-AFM state is clearly dominant, with an order parameter (in units of
the Bohr magneton) that tends to the maximum value 5 as U grows. At the other
electronic densities shown, there is always phase competition between two or three
states, and this phase competition may preclude the order parameters from reaching
their maximum value, at least in the range studied. The transitions between different
magnetic states are of first order but the jumps in the order parameters tend to be
rather small and in some cases the curves look almost continuous.
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Figure 7.3: Hartree Fock order parameters (Bohr magneton units) vs. U at density
n = 6.0 and J/U = 0.25. The magnetic states GC and C have been presented in
Fig.7.1. The bandwidth W is 4.7 eV.
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Figure 7.4: Hartree Fock order parameters (Bohr magneton units) vs. U at J/U =
0.25 and several electronic densities: (a) n = 5.0; (b) n = 5.5; (c) n = 6.5; (d)
n = 7.0. All the states indicated are shown explicitly in Fig.7.1.
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7.3.3

Orbital Composition

The orbital compositions of the seven states unveiled in the phase diagram of Fig.7.2
are given in Table 7.2. From the perspective of these occupations, the G-AFM state
has clear indications of being an insulator since all the five orbitals are approximately
equally populated with one electron per orbital. On the other hand, most of the
orbitals of the other six states have a population substantially different from one,
potentially giving rise to a metallic state (perhaps with coexisting itinerant and
localized degrees of freedom). However, the Block-AFM state should be insulating
due to the peculiar spin geometry of the state that renders difficult for electrons to
transition from block to block while keeping the same spin orientation.

Table 7.2: Orbital compositions of the seven competing states at selected couplings
and densities. The details are as follows: C-state (U =3.0, n=6.0); Flux-state (U =3.0,
n=6.5); G-state (U =3.0, n=5.0); GC-state (U =3.0, n=5.5); E-state (U =5.0, n=5.75);
Block-state (U =5.0, n=6.25); DC-state (U =5.0, n=6.75). Similarly as in Table 7.1,
the phases with ∗ indicates that the orbital population is not the same at each
site. Typically, there are four sites that repeat themselves in most of the cases,
but sometimes the periodicity involves two sites or eight sites. The numbers used for
these states in the present table are their average values.
xz
C
1.0048
Flux∗ 1.3083
G
0.9998
GC 1.0017
E∗
1.1249
Block 1.1509
DC 1.2183

yz
x2 − y 2
1.3911 1.3659
1.2435 1.4462
0.9998 1.0029
1.1606 1.2269
1.1236 1.3758
1.1509 1.3244
1.3796 1.4397

xy
1.0099
1.1108
0.9965
1.0025
1.0046
1.0297
1.0807
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z2
total
1.2281 6.0
1.3912 6.5
1.0009 5.0
1.1083 5.5
1.1212 5.75
1.5940 6.25
1.6317 6.75

7.4

Density of States

To investigate the metallic vs. insulating characteristics of the states presented in
the phase diagram, the density of states has been analyzed. The results are shown in
Fig.7.5. The situation for the G-AFM state is clear: the state is an insulator with a
robust gap. The Block-AFM state involving spin blocks is also insulating, as discussed
above. This can be understood since in the Block-state there are no paths from one
extreme to the other of the crystal with spins displaying the same spin orientation.
The C-AFM state is metallic, in agreement with previous calculations [Luo et al.
(2010)], and the DC state is also metallic. This is reasonable since C and DC only
differ in the periodicity along the y direction (strictly speaking, for the 8×8 cluster
there is a tiny gap in the DOS for the DC-state but this is likely caused by finite-size
effects). The E-phase also displays a small gap, but it is difficult to say whether it
will become insulating or metallic in the bulk limit. Finally, the Flux state appears
to be clearly metallic, while the GC-AFM state is insulating. The latter has this
property because it is formed by isolated 2×1 spin blocks, qualitative similar to the
characteristics that led to the insulating nature of the Block-AFM state made of
isolated 2×2 spin blocks.

7.5

Phase Separation

The phase diagram shown in Fig.7.2 contain regions of phase separation (PS). The
conclusion that there are unstable regions with these characteristics in the phase
diagram was based on the study of the curvature of the E(n) vs. n curves, where
E(n) is the ground state energy at the electronic density n. Phase separation in
multiorbital systems occurs in other contexts, such as in double exchange models
for manganites [Yunoki et al. (1998a,b); Dagotto et al. (2001, 2003)], thus it is not
unexpected to find the same phenomenon in the five-orbital Hubbard model as well.
In order to visualize the presence of regions with negative curvature in the E(n) vs.
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Figure 7.5: Density of States (DOS) at representative values of couplings and
densities, corresponding to the seven magnetic states that appear in the phase
diagram of Fig. 2. (a) Flux-state (U =3.0, n=6.5); C-state (U =3.0, n=6.0); GCstate (U =3.0, n=5.5); (b) E-state (U =5.0, n=5.75); Block-state (U =5.0, n=6.25);
DC-state (U =5.0, n=6.75); (c) G-state (U =3.0, n=5.0).
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n curves it is better to introduce ∆E(n) = E(n) − E0 (n), where E0 (n) is a straight
line that joins the energies at the boundary densities of the PS region. Therefore,
∆E(n) should be positive if E(n) vs. n has a negative curvature. Some representative
results are shown in Fig.7.6, where indeed it is clear that PS exist in the regimes of
parameter space corresponding to those curves.
The two regions in which the PS state separates are in principle macroscopic in
size. However, previous experience with Mn-oxides [Dagotto et al. (2001)] suggest
that once other interactions are included, particularly the long-range portion of
the Coulomb repulsion between electrons, the PS regions become unstable. This
macroscopic separation is replaced instead by complex states that are mixtures, at
the nanometer length scale, of the two phases at the boundaries of the PS portions
of the phase diagram. In this regime, nonlinear responses to external fields could be
expected [Dagotto et al. (2001)].
Note that phase separation was also observed in previous studies of multiorbital
Hubbard models, employing related momentum-space mean-field and Heisenberg
mean-field techniques, and a different set of hopping amplitudes [Calderón et al.
(2012)]. In particular, the PS regions of Ref. [Calderón et al. (2012)] also involve the
G and C states as in our results, although in our case the GC state (not included in
the study of Ref. [Calderón et al. (2012)]) also plays an important role. Although the
agreement is not quantitative, the similarities of both studies suggest that PS must be
considered when phase diagrams of multiorbital Hubbard models are constructed. As
mentioned before, the presence of PS was also reported in recent related calculations
that employed a mean-field approximation to a model with weakly coupled electrons
having an electron- and a hole-band with imperfect nesting [Rakhmanov et al. (2013);
A.O. Sboychakov and Nori (2013)]. The qualitative agreement with these previous
results suggest once again that the PS tendency may be generic and should be
considered into future studies, and even in the interpretation of some experiments.
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Figure 7.6: Plots of ∆E(n) vs n showing the existence of negative curvature, namely
phase separation. The results were obtained for U = 4.0 and U = 3.0, J/U = 0.25,
and in the range of densities indicated. Here ∆E(n) = E(n) − E0 (n), where E(n)
is the actual ground state energy at electronic density n and E0 (n) is a straight line
that joins the energies of the two densities at the boundaries of the PS regions.
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Chapter 8
Conclusions
This dissertation investigates properties of iron-based superconductors, using multiorbital Hubbard models and the Hartree-Fock approximation, as summarised below.
In Chapter 3, the undoped limit of the multiorbital Hubbard model for pnictides
has been studied using a standard mean-field approximation in momentum space.
Within this approximation, the magnitude of the order parameter associated with
the (π, 0) magnetic order was studied varying U and J/U . In addition, the oneparticle spectral function A(k, ω) was also analyzed.

Comparing results against

neutron scattering and ARPES experiments, allow us to define regions in parameter
space, dubbed “physical regions”, where the model Hamiltonian predictions are in
qualitative agreement with the above mentioned experiments. These regions are
relatively small in size since the ground state in this regime must be simultaneously
metallic, magnetic with order parameters in the range found by neutrons, and with
Fermi surfaces containing satellite pockets induced by the magnetic state near the
Γ-point hole pockets of the original band structure. Although fluctuations beyond
the Hartree-Fock approximation are expected to enhance the physical regions, this
study still provides important constraints on the couplings to be used for theoretical
studies of multiorbital Hubbard models for pnictides.
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In Chapter 4, the numerical solution of the two-orbital Hubbard model in the HF
approximation away from half-filling has been here discussed. Charge stripes appear
at several electronic densities and in a broad range of couplings. The associated spin
and orbital properties of the HF states have been discussed as well. However, the
relevance of these states to the real pnictides is a matter that still requires further
work. On one hand, the charge stripes found here appear to have an associated spin
incomensurability. Since neutron scattering results have actually unveiled a similar
spin incommensurability in cases where nesting can be excluded, then it is important
to search for alternative explanations such as those presented here. In addition, the
stripes discussed in this effort can also provide a qualitative rationalization of the
nematic order found in STM experiments [Chuang et al. (2010)]. On the other hand,
the HF striped states are the more stable at couplings U where the undoped state is
an insulator, albeit with a small gap. However, for the hopping sets investigated here,
novel (weak) stripes were observed in the magnetic/metallic region, thus avoiding this
conceptual problem. But this interesting observation must be confirmed with more
refined calculations and using models with more orbitals. In addition, it may occur
that the surface of pnictides presents an effective U larger than in the bulk, due to
the reduction of the carrier’s bandwidth, complicating the analysis. Another issue to
consider is that the use of models with more than two orbitals may lead to an effective
electronic population in the dxz -dyz sector that is larger than 2.0, and charge stripes,
magnetism, and metallicity may coexist in a single state at couplings U larger than
those estimated to be realistic from the hni=2.0 two-orbital model analysis. All these
scenarios are speculative right now, and only further work can clarify the relevance
of the striped states presented here to the physics of the pnictides.
Chapter 5 presents real-space Hartree-Fock approximation results for the five√
√
orbital Hubbard model for the case of a 5 × 5 arrangement of Fe vacancies.
The phase diagram obtained by varying U and J/U contains the magnetic state
found in neutron diffraction experiments [Bao et al. (2011)]. This state arises at
intermediate couplings U and J/U , and in the phase diagram it is not in contact
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with the paramagnetic metallic state of the weak coupling limit. Thus, Fermi surface
nesting cannot explain the stability of the AF1 magnetic state in the presence of Fe
vacancies [Yin et al. (2012)]. The density of states shows that the AF1 state is an
insulator, but since the gap does not present a strong dependence on U its origin may
reside in a combination of Hubbard and band-insulator features. In agreement with
recent spin [Yu et al. (2011)] and spin-fermion [Yin et al. (2012)] model calculations,
several other magnetic phases were found here, suggesting that transitions among
these competing states, or among AF1 with and without OO [Lv et al. (2011)], could
be observed experimentally particularly by modifications in the carrier’s bandwidth.
In Chapter 6, the U/W -J phase diagram of the two-leg ladder compounds
BaFe2 Se3 and KFe2 Se3 was studied using the five-orbital Hubbard model and
the real-space Hartree-Fock approximation.

The richness of the reported phase

diagrams demonstrates that iron based superconductors are more complex than early
investigations based on Fermi Surface nesting ideas anticipated [Dai and Dagotto
(2012)]. More specifically, in this chapter it has been argued that the experimentally
observed CX and 2×2 block-AFM states are indeed the ground state of purely
electronic Hubbard models in robust regions of parameter space when varying U/W ,
J, and the electronic density n, at least within the HF approximation. Our results
presented in this chapter suggest that to understand the stability of the 2×2 block
states, theoretical studies of electronic models using the geometry of two-leg ladders
(much simpler than a full two-dimensional layer) may be sufficient, although for a
quantitative description quantum fluctuations and the effect of lattice distortions
may be needed. Several other magnetic phases are also predicted to become stable
in the vicinity of the CX and block-AFM states in the phase diagram.

The

experimental search for these states via chemical substitution or pressure would
be important to improve the interplay between theory and experiments for the Febased superconductors. Since these magnetic arrangements are close in energy, glassy
behavior caused by a multiplicity of energy minima is also possible [Saparov et al.
(2011)]. Finally, by comparing results using two sets of hopping amplitudes (one
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realistic for the ladder selenides and obtained via first-principles calculations, and
another borrowed from pnictides investigations), several similarities were unveiled
particularly at intermediate and large Hubbard couplings.
Finally, in Chapter 7, the phase diagram of a five-orbital Hubbard model has
been presented, working at a fixed Hund coupling J/U = 0.25, varying the Hubbard
repulsion U and the electronic density n in the range from 5 to 7, and employing the
real-space Hartree Fock approximation as the many-body technique. Qualitative
trends appear reasonable and moreover they are in good agreement with other
independent theoretical investigations, although the results cannot be considered
quantitatively accurate, due to the intrinsic deficiencies of mean-field approximations.
Three main tendencies have been identified: (i) There are multiple magnetic states
competing for space in the phase diagram. This is indicative of a complex landscape
of free energies. The results are compatible with several states already unveiled
experimentally for different compounds [Johnston (2010); Dagotto (2013)], and with
other recent mean-field studies as well [Calderón et al. (2012); Bascones et al. (2012)],
but there are phases in the present theoretical phase diagram that are novel and
worth searching for experimentally. (ii) The general tendency in the evolution of
the magnetic states with increasing n is to evolve from the G-AFM state at n=5 to
states with more ferromagnetic links as n=7 is approached, particularly at robust
J/U . (iii) There are regions in the phase diagram that present the phenomenon
of phase separation. This phenomenon was widely discussed before in manganites
[Yunoki et al. (1998a,b); Dagotto et al. (2001, 2003)], but it is only recently that this
effect has been mentioned in the context of the iron-based superconductors and their
consequences are still unclear. Moreover, the results in this chapter are compatible
with theoretical results by other groups that also reported phase separation tendencies
[Calderón et al. (2012); Rakhmanov et al. (2013); A.O. Sboychakov and Nori (2013)].
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Liang, S., Alvarez, G., Şen, C., Moreo, A., and Dagotto, E. (2012). Anisotropy
of electrical transport in pnictide superconductors studied using Monte Carlo
simulations of the Spin-Fermion model. Phys. Rev. Lett., 109:047001. 79
Liang, S., Moreo, A., and Dagotto, E. (2013). Nematic state of pnictides stabilized
by interplay between spin, orbital, and lattice degrees of freedom. Phys. Rev. Lett.,
111:047004. 79
Lorenzana, J., Seibold, G., Ortix, C., and Grilli, M. (2008). Competing orders in
FeAs layers. Phys. Rev. Lett., 101:186402. 14, 44, 80
Luca de’ Medici, Gianluca Giovannetti, M. C. (2012). Selective mottness as a key to
iron superconductors. arXiv:1212.3966. 76, 79
Luetkens, H., Klauss, H.-H., Kraken, M., Litterst, F. J., Dellmann, T., Klingeler,
R., Hess, C., Khasanov, R., Amato, A., Baines, C., Kosmala, M., Schumann,
O. J., Braden, M., Hamann-Borrero, J., Leps, N., Kondrat, A., Behr, G., Werner,
J., and Buchner, B. (2009). The electronic phase diagram of the LaO1−x Fx FeAs
superconductor. Nature Materials, 8:305–309. 3

104

Lumsden, M. D. and Christianson, A. D. (2010).

Magnetism in Fe-based

superconductors. Journal of Physics: Condensed Matter, 22(20):203203. xii, 1,
2
Luo, Q., Martins, G., Yao, D.-X., Daghofer, M., Yu, R., Moreo, A., and Dagotto,
E. (2010). Neutron and ARPES constraints on the couplings of the multiorbital
hubbard model for the iron pnictides. Phys. Rev. B, 82:104508. 49, 55, 59, 68, 70,
77, 88
Luo, Q., Nicholson, A., Riera, J., Yao, D.-X., Moreo, A., and Dagotto, E. (2011).
Magnetic state of K0.8 Fe1.6 Se2 from a five-orbital Hubbard model in the HartreeFock approximation. Phys. Rev. B, 84:140506. 70, 82
Luo, Q., Nicholson, A., Rincón, J., Liang, S., Riera, J., Alvarez, G., Wang, L., Ku,
W., Samolyuk, G. D., Moreo, A., and Dagotto, E. (2013). Magnetic states of the
two-leg-ladder alkali metal iron selenides AFe2 Se3 . Phys. Rev. B, 87:024404. 80, 82
Lv, W., Lee, W.-C., and Phillips, P. (2011). Vacancy-driven orbital and magnetic
order in (K,Tl,Cs)y Fe2−x Se2 . Phys. Rev. B, 84:155107. 55, 59, 94
Lynn, J. W. and Dai, P. (2009). Neutron studies of the iron-based family of high Tc
magnetic superconductors. Physica C: Superconductivity, 469(912):469 – 476. xii,
1, 2, 3, 4
Margadonna, S., Takabayashi, Y., McDonald, M. T., Brunelli, M., Wu, G., Liu, R. H.,
Chen, X. H., and Prassides, K. (2009). Crystal structure and phase transitions
across the metal-superconductor boundary in the SmFeAsO1−x Fx (0¡x¡0.20) family.
Phys. Rev. B, 79:014503. 3
Mazin, I. I. and Johannes, M. D. (2009). A key role for unusual spin dynamics in
ferropnictides. Nature Physics, 5:141145. 45

105

Misawa, T., Nakamura, K., and Imada, M. (2012). Ab Initio evidence for strong
correlation associated with Mott proximity in iron-based superconductors. Phys.
Rev. Lett., 108:177007. 76, 79
Miyake, T., Nakamura, K., Arita, R., and Imada, M. (2010). Comparison of Ab
initio low-energy models for LaFePO, LaFeAsO, BaFe2 As2 , LiFeAs, FeSe, and
FeTe: Electron correlation and covalency. Journal of the Physical Society of Japan,
79(4):044705. 35
Moreo, A., Daghofer, M., Nicholson, A., and Dagotto, E. (2009a). Interband pairing
in multiorbital systems. Phys. Rev. B, 80:104507. 14
Moreo, A., Daghofer, M., Riera, J. A., and Dagotto, E. (2009b). Properties of a twoorbital model for oxypnictide superconductors: Magnetic order, B2g spin-singlet
pairing channel, and its nodal structure. Phys. Rev. B, 79:134502. xv, xvi, 14, 41,
43, 44, 46, 48, 49, 52
Nambu, Y., Ohgushi, K., Suzuki, S., Du, F., Avdeev, M., Uwatoko, Y., Munakata,
K., Fukazawa, H., Chi, S., Ueda, Y., and Sato, T. J. (2012). Block magnetism
coupled with local distortion in the iron-based spin-ladder compound BaFe2 Se3 .
Phys. Rev. B, 85:064413. 10, 12, 63, 68, 72
Nicholson, A., Ge, W., Zhang, X., Riera, J., Daghofer, M., Oleś, A. M., Martins,
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Appendix A
Parameters of Five-orbital Model 1
in Chapter 3
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Table A.1: Parameters for the tight-binding portion of the five-orbital Model 1,
following a similar notation as in Ref. [Graser et al. (2009)]. The overall energy unit
is electron volts.
tmn
i=x
i = y i = xy i = xx i = xxy
i
mn = 11 −0.355 −0.17
0.21
−0.1
0.01
mn = 33
0.1
0.137
−0.03
mn = 44 0.193
−0.115
0
0
mn = 55 −0.213
0
0
mn = 12
−0.22
0
mn = 13 −0.35
0.01
0.02
mn = 14
0.55
−0.13
0.01
mn = 15 −0.25
0
mn = 34
−0.009
mn = 35
0.06
−0.06
mn = 45
−0.05
11
33
44
55
0.31 −0.25 0.43 −0.8
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i = xyy
0

i = xxyy
0
0
0
0

0

0

Appendix B
Hopping matrices for the BaFe2Se3
material obtained from first
principles techniques, used in
Chapter 6
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Table B.1: Hopping matrices for the BaFe2 Se3 material obtained from a tightbinding Wannier function analysis of the first principles results (in eV units). The
matrices are written in the orbital basis {dz2 , dx2 −y2 , dyz , dxz , dxy }. The long (short)
direction of the ladder is oriented along the y (x) axis. The convention for the iron
site labels is in Fig.6.2.
Matrix

tOnSite

tNN
leg,1→8

tNN
leg,10 →8

tNN
rung,8→7

tNN
rung,1→20

tNNN
2→8

tNNN
20 →8


−0.4604
−0.0617

 0.0534

−0.0345
−0.0178
−0.0807
−0.3276

 0.0139

 0.2734
−0.0456
0.0497
−0.2674

−0.0187

−0.1190
 0.0738
−0.0421
 0.2853

−0.1718

−0.0162
 0.0055
−0.0421
 0.2853

 0.1718

−0.0162
−0.0055
−0.0185
−0.0159

−0.1483

−0.1442
−0.0879
−0.0185
−0.0159

 0.1483

−0.1442
0.0879

−0.0617
−0.5947
−0.0851
0.0371
0.0169
−0.3276
−0.2875
0.0702
0.2661
−0.0228
−0.2674
−0.3943
0.0388
−0.3449
0.0195
0.2853
−0.3801
0.3311
0.0411
0.0098
0.2853
−0.3801
−0.3311
0.0411
−0.0098
0.0054
−0.0379
0.0837
−0.0490
−0.0017
0.0054
−0.0379
−0.0837
−0.0490
0.0017

BaFe2 Se3
0.0534
−0.0851
−0.0719
−0.0030
0.0165
−0.0139
−0.0702
−0.1477
0.0531
0.2714
0.0187
−0.0388
−0.0580
−0.0199
−0.2689
−0.1718
0.3311
−0.2881
−0.0115
−0.0259
0.1718
−0.3311
−0.2881
0.0115
−0.0259
0.1140
−0.0661
0.2117
0.0801
−0.0304
−0.1140
0.0661
0.2117
−0.0801
−0.0304
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−0.0345
0.0371
−0.0030
−0.1669
0.0286
0.2734
0.2661
−0.0531
−0.2733
−0.0373
−0.1186
−0.3449
0.0199
−0.3107
0.0147
−0.0162
0.0411
−0.0115
−0.0058
−0.2303
−0.0162
0.0411
0.0115
−0.0058
0.2303
0.0893
0.0603
0.0843
0.1823
−0.0529
0.0893
0.0603
−0.0843
0.1823
0.0529


−0.0178
0.0169 

0.0165 

0.0286 
−0.1632
0.0456
0.0228 

0.2714 

0.0373 
−0.0397
−0.0738
−0.0195

−0.2689

−0.0147
−0.1343
0.0055
0.0098 

−0.0259

−0.2303
−0.0153
−0.0055
−0.0098

−0.0259

0.2303 
−0.0153
−0.0721
−0.0118

0.0679 

0.0559 
0.0644 
0.0721
0.0118 

0.0679 

−0.0559
0.0644
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