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Abstract
Learning from visual observations is a fundamental yet challenging problem in
reinforcement learning (RL). Although algorithmic advancements combined with
convolutional neural networks have proved to be a recipe for success, current
methods are still lacking on two fronts: (a) sample efficiency of learning and (b)
generalization to new environments. To this end, we present RAD: Reinforcement
Learning with Augmented Data, a simple plug-and-play module that can en-
hance any RL algorithm. We show that data augmentations such as random
crop, color jitter, patch cutout, and random convolutions can enable simple RL
algorithms to match and even outperform complex state-of-the-art methods across
common benchmarks in terms of data-efficiency, generalization, and wall-clock
speed. We find that data diversity alone can make agents focus on meaningful
information from high-dimensional observations without any changes to the re-
inforcement learning method. On the DeepMind Control Suite, we show that
RAD is state-of-the-art in terms of data-efficiency and performance across 15
environments. We further demonstrate that RAD can significantly improve the
test-time generalization on several OpenAI ProcGen benchmarks. Finally, our
customized data augmentation modules enable faster wall-clock speed compared
to competing RL techniques. Our RAD module and training code are available at
https://www.github.com/MishaLaskin/rad.
1 Introduction
Learning from visual observations is a fundamental problem in reinforcement learning (RL). Current
success stories build on two key ideas: (a) using expressive convolutional neural networks (CNNs) [1]
that provide strong spatial inductive bias; (b) better credit assignment [2–4] techniques that are
crucial for sequential decision making. This combination of CNNs with modern RL algorithms has
led to impressive success with human-level performance in Atari [2], super-human Go players [5],
continuous control from pixels [3, 4] and learning policies for real-world robot grasping [6].
While these achievements are truly impressive, RL is notoriously plagued with poor data-efficiency
and generalization capabilities [7, 8]. Real-world successes of reinforcement learning often require
months of data-collection and (or) training [6, 9]. On the other hand, biological agents have the
remarkable ability to learn quickly [10, 11], while being able to generalize to a wide variety of unseen
tasks [12]. These challenges associated with RL are further exacerbated when we operate on pixels
due to high-dimensional and partially-observable inputs. Bridging the gap of data-efficiency and
generalization is hence pivotal to the real-world applicability of RL.
Supervised learning, in the context of computer vision, has addressed the problems of data-efficiency
and generalization by injecting useful priors. One such often ignored prior is Data Augmentation. It
∗Equal contribution.
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Figure 1: Reinforcement Learning with Augmented Data (RAD) applies data augmentations to
image-based observations for reinforcement learning. RAD can be combined with any reinforcement
learning algorithm, on-policy or off-policy, and can be used for both discrete and continuous control
tasks without any additional losses. RAD ensures that the trained policy and (or) value function
neural networks are consistent across augmented views of the image-based observations. RAD makes
no change to the underlying reinforcement learning method and no additional assumptions about the
underlying domain other than the knowledge that the agent operates from pixel-based inputs. The
simple implementation and efficiency of RAD both in terms of wall-clock and data-efficiency allow
it to be an easy plug-and-play module for any reinforcement learning set up.
was critical to the early successes of CNNs [1, 13] and has more recently enabled better supervised [14,
15], semi-supervised [16–18] and self-supervised [19–21] learning. By using multiple augmented
views of the same data-point as input, CNNs are forced to learn consistencies in their internal
representations. This results in a visual representation that improves generalization [17, 19–21],
data-efficiency [16, 19, 20] and transfer learning [19, 21].
Inspired by the impact of data augmentation in computer vision, we present RAD: Reinforcement
Learning with Augmented Data, a technique to incorporate data-augmentations on input observations
for reinforcement learning pipelines. Through RAD, we ensure that the agent is learning on multiple
views (or augmentations) of the same input (see Fig. 1). This allows the agent to improve on two
key capabilities: (a) data-efficiency: learning to quickly master the task at hand with drastically
fewer experience rollouts; (b) generalization: improving transfer to unseen tasks or levels simply by
training on more diversely augmented samples. Through RAD, we present the first extensive study of
the use of data augmentation techniques for reinforcement learning with no changes to the underlying
reinforcement learning algorithm and no additional assumptions about the domain other than the
knowledge that the agent operates from image-based observations.
We highlight the main contributions of RAD below:
• We show that simple end-to-end RL algorithms coupled with augmented data either match
or beat every state-of-the-art baseline in terms of performance and data-efficiency across
15 DeepMind Control environments [22]. A similar result has also been demonstrated in
concurrent and independent work by Kostrikov et al. [23].
• RAD significantly improves test-time generalization on several environments in the OpenAI
ProcGen benchmark suite [24] widely used for generalization in reinforcement learning.
• RAD is faster and a more compute-efficient method by significant margins compared to
state-of-the-art model-based algorithms such as SLAC [25], PlaNet [26] and Dreamer [27]
for data and wall-clock efficiency.
• Our custom implementations of random data augmentations enable us to apply augmentation
in the RL setting, where observations consist of stacked frames inputs, without breaking
the temporal information present in the stack. Our vectorized and GPU-accelerated aug-
mentations are competitive and on average faster than state-of-the-art framework APIs such
as PyTorch, showing a 2x increase in speed (see Table 5). This plug-and-play module is
publicly released here: https://www.github.com/MishaLaskin/rad.
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2 Related Work
2.1 Data Augmentation in Supervised Learning
Since our focus is on image-based observations, we cover the related work in computer vision. Data
augmentation in deep learning systems for computer vision can be found as early as LeNet-5 [1], an
early implementation of CNNs on MNIST digit classification. In AlexNet [13] wherein the authors
applied CNNs to image classification on ImageNet, data augmentations were used to increase the
size of the original dataset by a factor of 2048 by randomly flipping and cropping 224× 224 patches
from the original image. These data augmentations inject the priors of invariance to translation and
reflection, playing a significant role in improving the performance of supervised computer vision
systems. Recently, new augmentation techniques such as AutoAugment [14] and RandAugment [15]
have been proposed to further improve the performance of these systems.
2.2 Data Augmentation for Data-Efficiency in Semi & Self-Supervised Learning
Aside from improving supervised learning, data augmentation has also been widely utilized for
unsupervised and semi-supervised learning. MixMatch [18], FixMatch [28], UDA [16] use un-
supervised data augmentation in order to maximize label agreement without access to the actual
labels. Several contrastive representation learning approaches [19, 21, 20] have recently dramatically
improved the label-efficiency of downstream vision tasks like ImageNet classification. Contrastive
approaches utilize data augmentations and perform patch-wise [19] or instance discrimination (MoCo,
SimCLR) [21, 20]. In the instance discrimination setting, the contrastive objective aims to maximize
agreement between augmentations of the same image and minimize it between all other images in the
dataset [20, 21]. The choice of augmentations has a significant effect on the quality of the learned
representations as demonstrated in SimCLR [20].
2.3 Prior work in Reinforcement Learning related to Data Augmentation
2.3.1 Data Augmentation with Domain Knowledge
While not directly known for data augmentation in reinforcement learning, the following ideas can be
viewed as techniques to diversify the data used to train an RL agent:
Domain Randomization [29, 30] is a simple data augmentation technique primarily used for trans-
ferring policies from simulation to the real world where one takes advantage of the simulator’s access
to information about the rendering and physics and thus can train transferable policies from diverse
simulated experiences.
Hindsight Experience Replay [31] applies the idea of re-labeling trajectories with terminal states
as fictitious goals, improving the ability of goal-conditioned RL to learn quickly with sparse rewards.
This, however, makes assumptions about the goal space matching with the state space and has had
limited success with pixel-based observations.
2.3.2 Synthetic Rollouts using a Learned World Model
While usually not viewed as a data augmentation technique, the idea of generating fake or synthetic
rollouts to improve the data-efficiency of RL agents has been proposed in the Dyna framework [32].
In recent times, these ideas have been used to improve the performance of systems that have explicitly
learned world models of the environment and generated synthetic rollouts using them [33, 11, 27].
2.3.3 Data Augmentation for Data-Efficient Reinforcement Learning
Data augmentation is a key component for learning contrastive representations in the RL setting as
shown in the CURL framework [34], which learns representations that improve the data-efficiency
of pixel-based RL by enforcing consistencies between an image and its augmented version through
instance contrastive losses. Prior to our work, CURL was the state-of-the-art model for data-efficient
RL from pixel inputs. While the focus in CURL was to make use of data augmentations jointly through
contrastive and reinforcement learning losses, RAD attempts to directly use data augmentations for
reinforcement learning without any auxiliary loss. We refer the reader to a discussion on tradeoffs
between CURL and RAD in Section 6. Concurrent and independent to our work, DrQ [23] uses data
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augmentations and weighted Q-functions in conjunction with the off-policy RL algorithm SAC [35]
to achieve state-of-the-art data-efficiency results on the DeepMind Control Suite. On the other hand,
RAD can be plugged into any reinforcement learning method (on-policy methods like PPO [4] and
off-policy methods like SAC [35]) without making any changes to the underlying algorithm. We
further demonstrate the benefits of data augmentation to generalization on the OpenAI ProcGen
benchmarks in addition to data-efficiency on the DeepMind Control Suite.
2.4 Data Augmentation for Generalization in Reinforcement Learning
Cobbe et al. [36] and Lee et al. [37] showed that simple data augmentation techniques such as
cutout [36] and random convolution [37] can be useful to improve generalization of agents on the
OpenAI CoinRun and ProcGen benchmarks. In this paper, we extensively investigate more data
augmentation techniques such as random crop and color jitter on a more diverse array of tasks. With
our efficient implementation of these augmentations, we demonstrate their utility with the on-policy
RL algorithm PPO [4] for the first time.
3 Background
RL agents act within a Markov Decision Process, defined as the tuple (S,A, P, γ), with the following
components: states s ∈ S = Rn, actions a ∈ A either discrete (A = J) or continuous (A = Rm),
and state transition probability function, P = P (st+1, rt|st, at), which defines the task mechanics
and rewards. Without prior knowledge of P , the RL agent’s goal is to use experience to maximize
expected rewards, R =
∑∞
t=0 γ
trt, under discount factor γ ∈ [0, 1). Crucially, in RL from pixels, the
agent receives image-based observations, ot = O(st) ∈ Rk, which are a high-dimensional, indirect
representation of the state.
Soft Actor-Critic. SAC [35] is a state-of-the-art off-policy algorithm for continuous control problems.
SAC learns a policy, piψ(a|o), and a critic, Qφ(o, a), and aims to maximize a weighted objective of
the reward and the policy entropy, Est,at∼pi [
∑
t rt + αH(pi(·|ot))]. The critic parameters are learned
by minimizing the squared Bellman error using transitions, τt = (ot, at, ot+1, rt), replayed from an
experience buffer, D:
LQ(φ) = Eτ∼D
[(
Qφ(ot, at)− (rt + γV (ot+1))
)2]
. (1)
The target value of the next state can be estimated by sampling an action using the current policy:
V (ot+1) = Ea′∼pi
[
Qφ˜(ot+1, a
′)− α log piψ(a′|ot+1)
]
, (2)
where Qφ˜ represents a more slowly updated copy of the critic. The policy is learned by minimizing
the divergence from the exponential of the soft-Q function at the same states:
Lpi(ψ) = −Ea∼pi [Qφ(ot, a)− α log piψ(a|ot)] , (3)
via the reparameterization trick for the newly sampled action. α is learned against a target entropy.
Proximal Policy Optimization. PPO [4] is a state-of-the-art on-policy algorithm for learning a
continuous or discrete control policy, piθ(a|o). PPO forms policy gradients using action-advantages,
At = A
pi(at, st) = Q
pi(at, st) − V pi(st), and minimizes a clipped-ratio loss over minibatches of
recent experience (collected under piθold ):
Lpi(θ) = −Eτ∼pi [min (ρt(θ)At, clip(ρt(θ), 1− , 1 + )At)] , ρt(θ) = piθ(at|ot)
piθold(at|ot)
. (4)
Our PPO agents learn a state-value estimator, Vφ(s), which is regressed against a target of discounted
returns and used with Generalized Advantage Estimation [4]:
LV (φ) = Eτ∼pi
[(
Vφ(ot)− V targt
)2]
. (5)
RAD. When applying RAD to SAC, our data augmentations are applied to the observation passed to
Q in (1) and pi in (3). Every use of the observation in (4)-(5) for training the PPO agent is subject to
the same augmentation. However, unlike SAC, we apply the data augmentation on samples collected
from rollouts because PPO is an on-policy RL method.
4
4 Reinforcement Learning with Augmented Data
We investigate the utility of data augmentations in model-free RL for both off-policy and on-policy
settings by processing image observations with stochastic augmentations before passing them to
the agent for training. For the base RL agent, we use SAC [35] and PPO [4] as the off-policy and
on-policy RL methods respectively. During training, we sample observations from either a replay
buffer or a recent trajectory and augment the images within the minibatch. In the RL setting, it is
common to stack consecutive frames as observations to infer temporal information such as object
velocities. Crucially, augmentations are applied randomly across the batch but consistently across the
frame stack [34] as shown in Figure 2.2 This enables the augmentation to retain temporal information
present across the frame stack.
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Figure 2: We investigate eight different types of data augmentations - crop, grayscale, cutout, cutout-
color, flip, rotate, random convolution, and color-jitter. During training, a minibatch is sampled
from the replay buffer or a recent trajectory randomly augmented. While augmentation across the
minibatch is stochastic, it is consistent across the stacked frames.
Across our experiments, we investigate and ablate the following data augmentations, which are
visualized in Figure 2:
• Crop: Extracts a random patch from the original frame. For example, in DMControl we
render 100× 100 pixel frames and crop randomly to 84× 84 pixels.
• Grayscale: Converts RGB images to grayscale with some random probability p.
• Cutout: Randomly inserts a small black occlusion into the frame, which may perceived as
cutting out a small patch from the originally rendered frame.
• Cutout-color: Another variant of cutout where instead of rendering black, the occlusion
color is randomly generated.
• Flip: Flips an image at random across the vertical axis.
• Rotate: Randomly samples an angle from the following set {0◦, 90◦, 180◦, 270◦} and
rotates the image accordingly.
• Random convolution: First introduced in [37], augments the image color by passing the
input observation through a random convolutional layer.
• Color jitter: Converts RGB image to HSV and adds noise to the HSV channels, which
results in explicit color jittering.
A major issue with applying data augmentations to RL is that RL algorithms are typically run in a
minibatch setting with a dynamic dataset. In contrast, data augmentation for image-based supervised
learning assumes that the dataset is static, which enables efficient augmentation by treating the dataset
2 For on-policy RL methods such as PPO, we apply the different augmentations across the batch but
consistently across time.
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as a large, repeating and cached buffer to sample from. Since the data augmentation APIs from
popular frameworks like Tensorflow [38] or PyTorch [39] are optimized for static image datasets,
they are not suitable for augmenting stacked frames in a minibatch setting with a dynamic dataset.
Particularly, it is infeasible to augment randomly across the batch but consistently across the frame
stack without incurring significant additional wall-clock time. A key technical contribution of this
work is the custom implementation of data augmentation modules that utilize vectorization [40] and
GPU-acceleration [41] to add minimal overhead when processing stacked frames in the minibatch
setting. We show in Table 5 that our implementations are on average 2x faster compared to using the
PyTorch API. Representative code snippets are presented in appendix E, and our code is publicly
available at https://www.github.com/MishaLaskin/rad.
5 Experimental Results
5.1 Setup
DMControl: Our goal is to investigate whether data augmentation can be broadly used to improve
pixel-based RL. For this reason, we focus on studying the data-efficiency and generalization abilities
of our proposed methods. To benchmark data-efficiency, we utilize the DeepMind Control Suite
(DMControl) [22], which has recently become a common benchmark for comparing efficient RL
agents, both model-based and model-free. DMControl presents a variety of complex tasks including
bipedal balance, locomotion, contact forces, and goal-reaching with both sparse and dense reward
signals.
For DMControl experiments, we evaluate the data-efficiency by measuring the performance of our
method at 100k (i.e., low sample regime) and 500k (i.e., asymptotically optimal regime) simulator
or environment steps during training by following the setup in CURL [34]. These benchmarks are
referred to as DMControl100k and DMControl500k. For comparison, we consider six powerful recent
pixel-based methods: CURL [34] learns contrastive representations, SLAC [25] learns a forward
model and uses it to shape encoder representations, while SAC+AE [42] minimizes a reconstruction
loss as an auxiliary task. All three methods use SAC [35] as their base algorithm. Dreamer [27] and
PlaNet [26] learn world models and use them to generate synthetic rollouts similar to Dyna [32].
Pixel SAC is a vanilla Soft Actor-Critic operating on pixel inputs, and state SAC is an oracle baseline
that operates on the proprioceptive state of the simulated agent, which includes joint positions and
velocities. We also provide learning curves for longer runs and examine how RAD compares to state
SAC and CURL across a more diverse set of environments in Figure 3.3
ProcGen: Although DMControl is suitable for benchmarking data-efficiency and performance, it
evaluates the performance on the same environment in which the agent was trained and is thus
not applicable for studying generalization. For this reason, we focus on the OpenAI ProcGen
benchmarks [24] to investigate the generalization capabilities of RAD. ProcGen presents a suite
of game-like environments where the train and test environments differ in visual appearance and
structure. For this reason, it is a commonly used benchmark for studying the generalization abilities
of RL agents [36]. Specifically, we evaluate the zero-shot performance of the trained agents on
the full distribution of unseen levels. Specifically, following the setup in Cobbe et al. [24], we use
the CNN architecture found in IMPALA [43] as the policy network and train the agents using the
Proximal Policy Optimization (PPO) [4] algorithm for 20M timesteps. For all experiments, we use
the easy environment difficulty and the hyperparameters suggested in [24], which have been shown to
be empirically effective.4
5.2 Improving Data-efficiency on Deepmind Control
Data-efficiency: Mean scores shown in Table 1 and learning curves in Figure 3 show that data
augmentation significantly improves the data-efficiency and performance across the six extensively
benchmarked environments compared to existing methods. We summarize the main findings below:
3environment steps refers to the number of times the underlying simulator is stepped through. This measure
is independent of policy heuristics such as action repeat. For example, if action repeat is set to 4, then 100k
environment steps corresponds to 25k policy steps.
4We used a reference implementation publicly available at https://github.com/openai/
train-procgen.
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Figure 3: We benchmark the performance of RAD relative to the best performing pixel-based baseline
(CURL) as well as SAC operating on state input on 15 environments in total. RAD matches state
SAC performance on the majority (11 out of 15 environments) and performs comparably or better
than CURL on all of the environments tested. Results are average values across 3 seeds.
Task: walker, walk
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e
Scores at 500k environment steps
for permutations of 2 data augmentations 
Figure 4: We ablate six common data augmentations on the walker, walk environment by measuring
performance on DMControl500k of each permutation of any two data augmentations being performed
in sequence. For example, the crop row and grayscale column correspond to the score achieved
after applying random crop and then random grayscale to the input images. The vanilla Pixel SAC
baseline achieves a score of 42 on DMControl500k, suggesting that nearly all data augmentations
improve performance. However, random crop is the most effective data augmentation by a large
margin. Random crop alone improves the pixel SAC baseline performance by 22x on the walker,
walk environment.
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Table 1: We report scores for RAD and baseline methods on DMControl100k and DMControl500k.
In both settings, RAD achieves state-of-the-art performance on the majority (5 out of 6) environments.
We selected these 6 environments for benchmarking due to availability of baseline performance
data from CURL [34], PlaNet [26], Dreamer [27], SAC+AE [42], and SLAC [25]. We also show
performance data on 15 environments in total in Figure 3. Results are reported as averages across 5
seeds for 6 main environments.
500K STEP SCORES RAD CURL PLANET DREAMER SAC+AE SLACV1 PIXEL SAC STATE SAC
FINGER, SPIN 962± 16
926
± 45
561
± 284
796
± 183
884
± 128
673
± 92
192
± 166
923
± 211
CARTPOLE, SWING 847± 26
845
± 45
475
± 71
762
± 27
735
± 63 -
419
± 40
848
± 15
REACHER, EASY 952± 25
929
± 44
210
± 44
793
± 164
627
± 58 -
145
± 30
923
± 24
CHEETAH, RUN 611± 51
518
± 28
305
± 131
732
± 103
550
± 34
640
± 19
197
± 15
795
± 30
WALKER, WALK 918± 16
902
± 43
351
± 58
897
± 49
847
± 48
842
± 51
42
± 12
948
± 54
CUP, CATCH 960± 12
959
± 27
460
± 380
879
± 87
794
± 58
852
± 71
312
± 63
974
± 33
100K STEP SCORES
FINGER, SPIN 831± 30
767
± 56
136
± 216
341
± 70
740
± 64
693
± 141
224
± 101
811
± 46
CARTPOLE, SWING 813± 32
582
± 146
297
± 39
326
± 27
311
± 11 -
200
± 72
835
± 22
REACHER, EASY 510± 76
538
± 233
20
± 50
314
± 155
274
± 14 -
136
± 15
746
± 25
CHEETAH, RUN 387± 82
299
± 48
138
± 88
238
± 76
267
± 24
319
± 56
130
± 12
616
± 18
WALKER, WALK 429± 58
403
± 24
224
± 48
277
± 12
394
± 22
361
± 73
127
± 24
891
± 82
CUP, CATCH 495± 168
769
± 43
0
± 0
246
± 174
391
± 82
512
± 110
97
± 27
746
± 91
• RAD is the state-of-the-art algorithm on the majority (5 out of 6) environments on both
DMControl100k and DMControl500k benchmarks.
• RAD improves the performance of pixel SAC by 4x on both DMControl100k and DMCon-
trol500k solely through data augmentation without learning a forward model or any other
auxiliary task.
• RAD matches the performance of state-based SAC on the majority of (11 out of 15)
DMControl environments tested as shown in Figure 3.
• Random crop, stand-alone, has the highest impact on final performance relative to all other
augmentations as shown in in Figure 4.
Which data augmentations contribute the most? To understand which data augmentations are the
most helpful for DMControl, we run RAD with all possible permutations of two data augmentations
applied in sequence (e.g. crop followed by grayscale) on the Walker Walk environment and benchmark
the scores at 500k environment steps. We choose this environment because the original SAC policy
fails entirely and achieves a near-zero score in this regime, which makes it easy to interpret the source
of performance improvement. Results shown in Figure 4 suggest that while most data augmentations
improve the performance of the base policy, random crop is the most effective augmentation by
a large margin. RAD trained with random crop alone achieves the highest score out of all of the
possible pair-wise permutations. For this reason, we use random crop as the main augmentation
for results shown in Table 1.
Why is random crop so effective? Surprisingly, one data augmentation is powerful enough to
transform an agent that hardly learns, to an agent that achieves state-of-the-art performance. To
understand how random crop affects learned representations within the convolutional neural network
(CNN), we visualize a spatial attention map of the encoder. We denote the activations of the encoder
asA ∈ RC×H×W , whereC is the number of channels andH×W is the spatial dimension. Similar to
[44], we first compute a spatial attention map by mean-pooling the absolute values of the activations
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Figure 5: Spatial attention map of an encoder that shows where the agent focuses on in order to make
a decision in (a) Walker Walk and (b) Cheetah Run environments. Random crop enables the agent to
focus on the robot body and ignore irrelevant scene details compared to other augmentations as well
as the base agent that learns without any augmentation. In addition to the agent, the base cheetah
encoder focuses on the stars in the background, which are irrelevant to the task and likely harm the
agent’s performance. Random crop enables the encoder to capture the agent’s state much more clearly
compared to other augmentations. The quality of the attention map with random crop suggests that
RAD improves the contingency-awareness of the agent (recognizing aspects of the environment that
are under the agent’s control) thereby improving its data-efficiency.
Table 2: We present the generalization results of RAD with different data augmentation methods
on the three OpenAI ProcGen environments: BigFish, StarPilot and Jumper. We report the test
performances after 20M timesteps. The results show the mean and standard deviation averaged over
three runs. We see that RAD is able to outperform the baseline PPO trained on two times the number
of training levels benefitting from data-augmentations such as random crop, cutout and color jitter.
# of training
levels
Pixel
PPO
RAD
(gray)
RAD
(flip)
RAD
(rotate)
RAD
(random conv)
RAD
(color-jitter)
RAD
(cutout)
RAD
(cutout-color)
RAD
(crop)
BigFish
100 1.9± 0.1
1.5
± 0.3
2.3
± 0.4
1.9
± 0.0
1.0
± 0.1
1.0
± 0.1
2.9
± 0.2
2.0
± 0.2
5.4
± 0.5
200 4.3± 0.5
2.1
± 0.3
3.5
± 0.4
1.5
± 0.6
1.2
± 0.1
1.5
± 0.2
3.3
± 0.2
3.5
± 0.3
6.7
± 0.8
StarPilot
100 18.0± 0.7
10.6
± 1.4
13.1
± 0.2
9.7
± 1.6
7.4
± 0.7
15.0
± 1.1
17.2
± 2.0
22.4
± 2.1
20.3
± 0.7
200 20.3± 0.7
20.6
± 1.0
20.7
± 3.9
15.7
± 0.7
11.0
± 1.5
20.6
± 1.1
24.5
± 0.1
24.5
± 1.6
24.3
± 0.1
Jumper
100 5.2± 0.5
5.2
± 0.1
5.2
± 0.7
5.7
± 0.6
5.5
± 0.3
6.1
± 0.2
5.6
± 0.1
5.8
± 0.6
5.1
± 0.2
200 6.0± 0.2
5.6
± 0.1
5.4
± 0.3
5.5
± 0.1
5.2
± 0.1
5.9
± 0.1
5.4
± 0.1
5.6
± 0.4
5.2
± 0.7
across the channel dimension, i.e.,
∑
c |Ac| ∈ RH×W followed by a spatial softmax. This enables
us to visualize which regions in the image are attended to. Results in Figure 5 visualize the spatial
attention maps across a variety of data augmentations.
5.3 Improving Generalization on OpenAI ProcGen
Generalization: We evaluate the generalization ability on three environments from OpenAI Procgen:
BigFish, StarPilot, and Jumper (see Figure 6(a) and Appendix B for more detailed environment
descriptions) by varying the number of training environments and ablating for different data augmen-
tation methods. We summarize our findings below:
• As shown in Table 2, various data augmentation methods such as random crop and cutout
significantly improve the generalization performance on the BigFish and StarPilot envi-
ronments (Refer to Appendix A for learning curves).
• In particular, RAD with random crop achieves 55.8% relative gain over pixel-based PPO
on the BigFish environment.
• RAD trained with 100 training levels outperforms the pixel-based PPO trained with 200
training levels on both BigFish and StarPilot environments. This shows that data augmen-
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Figure 6: (a) Examples of seen and unseen environments on ProcGen. (b) The test performance under
the modified CoinRun. The solid/dashed lines and shaded regions represent the mean and standard
deviation, respectively.
tation can be more effective in learning generalizable representations compared to simply
increasing the number of training environments.
• In the case of Jumper (a navigation task), the gain from data augmentation is not as significant
because the task involves structural generalization to different map layouts and is likely to
require recurrent policies [24].
• To verify the effects of data augmentations on such environments, we consider a modified
version of CoinRun [36] which corresponds to a simpler version of Jumper. By following the
set up in [37], we train agents on a fixed set of 500 levels with half of the available themes
(style of backgrounds, floors, agents, and moving obstacles) and then measure the test per-
formance on 1000 different levels consisting of unseen themes to evaluate the generalization
ability across the visual changes. As shown in Figure 6(b), data augmentation methods,
such as random convolution, color-jitter, and cutout-color improve the generalization ability
of the agent to a greater extent than random crop suggesting the need to further study data
augmentations in these environments.
6 Discussion
6.1 CURL vs RAD
Both CURL and RAD improve the sample-efficiency of RL agents by enforcing consistencies in the
input observations presented to the agent. CURL does this with an explicit instance contrastive loss
between an image and its augmented version using the MoCo [21] mechanism. On the other hand,
RAD does not employ any auxiliary loss and directly trains the RL objective on multiple augmented
views of the observations, thereby ensuring consistencies on the augmented views implicitly. The
performance of RAD matches that of CURL and surpasses CURL on some of the environments in
the DeepMind Control Suite (refer to Figure 3). This suggests the potential conclusion that data
augmentation is sufficient for sample-efficient reinforcement learning from pixels. We argue that the
conclusion requires a bit more nuance in the following subsection.
6.2 Is Data Augmentation Sufficient for RL from Pixels?
The improved performance of RAD over CURL can be attributed to the following line of thought:
While both methods try to improve the sample-efficiency through augmentation consistencies (CURL
explicitly, RAD implicitly); RAD outperforms CURL because it only optimizes for what we care
about, which is the task reward. CURL, on the other hand, jointly optimizes the reinforcement and
contrastive learning objectives. If the metric used to evaluate and compare these methods is the score
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attained on the task at hand, a method that purely focuses on reward optimization is expected to be
better as long as it implicitly ensures similarity consistencies on the augmented views (in this case,
just by training the RL objective on different augmentations directly).
However, we believe that a representation learning method like CURL is arguably a more general
framework for the usage of data augmentations in reinforcement learning. CURL can be applied even
without any task (or environment) reward available. The contrastive learning objective in CURL that
ensures consistencies between augmented views is disentangled from the reward optimization (RL)
objective and is therefore capable of learning-rich semantic representations from high dimensional
observations gathered from random rollouts. Real-world applications of RL might involve performing
plenty of interactions (or rollouts) with sparse reward signals, and tasks presented to the agent as
image-based goals. In such scenarios, CURL and other representation learning methods are likely
to be more important even though current RL benchmarks are primarily about single or multi-task
reward optimization.
Given these subtle considerations, we believe that both RAD and representation learning methods
like CURL will be useful tools for an RL practitioner in future research encompassing data-efficient
and generalizable RL.
7 Conclusion
In this work, we proposed RAD, a simple plug-and-play module to enhance any reinforcement
learning (RL) method using data augmentations. For the first time, we show that data augmentations
alone can significantly improve the data-efficiency and generalization of RL methods operating from
pixels, without any changes to the underlying RL algorithm, on the DeepMind Control Suite and the
OpenAI ProcGen benchmarks respectively. Our implementation is extremely simple, efficient, and
has been open-sourced. We hope that the performance gains, implementation ease, and wall clock
efficiency of RAD make it a useful module for future research in data-efficient and generalizable RL
methods; and a useful tool for facilitating real-world applications of RL.
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A Additional Results in ProcGen
Pixel PPO
RAD (grayout)
RAD (color-jitter)
RAD (cutout-color)
RAD (random conv)
RAD (flip)
RAD (rotate)
RAD (crop)
RAD (cutout)
S
co
re
0
5
10
15
20
25
30
35
40
45
50
Timesteps
0 5×106 10×106 15×106 20×106
Train performance
(a) Train (100)
S
co
re
0
5
10
15
20
25
Timesteps
0 5×106 10×106 15×106 20×106
Test performance
(b) Test (100)
S
co
re
0
5
10
15
20
25
30
35
Timesteps
0 5×106 10×106 15×106 20×106
Train performance
(c) Train (200)
S
co
re
0
5
10
15
20
25
30
Timesteps
0 5×106 10×106 15×106 20×106
Test performance
(d) Test (200)
Figure 7: Learning curves of PPO and RAD agents trained with (a/b) 100 and (c/d) 200 training
levels on StarPilot. The solid line and shaded regions represent the mean and standard deviation,
respectively, across three runs.
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Figure 8: Learning curves of PPO and RAD agents trained with (a/b) 100 and (c/d) 200 training levels
on Bigfish. The solid line and shaded regions represent the mean and standard deviation, respectively,
across three runs.
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Figure 9: Learning curves of PPO and RAD agents trained with (a/b) 100 and (c/d) 200 training levels
on Jumper. The solid line and shaded regions represent the mean and standard deviation, respectively,
across three runs.
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Figure 10: Learning curves of PPO and RAD in the modified Coinrun. The solid line and shaded
regions represent the mean and standard deviation, respectively, across three runs.
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B Environment Descriptions in ProcGen
BigFish. In this environment, the agent starts as a small fish and the goal is to eat fish smaller than
itself. The agent can receive a small reward for eating fish and a large reward is given when it becomes
bigger that all other fish. The spawn timing, position of all fish, and style of background change
throughout the level.
StarPilot. A simple side scrolling shooter game, where the agent receive the reward by avoiding
enemy. The spawn timing of all enemies and obstacles, along with their corresponding types, are
changing throughout the level.
Jumper. An open world environment, where the goal is to find the carrot which is randomly located
in the map. Style of background, location of enemy and map structure are changing throughout the
level.
Modified CoinRun. In this task, an agent is located at the leftmost side of the map and the goal is to
collect the coin located at the rightmost side of the map within 1,000 timesteps. The agent observes
its surrounding environment in the third-person point of view, where the agent is always located at
the center of the observation. Similar to [37], half of the available themes are utilized (i.e., style of
backgrounds, floors, agents, and moving obstacles) for training.
C Implementation Details for ProcGen
For ProcGen experiments, we follow the hyperparameters proposed in [24], which are empirically
shown to be effective. Specifically, we use the CNN architecture found in IMPALA [43] as the
policy network, and train the agents using the Proximal Policy Optimization (PPO) with following
hyperparameters:
Table 3: Hyperparameters used for ProcGen experiments.
Hyperparameter Value
Observation rendering (64, 64)
Discount γ .99
GAE parameter λ 0.95
# of timesteprs per rollout 256
# of minibatches per rollout 8
Entropy bonus 0.1
PPO clip range 0.2
Reward Normalization Yes
# of Workers 1
# of environments per worker 64
Total timesteps 20M
LSTM No
Frame Stack No
Optimizer Adam
Learning rate (α) 5e− 4
D Implementation Details for DMControl
For DMControl experiments, we utilize the same encoder architecture as in [34] which is similar to
the architecture in [42]. We show a full list of hyperparameters for DMControl experiments in Table
4.
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Table 4: Hyperparameters used for DMControl experiments. Most hyperparameters values are
unchanged across environments with the exception for action repeat, learning rate, and batch size.
Hyperparameter Value
Random crop True
Observation rendering (100, 100)
Observation downsampling (84, 84)
Replay buffer size 100000
Initial steps 1000
Stacked frames 3
Action repeat 2 finger, spin; walker, walk
8 cartpole, swingup
4 otherwise
Hidden units (MLP) 1024
Evaluation episodes 10
Optimizer Adam
(β1, β2)→ (fθ, piψ, Qφ) (.9, .999)
(β1, β2)→ (α) (.5, .999)
Learning rate (fθ, piψ, Qφ) 2e− 4 cheetah, run
1e− 3 otherwise
Learning rate (α) 1e− 4
Batch Size 512 (cheetah), 128 (rest)
Q function EMA τ 0.01
Critic target update freq 2
Convolutional layers 4
Number of filters 32
Non-linearity ReLU
Encoder EMA τ 0.05
Latent dimension 50
Discount γ .99
Initial temperature 0.1
E Code for Select Augmentations
def random_crop(imgs, size=84):
n, c, h, w = imgs.shape
w1 = torch.randint(0, w - size + 1, (n,))
h1 = torch.randint(0, h - size + 1, (n,))
cropped = torch.empty((n, c, size, size),
dtype=imgs.dtype, device=imgs.device)
for i, (img, w11, h11) in enumerate(zip(imgs, w1, h1)):
cropped[i][:] = img[:, h11:h11 + size, w11:w11 + size]
return cropped
def random_cutout(imgs, min_cut=4, max_cut=24):
n, c, h, w = imgs.shape
w_cut = torch.randint(min_cut, max_cut + 1, (n,)) # random size cut
h_cut = torch.randint(min_cut, max_cut + 1, (n,)) # rectangular shape
fills = torch.randint(0, 255, (n, c, 1, 1)) # assume uint8.
for img, wc, hc, fill in zip(imgs, w_cut, h_cut, fills):
w1 = torch.randint(w - wc + 1, ()) # uniform over interior
h1 = torch.randint(h - hc + 1, ())
img[:, h1:h1 + hc, w1:w1 + wc] = fill
return imgs
def random_flip(imgs, p=0.5):
n, _, _, _ = imgs.shape
flip_mask = torch.rand(n, device=imgs.device) < p
imgs[flip_mask] = imgs[flip_mask].flip([3]) # left-right
return imgs
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Table 5: We compare the data augmentation speed between the RAD augmentation modules and
performing the same augmentations in PyTorch. We calculate the number of additional minutes
required to perform 100k training steps. On average, the RAD augmentations are nearly 2x faster
than augmentations accessed through the native PyTorch API. Additionally, since the PyTorch API
is meant for processing single-frame images, it is not designed to apply augmentations consistently
across the frame stack but randomly across the batch. Cutout and random convolution augmentations
are not present in the PyTorch API.
OURS PYTORCH
CROP 31.8 33.5
GRAYSCALE 15.6 51.2
CUTOUT 36.6 -
CUTOUT COLOR 45.2 -
FLIP 4.9 37.0
ROTATE 46.5 62.4
RANDOM CONV. 45.8 -
F Time-efficiency of Data Augmentation
The primary gain of our data augmentation modules is enabling efficient augmentation of stacked
frame inputs in the minibatch setting. Since the augmentations must be applied randomly across the
batch but consistently across the frame stack, traditional frameworks like Tensorflow and PyTorch
that focus on augmenting single-frame static datasets, are unsuitable for this task. We further show
wall-clock efficiency relative to the PyTorch API in Table 5.
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