In medical research, it is common to have doubly censored survival data: origin time and event time are both subject to censoring. In this paper, we review simple and probabilitybased methods that are used to impute interval censored origin time and compare the performance of these methods through extensive simulations in one-sample problem, twosample problem and Cox regression model problem. The use of bootstrap procedure for inference is demonstrated.
Introduction
Most statistical methods developed for the analysis of event time data assume that the origin time is known, but allow the event to be censored. Data which are censored both at the origin and at the event time are referred to as doubly censored data. HIV studies have provided many examples for doubly censored data. In this paper, we are interested in the distribution of time from HIV infection to death. The exact time of HIV infection is usually interval censored and death is subject to right censoring. This is the doubly censored situation considered here. However, that the term "doubly censored data" is also used for situations where both the origin and the event time are interval censored, for example in De Gruttola and Lagakos (1989) and Sun (2004) .
Doubly censored data can, in principle, be analyzed using a maximum likelihood approach, but this approach can be challenging, both numerically and theoretically, particularly when covariates are involved. Maximum likelihood has been applied to regression analysis of doubly censored data in Kim et al. (1993) , with both origin and event time being interval censored, using the discrete proportional hazards model. For the continuous proportional hazards model, Sun et al. (1999) propose an estimating equation procedure to estimate the regression parameters and show that the estimator is asymptotically unbiased and normally distributed. The procedure is difficult to implement and can be intractable when the sample size is large. In addition, the method is challenging to implement when the covariates are interval censored, as is the case in our motivating example of Xiang et al. (2001) . In contrast, if the origin time (HIV infection time) can be imputed reasonably, the missing value of the covariate for this study (age at the time of HIV infection) will be imputed simultaneously, then the analysis of doubly censored data with imputation is straightforward analysis of right censored data.
Imputation is a general method for missing-data problems. One simple approach is to impute infection time using the right limit of the interval in which the infection time is censored. This typically corresponds to date of diagnosis or date of study entry, and is expedient when no negative diagnostic test precedes the first positive test, as in Xiang et al.(2001) and Tillmann et al., (2001) . Another common approach is to impute infection time using the midpoint of the interval (Liu et al. 1988 ; Mariotto et al., 1992; Williams et al., 2004) . Law and Brookmeyer (1992) however have shown that, under certain distributional assumptions consistent with data from studies of HIV disease, Kaplan-Meier estimates of survival based on this method are considerably biased when censoring intervals are longer than two years. Yet another method of imputation is by the left limit of the interval. In many HIV studies however, including our motivating example, the left limit may correspond to either date of birth or a date before the HIV epidemic emerged, and in this case left point imputation is likely to be unreasonable. For this reason left limit imputation is not included in the following sections.
Other imputation methods impute the infection time of a subject based onĜ, an es- (Rubin, 1987) . Geskus (2001) compares the midpoint imputation, the conditional mean imputation, and multiple imputation methods for the bias and mean squared error (MSE) of the estimator of Kaplan-Meier curves.
In his simulation study, under some distributional assumptions for one-sample data, the conditional mean imputation stands out as the preferred method.
In Section 2, both simple imputations and probability-based imputations are outlined, and the multiple imputation inference procedure and bootstrap inference procedure are introduced. In Sections 3 and 4, simulations are described and the numerical performance of the different imputation methods is compared. Section 5 presents conclusions and further discussion.
Imputation Methods
For simplicity, let HIV infection be the origin event and death the endpoint event. Let X i and Y i denote HIV infection time and death time for subject i, i = 1, . . . , n.
We assume Y i is possibly right censored as in Sun et al. (1999) , Goggins et al. (1999) , and Pan (2001) . Imputation methods can be classified into simple imputation methods and probability-based imputation methods. 
Simple Imputation Methods

Right
Probability-based Imputation Methods
Probability-based imputation requires estimating the distribution G for HIV infection time X i based on observed intervals. The nonparametric maximum likelihood estimator (NPMLE) of G with interval censored data is fully developed in the statistical literatures. Groeneboom and Wellner (1992) characterize the NPMLE and propose an iterative convex minorant algorithm for computing the estimate. Turnbull (1976) proposes a self-consistency algorithm which can be realized as an application of the EM algorithm introduced by Dempster et al. (1977) . The details of these algorithms can be found in Sun (2006) . Turnbull's self-consistency algorithm is used throughout this paper due to its simplicity of implementation. Let h i = (h i1 , . . . , h ir i ), the conditional probability for subject i taking the value y ik is
Conditional mean imputation has been previously used (Gauvreau et al., 1994; Geskus, 2001 ) but conditional median and conditional mode appear to be new methods for imputation.
Conditional Mean Imputation (MEAN)
For subject i, the expected time of in-
Conditional Median Imputation (MEDIAN)
Infection time X i is imputed by the median of y i weighted by the probability vector h i . In case the median is not unique,X i is taken as the average of medians.
Conditional Mode Imputation (MODE)
Infection time X i is imputed by the mode of y i : the value corresponding to the maximum probability among h i . That iŝ
In case the mode is not unique,X i is taken as the average of modes.
Multiple Imputation (MI)
MI is a commonly used method. 
Random Imputation (RAND)
Randomly sample one value y ik from the vector y i using the conditional probability vector h i as weight. Then the infection time X i is imputed by y ik . This is a special case of MI where M = 1.
Bootstrap Inference Procedure
The imputation methods in the previous section provide ways to estimate population parameters of interest for doubly censored data. To derive standard errors, Rubin's variance estimation formula (Rubin, 1987) Since estimation with right censored data consumes very little in computing time, the bootstrap procedure for doubly censored data described above will not be computationally intensive, making it potentially attractive in practice. We applied all seven imputation methods described in Section 2. Results are summarized in Figure 2 . The estimate of β 1 , log(hazard ratio) of GBV-C coinfection, varies from -1.0 to -1.3 based on different imputation methods. For all but MI the 95% asymptotic standard error (ASE) CI of β 1 is the confidence interval based on the asymptotic standard error of β 1 from the Cox model, treating imputed date as if it were known. The 95% ASE CI underestimates the variability of β 1 by ignoring the imputation uncertainty and the 95% EBCI is wider than the 95% ASE CI for every imputation method except for MI.
Motivating Example
In MI, ASE is computed based on Rubin's variance formula (Rubin, 1987) to attempt to account for imputation uncertainty and only in this case is the 95% ASE CI wider than the 95% CI.
To assess the performance of point estimates based on these seven imputation methods and the validity of using bootstrap inference for doubly censored data, simulation studies are implemented. Section 3 describes the design of the simulations, and Section 4 presents the results.
Simulation Design
Simulation studies are designed (1) 
Distribution for X and Interval Censoring
The variable X is simulated from a log-normal distribution as in Goggins et al. (1999) and Pan (2001) , and is truncated with an upper limit of 65 and with parameters chosen so that the simulated data are similar to the real data in Xiang et al. (2001) . Specifically, X is distributed as log-normal LN (3.55, 0.24) and truncated to [0, 65] . To mimic screening studies, we simulate a subject's first visit as a random number from a uniform distribution U (0, 5). After the first visit, each subject is scheduled to have annual follow-ups. Whether or not a subject completes each annual follow-up is modeled as an independent Bernoulli variable. The probability of making an annual visit P can be tuned to result in intervals with specified average censoring width of w years for X. A subject's HIV infection time X i is accordingly censored between two consecutive visits,
. . , n. These intervals are then used to obtain an NPMLEĜ of G using Turnbull's self-consistency algorithm. For convenience, we refer the simulation setting described here as the G A setting.
Suppose HIV-positive subjects entered the HIV study before the year 1995. Given HIV infections before 1978 are extremely rare (Jaffe et al., 1985) it is reasonable to assume the HIV infection time X is between 1978 and 1995. The HIV infection time X is simulated from a truncated normal distribution N (1995, 5) with upper limit 1995. Assume that for half of the subjects, we are able to establish intervals for HIV infection time based on their annual seronegative tests. For these subjects, censoring intervals are generated using the algorithm described in the above paragraph. The NPMLEĜ for the distribution of X is estimated using only these subjects. For the other half of the subjects it is known only that they were HIV-positive at the time of entry. If an individual was born before 1978, we use 1978 as the left limit, otherwise we use his/her birth year as this person's left limit.
For convenience, we refer the simulation setting described here as the G B setting. Table 1 summarizes both G A and G B settings and Figure 1 portrays the distribution of X in these two settings.
Distribution for T and Right Censoring
For the one-sample problem, survival time T is simulated from a Weibull distribution the survival time T is subject to right censoring. The coefficient a can be tuned so that P r(T ≤ C) = 0.9, that is T is subject to 10% random right-censoring.
For each problem, 1000 independent doubly censored data sets are repeatedly simulated.
For each simulated dataset, 1000 bootstrap datasets are generated to obtain the 95% 
Simulation Results
One-sample Problem
The survival probability S(t) at 2.5, 5, 7.5 and 10 years after HIV infection is estimated by the Kaplan-Meier estimator, using different imputation methods to impute infection time X. The probability of making an annual visit is chosen to be P = 0.3, which results in an average interval width about 5.3 years. Seven imputation methods are compared with respect to bias, mean squared error (MSE) and coverage probability of 95% EBCI. is defined as the probability that the 100(1 − α)% EBCI of S exclude 0, based on data simulated under the null hypothesis H 0 .
The results for power and size comparison in the G A and G B settings are shown in Table   3 . In the G A setting, the probability of making an annual visit P is set as 0.3 for both groups resulting in a mean interval width w = 5 years for each group. For each imputation method, the power of the ELR test and of the regular logrank test are similar. The power based on MODE and RAND tends to be smaller than that from the other imputation methods. Overall, the loss in power using MEAN imputation is ignorable comparing to the EXACT approach where the original time is known. The size of the logrank test is close to the 5% nominal level. The size of the ELR test is also close to the 5% nominal level, except that the size based on MODE or RAND tends to be lower than nominal.
Overall, the size of both tests based on MEDIAN is closer to the 5% nominal level than that of other imputation methods.
In the G B setting, the probability of making an annual visit P is again 0.3 but for half of subjects, the other half having the left limit of the interval being 1978. The power of the ELR test is similar to that of the logrank test. Overall, the power based on the MEDIAN and MEAN is greater than the one based on other imputation methods. The MID, MODE and RAND methods perform worst in term of power. The size of the logrank test based on methods MID is lower than nominal. The size of the ELR test based on methods MID, MODE, and RAND is also low.
In the case where the mean interval width w is 2.1 years (P = 0.65) for both groups in the G A setting (Table 4 ), the power of each imputation method is closer to the test with exact data comparing to the scenario where mean interval width is about 5 years. This is reasonable since more information is lost in the case of heavy interval censoring for origin event. The sizes of the ELR test and the regular logrank test are comparable and close to the 5% nominal level.
Cox Regression Problem
For doubly censored data with interval censored HIV infection time X, once X is imputed using the imputation methods described in Section 2, we can make inference Table 5 .
In the G A setting, the estimator of β 1 is a little biased (towards 0) for all seven imputation methods with the bias percentage ranging from 1.2-4.3%. The method MID has the smallest bias, followed by the RIGHT, MEAN, MODE and MEDIAN. The estimator based on RAND and MI has relatively larger bias. These results are based on the same 1000 simulated data sets for each of the seven imputation methods. Treating each simulated data as a block, a two-way ANOVA can be carried out to test for differences among biases of the seven imputation methods. Overall, biases of seven imputation methods differ significantly (F 6,6×999 = 37.69, p < 0.001). The bias using the MID method is significantly smaller than the bias based on any other imputation method (p < 0.001). The mean asymptotic standard error (ASE) ofβ 1 based on MI is slightly larger than those based on other imputation methods, since it incorporates the between-imputation variability using Rubin's variance formula (Rubin, 1987) . There are some differences (F 6,6×999 = 2.61, p = 0.016) among the MSEs of the seven imputation methods but the differences are small. Table 5 gives coverage probability, power and size for testing β 1 = 0 based on two different estimation procedures. The first is based on the asymptotic standard error using the normality assumption ofβ 1 . The second is based on the 2.5% and 97.5% empirical bootstrap quantiles.
All seven imputation methods work reasonably well. For the method MI, the coverage probability of 95% ASE CI is slightly bigger than 0.95; the ASE power is the smallest one; and the ASE size is below the 5% nominal level.
In the G B setting the estimator of β 1 also shows some bias towards 0 for all 7 impu-tation methods. The estimateβ 1 based on any imputation method is small with the bias percentage ranging from 1.6-4.7%. The method MID has the largest bias; the methods MEAN and MEDIAN have the smallest biases. Overall, there are significant differences between the seven imputation methods in biases (F 6,6×999 = 41.95, p < 0.001). The bias using the MID method is significantly larger than the bias based on any other imputation method (p < 0.001). Again, the mean ASE ofβ 1 based on MI is slightly bigger than the one based on other imputation methods. There are significant differences (F 6,6×999 = 4.92, p < 0.001) among the MSEs based on the 7 imputation methods. All imputation methods work reasonably well for the coverage probability of 95% CI, power and size. For the method MI, the coverage probability of 95% ASE CI is slightly bigger than 0.95; the ASE power is the smallest one except MID; and the ASE size is below the 5% nominal level.
In the scenario G A with light interval censoring for HIV infection time (w = 2.1 years, Table 6 ), the bias ofβ 1 shrinks for every imputation method, resulting in bias percentage ranging from 1-2%. In the scenario G B with light interval censoring for HIV infection time (w = 2.1 years, Table 7 ), the bias ofβ 1 also shrinks for every imputation method, resulting in bias percentage ranging from 0.5-4.3%.
Discussion
In the one-sample scenario, the method RIGHT does not perform well in terms of estimating the Kaplan-Meier curve. The method MID works very well in the G A setting, but fails in the G B setting, when half of the left limits of the interval correspond to the date 1978. Caution is therefore suggested in using simple imputation methods to impute the actual HIV infection time. The probability-based imputation methods perform well for estimating the Kaplan-Meier curve in both simulation settings. Methods MEDIAN and MODE stand out as preferred ones in estimating Kaplan-Meier curve.
In the two-sample scenario, the regular logrank test and empirical logrank test perform In all the problems considered, as the interval width decreases, the performance of each imputation method improves. In the simulation studies, note also that ignoring the uncertainty in the imputed date of origin event, the usual inference based on the ASE performs surprisingly well. The bootstrap inference procedure is recommended, however, since the computational demand with imputation methods is not excessive. Zhang et al. (2008a) propose a Bayesian approach to analyze doubly censored data by making a parametric assumption for the interval censored origin and treating it as an unknown quantity. This approach could be used as an alternative to the bootstrap inference procedure. 
