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Abstract
In this paper, we propose to implement the EM algorithm to compute restricted
maximum likelihood estimates of both the average effects and the unit-specific coef-
ficients as well as of the variance components in a wide class of heterogeneous panel
data models. Compared to existing methods, our approach leads to unbiased and
more efficient estimation of the variance components of the model without running
into the problem of negative definite covariance matrices typically encountered in
random coefficient models. This in turn leads to more accurate estimated standard
errors and hypothesis tests. Monte Carlo simulations reveal that the proposed es-
timator has relatively good finite sample properties. In evaluating the merits of our
method, we also provide an overview of the sampling and Bayesian methods com-
monly used to estimate heterogeneous panel data. A novel approach to investigate
heterogeneity of the sensitivity of sovereign spreads to government debt is presented.
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1 Introduction
This paper considers the problem of statistical inference in random coefficient panel data
models, when both N (the number of units) and T (the number of time periods) are quite
large. In the presence of heterogeneity, the parameters of interest may be the unit-specific
coefficients, their expected values, and their variances over the units. Two main estimators
for the expected value of the random coefficients are used in the literature. Pesaran and
Smith (1995) suggest estimating N time series separately to then obtain an estimate of
the expected value of the unit-specific coefficients by averaging the OLS estimates for each
unit. They call this procedure Mean Group estimation. Alternatively, under the assumption
that the coefficients are random draws from a common distribution, one can apply Swamy
(1970) GLS estimation, which yields a weighted average of the individual OLS estimates.1
However, as in the error-component model, the Swamy estimator of the random coefficient
covariance matrix is not necessarily nonnegative definite. Our aim is to investigate the
consequences of this drawback in finite samples, in particular when testing hypotheses. At
the same time, we propose a solution to the above mentioned problem by applying the
EM algorithm. In particular, following the seminal papers of Dempster et al. (1977), and
Patterson and Thompson (1971), we propose to estimate heterogeneous panels by applying
the EM algorithm to obtain tractable closed form solutions of restricted maximum likelihood
(REML) estimates of both fixed and random components of the regression coefficients as
well as the variance parameters. The proposed estimation procedure is quite general, as we
consider a broad framework which incorporates various panel data models as special case.
Our approach yields an estimator of the average effects which is asymptotically related to
both the GLS and the Mean Group estimator, and which performs relatively well in finite
sample as shown in our limited Monte Carlo analysis. We also review some of the existing
sampling and Bayesian methods commonly used to estimate heterogeneous panel data, to
highlight similarities and differences with the EM-REML approach.
Both the EM and the REML are commonly used tools to estimate linear mixed models
but have been neglected by the literature on panel data with random coefficients.2 The EM
1Swamy focuses on estimating the average effects while the random effects are treated as nuisance para-
meters and conditioned out of the problem. However, the estimation of the random components of the model
becomes crucial if the researcher wishes to predict future values of the dependent variable for a given unit
or to describe the past behavior of a particular individual. Joint estimation of the individual parameters
and their mean has been proposed by Lee and Griffiths (1979). Joint estimation in a Bayesian setting has
been suggested by Lindley and Smith (1972), and has been further studied by Smith (1973), Maddala et al.
(1997) and Hsiao, Pesaran and Tahmiscioglu (1999). A good survey of the literature is provided by Hsiao
and Pesaran (2008), and Smith and Fuertes (2016).
2For discussions on EM and REML estimation of linear mixed models, see Harivlle (1977), Searle and
Quaas (1978), Laird and Ware (1982), Pawitan (2001), and McLachlan and Krishnan (2008), among others.
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algorithm has also recently gained attention in the finance literature. Harvey and Liu (2016)
suggest a similar approach to ours to evaluate investment fund managers. The authors focus
on estimating the fund-specific random effects population (“alphas”) while the other coef-
ficients of the model (“betas”) are assumed to be fixed. Instead, we consider a different
framework where both the intercept and slope parameters are a function of a set of explanat-
ory variables and are randomly drawn from a common distribution. We derive an expression
for the likelihood of the model accordingly. More importantly, differently from Harvey and
Liu, our goal is to illustrate the advantages of the EM-REML approach in estimating a
general class of heterogeneous panel data models, in relation to the existing methods.
First, estimating heterogeneous panels by EM-REML yields unbiased and more efficient
estimation of the variance components. This is important as the unbiased estimator of the
variance-covariance matrix of the random coefficients proposed by Swamy (1970) is often
negative definite. In such cases, the author suggests eliminating a term to obtain a non-
negative definite matrix. This alternative estimator is consistent when T tends to infinity
but it is severely biased in small samples. As shown in the Monte Carlo analysis, this
in turn leads to biased estimated standard errors and may affect the power performances
of the GLS estimator. Compared to Swamy estimator, the EM-REML method leads to
remarkable reduction of the bias and root mean square errors of the estimates of the random
coefficient variances. As a results, the estimated standard errors have lower bias, leading
to more accurate hypothesis tests. A valid estimator of the random coefficient covariance
matrix is also important to correctly detect the degree of coefficient heterogeneity. As noted
by Trapani and Urga (2009), the latter plays a crucial role on the forecasting performance
of various panel estimators, while other features of the data have a very limited impact.
Therefore, our estimator of the covariance matrix may be considered by applied researchers
to choose the appropriate estimator for forecast purposes.
Lee and Griffiths (1979) derive a recursive system of equations as a solution to the max-
imization of the likelihood function of the data which incorporates the prior likelihood of the
random coefficients. However, we demonstrate that their estimate of the random coefficients’
variance-covariance matrix does not satisfy the law of total variance. This is not the case
when using the EM algorithm. Differently from Lee and Griffiths, we consider the joint like-
lihood of the observed data and the random coefficients as an incomplete data problem (in a
sense which will be more clear later on). We show that maximizing the expected value of the
joint likelihood function with respect to the conditional distribution of the random effects
given the observed data is necessary for the law of total variance to hold.
Another interesting feature of the EM (compared to the papers mentioned in the above
paragraph) is that it allows us to make inference on the random effects’ population. Indeed,
in general, it gives a probability distribution over the missing data.
The random effects are estimated by the mean of their posterior distribution, under the
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assumption that the regressors are strictly exogenous. Substituting the unknown variance
components by their estimates yields the empirical best linear unbiased predictor. We also
note that the EM-REML estimator of the average effects is related to the empirical Bayesian
estimator described in Hsiao, Pesaran and Tahmiscioglu (1999). The EM-REML estimators
of the variance components are analogous to the Bayes mode of their posterior distribution,
derived in Lindley and Smith (1972). In view of the relatively good finite-sample perform-
ances, the EM approach should be regarded as a valid alternative to Bayesian estimation in
those cases in which the researcher wishes to make inference on the random effects distri-
bution while having little knowledge on what sensible priors might be. At the same time, a
drawback of the Bayesian approach is that, when sample sizes is not too large (relative to
the number of parameters being estimated), the prior choice will have a heavy weight on the
posterior, which will consequently be far from being data dominated (Kass and Wasserman,
1996). To illustrate, Hsiao, Pesaran and Tahmiscioglu (1999), suggest using the Swamy co-
variance’s estimator as a prior input for the random coefficient covariance matrix. However,
they note that the latter affects the empirical and hierarchical Bayes estimates of the regres-
sion coefficients adversely, especially when the degree of coefficient heterogeneity decreases.
Alternatively, when considering a diffuse prior, their Gibbs sampling algorithm breaks down
completely in some experiments. Another merit of our method is to overcome this problem.
The proposed econometric methodology is used to study the determinants of the sensit-
ivity of sovereign spreads with respect to government debt. While there is a large literature
on the empirical determinants of sovereign yield spreads there is no work, to the best of our
knowledge, which tries to explain and quantify the cross-sectional difference in the reaction
of sovereign spreads to change in government debt.3 First, we show that financial markets
reactions to an increase in government debt are heterogeneous. We then model such reac-
tions as function of macroeconomic fundamentals and a set of explanatory variables which
reflect the history of government debt and economic crises of various forms. We find that
country-specific macroeconomic indicators, commonly found to be significant determinants
of sovereign credit risk, do not have any significant impact on the sensitivity of spreads to
debt. On the other hand, history of repayment plays an important role. A 1% increase in
the percentage of years in default or restructuring domestic debt is associated with around
0.35% increase in the additional risk premium in response to an increase in debt.
The paper is organized as follows. Section 2 describes the regression model and its main
assumptions. In Section 3 an expression for the likelihood of the complete data, which
includes both the observed and the missing data, is obtained. The restricted likelihood is
also derived. Section 4 illustrates the use of EM algorithm and shows how to perform the two
3The effects of macroeconomic fundamentals on sovereign credit spreads are examined in Akitoby and
Stratmann (2008), Bellas et al. (2010), Edwards (1984), Eichengreen and Mody (2000) and Hilscher and
Nosbusch (2010), among others.
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steps of the EM algorithm, called the E-step and the M-step. We compare the EM-REML
approach with alternative methods in Section 5. The problem of inference in finite sample
is addressed in Section 6. Results from Monte Carlo experiments are shown in Section 7. In
Section 8, we employ the econometric model to study the determinants of the sensitivity of
sovereign spreads. Finally, we conclude.
2 A Mixed Fixed and Random Coefficient Panel Data
Model
We assume that the dependent variable, yit, is generated according to the following linear
panel model with unit-specific coefficients,
yit = ci + x′itβi + εit, (1)
for i = 1, .., N and t = 1, .., T , where xit is a K×1 vector of exogenous regressors. The model
can be written in stacked form
yi = Ziψi + εi, (2)
where yi is a T × 1 vector of dependent variables for unit i, and Zi is a T × K∗ matrix of
explanatory variables, including a vector of ones.4 Following Hsiao et al. (1993), in order to
provide a more general framework which incorporates various panel data models as special
case, we partition Zi and ψi as
Zi =
[
Z¯i Zi
]
, ψi =
[
ψ1i
ψ2i
]
,
where Z¯i is T × k∗1 and Zi is T × k∗2, with K∗ = k∗1 + k∗2. The coefficients in ψ1i are assumed
to be constant over time but differ randomly across units. Individual-specific characteristics
are the main source of heterogeneity in the parameters:
ψ1i = Γ1f1i + γi, (3)
where γi is a k∗1 × 1 vector of random effects, Γ1 is a (k∗1 × l1) matrix of unknown fixed
parameters, and f1i is a l1× 1 vector of observed explanatory variables that do not vary over
time (for instance, Smith and Fuertes (2016) suggest using the group means of the xit’s). The
first element of f1i is one to allow for an intercept. The coefficients of Zi are non-stochastic
and subject to
ψ2i = Γ2f2i, (4)
4To make notation easier, we assume that T = Ti, for all i, although the results are also valid for an
unbalanced panel.
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where Γ2 is a (k∗2 × l2) matrix of unknown fixed parameters, and f2i is a l2 × 1 vectors of
observed unit-specific characteristics. Equations (3) and (4) can be rewritten as
ψ1i =
(
f ′1i ⊗ Ik∗1
)
Γ¯1 + γi,
ψ2i =
(
f ′2i ⊗ Ik∗2
)
Γ¯2,
(5)
where Γ¯j = vec (Γj), which is a k∗j lj-dimensional vector and Fji =
(
f ′ji ⊗ Ik∗j
)
is a k∗j × k∗j lj
matrix, for j = 1, 2. Substituting (5) into (2) yields
yi = WiΓ¯ + Z¯iγi + εi, (6)
for i = 1, .., N , where
Wi
T × K¯
=
[
Z¯iF1i ZiF2i
]
, Γ¯
K¯ × 1
=
[
Γ¯1
Γ¯2
]
,
with K¯ = (k∗1l1 + k∗2l2). We assume that:
(i) The regression disturbances are independently distributed with zero means and vari-
ances that are constant over time but differ across units:
εit ∼ IIN(0, σ2εi). (7)
(ii) xit and εis are independently distributed for all t and s (i.e. xit are strictly exogenous).
Both set of variables are independently distributed of γj, for all i and j.
(iii) f1i and f2i are independent of the εjt’s and γj, for all i and j.
(iv) The vector of unit-specific random effects is independently normally distributed as5
γi ∼ IIN(0,4), ∀i. (8)
Special Cases. Many panel data models can be derived as special cases of the model
described in equation (6). Among others:
1. Models in which all the coefficients are stochastic and depend on individual-specific
characteristics can be obtained from (6) by setting Zi = 0.
2. Swamy (1970) random coefficients model requires Zi = 0, and f1i = 1, for all i = 1, .., N ,
while Γ¯ = ψ is a K∗ × 1 vector of fixed coefficients.
5In a previous version of this paper we noted that in our setting one can easily allow for heteroskedasticity
of unknown functional form, by letting var (γi | fi) to be different from var (γj | fj), for i 6= j.
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3. The correlated random effects (CRE) model proposed by Mundlak (1978) and Cham-
berlain (1982) can be obtained by setting Z¯i = ι (where ι is a vector of ones), f1i
contains x¯i, the average over time of the xit’s; f2i = 1 for all i, which implies that
ψ2i = ψ2 is a vector of common coefficients..
4. Error-components models (as described in Baltagi (2005) and in Hsiao (2003)) which
are a special case of the CRE model with f1i = 1 for all i and Γ1 ≡ c ∈ R.
5. Model with interaction terms (e.g. Friedrich (1982)): Z¯i = 0 and for instance f2i = 1,
while Zi contains the interaction terms.
6. Common Model for all cross-sectional units: Z¯i = 0, and f2i = 1 for all i.6
3 Likelihood of the Complete Data
Define the full set of (fixed) parameters to be estimated as
θ = (Γ¯′, σ2ε , ω′)′ = (θ′1, ω′)′,
where σ2ε = (σ2ε1, .., σ2εN) and ω is a vector containing the non-zero elements of the covariance
matrix 4. We consider the unobserved random effects, γ = (γ′1, .., γ′N)′, as the vector of
missing data, and (y′, γ′)′ as the complete data vector. Following the rules of probability, the
log-likelihood of the complete data is given by
logL(y, γ; θ) = logf(y | γ; θ1) + logf(γ;ω), (9)
which is the sum of the conditional log-likelihood of the observed data and the log-
likelihood of the missing data.7 Using assumption (8), the joint log-likelihood of the vector
of missing data can be written as
logf(γ) =
N∑
i=1
logf(γi) = µ1 +
N
2 log | 4
−1 | −12
N∑
i=1
γ′i4−1γi. (10)
We now derive the likelihood of y = (y′1, .., y′N)′ given γ. From (6) we can easily obtain
the conditional expectation and variance of yi, which are given by E(yi | γi) = WiΓ¯ + Z¯iγi
and var(yi | γi) = var (εi) = Ri = σ2εiIT , respectively. Under the assumption that both
the regression error terms, εi, and the random effects, γi, are independent and normally
6Models 5 and 6 do not involve any random coefficient and do not require the use of the EM algorithm.
7To make notation easier, hereafter, we write f(γ) and f(y | γ) instead of f(γ;ω) and f(y | Z, γ; θ1)
respectively.
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distributed, it follows that yi is normally distributed and independent of yj, for i 6= j.
Therefore, the conditional log-likelihood of the observed data is given by
logf(y | γ) =
N∑
i=1
logf(yi | γi) = µ2 − 12
N∑
i=1
log | Ri | −12
N∑
i=1
ε′iR
−1
i εi, (11)
where
εi = yi −WiΓ¯− Z¯iγi. (12)
Having found an explicit formulation for logf(y | γ; θ1) and logf(γ;ω), we can derive an
expression for the log-likelihood of the complete data by substituting (11) and (10) into (9).
At this point, we can make two important observations. First, θ1 and ω are not functionally
related (in the sense of Hayashi (2000, Section 7.1)). This implies that logf(γ;ω) does not
contain any information about θ1 and similarly logf(y | γ; θ1) does not contain any informa-
tion about ω. Second, as stated in Harville (1977), the maximum likelihood estimation takes
no account of the loss in degrees of freedom that results from estimating the fixed coefficients,
leading to a biased estimator of σ2ε . In the next subsection, we eliminate this problem by
using the restricted maximum likelihood (REML) approach, described formally by Patterson
and Thompson (1971).
3.1 Restricted Likelihood
Following Patterson and Thompson (1971), we can separate logf(yi | γi; θ1) in two parts:
L1i and L2i. By maximizing the former, we can estimate σ2εi . An estimate of Γ¯ is obtained
after maximizing L2i. The two parts can be obtained by defining two matrices Si and Qi
such that the likelihood of (yi | γi) (for i = 1, .., N) can be decomposed as the product of the
likelihoods of Siyi and Qiyi, i.e.
logf(yi | γi; θ1) = L1i + L2i. (13)
Such matrices must satisfy the following properties: (i) the rank of Si is not greater than
T − K, while Qi is a matrix of rank K, (ii) L1i and L2i are statistically independent, i.e.
cov (Siyi, Qiyi) = 0, (iii) the matrix Si is chosen so that E (Siyi) = 0, i.e. SiWi = 0, and (iv)
the matrix QiWi has rank K.8
Finding an expression for L1i. Premutiplying both sides of (6) by Si, we have E (Siyi | γi) =
SiZ¯iγi, since SiWi = 0 and var (Siyi | γi) = SiRiS ′i. Therefore, the conditional log-likelihood
of Siyi is given by
L1i = µ3 − 12 log | SiRiS
′
i | −
1
2
(
yi − Z¯iγi
)′
S ′i (SiRiS ′i)
−1
Si
(
yi − Z¯iγi
)
. (14)
8K = rank(Wi) ≤ K¯ < T .
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Searle (1978) showed that “it does not matter what matrix Si of this specification we
use; the differentiable part of the log-likelihood is the same for all Si’s”. In other words,
the log-likelihood L1i can be written without involving Si.9 Indeed, equation (14) can be
rewritten as
L1i = µ3 − 12 log|Ri| −
1
2 log | W
′
iR
−1
i Wi| −
1
2 ε¯
′
iR
−1
i ε¯i, (15)
where ε¯i = yi −Wi ˆ¯Γ− Z¯iγi, and ˆ¯Γ denotes the generalized least squares (GLS) estimator of
Γ¯, which we describe in Subsection 4.4.
Finding an expression for L2i. Following Patterson and Thompson (1971), we can set
Qi = W ′iR−1i since it satisfies cov (Siyi, Qiyi) = 0. After premutiplying both sides of (6)
by Qi, we have E (Qiyi | γi) = W ′iR−1i
(
WiΓ¯ + Ziγi
)
and var (Qiyi | γi) = W ′iR−1i Wi. The
log-likelihood of Qiyi | γi is given by
L2i = µ4 − 12 log | W
′
iR
−1
i Wi | −
1
2ε
′
iHiεi, (16)
where Hi = R−1i Wi
(
W ′iR
−1
i Wi
)−1
W ′iR
−1
i and the εi’s are the regression errors defined in
(12).
4 EM-Algorithm
4.1 Generalities
Using equations (9), (10) and (11), the log-likelihood of the complete data can be rewritten
as
logL(y, γ; θ) = ∑Ni=1 {logL(yi, γi; θ)}
= ∑Ni=1 {logf(yi | γi; θ1) + logf(γi;ω)} .
Lee and Griffiths (1979) obtain iterative estimates of θ and γ by maximizing directly the
latter. Instead, we argue in favour of using the EM algorithm to compute maximum likelihood
estimates as this method has some added advantages. First, as established in Dempster et
al. (1977), the EM algorithm assures that each iteration increases the likelihood. Second, as
it will be shown in the next sections, contrary to Lee and Griffiths approach which delivers
9Detailed derivations of L1i and L2i are described in Appendix A.1.
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var {E (γi | yi)} as an estimator of var(γi), the unconditional variance of the γi, the EM
algorithm yields an estimator of the latter satisfying the law of total variance. Finally, the
EM allows us to make inference on the random effects’ population.
Moreover, to obtain unbiased estimates of the variances of the time-varying disturbances,
we consider the complete-data (restricted) log-likelihood:
logL(yi, γi; θ) = L1i + L2i + logf(γi;ωi), (17)
for i = 1, .., N , where logf(yi | γi; θ1) has been decomposed as shown in equation (13).
On each iteration of the EM algorithm, there are two steps. The first step, called E-step,
consists in finding the conditional expected value of the complete-data log-likelihood.
Let θ(0) be some initial value for θ. On the bth iteration, for b = 1, 2, .., the E-step requires
computing the conditional expectation of the logL(y, γ; θ) given y, using θ(b−1) for θ, which
is given by
Q = Q(θ; θ(b−1)) = Eθ(b−1) {logL(y, γ; θ) | y}
= ∑Ni=1Eθ(b−1) {logL(yi, γi; θ) | yi} = ∑Ni=1Qi, (18)
where
Qi = Qi(θ; θ(b−1)) ≡ Eθ(b−1) {logL(yi, γi; θ) | yi} = Q1i +Q2i +Q3i,
and
Q1i = Eθ(b−1) {L1i | yi} ,
Q2i = Eθ(b−1) {L2i | yi} ,
Q3i = Eθ(b−1) {logf(γi;ω) | yi} .
(19)
In practice, we replace the missing variables, i.e. the random effects (γi), by their condi-
tional expectation given the observed data yi and the current fit for θ.
The second step (M-Step) consists of maximizing Q(θ; θ(b−1)) with respect to the para-
meters of interest, θ. That is, we choose θ(b) such that Q(θ(b); θ(b−1)) ≥ Q(θ; θ(b−1)). In other
words, the M-step chooses θ(b) as
θ(b) = arg max
θ
Q(θ; θ(b−1)).
Starting from suitable initial parameter values, the E- and M-steps are repeated until
convergence, i.e. until the difference L(y; θ(b)) − L(y; θ(b−1)) changes by an arbitrarily small
amount, where L(y; θ) denotes the likelihood of the observed data.
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4.2 Best Linear Unbiased Prediction
Within the EM algorithm, the random effects, γi, are estimated by best linear unbiased
prediction (BLUP).10 Indeed, the E-step substitutes the γi’s by their conditional expectation
given the observed data yi and the current fit for θ. The conditional expectation of γi given
the data is
γˆi = E (γi | yi) = 4Z¯ ′i
(
Z¯i4Z¯ ′i +Ri
)−1
(yi −WiΓ¯)
=
(
Z¯ ′iR
−1
i Z¯i +4−1
)−1
Z¯ ′iR
−1
i
(
yi −WiΓ¯
)
,
(20)
which is also the argument that maximizes the complete data likelihood, as defined in (9),
with respect to γi. It can be noted from the first equality of (20) that this expression is
analogous to the predictor of the random effects derived in Lee and Griffiths (1979), Lindley
and Smith (1972) and Smith (1973). The main difference concerns the way the regression
coefficients and the variances components are estimated.
The conditional variance of γi is given by
Vγi = var (γi | yi) =
(
Z¯ ′iR
−1
i Z¯i +4−1
)−1
, (21)
which is equivalent to the inverse of I (γi) = Z¯ ′iR−1i Z¯i+4−1, the observed Fisher information
matrix obtained by taking the second derivative of the log-likelihood of the complete data
with respect to γi.
These two formulae have an empirical Bayesian interpretation. Given that γ is random,
the likelihood f(γ) can be thought as the “prior” density of γ. The posterior distribution of
the latter is Normal with mean and variance given by (20) and (21), respectively.
4.3 E-step
At each iteration, the E-step requires the calculation of the conditional expectation of (17)
given the observed data and the current fit for the parameters, to obtain an expression for
Qi(θ), for i = 1, .., N .11
To obtain Q1i, we take conditional expectation of both sides of (15). Substituting
Eθ(b−1)
(
ε¯′iR
−1
i ε¯i | yi
)
= Tr
(
Z¯ ′iR
−1
i Z¯iV
(b)
γi
)
+ ˆˆε′iR−1i ˆˆεi,
10Further details are provided in Appendix A.2.
11Detailed computations are shown in Appendix A.3.
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where ˆˆεi = yi −WiΓ¯(b) − Z¯iγˆ(b)i , into Eθ(b−1) {L1i | yi}, yields
Q1i = Eθ(b−1) (L1i | yi) = µ3 − 12 log|Ri| − 12 log | W ′iR−1i Wi|
−12Tr
(
Z¯ ′iR
−1
i Z¯iV
(b)
γi
)
− 12 ˆˆε′iR−1i ˆˆεi.
(22)
where γˆ(b)i and V (b)γi are given by (20) and (21) respectively, after substituting the current fit
for θ at each iteration b = 1, 2, ....
To obtain Q2i, we take the conditional expectation of (16). Substituting
Eθ(b−1) (ε′iHiεi | yi) = Tr
(
Z¯ ′iHiZ¯iV
(b)
γi
)
+ εˆ′iHiεˆi,
where εˆi = yi −WiΓ¯− Z¯iγˆ(b)i , into Eθ(b−1) {L2i | yi}, yields
Q2i = Eθ(b−1) (L2i | yi) = µ4 − 12 log | W ′iR−1i Wi |
−12Tr
(
Z¯ ′iHiZ¯iV
(b)
γi
)
− 12 εˆ′iHiεˆi.
(23)
Finally, substituting
Eθ(b−1)
(
γ′i4−1γi | y
)
= Tr
(
4−1V (b)γi
)
+ γˆ(b)
′
i 4−1γˆ(b)i ,
into Eθ(b−1) {logf(γi) | yi}, yields
Q3i = Eθ(b−1) (logf(γi) | y) = −K∗2 log2pi + 12 log | 4−1 |
−12Tr
(
4−1V (b)γi
)
− 12 γˆ(b)
′
i 4−1γˆ(b)i . (24)
4.4 M-step
The M-Step consists in maximizing (18) with respect to the parameters of interest, contained
in θ.
Estimation of the Average Effect. An estimate of Γ¯ can be obtained by maximizing
Q(θ; θ(b−1)) with respect to Γ¯. This reduces to solving
∂Q(θ; θ(b−1))
∂Γ¯
= ∂
∂Γ¯
(
−12
N∑
i=1
εˆ′iHiεˆi
)
= 0.
The solution is
Γ¯(b) =
(
N∑
i=1
W ′iR
−1
i(b−1)Wi
)−1 N∑
i=1
W ′iR
−1
i(b−1)
(
yi − Z¯iγˆ(b)i
)
. (25)
which is equivalent to the GLS estimation of Γ¯ when the model is given by y∗i = WiΓ¯ + εi,
where y∗i = yi − Z¯iγi, as if the γi’s where known.
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Estimation of the Variances of the Error Terms. An estimate of σ2εi can be derived
by maximizing (18). Because Q3i is not a function of σ2εi and given that no information is
lost by neglecting Q2i (as noted by Patterson and Thompson (1971), and Harville (1977)),
we base inference for σ2εi only on Q1i, which is defined in (22).
Substituting Ri = var (εi) = σ2εiIT into (22) and equating the first derivative of the latter
with respect to σ2εi to zero, yields
σ2(b)εi =
ˆˆε′i ˆˆεi + Tr
(
Z¯ ′iZ¯iV
(b)
γi
)
T − r(Wi) , (26)
where ˆˆεi = yi −WiΓ¯(b) − Z¯iγˆ(b)i . A necessary condition to be satisfied is: T > rank(Wi).
Estimation of the Random Coefficient Variance-Covariance Matrix. Under the
law of total variance, the unconditional variance of γi can be written as
4 = var (γi) = var [E (γi | yi)] + E [var (γi | yi)]
= var (γˆi) + E (Vγi) .
(27)
Therefore, it can be shown that
4ˆ = 1
N
N∑
i=1
{γˆiγˆ′i + Vγi} (28)
is an unbiased estimator of 4. Indeed, taking expectation of both sides of (28) and using
(27), we get
E
(
4ˆ
)
= 1
N
N∑
i=1
{E (γˆiγˆ′i) + E (Vγi)} =
1
N
N∑
i=1
{var (γˆi) + E (Vγi)} = 4.
Notably, the EM estimator of the variance-covariance matrix of the random effects (which
is the argument which maximizes (24) with respect to 4) is equal to
4(b) = 1
N
N∑
i=1
{
γˆ
(b)
i γˆ
(b)′
i + V (b)γi
}
, (29)
which is equivalent to (28) after substituting the unknown parameters with their current
fit in the EM algorithm.12
12See Appendix A.4 for computations.
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4.5 EM Algorithm: Complete Iterations
The EM algorithm steps can be summarised as follows. We start with some initial guess: ψ(0),
4(0) and Ri(0) = σ2(0)εi IT−p. We suggest using Swamy (1970) estimates, which are reported in
the next Section, since they are consistent estimators of the average effects and the variance
components. Then, for b = 1, 2, ..
1. Given the current fit for θ at iteration b, we compute var
(
γi | yi, θ(b−1)
)
and Eθ(b−1) (γi | yi),
which are given by
V (b)γi =
(
Z¯ ′iR
−1
i(b−1)Z¯i +4−1(b−1)
)−1
,
γˆ
(b)
i = V (b)γi Z¯
′
iR
−1
i(b−1)
(
yi −WiΓ¯(b−1)
)
,
respectively.
2. The average coefficients are given by
Γ¯(b) =
(
N∑
i=1
W ′iR
−1
i(b−1)Wi
)−1 N∑
i=1
W ′iR
−1
i(b−1)
(
yi − Z¯iγˆ(b)i
)
.
3. Finally, we can compute, the variance components:
σ2(b)εi =
ˆˆε′i ˆˆεi + Tr
(
Z¯ ′iZ¯iV
(b)
γi
)
T − r(Wi) ,
where ˆˆεi = yi −WiΓ¯(b) − Ziγˆ(b)i and
4(b) = 1
N
N∑
i=1
{
V (b)γi + γˆ
(b)
i γˆ
(b)′
i
}
.
The iterations continue until the difference L(y; θ(b))−L(y; θ(b−1)) changes only by an arbitrary
small amount, where L(y; θ) is the likelihood of the observed data.
5 Comparison between EM-REML Estimation and Al-
ternative Methods.
In this section, we review some of the existing sampling and Bayesian methods commonly
used to estimate heterogeneous panel data, to highlight similarities and differences with the
EM-REML approach.
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5.1 Average Effects
Following Searle (1978, eq. 3.17), representing (25) and (20) as a system of two equations,
we can rewrite these two formulae as
ˆ¯Γ =
(
N∑
i=1
W ′iV
−1
i Wi
)−1 N∑
i=1
W ′iV
−1
i yi, (30)
γˆi = 4Z¯ ′iV −1i
(
yi −Wi ˆ¯Γ
)
, (31)
respectively. Note that ˆ¯Γ is the estimator which maximizes the log-likelihood function con-
structed by referring to the marginal distribution of the dependent variable. When fi = 1
for all i, and Wi = Z¯i, equation (30) is related to the Swamy GLS estimator. The latter can
be rewritten as a weighted average of the least squares estimates of the individual units:
ˆ¯Γ =
N∑
i=1
Ψiψˆi,ols, (32)
where
Ψi =
{∑N
i=1[4+ σ2εi(Z¯ ′iZ¯i)−1]−1
}−1
[4+ σ2εi(Z¯ ′iZ¯i)−1]−1,
ψˆi,ols = (Z¯ ′iZ¯i)−1Z¯ ′iyi.
(33)
Swamy’s estimator is a two-step procedure, which requires first to estimate N time series
separately as if the individual coefficients were fixed (in the sense that they are not realizations
from a common distribution) and all different in each cross-section. Instead, the EM-REML
is an iterative method which shrinks the unit-specific parameters towards a common mean.
Maddala et al. (1997) argue in favour of iterative procedures when the model includes
lagged dependent variables since, as indicated in Amemiya and Fuller (1967), Maddala (1971)
and Pagan (1986), when estimating dynamic models, the two-step estimators based on any
consistent estimators of σ2εi and 4 are consistent but not efficient.
Hsiao, Pesaran and Tahmiscioglu (1999) show that ˆ¯Γ is equivalent to the posterior mean
of Γ¯ in a Bayesian approach which assumes the prior distribution of Γ¯ is normal with mean µ
and variance Ω, with Ω−1 = 0. Another important contribution of the aforementioned paper
is to establish that the Bayes estimator ˆ¯Γ is asymptotically equivalent to the mean group
estimator proposed by Pesaran and Smith (1995), as T →∞, N →∞, and √N/T → 0.
5.2 Unit-Specific Parameters
Without loss of generality, for comparison purposes, let us focus on the case where f1i = 1,
∀i and Zi = 0. Substituting (30) and (20) into (5) yields the best linear unbiased predictor
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of ψi which following Lee and Griffiths (1979), can be rewritten as
ψˆi = ˆ¯Γ + γˆi
=
(
Z¯ ′iR
−1
i Z¯i +4−1
)−1 ((
Z¯ ′iR
−1
i Z¯i
)
ψˆi,ols +4−1 ˆ¯Γ
)
.
(34)
The latter expression is also related to the empirical Bayes estimator of ψi, described in
Maddala et al. (1997). The EM-REML predictor of ψi is thus a weighted average between
the OLS estimator of ψi and the estimator of the overall mean, Γ¯, given by (30). Interestingly,
as shown in Smith (1973), the latter can be rewritten as a simple average of the ψˆi:
ˆ¯Γ = 1
N
N∑
i=1
ψˆi. (35)
Mean Group and Shrinkage Estimators. When the time dimension is large enough
(relative to the number of parameters to be estimated), it is sensible to estimate a different
time-series model for each unit, as proposed by Pesaran and Smith (1995). Besides its sim-
plicity, one strong advantage of their Mean Group (MG) estimator is that it does not require
to impose any assumption on the distribution of the unit-specific coefficients. However, a
drawback of the MG estimation is that it may perform rather poorly when either N or T are
small (Hsiao, Pesaran and Tahmiscioglu, 1999). Moreover, as noted in Smith and Fuertes
(2016), the MG estimator is very sensitive to outliers. Boyd and Smith (2002) find that
the weighting which the Swamy estimator applies, may not suffice to reduce this problem.
To overcome the latter, one could either consider robust versions which trim the outliers to
minimize their effect, or shrinkage methods. Maddala et al. (1997), estimating short-run
and long-run elasticities of residential demand for electricity and natural gas, find that in-
dividual heterogeneous state estimates are difficult to interpret and have the wrong signs.
They suggest shrinkage estimators (instead of heterogeneous or homogeneous parameter es-
timates) if one is interested in obtaining elasticity estimates for each state since these give
more reliable results. Our estimation method belongs to the class of shrinkage estimators. In
fact, the unobserved idiosyncratic components of the random coefficients, γi, are estimated
by BLUP. This choice arises naturally in the EM algorithm, and in some applications may be
advantageous compared to estimating N time series separately since BLUP estimates tend
to be closer to zero than the estimated effects would be if they were computed by treating
a random coefficient as if it were fixed. Shrinkage approaches can be seen as an intermedi-
ate strategy between heterogeneous models (which avoid bias) and pooled methods (which
allow for efficiency gains), and therefore might help reducing the trade-off between bias and
efficiency discussed in Baltagi, Bresson and Pirotte (2008). As shown in the Monte Carlo
analysis, as T → ∞ the difference between the Swamy, the MG, and the EM-REML estim-
ators goes to zero. Finally, our approach can be advantageous (i) when individual-specific
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characteristics which do not vary over time enter the regression equation, and (ii) when the
interest lies in explaining the drivers of coefficients heterogeneity. In the first case, computing
the OLS estimates for each unit is not feasible. In the second case, if N is large one could
first estimate N time series separately and in a second step regress the OLS estimates on a
set of unit-specific characteristics. Instead, our likelihood approach does not require N to be
very large.
5.3 Variance Components
We now compare the EM-REML estimator of the random coefficient variance-covariance
matrix, given by (29), with the Swamy (1970) and Lee and Griffiths (1979) estimators.
Swamy suggested estimating var (γi) as
4ˆS = 4ˆS1 −N−1
N∑
i=1
ˆvar
(
ψˆi,ols
)
, (36)
where
4ˆS1 =
1
N − 1
N∑
i=1
(
ψˆi,ols −N−1
N∑
i=1
ψˆi,ols
)(
ψˆi,ols −N−1
N∑
i=1
ψˆi,ols
)′
, (37)
ψˆi,ols are obtained by estimating N time series separately by OLS, ˆvar
(
ψˆi,ols
)
= σˆ2εi(Z¯
′
iZ¯i)−1,
and
σˆ2εi =
1
T −K∗
(
yi − Z¯iψˆi,ols
)′ (
yi − Z¯iψˆi,ols
)
(38)
are the OLS estimated variances of the error terms. However, (36) is not necessarily non-
negative definite. Therefore, if that is the case the author suggests considering only (37).
The latter estimator is nonnegative definite and consistent when T tends to infinity. This
estimator is also used in the empirical Bayesian approach and in Lee and Griffiths’ “modified
mixed estimation” procedure. Unfortunately, this estimator can be severely biased in finite
sample. Another drawback of (36) is that it is subject to large discontinuities.13 As shown in
the Monte Carlo analysis, the root mean square errors of this estimator can be quite large.
To understand, note that the estimator to be used in practical applications can be rewritten
as
ˆˆ4 =W (4ˆ > 0) 4ˆ+W (4ˆ ≤ 0) 4ˆS1 ,
where W (A) = 1 if event A occurs. Focusing on the kth diagonal element, and assuming for
illustrative purposes that
4ˆS1,k = 2, ¯ˆvar
(
ψˆik
)
=
{
N−1
∑N
i=1 ˆvar
(
ψˆik
)}
∈ {1, 2, 3, 4} ,
13I am grateful to Ron Smith who pointed out this issue in a meeting.
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we have
ˆˆ4k =
 2 if ¯ˆvar
(
ψˆik
)
∈ {2, 3, 4}
1 if ¯ˆvar
(
ψˆik
)
= 1
When the variances are unknown, Lee and Griffiths (1979) suggest maximizing the joint
likelihood of the random coefficients and the observed data given in (9) with respect to the
unknown parameters of the model, to get the following iterative solutions of the variance
components:14
σˆ2εi =
1
T
(
yi − Z¯iψˆi
)′ (
yi − Z¯iψˆi
)
, (39)
where ψˆi is given by (34), and
4ˆLG = 1
N
N∑
i=1
γˆiγˆ
′
i. (40)
Within the EM algorithm, the random effects, γi, are considered as missing data and
replaced by their conditional expectation given the data, which yields the BLUP of γi. At
the same time, we have seen that the latter is equivalent to the argument which maximizes
the joint likelihood of the observed data and random effects, given in (9). This is the approach
followed by Lee and Griffiths (1979). We argue in favor of treating the joint likelihood as an
incomplete data problem to then applying the EM algorithm to obtain maximum likelihood
estimates because, among the other reasons highlighted in Section 4, the estimator given by
(40) does not satisfy the law of total variance. This is not the case when applying the EM
algorithm. Consequently, our approach has an advantage over both Swamy (1970) and Lee
and Griffiths (1979) in finite sample, since
E
(
4ˆLG
)
≤ E
(
4ˆEM
)
≡ 4 ≤ E
(
4ˆS1
)
, (41)
where
4ˆEM = 1
N
N∑
i=1
{Vγi + γˆiγˆ′i} (42)
is the maximum likelihood estimator obtained by applying the EM algorithm. Result (41)
is of relevance because 4 appears not only in both the formula for the average effect and
the predicted random effects but also in their standard errors. Testing hypothesis crucially
depends on correctly estimating the random coefficient variances.
Finally, we report the Bayes mode of the posterior distribution of 4 and σ2εi suggested
by Lindley and Smith (1972) and Smith (1973), which are equal to
σˆ2εi =
1
T + υi + 2
{
υiλi +
(
yi − Z¯iψˆi
)′ (
yi − Z¯iψˆi
)}
, (43)
14In this Section, we omit the superscript b = 1, 2, ... in ψˆ(b)i and γˆ
(b)
i for ease of exposition even though
the solutions are iterative.
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4¯ = 1
N + ρ−K∗ − 2
{
Υ +
N∑
i=1
γˆiγˆ
′
i
}
, (44)
respectively, under the assumption that 4−1 has a Wishart distribution, with ρ degrees of
freedom and matrix Υ and σ2εi follows a χ
2 with prior parameters υi and λi, and is independent
of 4. Note from (34) that γˆi = ψˆi − ˆ¯Γ. Smith (1973) suggests vague priors by setting ρ = 1
and Υ to be a diagonal matrix with small positive entries (such as .001). We note that,
by setting ρ = K∗ + 2, υi = −r (Wi) − 2 and υiλi = Tr
(
Z¯ ′iZ¯iΥ
)
, we can draw an analogy
between the EM-REML estimates, given by (42) and (26), and the modes of the posterior
distributions of 4 and σ2εi , given by (44) and (43), respectively.
5.4 Comparison between EM and a Full Bayesian Implementation
We can now compare the EM approach to the Bayesian estimation. The EM algorithm gives
a probability distribution over the random effects, γ, together with a point estimate for θ, the
vector of average coefficients and variance components of the model. The latter is treated as
being random in a full Bayesian version. The advantage of the EM compared to the iterative
Bayesian approach developed by Lindley and Smith (1992) and the Gibbs sampling-based
approach suggested in Hsiao, Pesaran and Tahmiscioglu (1999), would be that there is no
need to specify prior means and variances, the choice of which may not be always obvious.
At the same time, as discussed in Kass and Wasserman (1996), when sample sizes are small
(relative to the number of parameters being estimated) the prior choice will have a heavy
weight on the posterior, which will consequently be far from being data dominated. While
the Bayesian point estimates incorporate prior information, the EM-REML estimates do not
involve the starting values (chosen to initiate the algorithm). One can start with any initial
value. As shown in Dempster et al. (1977), the incomplete-data likelihood function L(y; θ)
does not decrease after an EM iteration, that is L(y; θ(b)) ≥ L(y; θ(b−1)) for b = 1, 2, ....
Nevertheless, this property does not guarantee convergence of the EM algorithm since it can
get trapped in a local maximum. In complex cases, Pawitan (2001) suggests to try several
starting values or to start with a sensible estimate. However, in the context of random
coefficient models the choice of Swamy (1970) estimates as starting values is rather natural,
as they are consistent parameter estimates.
Moreover, using a purely “noninformative” prior (in the sense of Koop (2003)) may have
the undesirable property that this prior “density” does not integrate to one, which in turn
may raise many of the problems discussed in the Bayesian literature (e.g. Hobert and Casella
(1996)). For instance, assuming that 4−1 has a Wishart distribution with scale matrix (ρΥ)
and ρ degrees of freedom, Hsiao, Pesaran and Tahmiscioglu (1999) note that the bias of
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both the empirical and hierarchical Bayes estimators of the regression coefficients is sensitive
to the specification of the prior scale matrix. Being unable to use a diffuse prior for the
covariance matrix, which would cause their Gibbs algorithm to break down, they set Υ = 4ˆS,
the Swamy estimator of the random coefficient covariance matrix. If the latter is negative
definite, the consistent (but biased) version (37) must be used, affecting the Bayes estimates
of the regression coefficients adversely.
Finally, it is known that the EM algorithm may converge slowly. However, in the context
of random coefficient models, convergence is usually achieved almost as quickly as in the
Gibbs sampler.15
6 Hypothesis Testing
6.1 Inference for Fixed Coefficients
Covariance Matrix of the Estimator of the Fixed Coefficients. Unlike the Newton-
Raphson and related methods, the EM algorithm does not automatically provide an estimate
of the covariance matrix of the maximum likelihood estimates. However, in the context of
the random coefficient type models here considered, the Fisher information matrix I
(
Γ¯(B)
)
can be easily derived by evaluating analytically the second-order derivatives of the mar-
ginal log-likelihood of the observed data (logf(y; θ)) since computations are not complicated.
Therefore, after convergence, the standard errors of Γ¯(B) can be computed as the square root
of the diagonal elements of the inverse of the Fisher information matrix, given by
Φˆ =
(
N∑
i=1
W ′iV
−1
i(B)Wi
)−1
, (45)
where Vi = var(yi) = Z¯i4Z¯ ′i +Ri, while B denotes the last iteration of the EM algorithm.
Adjusted Estimator of the Covariance Matrix of Fixed Coefficients. Let ˜¯Γ = Γ¯(B)
be the “feasible” estimator of Γ¯ obtained by substituting the unknown parameters with their
estimates into the “infeasible” estimator ˆ¯Γ, given by equation (30). We define Φ = var
(
ˆ¯Γ
)
,
15For instance, in the panel model used in the application, with N = 38 and 60 ≤ Ti ≤ 87, and K = 8
regressors, including the constant, the EM algorithm converges after around 17 seconds. The Gibbs sampling
algorithm is quicker, requiring around 10 seconds to run 5000 iterations. If we increase the number of
regressors to 20, the difference slightly increases, with the EM algorithm and the Gibbs sampler requiring
around 40 and 15 seconds, respectively. Despite being slower than its Bayesian counterpart, the EM algorithm
converges rather quickly.
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which is a function of ϑ =
(
ω′, σ2
′
ε
)′
, the r¯ × 1 vector of variance-covariance parameters of
the model.
We note that Φˆ = Φ
(
ϑˆ
)
is a biased estimator of var
(
˜¯Γ
)
. The literature on linear mixed
models offers good insights into the two main sources of this bias. First, Φ (ϑ) takes no
account of the variability of ϑˆ in ˜¯Γ. This problem was addressed by Kackar and Harville
(1984). Second, Φˆ underestimates Φ, as shown by Kenward and Roger (1997). The solution
provided by the latter can be easily applied into our setting to obtain an estimator of var
(
˜¯Γ
)
,
ΦˆA, which incorporates the necessary adjustments to correct both form of bias.16
Hypothesis Testing of Average Effects. To test the hypothesis Γ¯ = Γ¯0, for Γ¯0 a known
K¯ × 1 vector, we use the following criterion suggested by Swamy (1970):
N − K¯
K¯ (N − 1)
(
˜¯Γ− Γ¯
)′
Φˆ−1A
(
˜¯Γ− Γ¯
)
, (46)
whose asymptotic distribution is F, with K¯, N − K¯ degrees of freedom.
6.2 Assessing the Precision for the Unit-Specific Coefficients
In the general case, the standard errors of the predictor of ψ1i can be computed as the square
root of the diagonal elements of
var
(
ψˆ1i − ψ1i
)
= F1iΦF ′1i + var (γˆi − γi)− F1iΛ− Λ′F ′1i, (47)
where
Λ = cov
(
ˆ¯Γ− Γ¯, γi
)
= ΦW ′iV −1i Z¯i4,
var (γˆi − γi) = 4
[
I − Z¯ ′iV −1i
(
I +WiΦW ′iV −1i
)
Z¯i4
]
,
and Φ = var(ˆ¯Γ) as defined in (45).17
At the same time, one can exploit the fact that the EM algorithm provides a distribution
over the random effects. For instance, we suggest drawing S samples from
γ
(s)
i | yi ∼ N (γˆi, Vγi) , (48)
16Some details for computation are given in Appendix A.5.1. A Matlab code to obtain ΦˆA is provided.
17Expression (47) is equivalent to the one proposed by Lee and Griffiths (1979). See Appendix A.5.2 for
further details. The estimator of ψi derived in equation (34) has been obtained under the assumption that
F1i = I, ∀i. Therefore, its standard errors can also be obtained from (47) after substituting F1i = I, ∀i.
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where γˆi and Vγi are given by (20) and (21) respectively, to then report histograms for each
unit for comparison and diagnostic purposes.
7 Monte Carlo Simulations
In this section, we employ Monte-Carlo experiments to examine and compare the finite sample
properties of the proposed EM-REML method, the Swamy’s random coefficient model, and
the Mean Group (MG) estimation. We report results on the bias and root mean square
error (RMSE) of the average effects and of the variance components of the model. Particular
attention is also paid to the accuracy of the estimated standard errors and to the power
performances of the estimators.
7.1 Data Generating Process
The data generating process (DGP) used in the Monte Carlo analysis is given by
yit = ci + βixit + φiyit−1 + εit,
xit = cx,i(1− ρ) + ρxit−1 + uit,
(49)
where
εit ∼ i.i.d.N(0, σ2εi),
uit ∼ i.i.d.N(0, 1),
cx,i ∼ i.i.d.N (1, 1) .
(50)
The sample sizes considered are N = {30, 50} and T = {10, 20, 30, 40, 50, 60, 80, 100}.
We set ρ = 0.6. Once generated, the xit are taken as fixed across different replications.
The variances of the time-varying disturbances are generated from σ2εi = (ζx¯i)
2, where x¯i =
T−1
∑T
t=1 xit, and ζ = 0.5. The coefficients differ randomly across units according to
ci = c+ γ1i,
βi = β + γ2i,
φi = φ+ γ3i,
(51)
where ψ = (c, β, φ) = (0, 0.1, 0.5). Moreover, we assume that γji ∼ i.i.d.N(0, σ2γj), for
j = 1, 2, 3. We set σγ1 = 0.1, and σγ2 = 0.224. We choose σγ3 = 0.07 in order to avoid
explosive behaviour. Under these settings the median signal-to-noise ratio corresponding to
the slope parameters (σ2γ2/σ2i ) for N = 30 and averaged across the different T cases, is equal
to 0.1950.18
18The cross-section average, computed as N−1
∑N
i=1 σ
2
γ2/σ
2
i , and averaged across the different T cases, is
higher and equal to 10.63, partly due to the fact that some of the draws of σ2εi are smaller than σ
2
γ2 .
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The initial values for the dependent variables are generated from
yi0 = θ¯i0 + υi0,
for i = 1, .., N , where υi0 ∼ N (0, σ2υ), and
θ¯i0 = E (yi0 | γi) = ∑∞s=0 φsixi,−sβi + ci1−φi ,
σ2υ = var (yi0 | γi) = var {
∑∞
s=0 φ
s
iεi,−s}
= σ
2
εi
1−φ2i
.
In practice, we consider only a finite number of xi,−s. For each i, we generate 10 observations
(xi0, .., xi,−9) given that when | φi |< 1, the contribution of earlier observations is quite low.
The vector (xi0, .., xi,−9) is not used for estimation and inference.
7.2 Monte Carlo Results
In this subsection, we describe the results based on 500 replications. Table 3 reports the bias
and the root mean square errors (RMSE) of the EM-REML estimators of the average effects
and of the variances of the random coefficients, as well as the standard errors of such biases,
for N = 30 and T = {10, 20, 30, 40, 50, 60, 80, 100}.19 An overall measure of the bias of the
estimated average coefficients (which is chosen to be the Euclidean norm of the bias of ψ),
and two measures of the accuracy of the estimated standard errors are also given. Table 4,
and 5 describe the results for Swamy (1970), and the MG estimator, respectively.
Using the data simulated from the DGP described in the previous subsection, we find
that the EM-REML approach does quite well even when the sample size is not too large. In
many cases, it outperforms both Swamy and the MG estimator in term of bias of both the
average effects and the variance components. For any time dimension, the REML estimators
of the average coefficients and the variance components obtained applying the EM algorithm
have smaller RMSE than the MG one. The RMSE of the EM-REML estimators are also
smaller than the Swamy one, unless T is quite large, in which case they almost coincide.
The bias of the EM-REML estimator of the common intercept is equal to 0.0015 when
T = 10, and to 0.0005 when T = 20. When T = 100, the bias amounts to −0.0007. In most
of the cases, it is smaller than the bias of Swamy and the MG estimators, and it has lower
RMSE.
19Similar results hold for N = 50, which we do not report here.
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Figure 1: Upper panel: The estimators of the intercept (left), slope (middle) and autoregress-
ive parameter (right panel), averaged across the 500 replications, are plotted for N = 30 and T =
{10, 20, 30, 40, 50, 60, 80, 100}. The dashed blue lines indicate the true values (used to simulate the data).
The red, blue, and black solid lines correspond to the EM-REML, Swamy, and Mean Group estimator, re-
spectively. The distances between those lines and the one corresponding to the true value measure the bias
of the estimators. Lower panel: the root mean square errors (RMSE) of the estimators are reported.
Regarding the slope coefficient associated to xit, the bias of the EM-REML estimator is
equal to −0.0033 when T = 10, which amounts to −3.3 percent of the true value. When
T = 20, the bias reduces to 1.7 percent of the true value till becoming equal to 0.1 percent
when T = 100. In some cases, the EM-REML estimator may have a slightly larger bias than
the Swamy one but in all cases it has a smaller or at most equal RMSE.
The advantages in term of bias of the EM-REML approach are even more notable when
considering the autoregressive coefficient. For instance, when T = 10, the bias of the EM-
REML estimator is equal to 0.0408, which is equivalent to 8.16% of the true value. The biases
of Swamy GLS and the MG estimators of the autoregressive coefficient, when T = 10, are
larger and equal to−22.6% and−41.44% of the true value, respectively. As expected, the bias
reduces as T increases. Monte Carlo experiments corroborate Maddala et al. (1997) argument
in favor of iterative procedures to two-step estimators when the model is dynamic and confirm
Hsiao, Pesaran and Tahmiscioglu (1999) finding that the MG estimator is unlikely to be an
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appropriate estimator when either N or T are small.
A graphical summary of these results is provided in Figure 1. The upper panels show
the average values (across 500 Monte Carlo replications) of the EM-REML, Swamy, and MG
estimators of the average effects. The differences between the latter and the corresponding
true values measure the bias of the estimates. The RMSE of the estimators are depicted in
the lower panels.
Figure 2: Upper panel: The estimated standard deviation of the intercept (left), slope (middle) and
autoregressive parameter (right panel), averaged across the 500 replications, are plotted for N = 30 and
T = {10, 20, 30, 40, 50, 60, 80, 100}. The dashed blue line indicates the true value (used to simulate the data).
The red, and blue lines correspond to the EM-REML, and Swamy estimator, respectively. The distances
between those lines and the one corresponding to the true value measure the bias of the estimators. Lower
panel: the root mean square errors (RMSE) of the estimated variances are reported.
Figure 2 illustrates the performance of the EM-REML and Swamy estimators of the
random coefficients’ variances. As expected, the latter largely overestimates the true variance
components of the model. The size of the bias can be substantial unless the time dimension is
quite large. For example, when T = 10, the probability that the Swamy unbiased estimator
of the covariance matrix is negative definite is equal to 81 percent. This means that in most
of the cases it has to be replaced by its consistent but biased version. At the same time,
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given that in some replications we are able to use the unbiased estimator and in others only
the consistent one, the RMSE of the estimated variance components obtained using Swamy
procedure can be quite substantial although it reduces as T increases.
Figure 3: Rejection frequency at 5% nominal size, for the intercept (upper panels), the slope (middle
panels), and autoregressive parameters (lower panels), when (c, β, φ) = (0, 0.1, 0.5). The panels on the left
show results for (T,N) = (10, 30), the panels on the middle for (T,N) = (30, 30), and those on the right for
(T,N) = (80, 30). The red, blue, and black lines denote the power performances of the EM-REML, Swamy,
and Mean Group estimators respectively.
To examine the consequences of overestimating or underestimating the true random coef-
ficient variances when testing hypotheses, we consider the ratio between the “infeasible”
standard errors (which are obtained substituting the true values used to generate the DGP
into equation (45)) and the estimated standard errors of the average effects. Another import-
ant measure for inference is the accuracy of the estimated standard errors as approximations
to the correct sampling standard deviation of the estimator of interest.20 These ratios should
ideally be equal to one. Results are reported in Tables 3, 4, and 5. We find that the standard
20In particular, the accuracy of the estimated standard errors is computed as the ratio of the latter aver-
aged across B = 500 replications, B−1
∑B
b=1
{√
ˆvar
(
ψˆk,(b)
)}
, and the sampling standard deviation of the
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errors obtained estimating the parameters of the model using Swamy GLS approach, are in
many cases largely overestimated unless T is quite large. In the latter case, the percentage
of replications in which the Swamy estimator of the random coefficient covariance matrix is
negative definite diminishes, and the ratio of standard errors approaches one.
Our Monte Carlo experiments reveal that the biases of the Swamy estimator of the vari-
ance components and of the resulting standard errors can be too large to be neglected. This
in turn affects hypothesis tests adversely. To demonstrate the latter point, we consider the
power performances of the various estimators. We plot the power functions in Figure 3. They
are computed using the Swamy type test described in equation (46) for N = 30, and various
T .21 It is shown that the EM-REML approach performs comparatively well even when the
sample size is small. When T is small the power functions of the Swamy and MG estimat-
ors of the autoregressive coefficients are not centred at the true value of φ = 0.5. As the
time dimension increases the differences in the power performances of the various estimators
reduce.
7.2.1 The Sensitivity of the Bayesian Estimator to the Choice of the Prior
As discussed in Subsection 5.4, the choice of the prior may affect the performance of the
Bayesian estimation. For instance, assuming that 4−1 has a Wishart distribution with scale
matrix (ρΥ) and ρ degrees of freedom, Hsiao Pesaran and Tahmiscioglu (1999) note that
the bias of both the empirical and hierarchical Bayes estimators of the regression coefficients
can be sensitive to the specification of the prior scale matrix. Therefore, it is interesting to
compare the performance of the hierarchical Bayes estimator with different prior choices. In
a first specification, we use the same prior structure as in Hsiao, Pesaran and Tahmiscioglu
(1999).22 In a second specification, we set Υ equal to the EM-REML estimator of the
covariance matrix 4 instead of the Swamy estimator.23 Results are shown in Figure 4 and 5.
By simply replacing the prior for Υ with a more precise estimate of 4, obtained employing
the EM-REML approach, the performances of the posterior mean of both the average effects
estimator of interest, given by the square root of (B−1)−1∑Bb=1 (ψˆk,(b) − ¯ˆψk)2, where ¯ˆψk = B−1∑Bb=1 ψˆk,(b),
for k = 1, 2, 3.
21For the Mean Group estimation, the t-ratios are also appropriated. To facilitate comparison we only
report the power functions computed using the Swamy type test, noting that in both cases the results are
very similar.
22Under the assumption that the vector of average effects, ψ, has a prior distribution which is Normal
with mean µ and variance Ω, the authors set Ω−1 = 0, ρ = 2, and choose Υ equal to the Swamy estimate of
4.
23In both cases, we simulate a Markov chain of 6000 cycles, and discard the initial 1000 burn-in replications.
Hsiao, Pesaran and Tahmiscioglu (1999) note that convergence is quickly achieved, and suggest using 3000
iterations.
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and the variance components (in terms of bias and RMSE), notably improve, especially in
small samples. This evidence confirms Kass and Wasserman (1996) argument that the prior
choice can have heavy weight on the posterior when sample sizes are small.
Figure 4: Upper panel: Posterior means for the intercept (left), slope (middle) and autoregress-
ive parameter (right panel), averaged across 500 replications, are plotted for N = 30 and T =
{10, 20, 30, 40, 50, 60, 80, 100}. The dashed blue lines indicate the true values (used to simulate the data).
Results in blue are obtained using priors as in Hsiao et al. (1999). Results in red are obtained using the
EM-REML estimate of the random coefficient covariance as prior input. The distances between those lines
and the one corresponding to the true value measure the bias of the estimators. Lower panel: the root
mean square errors (RMSE) of the estimators are reported.
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Figure 5: Upper panel: Posterior means for the variance of the intercept (left), slope (middle) and
autoregressive parameter (right panel), averaged across 500 replications, are plotted for N = 30 and T =
{10, 20, 30, 40, 50, 60, 80, 100}. The dashed blue line indicates the true value (used to generate the data).
Results in blue are obtained using priors as in Hsiao et al. (1999). Results in red are obtained using the
EM-REML estimate of the random coefficient covariance. The distances between those lines and the one
corresponding to the true value measure the bias of the estimators as prior input. Lower panel: the root
mean square errors (RMSE) of the estimators are reported.
8 Application
Reinhart, Rogoff and Savastano (2003), studying sovereigns’ credit histories since the early
nineteenth century, argue that an important portion of middle-income countries has been
“systematically” aﬄicted by what they call “debt intolerance”. Even though their debt-to-
GDP ratios are considerably lower than those of several high-income countries, these eco-
nomies are considered to be riskier and unable to tolerate as much debt. We corroborate
this argument by first showing that the response of sovereign spreads to changes in govern-
ment debt (which we also refer to as the “sensitivity” of financial markets during episodes of
debt growth) is highly heterogeneous. It is only statistically significant for a small subgroup
of countries. We ask why this is so by modelling the sensitivity of spreads as function of
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macroeconomic fundamentals and a set of explanatory variables which reflect the history of
government debt and economic crises of various forms. We find that the more pervasive the
phenomenon of serial default is (i.e. the weaker the reputation), the stronger the reaction of
financial markets when debt increases. We quantify such reactions.
We depart from the literature on the determinants of sovereign spreads in several ways.24
First, instead of considering only one group of countries (e.g. emerging markets), we collect
quarterly data for a panel of 17 emerging market economies and 21 developed countries
over 22 years (1994Q1-2015Q4).25 Second, we consider a dynamic model. Third, given
that we are comparing countries with very different characteristics, even within group, we
allow for heterogeneity rather than pooling. The implications of neglected heterogeneity and
dynamics can be severe. Pesaran and Smith (1995) show that if the DGP includes lagged
values of the dependent variables among the explanatory variables, pooling give inconsistent
and potentially highly misleading estimates of the coefficients when the latter differ across
units. Haque, Pesaran and Sharma (2000) find that ignoring differences across countries
can lead to overestimating the influence of certain factors. They argue that one can obtain
highly significant, but spurious, nonlinear effects for some of the potential determinants, even
though the country-specific regressions are linear.
Finally, the focus of this application is on understanding which factors determine the
additional risk premium to charge during episodes of debt growth.
Assume that sovereign spreads are a function of debt-to-GDP ratio, a proxy for history
of default and other macroeconomic fundamentals. Rather than looking at how spreads
change with respect to one variable while debt-to-GDP and the remaining covariates are held
constant (i.e. partial effect), we investigate which country characteristics significantly affect
the magnitude of sovereign spreads’ reaction to changes in debt. Studying the sensitivity of
financial markets during episode of debt growth may help understand why emerging markets
cannot borrow at level comparable to more developed economies without having to pay
relatively high interest rates.
8.1 The Empirical Model
Following Edwards (1984), we assume that the spreads over U.S. (or Germany) Treasuries can
be explained by a set of macroeconomic indicators. We focus on real GDP growth, inflation,
and the growth rates of general gross government debt as a percentage of GDP. J.P. Morgan’s
Emerging Markets Bond Index Global (EMBI Global) is our measure of government bond
24See for instance, Akitoby and Stratmann (2008), Bellas et al. (2010), Edwards (1984), Eichengreen and
Mody (2000) and Hilscher and Nosbusch (2010), among others.
25The panel is slightly unbalanced. The individual time observations vary between 60 ≤ Ti ≤ 87. The
choice of countries is dictated by the availability of data. The list of countries is reported in Appendix B.
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yields for emerging markets.26
Because linear interdependencies may exist among these time series, we can assume they
follow a VAR(p) process. Given that the spreads are observed at a daily frequency, it is
reasonable to think that they react near-instantaneously to shocks and news. Therefore,
considering the variables under study, we assume that the economy possesses a recursive
structure where spreads are ordered last. The last equation of the recursive system can be
written as
yit = φiyit−1 + x′itβ0i + x′i,t−1β1i + µi + εit, (52)
for i = 1, .., N and t = 1, .., T ; yit includes the first difference of sovereign spreads. The
number of lags has been selected using the BIC criterion (averaged across units) since it
results in more parsimonious model than the AIC. The panel data model in matrix notation
can be written as in equation (2) where all the coefficients are random and follow (3). When
doing parameter equality tests we set f1i = 1 for all i = 1, .., N , to then extend the analysis
to the case where f1i is a l × 1 vector of unit-specific explanatory variables.
8.2 Parameter Equality Tests
Before estimating the model, we employ some homogeneity tests to show that both the slope
and the intercept parameters are heterogenous across countries. To test the null hypothesis
H0 : ψ1 = .. = ψN = ψ (i.e. to test whether the coefficient vectors ψi = (µi, β′0i, φi, β′1i)
′ are
constant across units), we can use the following test proposed by Swamy (1970):
F = 1(N − 1)
N∑
i=1
Fi ∼ F
(
K∗(N − 1), (
N∑
i=1
Ti −NK∗)
)
, (53)
where
Fi =
(
ψˆi − ψˆ
)′
Z ′iZi
(
ψˆi − ψˆ
)
K∗σˆ2εi
,
and
ψˆ =
(
N∑
i=1
Z ′iZi
σˆ2i
)−1 ( N∑
i=1
Z ′iZi
σˆ2i
ψˆi
)
=
(
N∑
i=1
Z ′iZi
σˆ2i
)−1 ( N∑
i=1
Z ′iyi
σˆ2i
)
.
K∗ is the dimension of ψ. The ψˆi’s are obtained by estimating N time series separately
by OLS. This test is appropriate in our case, since it should be used when T is large relative
to N . For 296 and 2708 degrees of freedom, the F-value that leaves exactly 0.01 of the area
under the F curve in the right tail of the distribution is smaller than 1.32.27 Because our
26A description of the data is provided in Appendix B.
27The 1% significance level has been arbitraly chosen.
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test has a value of 2.58, we are able to reject the null of homogenous slope and intercept
parameters.
8.3 The Sensitivity of Spreads to Debt
We now explore why the sensitivity of spreads to debt differs significantly across countries
by modelling the latter as a function of selected explanatory variables. We ask which factors
influence financial markets decision when evaluating the credit worthiness of the borrower
and setting interest rate during episodes of government debt growth.
Using Reinhart and Rogoff (2011) historical time series on countries creditworthiness and
financial turmoil, we calculate the percentage of years (between 1980 and 2010) each country
has been in default or restructuring on its domestic and external debt, the percentage of years
with annual inflation of 20% or higher, and the percentage of years with annual depreciation
vs US dollar of 15% or more. We then estimate equation (52) while allowing the coefficients
to be a function of a common constant, and the percentage of years in default or restructuring
domestic and external debt. Results are shown in Table 1.
Our results seem to suggest that history of repayment plays an important role: “bad”
reputation leads to higher sensitivity of spreads to debt. A 1% increase in the percentage
of years in default or restructuring domestic debt is associated with a 0.34% increase in the
sensitivity of spread. As a consequence, relatively small increase in debt-to-GDP may lead
to level of interest rates which can be difficult to tolerate. Although significant, the impact
of our proxy for history of repayment of external debt is rather low, around 0.07 percent.
The above analysis is robust when augmenting the regression equation for the coefficients
with additional explanatory variables. In particular, we include the percentage of years in
which a country has faced an annual inflation rate of 20 percent or higher and the percentage
of years in which an annual depreciation versus the US dollar (or another relevant anchor
currency) of 15 percent or more occurs.28 We also consider measures of macroeconomic fun-
damentals such as the average and standard deviation of real GDP growth, of rate of currency
depreciation, of inflation and current account to GDP growth. Standard deviations over the
sample period under considerations are used as measure of volatility. The standard deviation
of the average growth rate of general gross government debt to GDP can be considered as a
proxy for sudden increases in debt’s level.
In Table 2, we focus on the coefficients equation corresponding to the sensitivity of spreads
to debt and report results from using different specifications. Including averages rather than
volatility leads to very similar conclusions. Therefore, we do not report them. At least
three conclusions can be drawn. First, a “good” reputation in financial markets matters.
The percentage of years in defaults or restructuring on domestic debt have a statistically
28A detailed description of the data is provided by Reinhart and Rogoff (2009).
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Table 1: Determinants of sensitivity of spreads: EM-REML Estimates.
const. % y-DomDef % y-ExtDef
ci -0.017 0.596 -0.180
(1.572) (0.647) (0.897)
β
(gdp)
0 -0.016∗ -0.252 -0.082
(3.727) (0.364) (0.597)
β
(cpi)
0 0.008 0.624 -0.226
(0.143) (1.005) (1.502)
β
(debt)
0 -0.006 0.344∗∗ 0.068∗
(1.311) (5.998) (3.264)
φ 0.112∗∗∗ -0.326 -0.175
(8.035) (0.265) (0.501)
β
(gdp)
1 0.010 -0.752∗ 0.314∗∗∗
(1.060) (2.900) (8.096)
β
(cpi)
1 0.037∗ -0.874 0.062
(3.527) (2.201) (0.128)
β
(debt)
1 0.003 -0.101 0.004
(0.751) (0.616) (0.014)
Swamy F-statistic (described in equation (46)) between parentheses. The critical values for a F distribution
with 1 degree of freedom for the numerator, and N−1 for the denominator, associated with a significance level
equal to 0.1, 0.05, and 0.01, are 2.84, 4.08, and 7.31 respectively. Simbols ∗∗∗, ∗∗, and ∗ denote significance
(at least) at 1%, 5% and 10% respectively. Estimated standard errors are corrected for finite-sample bias,
following Kenward and Roger (1997). “% y DomDef” (“% y ExtDef”) denotes the percentage of years in
default or restructuring domestic (external) debt; φ is the autoregressive coefficient; β(k) is the sensitivity of
spread to the kth variable.
and economically significant effect on the sensitivity of spreads across all the different spe-
cifications. Interestingly, domestic defaults have a larger impact than external ones. Our
finding that domestic defaults play a significant role in explaining changes in the sensitivity
of spreads is in line with Reinhart and Rogoff (2010) argument: “when ignored domestic debt
obligations are taken into account, fiscal duress at the time of default is often revealed to be
quite severe”. Second, country-specific macroeconomic indicators do not play any significant
role in explaining the reactions of financial markets to an increase in debt. Contrary to the
literature which emphasizes the role of volatility of macroeconomic aggregates in explaining
sovereign credit risks, we do not find strong evidence that such variables affect markets when
calculating the additional risk premium to charge in response to an increase in debt.29 This
29Selected studies on the role of volatility in explaining sovereign defaults are: Eaton and Gersovitz (1981),
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seems to suggest that markets decisions during episodes of debt growth may also be driven
by sentiments (as defined by Eichengreen and Mody, 2000). At the same time, we have seen
that a bigger reaction is usually associated with countries with a weak history of repayment.
Table 2: Determinants of sensitivity of spreads to government debt: EM-REML Estimates.
(1) (2) (3) (4) (5) (6) (7)
Constant -0.006 -0.008 -0.018 -0.016 0.001 -0.007 -0.019
(1.311) (0.944) (1.719) (1.280) (0.005) (0.181) (1.172)
% y Dom Def 0.344 0.328 0.306 0.308 0.350 0.340
(5.998) (3.637) (4.592) (4.535) (6.085) (5.383)
% y Ext Def 0.068 0.026 0.058 0.066 0.010 0.014
(3.264) (0.290) (2.507) (2.990) (0.074) (0.122)
% y Curr Crisis -0.005
(0.006)
% y Infl Crisis 0.066
(1.035)
Volatility FX 0.003 0.003 0.001 0.003 0.006
(1.116) (1.156) (0.045) (0.486) (1.802)
Volatility Debt/GDP -0.001 0.006 0.004 0.005
(0.313) (2.652) (1.023) (1.889)
Volatility Inflation 0.011 0.005 0.008
(1.525) (0.196) (0.468)
Volatility RGDP -0.030 -0.016 -0.016
(5.798) (0.553) (0.532)
Volatility CA/GDP -0.004 -0.008
(0.392) (1.209)
Swamy F-statistic (described in equation (46)) between parentheses. The critical values for a F distribution
with 1 degree of freedom for the numerator, and N−1 for the denominator, associated with a significance level
equal to 0.1, 0.05, and 0.01, are 2.84, 4.08, and 7.31 respectively. Estimated standard errors are corrected for
finite-sample bias, following Kenward and Roger (1997). Bold values denotes statistical significance at 10%
level or lower. “% y Curr Crisis” and “% y Infl Crisis” denote the percentage of years with annual inflation
of 20% or higher and with an annual depreciation vs US dollar of 15% or more, respectively. “% y Dom Def”
(“% y Ext Def”) denotes the percentage of years in default or restructuring domestic (external) debt.
To conclude, while it is common in the literature to find that certain macroeconomic
fundamentals are significant predictors of sovereign spreads, we show that they are not sig-
nificant determinants of the sensitivity of spreads to changes in sovereign debt. On the
Catao and Kapur (2006), and Hilscher and Nosbuch (2010).
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contrary, reputation in financial markets is crucial.
9 Conclusion
This paper shows how to implement the EM algorithm to compute iteratively restricted
maximum likelihood (REML) estimates of both fixed and random coefficients, as well as
the variance components, in a wide class of heterogeneous panels. The proposed method
has several benefits. First, the EM-REML approach yields an unbiased and more efficient
estimator of the random coefficient covariance without running into the problem of negative
definite matrices typically encountered in the Swamy type random coefficient models. This is
turn leads to more accurate estimated standard errors and hypothesis tests. We also demon-
strate that Lee and Griffiths (1979) approach to jointly estimate the random components
and constant underlying parameters yield an estimator of the coefficients’ covariance matrix
which does not satisfy the law of total variance. This is not the case when employing the EM
algorithm. Second, the latter allows us to make inference on the random effects’ population.
The EM approach should be considered as a valid alternative to Bayesian estimation in those
cases in which the researcher wishes to make inference on the random effects’ distribution
while having little knowledge on what sensible priors might be. At the same time, it helps
overcome one drawback of the Bayesian inference: when sample sizes are small (relative to
the number of parameters being estimated), the prior choice will have a heavy weight on the
posterior, which will consequently be far from being data dominated.
Monte Carlo experiments confirm that our approach performs relatively well in finite
sample, in term of bias, root mean square errors, and power of tests.
Another contribution of this paper is to review in a coherent manner, some of the existing
sampling and Bayesian methods commonly used to estimate random coefficient panel data
models.
An empirical application is also presented. We investigate what causes the sensitivity
of spreads to differ significantly across countries by modelling the latter as a function of
macroeconomics fundamentals and a set of explanatory variables which reflect the history
of government debt and economic crises of various forms. We ask which factors influence
financial markets decision when evaluating the credit worthiness of the borrower and setting
the risk premium during episodes of government debt growth. We find that while country-
specific macroeconomic indicators (including underlying volatility) do not play any significant
role in explaining the sensitivity of spreads to an increase in debt, history of repayment is
crucial. “Bad” reputation leads to higher sensitivity of spreads to debt. An 1% increase in
the percentage of years in default or restructuring domestic debt is associated with around
0.35% increase in the additional risk premium in response to an increase in debt. Our findings
indicate that countries who have defaulted in the past may find it hard to finance government
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expenditures by issuing new debt since relatively small increase in debt-to-GDP may lead
to a raise in interest rates which may be difficult to tolerate. This helps explain why their
debt-to-GDP ratios remain considerably lower than those of several high-income countries.
The unanswered question is how to escape such a “trap”.
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Table 3: Properties of EM-REML estimator as T gets large, for fixed N = 30
EM-REML
N = 30/T 10 20 30 40 50 60 80 100
Bias (cˆ) 0.0015 0.0005 0.0001 -0.0002 0.0010 0.0020 0.0016 -0.0007
se {Bias (cˆ)} 0.0017 0.0012 0.0012 0.0013 0.0012 0.0014 0.0012 0.0011
Bias
(
βˆ
)
-0.0033 0.0017 -0.0024 0.0021 0.0020 -0.0008 -0.0017 -0.0001
se
{
Bias
(
βˆ
)}
0.0022 0.0019 0.0019 0.0020 0.0020 0.0019 0.0019 0.0018
Bias
(
φˆ
)
0.0408 0.0104 0.0022 0.0037 0.0030 0.0022 0.0007 -0.0022
se
{
Bias
(
φˆ
)}
0.0023 0.0013 0.0012 0.0012 0.0011 0.0010 0.0009 0.0009
‖ Bias
(
ψˆ
)
‖ 0.0410 0.0106 0.0032 0.0042 0.0037 0.0030 0.0024 0.0023
RMSE (cˆ) 0.0391 0.0278 0.0269 0.0301 0.0278 0.0313 0.0263 0.0235
RMSE
(
βˆ
)
0.0497 0.0427 0.0435 0.0447 0.0450 0.0429 0.0422 0.0410
RMSE
(
φˆ
)
0.0659 0.0313 0.0259 0.0263 0.0252 0.0227 0.0196 0.0193
Bias ( ˆvar (γ1)) -0.0026 -0.0011 -0.0013 -0.0007 -0.0007 -0.0009 -0.0005 0.0003
se {Bias ( ˆvar (γ1))} 0.0005 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002 0.0002
Bias ( ˆvar (γ2)) -0.0122 -0.0046 -0.0030 -0.0025 -0.0016 -0.0020 -0.0002 -0.0021
se {Bias ( ˆvar (γ2))} 0.0008 0.0006 0.0006 0.0006 0.0006 0.0006 0.0006 0.0006
Bias ( ˆvar (γ3)) -0.0002 -0.0011 -0.0010 -0.0010 -0.0008 -0.0008 -0.0004 0.0001
se {Bias ( ˆvar (γ3))} 0.0003 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001 0.0001
RMSE { ˆvar (γ1)} 0.0118 0.0045 0.0046 0.0053 0.0047 0.0055 0.0040 0.0041
RMSE { ˆvar (γ2)} 0.0213 0.0146 0.0144 0.0143 0.0143 0.0138 0.0140 0.0133
RMSE { ˆvar (γ3)} 0.0062 0.0035 0.0032 0.0033 0.0031 0.0032 0.0026 0.0023
Ratio {se (cˆ)} 1.01 0.98 0.96 1.01 0.98 1.00 0.98 1.01
Ratio
{
se
(
βˆ
)}
0.95 0.96 0.97 0.97 0.98 0.98 0.99 0.97
Ratio
{
se
(
φˆ
)}
1.56 1.12 1.08 1.15 1.06 1.11 1.01 1.03
Accuracy {se (cˆ)} 0.87 0.94 0.93 0.95 0.93 0.90 0.89 0.97
Accuracy
{
se
(
βˆ
)}
0.89 0.97 0.95 0.93 0.92 0.96 0.98 0.98
Accuracy
{
se
(
φˆ
)}
1.06 0.95 0.95 1.04 0.88 1.03 0.95 0.94
The data generating process is described in equation (49) and (50), in Section 7. We assume that ci ∼
N(0, σ2c ), βi ∼ N(0.1, σ2β), and φi ∼ N(0.5, σ2φ), where (σc, σβ , σφ) = (0.1, 0.224, 0.07). “se” stands for
standard errors; RMSE indicates the root mean square errors. The Euclidean norm (‖ · ‖) is used as an
overall measure of the bias. Ratio(se(·)) measures the ratio between the “infeasible” standard errors (which
are obtained substituting the true values used to generate the DGP into equation (45)) and the estimated
standard errors of the average effects. Accuracy(se(·)) denotes the accuracy of the estimated standard errors
as approximations to the correct sampling standard deviation of the EM-REML estimator.
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Table 4: Properties of Swamy estimator as T gets large, for fixed N = 30
Swamy
N = 30/T 10 20 30 40 50 60 80 100
Bias (cˆ) 0.0211 0.0030 0.0018 0.0036 0.0018 0.0040 0.0025 -0.0007
se {Bias (cˆ)} 0.0044 0.0018 0.0018 0.0017 0.0015 0.0015 0.0012 0.0011
Bias
(
βˆ
)
0.0025 0.0034 -0.0002 0.0032 0.0030 0.0002 -0.0013 -0.0001
se
{
Bias
(
βˆ
)}
0.0026 0.0020 0.0020 0.0021 0.0021 0.0019 0.0019 0.0018
Bias
(
φˆ
)
-0.1130 -0.0402 -0.0281 -0.0233 -0.0136 -0.0127 -0.0044 -0.0022
se
{
Bias
(
φˆ
)}
0.0023 0.0014 0.0012 0.0012 0.0011 0.0010 0.0009 0.0009
‖ Bias
(
ψˆ
)
‖ 0.1150 0.0405 0.0281 0.0237 0.0140 0.0133 0.0052 0.0023
RMSE (cˆ) 0.0998 0.0401 0.0403 0.0378 0.0343 0.0345 0.0278 0.0235
RMSE
(
βˆ
)
0.0581 0.0444 0.0446 0.0461 0.0459 0.0434 0.0424 0.0410
RMSE
(
φˆ
)
0.1240 0.0509 0.0395 0.0358 0.0282 0.0257 0.0203 0.0194
Bias ( ˆvar (γ1)) 1.7745 0.1419 0.1501 0.0724 0.0530 0.0362 0.0133 0.0037
se {Bias ( ˆvar (γ1))} 0.0695 0.0042 0.0042 0.0020 0.0017 0.0011 0.0007 0.0004
Bias ( ˆvar (γ2)) 0.1420 0.0209 0.0179 0.0126 0.0093 0.0081 0.0050 0.0013
se {Bias ( ˆvar (γ2))} 0.0042 0.0010 0.0010 0.0008 0.0008 0.0007 0.0007 0.0006
Bias ( ˆvar (γ3)) 0.0825 0.0248 0.0152 0.0120 0.0075 0.0061 0.0033 0.0009
se {Bias ( ˆvar (γ3))} 0.0017 0.0006 0.0004 0.0004 0.0003 0.0003 0.0002 0.0001
RMSE { ˆvar (γ1)} 2.3571 0.1701 0.1769 0.0855 0.0648 0.0441 0.0199 0.0090
RMSE { ˆvar (γ2)} 0.1705 0.0307 0.0278 0.0218 0.0196 0.0180 0.0161 0.0143
RMSE { ˆvar (γ3)} 0.0904 0.0284 0.0178 0.0144 0.0099 0.0083 0.0052 0.0031
Ratio {se (cˆ)} 7.34 2.90 3.06 2.13 1.96 1.65 1.33 1.08
Ratio
{
se
(
βˆ
)}
1.85 1.19 1.17 1.12 1.09 1.07 1.04 1.00
Ratio
{
se
(
φˆ
)}
2.00 1.61 1.46 1.33 1.25 1.20 1.14 1.02
Accuracy {se (cˆ)} 2.53 1.93 1.98 1.60 1.51 1.35 1.13 1.03
Accuracy
{
se
(
βˆ
)}
1.49 1.16 1.11 1.04 1.00 1.05 1.02 1.01
Accuracy
{
se
(
φˆ
)}
1.35 1.30 1.19 1.15 1.06 1.13 1.06 0.93
% Negative Definite 0.81 0.71 0.72 0.72 0.60 0.59 0.47 0.16
The data generating process is described in equation (49) and (50), in Section 7. We assume that ci ∼
N(0, σ2c ), βi ∼ N(0.1, σ2β), and φi ∼ N(0.5, σ2φ), where (σc, σβ , σφ) = (0.1, 0.224, 0.07). “se” stands for
standard errors; RMSE indicates the root mean square errors. The Euclidean norm (‖ · ‖) is used as an
overall measure of the bias. Ratio(se(·)) measures the ratio between the “infeasible” standard errors (which
are obtained substituting the true values used to generate the DGP into equation (45)) and the estimated
standard errors of the average effects. “% Negative Definite” measures the number of times (in percentage) the
estimated random coefficients’ covariance matrix is negative definite. Accuracy(se(·)) denotes the accuracy
of the estimated standard errors as approximations to the correct sampling standard deviation of the Swamy
GLS estimator.
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Table 5: Properties of Mean Group estimator as T gets large, for fixed N = 30
Mean Group
N = 30/T 10 20 30 40 50 60 80 100
Bias (cˆ) 0.0626 0.0116 0.0103 0.0146 0.0091 0.0096 0.0064 -0.0001
se {Bias (cˆ)} 0.0112 0.0035 0.0036 0.0027 0.0025 0.0021 0.0017 0.0013
Bias
(
βˆ
)
0.0033 0.0063 0.0019 0.0042 0.0041 0.0014 -0.0002 0.0018
se
{
Bias
(
βˆ
)}
0.0036 0.0022 0.0023 0.0022 0.0022 0.0020 0.0020 0.0019
Bias
(
φˆ
)
-0.2072 -0.0998 -0.0688 -0.0589 -0.0437 -0.0404 -0.0254 -0.0220
se
{
Bias
(
φˆ
)}
0.0025 0.0015 0.0013 0.0013 0.0011 0.0010 0.0009 0.0008
‖ Bias
(
ψˆ
)
‖ 0.2165 0.1006 0.0696 0.0608 0.0448 0.0415 0.0262 0.0220
RMSE (cˆ) 0.2575 0.0783 0.0820 0.0625 0.0569 0.0486 0.0387 0.0289
RMSE
(
βˆ
)
0.0803 0.0498 0.0509 0.0499 0.0494 0.0451 0.0436 0.0424
RMSE
(
φˆ
)
0.2146 0.1053 0.0744 0.0652 0.0501 0.0463 0.0325 0.0287
Accuracy {se (cˆ)} 0.98 0.99 0.98 0.95 0.95 0.97 0.89 0.97
Accuracy
{
se
(
βˆ
)}
1.03 1.01 0.96 0.93 0.92 0.99 0.99 0.99
Accuracy
{
se
(
φˆ
)}
1.05 1.06 1.02 0.95 0.97 0.99 0.98 1.00
The data generating process is described in equation (49) and (50), in Section 7. We assume that ci ∼
N(0, σ2c ), βi ∼ N(0.1, σ2β), and φi ∼ N(0.5, σ2φ), where (σc, σβ , σφ) = (0.1, 0.224, 0.07). “se” stands for
standard errors; RMSE indicates the root mean square errors. The Euclidean norm (‖ · ‖) is used as
an overall measure of the bias. Accuracy(se(·)) denotes the accuracy of the estimated standard errors as
approximations to the correct sampling standard deviation of the Mean Group estimator.
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A Appendix
A.1 Restricted Likelihood
A.1.1 The Choice of Si
The projection matrix Mi. One plausible choice for Si, is the projection matrix:
Mi = I −Wi (W ′iWi)−W ′i , (54)
where (W ′iWi)
− denotes the generalized inverse of W ′iWi. The matrix Mi is of rank T −K,
with K ≤ K¯ < T , and satisfies MiWi = 0. Mi is symmetric and idempotent. As noted by
Searle and Quaas (1978), its canonical form under orthogonal similarity is given by
UiMiU
′
i =
[
IT−K 0
0 0
]
,
where Ui is an orthogonal matrix. Searle and Quaas (1978) defines Ai to be the first T −K
columns of U ′i . It follows that Mi = AiA′i and A′iAi = I. Premultiplying Mi by Ai, we get
MiAi = Ai, A′iMi = A′i . (55)
Since U ′i is orthogonal and non-singular, A′i has full rank and A′iWi = 0. Using (55), Searle
and Quaas (1978) show that Ai (A′iRiAi)
−1A′i is the Moore-Penrose inverse of MiRiMi:
(MiRiMi)+ = Ai (A′iRiAi)
−1
A′i. (56)
Given that A′i has full row rank and Ri is positive definite, the inverse of A′iRiAi exists.
A generalization of Mi. As shown in Searle and Quaas (1978), any linear combination
of Mi, Si = JMi, satisfies SiWi = 0. A generalization of Mi is
Pi = R−1i −R−1i Wi
(
W ′iR
−1
i Wi
)−
W ′iR
−1
i , (57)
satisfying PiWi = 0. From the definition of Pi, it follows that
RiPi = I −Wi
(
W ′iR
−1
i Wi
)−
W ′iR
−1
i ,
PiRi = I −R−1i Wi
(
W ′iR
−1
i Wi
)−
W ′i .
(58)
Therefore,
PiRiPi = Pi, (59)
and also (PiRi)2 = PiRi. It follows that tr(PiRi) = rank(PiRi) = rank(Pi) = T −K. Since
Pi also satisfies PiWi = 0, we can choose Si = Pi.
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Relationship between Mi and Pi. Using (54) and the fact that PiWi = 0, it can be seen
that
PiMi = Pi = MiPi. (60)
Furthermore, post-multiplying (58) by Mi and using MiWi = 0 and W ′iMi = 0, we get
PiRiMi = Mi. Post-multiplying (60) by RiMi
PiMiRiMi = PiRiMi = MiPiRiMi = M2i = Mi. (61)
From (60) and (61), Searle and Quaas (1978) establish Pi as the Moore-Penrose inverse
of MiRiMi:
Pi = (MiRiMi)+. (62)
Since (MiRiMi)+ is unique, equations (56) and (62) imply that
Pi = (MiRiMi)+ = Ai (A′iRiAi)
−1
A′i. (63)
A.1.2 Some Lemmas from Searle and Quaas (1978)
Lemma 1. Searle and Quaas (1978) show that Si = F ′iA′i for some non-singular F ′i . It
follows that
S ′i (SiRiS ′i)
−1 Si = AiFi (F ′iA′iRiAiFi)
−1 F ′iA
′
i
= Ai (A′iRiAi)
−1Ai = Pi.
(64)
where the last equality follows from (63).
Lemma 2. As shown in Lutkepohl (1996, pag. 50, eq. 6), if A, B, C, and D are (m×m),
(m× n), (n×m), and (n× n) matrices, respectively, then
det
[
A B
C D
]
= | D | · | A−BD−1C | if D nonsingular
= | A | · | D − CA−1B | if A nonsingular
. (65)
Using this property of the determinant, we can show that
| AiRiA′i |=
| Ri | · |W ′iR−1i Wi |
| W ′iWi |
. (66)
To prove the latter, let[
A′i
W ′i
]
Ri
[
Ai Wi
]
=
[
A′iRiAi A
′
iRiWi
W ′iRiAi W
′
iRiWi
]
.
41
Taking the determinant of both sides, we get
| Ri | ·
∣∣∣∣∣ A′iAi A′iWiW ′iAi W ′iWi
∣∣∣∣∣ =| A′iRiAi | · | W ′iRiWi −W ′iRiAi (A′iRiAi)−1A′iRiWi | .
Using A′iAi = I, and A′iWi = 0 and equation (63), we get
| Ri || W ′iWi |=| A′iRiAi | · |W ′iRiWi −W ′iRiPRiWi | .
Substituting (58) into the latter equation and then using the following property of determ-
inants, det(AB) = det(A) · det(B), yields (66).
Lemma 3. Given that Si = F ′iAi, it can be shown that
| SiRiS ′i |=| Fi |2| A′iRiAi | . (67)
A.1.3 Finding an expression for L1i
Using (66) and (67), we have
log | SiRiS ′i |= µ+ log|Ri|+ log | W ′iR−1i Wi|, (68)
where µ includes the terms that do not involve the parameters of interest.
Furthermore, using (64), we get
(yi − Ziγi)′ S ′i (SiRiS ′i)−1 Si (yi − Ziγi) = (yi − Ziγi)′ Pi (yi − Ziγi)
=
(
yi −Wi ˆ¯Γ− Ziγi
)′
R−1i
(
yi −Wi ˆ¯Γ− Ziγi
)
.
(69)
Substituting (68) and (69) into (14) yields (15).
Proof of Equation (69). Let ˆ¯Γ be the argument that minimizes ε′iR−1i εi, where εi =
yi −WiΓ¯− Z¯iγi and Ri = var (εi).30 The solution to the problem is given by
ˆ¯Γ =
(
W ′iR
−1
i Wi
)−
W ′iR
−1
i
(
yi − Z¯iγi
)
.
30To make notation easier we focus on ε′iR−1i εi. instead of
∑N
i=1 ε
′
iR
−1
i εi. The same conclusion can be
reached minimising the latter.
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It follows that
yi −Wi ˆ¯Γ− Z¯iγi = yi −Wi
(
W ′iR
−1
i Wi
)−
W ′iR
−1
i
(
yi − Z¯iγi
)
− Z¯iγi
= RiPiyi −RiPiZiγi.
Therefore, using (59) and after a few computations, we get(
yi −Wi ˆ¯Γ− Z¯iγi
)′
R−1i
(
yi −Wi ˆ¯Γ− Z¯iγi
)
=
(
y′iPiRi − γ′iZ¯ ′iPiRi
)
R−1i
(
RiPiyi −RiPiZ¯iγi
)
= y′iPiyi − y′iPiZ¯iγi − γ′iZ¯ ′iPiyi + γ′iZ¯ ′iPiZ¯iγi
=
(
yi − Z¯iγi
)′
Pi
(
yi − Z¯iγi
)
.
A.1.4 Finding an expression for L2i.
The Choice of Qi. It can be shown that Qi = W ′iR−1i satisfies cov (Siyi, Qiyi) = 0, and
therefore is a plausible choice to obtain L2i. We first compute the covariance conditional on
γi, to then show that the unconditional covariance is equal to zero.
cov (Siyi, Qiyi | γi) = E (Siyiy′iQ′i | γi)− E (Siyi | γi)E (y′iQ′i | γi)
= SiE (yiy′i | γi)Q′i −
(
SiZ¯iγi
) (
Γ¯′W ′i + γ′iZ¯ ′i
)
R−1i Wi,
(70)
where E (Siyi | γi) = SiZ¯iγi, since SiWi = 0.
Substituting
SiE (yiy′i | γi)Q′i = Sivar (εi)Q′i = SiRiR−1i Wi = SiWi = 0,
and (
SiZ¯iγi
) (
Γ¯′W ′i + γ′iZ¯ ′i
)
R−1i Wi = SiZ¯iγiΓ¯′W ′iR−1i Wi
+SiZ¯iγiγ′iZ¯ ′iR−1i Wi
into (70), we get
cov (Siyi, Qiyi | γi) = −SiZ¯iγiΓ¯′W ′iR−1i Wi
−SiZ¯iγiγ′iZ¯ ′iR−1i Wi.
(71)
Using the Law of Total Covariance, the unconditional covariance can be obtained from
cov (Siyi, Qiyi) = E [cov (Siyi, Qiyi | γi)]
+cov (E (Siyi | γi) , E (Qiyi | γi)) . (72)
Taking expectation of both sides of (71), we get
E [cov (Siyi, Qiyi | γi)] = −SiZ¯i4Z¯ ′iR−1i Wi, (73)
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since γi ∼ N(0,4). Moreover,
cov (E (Siyi | γi) , E (Qiyi | γi)) = E
[
SiZ¯iγi
(
W ′iR
−1
i WiΓ¯ +W ′iR−1i Z¯iγi
)′]
−E [E (Siyi | γi)]E
[
E (Qiyi | γi)′
]
= SiZ¯i4Z¯ ′iR−1i Wi.
(74)
Therefore, substituting (73) and (74) into (72) we can show that cov (Siyi, Qiyi) = 0.
A.2 Best Linear Unbiased Prediction
Conditional Mean and Variance. Under the assumption that yi and γi are jointly nor-
mally distributed, the conditional expectation of γi given the data is
γˆi = E (γi | yi) = E(γi) + cov(γi, yi) [var(yi)]−1 [yi − E(yi)]
= κ′V −1i
(
yi −WiΓ¯
)
,
(75)
where E(γi) = 0, by assumption, E(yi) = WiΓ¯, Vi = var(yi) = Z¯i4Z¯ ′i + Ri, and κ′ =
cov(γi, yi) = 4Z¯ ′i. The conditional variance of γi is
var (γi | yi) = var(γi)− cov(γi, yi) [var(yi)]−1 · cov(yi, γi)
= var(γi)− κ′V −1i κ. (76)
As suggested in Pawitan (2001), using a simple matrix identity we can write
4Z¯ ′i
[
Z¯i4Z¯ ′i +Ri
]−1
=
{(
Z¯ ′iR
−1
i Z¯i +4−1
)−1 (
Z¯ ′iR
−1
i Z¯i +4−1
)}
·
·4Z¯ ′i
[
Z¯i4Z¯ ′i +Ri
]−1
=
(
Z¯ ′iR
−1
i Z¯i +4−1
)−1 · Z¯ ′iR−1i .
(77)
This result is used to derive the second equality in equation (20) and to obtain equation
(21).
Properties. Following Henderson (1984, Chap. 5), it can be shown that:
(i) γˆi is an unbiased predictor of γi:
E (γˆi) = E
[
κ′V −1y (yi −WiΓ¯)
]
= κ′V −1y
[
E(yi)−WiΓ¯
]
= E(γi),
(78)
since E(yi) = WiΓ¯.
44
(ii) cov (γˆi, γi) = var (γˆi), from which it follows that var (γˆi − γi) = var (γi)− var (γˆi).
(iii) the BLUP maximizes the correlation between γˆi and γi.
Finally, note that
var (γˆi) = var
[
κ′V −1i (yi −WiΓ¯)
]
= κ′V −1i κ
= 4iZ¯ ′i
(
Z¯i4Z¯ ′i +Ri
)−1
Z¯i4
=
(
Z¯ ′iR
−1
i Z¯i +4−1
)−1
Z¯ ′iR
−1
i Z¯i4
(79)
A.3 Expectation Step
E-step for L2i. As suggested in Pawitan (2001), we can write
Eθ(b−1) (ε′iHiεi | yi) = Tr [HiEθ(b−1) (εiε′i | yi)] . (80)
To find Eθ(b−1) (εiε′i | yi), recall that for a random vector x, with mean µx and variance Vx,
var(x) = E(xx′)− E(x)E(x′), from which it follows E(xx′) = Vx + µxµ′x. Therefore,
Eθ(b−1) (εiε′i | yi) = Vεi + εˆiεˆ′i, (81)
where
εˆi = Eθ(b−1) (εi | yi) = Eθ(b−1)
(
yi −WiΓ¯− Z¯iγi | yi
)
= yi −WiΓ¯− Z¯iγˆ(b)i ,
and
Vεi = var
(
εi | yi; θ(b−1)
)
= var
(
yi −WiΓ¯− Z¯iγi | yi, θ(b−1)
)
= Z¯iV (b)γi Z¯
′
i,
(82)
with γˆ(b)i = Eθ(b−1) (γi | yi) and V (b)γi = var
(
γi | yi, θ(b−1)
)
.
Substituting (81) into (80) yields
Eθ(b−1) (ε′iHiεi | yi) = Tr
(
HiZiV
(b)
γi
Z ′i
)
+ Tr (Hiεˆiεˆ′i)
= Tr
(
Z ′iHiZiV
(b)
γi
)
+ εˆ′iHiεˆi.
We can now write
Q2i = Eθ(b−1) (L2i | yi) = c4 − 12 log | W ′iR−1i Wi |
−12Tr
(
Z ′iHiZiV
(b)
γi
)
− 12 εˆ′iHiεˆi.
Using a similar expedient, we can obtain Q1i and Q3i.
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A.4 Estimation of 4
An estimator of 4 can be obtained by maximizing ∑Ni=1Q3i, where Q3i is defined in (24),
with respect to 4. Before proceeding, we report a few results of matrices differentiation
shown in Lutkepohl (1996).
1. X (m×m) nonsingular, a, b (m× 1):
∂a′X−1b
∂X
= −(X−1)′ab′(X−1)′. (83)
2. X (m×m) nonsingular, A,B (m×m):
∂tr (AX−1B)
∂X
= −
(
X−1BAX−1
)′
. (84)
3. X (m×m), det(X) > 0:
∂ln | X |
∂X
= (X ′)−1. (85)
Therefore,
∂Q3i
∂4 = −4−1 + 4−1V (b)γi 4−1 + 4−1γˆ(b)i γˆ(b)
′
i 4−1 = 0,
(85) (84) (83)
The solution to
(
∂
∑N
i=1Q3i/∂4
)
= 0 is given by
4ˆ = 1
N
N∑
i=1
{Vγi + γˆiγˆ′i} . (86)
Unbiased Estimator. It can be shown that
4ˆ = 1
N
N∑
i=1
{Vγi + γˆiγˆ′i} (87)
is an unbiased estimator of 4 since
E
(
4ˆ
)
= N−1∑Ni=1 {E (γˆiγˆ′i) + E (Vγi)}
= N−1∑Ni=1 {E [κ′V −1i (yi −WiΓ¯) (yi −WiΓ¯)′ V −1i κ]+4− κ′V −1i κ}
= N−1∑Ni=1 {κ′V −1i κ− κ′V −1i κ}+4 = 4.
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A.5 Hypothesis Testing
A.5.1 Covariance of Estimator of Fixed Coefficients
Noting that V = var (y) has the linear form
V =
r¯∑
s=1
ϑsΠs,
the adjusted estimator of the small sample variance-covariance matrix of ˜¯Γ is given by
ΦˆA = Φˆ + 2Λˆ, (88)
where
Λˆ = Φˆ
{∑r
s=1
∑r
j=1 Υsj
(
Ξsj −ΣsΦˆΣj
)}
Φˆ,
Σs = −∑Ni=1W ′iV −1i Πs,iV −1i Wi,
Ξsj =
∑N
i=1W
′
iV
−1
i Πs,iV −1i Πj,iV −1i Wi.
An approximation to Υ, the variance-covariance matrix of ϑˆ, can be obtained from the inverse
of the expected information matrix IE, where
2 {IE}sj = tr
(
N∑
i=1
V −1i Πs,iV −1i Πj,i
)
− 2tr (ΦΞsj) + tr (ΦΣsΦΣj) .
Detailed derivations are provided by Alnosaier (2007).
A.5.2 Assessing the Errors of Estimation for the Unit-Specific Coefficients
The variance-covariance matrix of the predictor of (5), is given by
var
(
ψˆ1i − ψ1i
)
= F1ivar
(
ˆ¯Γ
)
F ′1i + var (γˆi − γi) + F1icov
(
ˆ¯Γ− Γ¯, γˆi − γi
)
+
[
F1icov
(
ˆ¯Γ− Γ¯, γˆi − γi
)]′
,
(89)
where
cov
(
ˆ¯Γ− Γ¯, γˆi − γi
)
= cov
(
ˆ¯Γ− Γ¯, γˆi
)
− cov
(
ˆ¯Γ− Γ¯, γi
)
= −ΦW ′iV −1i Z¯i4,
since cov
(
ˆ¯Γ, γˆi
)
= 0, and cov
(
yi,
ˆ¯Γ
)
= var
(
ˆ¯Γ
)
W ′i .
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B Data
B.1 List of Countries
Advanced Economies: Australia (AU), Austria (OE), Belgium (BG), Canada (CN), Den-
mark (DK), Finland (FN), France (FR), Greece (GR), Iceland (IC), Ireland (IR), Italy (IT),
Japan (JP), Netherlands (NL), New Zealand (NZ), Norway (NW), Portugal (PT), Singapore
(SP), Spain (ES), Sweden (SD), Taiwan (TW), United Kingdom (UK).
Emerging Market and Developing Economies: Argentina (AG), Brazil (BR), Chile
(CL), China (CH), Croatia (CT), Hungary (HN), India (IN), Malaysia (MY), Mexico (MX),
Peru (PE), Philippines (PH), Poland (PO), Russia (RS), South Africa (SA), Thailand (TH),
Turkey (TK), Venezuela (VE).
The classification of countries follows from IMF, World Economic Outlook, October 2015
(pag.187-188).
B.2 Data Sources
Bond Yields: J.P. Morgan EMBI Global, OECD Main Economic Indicators, Eurostat (for
DK, GR, LX, and PT), and national authorities (OE, IN, IT, SP, SD, TW).
Bond Spreads: for all European countries but Iceland, the bond spread is measured against
German long-term government bond yields. For the remaining countries, the bond spread is
measured against US long-term government bond yields.
Current Accounts: OECD Main Economic Indicators, Oxford Economics, and national
Central Banks (LV, PE).
Government Debt: Oxford Economics, Eurostat (LV, LX, SJ), and Bank for International
Settlements (IR, IS, NZ, PE).
CPI inflation: IMF - International Financial Statistics, OECD Main Economic Indicators
(AG, CL, CH, SX), and Oxford Economics (SP, TW, TH).
Real GDP: Oxford Economics, national authorities (IS, LV, LX, NZ, PE), and OECD Main
Economic Indicators (SJ).
Exchange Rates: IMF - International Financial Statistics, OECD Main Economic Indic-
ators, and Oxford Economics (TW).
Financial History: Historical time series on countries creditworthiness and financial turmoil
are obtained from Reinhart and Rogoff (2009, 2011).
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