For random coefficients a j and b j we consider a random trigonometric polynomial defined as T n (θ) = n j=0 {a j cos jθ + b j sin jθ}. The expected number of real zeros of T n (θ) in the interval (0,2π) can be easily obtained. In this note we show that this number is in fact n/ √ 3. However the variance of the above number is not known. This note presents a method which leads to the asymptotic value for the covariance of the number of real zeros of the above polynomial in intervals (0, π) and (π,2π). It can be seen that our method in fact remains valid to obtain the result for any two disjoint intervals. The applicability of our method to the classical random trigonometric polynomial, defined as P n (θ) = n j=0 a j (ω)cos jθ, is also discussed. T n (θ) has the advantage on P n (θ) of being stationary, with respect to θ, for which, therefore, a more advanced method developed could be used to yield the results.
Introduction
Let (Ω,Pr,Ꮽ) be a fixed probability space and for ω ∈ Ω let {a j (ω)} n j=0 and {b j (ω)} n j=0 be sequences of independent, identically and normally distributed random variables, both with means zero and variances one. Denote by N n (α,β) the number of real zeros of random trigonometric polynomial T n (θ,ω) ≡ T n (θ) = n j=0 a j (ω)cos jθ + b j (ω)sin jθ (1.1) in the interval (α,β) and by EN n (α,β) its expected value. Indeed the above definition of random trigonometric polynomials differs from the classical case of P n (θ,ω) ≡ P n (θ) = 2 Covariance of the number of real zeros which has been extensively studied. The literature includes the original work of Dunnage [3] which was later extended by Das [2] and Wilkins [8] and was reviewed by BharuchaReid and Sambandham [1] and recently by Farahmand [7] . They generally show that for all sufficiently large n and for different classes of distributions of the coefficients or in different cases, for example, the level crossing case instead of zero crossings, EN n (0,2π) is asymptotic to 2n/ √ 3. In particular the above work of Wilkins is of interest as it shows that the error term involved in the asymptotic estimate is small and in fact is O (1) . However, finding the variance of the number of real zeros involves a different level of difficulties. There have been several attempts, for instance, see [4] or [6] , to obtain the asymptotic value for the variance of N n (0,2π) for P n (θ). So far, the results are only in the form of upper bounds. As far as the expected number of zeros is concerned the asymptotic value of EN n (0,2π) for T n (θ) and P n (θ) is the same. Therefore, we conjecture that their variances are also the same. In addition, with the above assumptions of independence of the coefficients a j (ω) and b j (ω) the inner term of T n (θ) given in (1.1) has the property of being stationary with respect to θ. This can be seen by evaluating its covariance function as
Therefore it is natural to seek to evaluate the variance of number of zeros of T n (θ) which possess the above stationary property instead of P n (θ) given in (1.2). We, however, are unable to make any substantial progress in this direction. Instead, we obtain the covariance of the number of real zeros in the intervals (0, π) and (π,2π). As our main aim remains to estimate the variance of N n (0,2π) we will present our results and discussions in such a way that they could be used to be generalized for variance. Although we are considering two intervals (0, π) and (π,2π) our proof is also valid for any two disjoint intervals. A small modification and some generalization to our analysis should lead to an asymptotic value for the variance. Looking at our proof it suggests that our estimate for the covariance will remain the same as for the variance. Furthermore, although we are considering the polynomial T n (θ) given in (1.1) as far as the results for the covariance, and, therefore, the variance are concerned, it should remain invariant also for P n (θ). For random trigonometric polynomial T n (θ) given in (1.1) we prove the following. 
Covariance of the number of real zeros
For any two intervals (α,β) and (δ,γ) it is known that
where p θ1,θ2 (z 1 ,z 2 ,x, y) denotes the four-dimensional joint probability density function of T n (θ 1 ), T n (θ 2 ), T n (θ 1 ), and T n (θ 2 ). For our purpose and using the above formula to obtain the result for The covariance case, the two intervals (α,β) and (δ,γ) are disjoint. However the above formula and the following discussions remain valid for any two intervals, whether or not they are overlapping. Let Π be the 4 × 4 variance-covariance matrix of random variables T n (θ 1 ), T n (θ 2 ), T n (θ 1 ), and T n (θ 2 ) with cofactor Π i j of i jth element. Then using the Gaussian assumption for the coefficients we can calculate the above-required joint density function as 
Now we let
where T n (θ) is the derivative of T n (θ) with respect to θ. It is easy to show that the cov{T n (θ),T n (θ)} = 0, also A n (θ,θ) = var{T n (θ)} = n and B n (θ,θ) = var{T n (θ)} = n(n + 1)(2n + 1)/6 are independent of θ. Therefore we can obtain the variance-covariance matrix of random variables T n (θ 1 ), T n (θ 2 ), T n (θ 1 ), and T n (θ 2 ) as
Covariance of the number of real zeros
Then we can obtain the remaining elements of the above matrix as
(2.8)
Now we are in the position to proceed with the proof of our theorem.
Proof of the theorem
From (2.6) we can obtain the determinate of Π as |Π| = n 2 n(n + 1)(2n + 
