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ABSTRACT 
We propose three methods for obtaining solutions in fuzzy constraint networks and 
study their application to the problem of ordering fuzzy numbers. The techniques 
proposed may be classified as defuzzification functions which are applicable to any set 
of mutually dependent fuzzy numbers in which the dependence r lationships are 
represented bymeans of metric constraints. We suggest the use of these techniques for 
ordering linked variables in an efficient manner, and discuss their behavior egarding 
several quality criteria. The first application realm of these techniques i temporal 
reasoning. © 1997 Elsevier Science Inc. 
KEYWORDS: constra/nt networks, temporal reasoning, metric constraints, 
fu~ ranking functions 
1. INTRODUCTION 
In many artificial intelligence applications it is necessary to represent 
the times in which events occur and reason over them. The usual approach 
consists in expressing the temporal relations among the events as con- 
straints over pairs of variables. The application of a constraint propagation 
algorithm permits inferring additional temporal relations. 
There exists multiple temporal constraint models, which differ in the 
type of temporal entities they handle (time points or time intervals) and in 
the set of temporal relations that can be represented (qualitative or 
metric). The simple temporal problem (STP) is one of these models, 
proposed by Dechter et al. [7]. A STP is defined as a pair made up of a 
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finite set of temporal variables and a finite set of metric constraints among 
them. The temporal variables represent unknown time points, and the 
metric constraints represent the duration of time elapsed between pairs of 
time points. In the STP model the constraints are imprecise and are 
represented by means of closed integer intervals. There are also models 
based on qualitative temporal constraints among time points [21, 19] or 
time intervals [2]. These qualitative relations, such as "before" or "after," 
may be taken as an extreme case of imprecision. In 1989, Dubois and 
Prade [8] formalized the representation f imprecise temporal relations by 
means of possibility theory. 
The inference of unknown relations is carried out by applying some 
constraint propagation algorithm. One of the most often used in temporal 
reasoning problems is the path consistency or 3-consistency algorithm [12, 
17]. The path consistency algorithm is complete for qualitative relations 
among time points [21, 19] when the constraints are convex. For the STP 
model, in which the relations are convex, but metric, Dechter et al. [7] 
proved the completeness of the shortest-path algorithm, which is a simpli- 
fied version of the path consistency algorithm. In other models, the path 
consistency algorithm is employed as an approximate algorithm [2, 19]. 
Our group formalized the fuzzy temporal constraint network (FTCN) 
model, a natural extension of the STP model by Dechter et al. [7] which 
uses possibility theory as a formalism for representing the imprecision of 
the metric constraints between time points [4, 13]. Each constraint is 
defined by means of a possibility distribution that describes the possible 
values of the duration of time elapsed between two temporal variables. It 
may be proven that, when the possibility distributions are convex, the 
shortest-path algorithm is complete for the FTCN model. In our version of 
the algorithm, constraint composition and intersection operations corre- 
spond to fuzzy number addition and intersection, respectively [11, 9]. In 
other works we have proposed a language for the representation of
temporal information close to the natural one [3] and a method for the 
resolution of queries about temporal relations [14], both based on the 
FTCN model. Other authors have introduced a temporal logic based on a 
similar model [20, 10]. 
One of the basic tasks in constraint satisfaction problems is to efficiently 
obtain Solutions for the network. One solution is an assignment of values 
to the n variables of the network that do not violate any constraint. As a 
constraint network is equivalent to an n-ary relation among the variables, 
the solutions may be defined as the elements belonging to this relation. 
The main difficulty for obtaining solutions is the fact that the n-ary 
relation is not known in its explicit form; it must be inferred from binary 
relations among variable pairs. Obtaining solutions is essentially a process 
of aggregating pieces of local information (the binary constraints) in order 
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to obtain a global information (the elements of the n-ary relation). The 
problem of efficient synthesis of solutions has been well studied for the 
case of the constraint networks whose variables take values on finite 
domains [17]. In a STP the variables may present infinite domains, but the 
network is equivalent o a system of linear inequalities and may be 
resolved by means of conventional inear programming techniques. 
Nonetheless, a STP is a particular case and admits a simpler solution: 
Dechter et al. [7] formulated the problem as a distance graph; they proved 
its decomposability and proposed an efficient algorithm that extends any 
partial solution to a complete assignment of the n variables. 
The main objective of this paper is the study of methods for the efficient 
synthesis of solutions that may be applied to the FFCN model. Section 2 
contains an introduction to fuzzy constraint networks. In Section 3 we 
define two particular network topologies that are of interest for some 
practical applications of temporal reasoning. In Section 4 we introduce 
three methods for obtaining solutions. The first of the methods we propose 
builds a solution by means of progressively assigning values to the vari- 
ables and consists in a generalization of the conventional techniques 
mentioned above. The second method is inspired by conventional defuzzi- 
fication techniques and belongs to the family of centroids, but is formu- 
lated so that it takes into account the constraints established in the 
networks. The third one is a new method that provides a parametrized set 
of solutions. We will find two particular cases in which the last two 
methods are equivalent. 
Obtaining a solution in a fuzzy constraint network is equivalent to the 
defuzzification of the set of the n fuzzy numbers associated with the 
variables of the network. One of the relevant applications of the defuzzifi- 
cation techniques is the ordering of fuzzy numbers. In Section 5 of this 
work we discuss the application of our algorithms to the fuzzy ranking 
problem. The conventional methods only handle the possibility distribu- 
tions that describe the possible absolute values of the fuzzy numbers, 
whereas in a FFCN, there is also information on relative values. As the 
conventional methods do not handle this additional information, their 
application to a 17FCN does not generally lead to a solution of the 
network, that is, they may produce an assignment that violates the con- 
straints established. In this work we discuss the usefulness of our methods 
when applied to the fuzzy ranking problem. 
The practical applications that were considered here concentrate on 
temporal reasoning. Obtaining solutions is the basic task in scheduling and 
planning under temporal constraints. In addition, the use of the proposed 
techniques as ranking methods permits us to efficiently solve some types of 
temporal queries. An example is found in expert systems for diagnosis, 
which often need to establish the temporal sequence of the occurrence of 
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the symptoms. Section 6 presents a discussion of the results of the work in 
the context of temporal reasoning. 
2. FUZZY CONSTRAINT NETWORKS 
We will start by summarizing a few basic concepts of fuzzy metric 
constraint networks introduced in previous works having to do with fuzzy 
temporal reasoning [4, 3, 13, 20, 10]. Here we will formulate a general 
model whose definitions do not refer to temporal reasoning. 
DEFINITION 1 A fuzzy constraint network ( FCN)~4/= ( X,  L )  is a pair 
made up of a finite set of n + 1 variables X = {X 0, X 1 . . . . .  X n} and a 
finite set of fuzzy binary constraints among them L -- {Lij ] i, j < n}. 
Each binary constraint L~j is defined by means of a possibility distribu- 
tion ~rij over the set of the real numbers ~,  which describes the possible 
values of the difference between variables Xj and X~. We will always 
assume that ~rij is a convex possibility distribution, that is, 
1rij(Ax + (1 - A)y) > min{~rij(x),~rij(Y) }, x ,y  ~,~, A ~ [0,1]. 
The values of the variables are established by means of assignments 
X i := x/, x i ~ ~.  In the absence of constraints, each variable X i could take 
any crisp numerical value from the real domain ~'. The constraints limit 
the values that may be assigned to the variables, in order to be able to 
perform the assignments X i :=  X i and Xj .'= xj it is necessary that ~ru(x j - 
xi) > 0, that is, their difference must be one of the possible values 
established by the constraint L U. However, this is not a sufficient condi- 
tion, as there may exist other constraints acting over one of the two 
variables. 
The variable X 0 represents a precise origin, and is assigned an arbitrary 
value x0, which we will assume qual to zero. This way, each one of the 
constraints with respect to the origin, L0~, limits the domain of the possible 
values for the variable X~. We will say that L0~ defines the possible 
absolute values of X i. On the other hand, each one of the constraints Lij 
with i, j > 0 jointly limits the values that may be assigned to X; and Xj, 
that is, defines the possible relative values of each variable with respect o 
the other. We will assume that constraints Lij and Lji are defined in a 
symmetric manner: 7rU(x)= 7rji(-x) Vx ~.  In addition, to omit a 
constraint between two variables corresponds to introducing a universal 
constraint given by 7ru(x) = 1 Vx ~.~. A FCN may be represented by 
means of a directed graph in which each node is associated with a variable 
and each arc corresponds to the binary constraint between the variables 
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connected. As a convention, when drawing the graph, we omit universal 
constraints and only indicate one of the two symmetric onstraints existing 
between each pair of variables. 
DEFINYrION 2 A o--possible solution of a FCN..4" is an n-tuple s = 
(x 1 . . . . .  xn ) ~n that verifies ~rs(S) = tr, where 7r s is 
Its(S) = .min ~riy(x j - xi). 
l , )<n 
The possibility distribution 1r s defines the fuzzy set S of the possible 
solutions of the network, which are those that satisfy all the constraints to 
some nonnull degree. S is a fuzzy n-ary relation that must be obtained 
from the fuzzy binary relations that are explicitly known, that is, from the 
constraints Lij. The study of efficient methods for obtaining the elements 
of S is the main objective of this work. 
DEFINITION 3 An a-consistent FCNJF is a network whose set of possible 
solutions S verifies 
sup Its(S) = a. 
S E~ n 
In particular, we will say that a FCN ~¢" is consistent if it is 1-consistent. 
We will say that JV is inconsistent if there is no solution (or = 0). When a 
FCN is consistent, the possibility distribution 7r s is normalized, that is, 
there is at least one absolutely possible solution, although there may also 
be solutions with intermediate possibility degrees. 
DEFINITION 4 Two FCNs g,~ and 11," with the same number of variables are 
equivalent if and only if every or-possible solution of one of them is also a 
a-possible solution of the other, that is, 
= s 
where ~r~ and ~r~ are the possibility distributions associated to the fuzzy 
sets of the possible solutions of the FCNs X and siP, respectively. 
All the equivalent networks define the same n-ary fuzzy relation. 
Observe that there may exist networks that, corresponding to the same 
n-ary fuzzy relation, have different binary constraints. For instance, 
although a FCNJt/" contains a universal constraint Lij -= ~ru, there will 
be other constraints acting over the variables X i and X i that will limit 
their possible values. As a consequence, there will be an implicit 
constraint over X i and Xj that has been induced by the remaining 
constraints. We may construct a new network g,~ with the same con- 
straints as 1//" except L0., which we replace with the induced constraint. 
Both networks define exactly the same n-ary relation and are equivalent, 
even though they differ in the binary constraint Lij. 
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As we have defined constraints as convex possibility distributions, we 
can manipulate them as fuzzy numbers. In particular, we may apply the 
basic operations of fuzzy arithmetic, the addition of fuzzy numbers 
A = B * C and the subtraction of fuzzy numbers A = B e C, defined 
as  
IrA(X) = sup min{TrB(s), 7rc(t)}, 
X = s * t  
where * represents the crisp operand + or - .  Given any three 
variables Xi, Xk, Xj ~ X,  the addition of the fuzzy constraints Lik and 
Lk/ provides a new constraint between variables X i and X/, which we 
call the constraint induced by the constraints Lik and Lkj. We will 
represent i by L'#, and its definition is L'ij = Lik ~ Lkj. In the literature 
on constraint satisfaction problems this operation is called constraint 
composition. The induced constraint L'~/ and the direct constraint L~y 
introduced by the user are combined by means of constraint intersection 
L'iy N L~j, whose definition is that of a fuzzy set intersection. By means 
of the composition and the intersection of constraints, we obtain a FCN 
that is equivalent to the original one and whose constraints are included 
in the corresponding constraints of the original FCN. The new FCN, 
although containing the same fuzzy set of solutions S, describes the 
differences between variables in a more precise manner. 
The ~ equivalent whose constraints are minimal with respect to 
inclusion is called the minimal network ~ associated to .//4. The con- 
straints Miy of the minimal network are obtained by means of an 
exhaustive propagation of constraints. They may be calculated by means 
of the expression 
Miy = f'] Li~., 
k=l  
where Zi~ is the constraint induced by all the paths of length k that 
connect variables X i and Xj: 
L i  k. = [ ' )  C .k • . i 1 i k_ < n, i o = i, i k = j; 
l o , l l~ . . . , l k ,  • • • | - -  
k 
ck  " " = E L ip  1 ip • 10~11, . . . ,1  k _ , 
pffil 
In these expressions we apply the addition and intersection operations 
defined above• 
It may be proven that the network ./r is inconsistent if and only if a 
minimal constraint is the empty possibility distribution, Try(x) = 0 Yx 
~'. On the other hand, the network .4 r is consistent if and only if the 
constraints Miy thus obtained are normalized. In any other case, ~ has 
an intermediate consistency degree, 0 < a < 1. In general, the degree of 
Solutions in Fuzzy Constraint Nets 267 
consistency of the network is given by 
a = sup I ts(S)= sup .min 7rij(x ~ -x i ) ,  
s~.a~" s~--~" t, j <_n 
where each ~i: is the possibility distribution of the minimal constraint 
between the variables X i and Xy. 
The minimal network ~ verifies Mi~ g Mik (3 Mij, i, j, k < n. This 
means that a new constraint propagation process would not provide any 
additional information on Mij. The detection of inconsistencies and the 
production of a minimal network are computationally implemented by 
means of the following version of the shortest-path algorithm, which is a 
fuzzy generalization of the algorithm proposed by Dechter et al. [7]: 
beg in  
for k := 0 to n do 
fo r i :=  @ ton  do 
for j  := @ to n do 
Lij := Liy n (Lik (3 Lkj); 
i f Liy = ,r o then  exit "inconsistent" 
end 
The calculation of expressions i  significantly simplified by represent- 
ing the possibility distributions by means of normalized trapezoidal 
functions [11, 9]. A possibility distribution rr is normalized if and only if 
at least one element x ~ o~' exists such that 7r(x) = 1. A possibility 
distribution 7r that is normalized and convex may be approximated 
through a trapezoidal distribution defined by means of four parameters 
(a,/3, T, 8). The real interval [ t~, 8] corresponds to the support of the 
distribution, that is, to the set of values x ~ ~0~ such that 7r(x) > 0. The 
real interval [/3, 3'] corresponds to the core of the distribution, that is, 
the set of values x ~.9~ such that 7r(x) = 1, which is nonempty, as ~r is 
normalized. The arithmetic operations over trapezoidal distributions are 
reduced to applying to the core and support he conventional operations 
of real interval arithmetic. That is, the core and support are added or 
intersected separately: 
1. (0~1, /31, 'Yl, 81) (3 (0~2, /32, 'Y2, 82) = (0~1 + 0¢2, fll + /32, ~1 + ")/2, 81 
-{- 82) , 
2. (O/1, /31' "Yl' 81) O (O~2, /32' ')/2' 82) = 
(max{ oq, or2} , max{/31,/32}, min{3,1, T2}, min{Si, 82}). 
As the user may introduce constraints whose support is not bounded 
(such as "much later" or "more than approximately four hours later"), it 
is necessary to apply the rules of real interval arithmetic, extended with 
infinite values. The only nonbounded intervals that are handled are of 
the form [a,oo), ( -% ~], and ( -%oo),  and therefore the previous 
operations never lead to indeterminations [11, 16]. 
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Using normalized trapezoidal distributions, it is evident that the 
minimization algorithm described before is executed in polynomial time 
~(n3). Leaving aside computational dvantages, the normalization hy- 
pothesis does not limit the usefulness of the FCN as an imprecision 
model, although it does limit it as an uncertainty model. If all the 
possibility distributions are normalized, then there is no uncertainty in 
the occurrence of the events. On the other hand, a nonnormalized 
possibility distribution, for instance M0~, means that the variable X i 
could fail to take a value. We may interpret his as a lack of confidence 
in the occurrence of the event associated to the variable Xi [9, 8]. In 
general, an a-consistent network with 0 < a < 1 corresponds to a 
situation in which the occurrence times of the events are imprecise, but 
in addition, the occurrence of the events is uncertain. The uncertainty in 
the occurrence of the set of events is given by the amount 1 - a. In real 
temporal reasoning applications (medical diagnosis, for instance) these 
situations are, however, infrequent. A patient may present a symptom 
whose occurrence time is remembered in an imprecise manner, but he 
will rarely express uncertainty about the real occurrence of his symptom. 
In any case, both the normalization hypothesis, and the trapezoidal 
approximations only affect the practical implementation of the model, 
and less restrictive implementations of the model are always possible. 
3. PARTICULAR NETWORK TOPOLOGIES 
In this section we introduce a definition of the concept of variable 
independence adequate for the FCN model. In addition, we identify two 
particular cases of network topologies that have a practical interest, 
especially in temporal reasoning applications: absolute fuzzy constraint 
networks and relative fuzzy constraint networks. 
DE~mrION 5 Two variables X i and Xj belonging to a FCN .4 r are 
independent if and only if the minimal constraints Mq, Mio, and Moj 
verify Mi/ = Mio • Mo/. 
Once all the constraints that are initially known have been propagated, 
the resulting minimal constraints M0i and M0j describe which are the 
possible absolute values of X i and Xj, respectively. The minimal con- 
straint M 0 expresses the possible values of their difference, that is, the 
relative values of the variables. As we established in the preceding section, 
the minimal network always verifies Mij c_c_ Mio • Moj for every two vari- 
ables X i and Xj. In general, the inclusion is proper, as there are other 
constraints acting over the possible values of the variables X i and Xj. This 
indicates that the constraints Moi and Moj do not contain all the necessary 
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information to be able to perform an assignment of values to variables X i 
and Xj. An assignment that is exclusively based on possible absolute 
values might violate the constraint Mij on their relative values. However, 
when the variables are independent, he inclusion is improper and is 
reduced to the equality of fuzzy sets. In these conditions, all the informa- 
tion on the variables is contained in their absolute constraints M0i and 
M0j, and the possible values of their difference, given by Mij, may be 
exclusively obtained from the possible absolute values of the variables. 
Definition 5 introduces a specific concept of independence between 
fuzzy numbers: metric independence. In many conventional problems in 
which it is necessary to handle a set of fuzzy numbers (decision making, for 
instance), each fuzzy number is represented bya single possibility distribu- 
tion. It describes its possible absolute values. Implicit in this formulation is
the assumption that fuzzy numbers are metrically independent. The FCN 
model formalizes a more general case in which there may be metric 
dependence r lationships among fuzzy numbers. In the FCN model, the 
fuzzy numbers are represented by means of variables, the absolute values 
are represented by means of origin related constraints, and the depen- 
dence relationships are represented bymeans of constraints between pairs 
of variables. The exhaustive propagation of constraints yields a minimal 
network in which all the redundant information has been eliminated. If all 
the resulting minimal constraints verify the expression of Definition 5, this 
means that all the information that was initially provided as constraints 
between pairs of variables was redundant: he variables are independent. 
The following definition formalizes this conventional case as a particular 
instance of the FCN model. 
DEFINITION 6 An absolute fuzzy constraint network (AFCN) is a FCN 
whose minimal network verifies Mij = Mio ~ Moj for every pairofvariables 
X i and Xj. 
When the user initially only introduces constraints with respect o the 
origin (absolute values), a graph is generated whose topology is a tree of 
depth 1 with X 0 in its root (remember that the omitted constraints 
correspond to universal constraints and are not drawn). When the minimal 
network is obtained, a complete graph appears, and the universal con- 
straints are replaced by more precise constraints. But, as can be easily 
proven, the constraints with respect o the origin do not change, and the 
remaining constraints verify the expression of Definition 6, that is, they 
only contain redundant information. 
Conversely, whenever the minimal network resulting from introducing 
any given set of constraints verifies the condition of Definition 6, it may be 
reduced to a conventional model in which the fuzzy numbers are com- 
pletely represented by means of absolute values. 
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DEFINITION 7 A relative fuzzy constraint network (RFCN)  is a FCN 
whose minimal network is such that, for each variable pair X i and Xj, there 
is a variable X,  such that (a) Mij = Mir • Mrj, (b) Moi = Mot • M~i, and 
(c) Moj = Mo, • M,j. 
A RFCN is obtained when the user initially only introduces one con- 
straint per variable, but it may be relative to any reference point. Its 
topology corresponds to a tree of any depth, and X r is always the root of 
the smallest subtree that connects X i and Xj. By obtaining the minimal 
network, the graph is completed, but the constraints contained in the 
initial tree are not modified and the remaining ones are redundant. The 
AFCN is a particular case of RFCN in which X, is always the origin. 
In the context of applications to temporal reasoning, the AFCN model 
corresponds to the frequent case in which the temporal position of the 
events is only expressed by means of absolute dates. On the other hand, 
the RFCN model corresponds to the frequent case in which only one 
temporal label is provided per event, even though this label may be 
absolute or relative to any other event. In any general application, we will 
find temporal events of three types: relative to the time origin, relative to 
the time of a single event, and relative to the times of multiple events. The 
first two will be included in components of the AFCN and RFCN type, 
respectively. They can be separated from the global network, and their 
minimal constraints may be efficiently obtained applying the expressions of 
Definitions 6 and 7. In addition, the size of the network to which the 
general constraint propagation algorithm must be applied is reduced. 
Finally, we introduce two definitions that also have a clear interpretation 
in temporal reasoning. They refer to the shift in time and the change of 
temporal units. 
DEFINITION 8 Given a FCN~4 p= ( X,  L )  and a real fuzzy number A,  we 
define the network ~F shifted to A as a FCN J~' with the same set of 
variables as JI F and whose constraints are of the form (a) L'ij = Lij, 
0 < i , j<_n ,  and (b) L 'o i=Lo i~A andL'io =L ioeA,  0 < i<_n .  We 
will represent i as ¢4 / = A r • A. 
DEFINITION 9 Given a FCNJF= (X, L)  and a real number a ~,  we 
define the network ~4 r scaled by a as a FCN ~v' with the same set of 
variables as ~4r and whose constraints are of the form L'ij = aLij Vi, j _< n. 
We will represent i as X = a .~. 
In what follows, we will handle fuzzy numbers by means of the intervals 
of confidence defined by their g-cuts [11]. We will denote by Mi~, Mi~, and 
--O" Mij, respectively, the g-cut of the minimal constraint Mij, its minimum, 
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and its maximum: 
v,:  = {x ,,,,(x) >_ 
Mi~ = min(x ~.gP[rrij(x)> o-}, 
/~ti~ = max{x ~'l~r/,(x)>_ o.}. 
As we consider convex possibility distributions, Mi7 is the real interval 
- -o r  Or [M/T, Mii ]. We will also denote by Sp(Mij ) the spread of the interval 
[_M,% ]: 
- -Or  Or Sp(M,~ ) = Mij - M i j . 
Due to the symmetry of the constraints, in any FCN we have 
Mi~ • Mj7 = [ - Sp(Mi~ ), Sp( Mi7 )]. 
In addition, we will assume that the o.-cuts M0~ of the minimal constraints 
relative to the origin are closed and bounded (compact) real intervals. In a 
temporal reasoning problem, this hypothesis means that the possible times 
of occurrence of the events represented by the variables are all finite. 
Observe that this hypothesis does not imply an important limitation in 
practice. In the first place, it does not forbid the initial introduction of 
unbounded constraints (for instance universal constraints). It only assumes 
that there is enough information so that, after the minimization of the 
FCN, all the occurrence times are bounded. In the second place, an 
additional variable Xen d representing a maximum time of occurrence and 
a "before" constraint from every other variable of the FCN can always be 
introduced. In particular, if all the variables represent past events, as is the 
case in many diagnosis applications, Xe, d is the current instant. 
An immediate consequence of this last hypothesis i that the o.-cuts Mi' ~ 
of all the minimal constraints are always compact, as in the minimal FCN, 
we have that M~j c_ Mio • Moy. As the minimal constraints contain all the 
values that may be a part of a solution, and only these, the o.-cuts S a of 
the set of possible solutions of the FCN will also be compact, and each S ~ 
is a finite n-dimensional volume. All of this makes it unnecessary to 
continue applying interval arithmetic extended with infinity, once the FCN 
has been minimized. 
4. OBTAINING SOLUTIONS IN A FCN 
Let us consider the following problem: Given a minimal a-consistent 
FCN, obtain a solution s whose possibility degree 7rs(s) is ~'s(S) >_ o., with 
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o. e [0, 1]. Trivially, if o. > a, these solutions do not exist. On the other 
hand, if o. < a, then the o-cuts Mi~ are not empty and there is always at 
least one solution that verifies the condition. 
It is not enough to arbitrarily choose any value from each minimal 
domain, x i e M0i. In general, the resulting n-tuple will not necessarily 
verify the remaining constraints of the network, and will not be a solution. 
The only thing that can be ensured is that for each possible absolute value 
x i e Mi~, there is at least one solution that contains the assignment 
X i := x~ and whose possibility degree is greater than or equal to or. 
To obtain solutions is basically a search problem. A method of general 
validity for any constraint network consists in progressively constructing a
solution, starting from an arbitrary initial assignment to one of the vari- 
ables and backtracking when necessary [12, 17]. For the ST[' model, 
Dechter et al. [7] proved that the progressive construction of the solution 
may be carried out without backtracking, limiting the domains of the 
variables before each new assignment. The following method applies this 
idea to the FCN model: 
METHOD 1 Given a minimal a-consistent FCN ~ and a parameter 
o. e [0, 1] with o. < a, apply the following algorithm: 
beg in  
X0 := 0; 
for  i := 1 to n do 
F = f'l 1, < i(xp ~ Mpi); 
Select x i such that IrF(x i) > 0.; 
Xi :=xi; 
S := (X l ,  X 2 . . . .  Xn)" ~ 
end 
The algorithm starts with an arbitrary initial assignment to any of the 
variables. For the sake of simplicity, we choose as initial variable the origin 
X 0 and we assign it a value of zero. Before a new assignment to a variable 
X i we construct a fuzzy set F that only contains the possible values of X~ 
that verify all the constraints relative to the variables assigned to that 
point. Observe that any previous assignment, Xp .'= xp, induces a new 
constraint over the possible absolute values of X i given by xp • Mpi, 
which is a fuzzy subset of the induced constraint Mop • Mpi. 
THEOREM 1 Given a minimal a-consistent FCN .~" and a parameter 
o" ~ [0, 1], with o. < a, the n-tuple s = (x 1, x 2 . . . .  x , )  obtained by the 
algorithm of Method 1 is a solution of the network .~" with a possibility 
degree of Its(S) >_ 0.. 
Proof (by induction) We want to see that, in each repetition i of the 
loop, (1) there is a value xi that verifies the condition established in the 
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selection statement, and (2) the assignments carried out up to i verify all 
the constraints that affect them with a possibility degree greater than or 
equal to tr. In step i = 1, the fuzzy set F is equal to the minimal 
constraint M01. As./r is a-consistent, the a-cut Mg~ is nonempty and we 
may find a value xl for variable X~ that verifies ~re(x 1) >__ tr. In the ith 
repetition we assume that all the previous assignments o i verify the 
constraints that affect them: 
(x j  - xk)  s 
Because .Jr" is minimal, 
j , k< i .  
gffj. C. [ gk i  ~ g i j ]  °" = gffii I~ Mij ,  
and therefore, 
(Xj -- Xk) E gff i  i ~ g i j  -~ [gffii + Mi~,M.ffii .a t- Mi j  ] . 
~fr Taking into account hat M i ~ = -M j i ,  we obtain that 
max{x k -.}- g~,  xj q'- g j i } ~ minx  k + g~,  xj + M~i , 
that is, 
IX k ~ gk i  ]cr ('1 [Xj ~ g j i  ]or :I ~ 0 .  
As this expression isverified for any subindices j, k < i and the o--cuts 
are convex, we have that F ~ # 0.  Selecting any x i ~ F% the definition 
of F '~ ensures that the assignment X i ".= x i will verify all the constraints 
Mpi , p < i, with a possibility degree greater than or equal to or. • 
For the sake of simplicity, we have assumed that the variables are taken 
in the order corresponding to growing subindices. It is evident that a 
solution is obtained, whichever order we use for going through the vari- 
ables. Rearranging the variables, the method permits starting from any 
value xi ~ M~ and constructing a solution that contains that assignment. 
From now on we will consider the problem of obtaining a solution as a 
problem of defuzzifying dependent fuzzy numbers. We may then ask 
ourselves up to what point the solution obtained using method 1 is a crisp 
value representing the fuzzy numbers contained in the network. The 
particular solution obtained by Method 1 will depend on which is the 
selection process applied inside the loop of the algorithm. We may think of 
applying a conventional defu~zification criterion, such as the maximum 
defuzzifier, the mean of maxima defuzzifier, the centroid defuzzifier, the 
height defuzzifier, or the modified height defuzzifier [15]. Independently of
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their results in a given application, any one of these criteria admits a 
commonsense justification. For example, the modified height defuzzifier is 
based on the following argument: the sharper the shape of a possibility 
distribution, the stronger our belief that the defuzzified value should be 
nearer to the center [22]. None of these justifications can be applied in the 
case of Method 1. Even setting a single criterion for selection inside the 
loop (e.g. mean of maxima), we obtain a different solution for each 
different order in which we take the variables. This introduces an undesir- 
able arbitrary factor. 
Method 2, proposed in what follows, may be applied to each variable in 
an isolated manner. This guarantees obtaining the same solution indepen- 
dently of the order in which we go through the variables. In addition, it 
permits defuzzifying only the variables in which we are interested, and it is 
not necessary to obtain a complete solution. Method 2 belongs to the 
centroid family, but contains the necessary modifications in order to take 
into account he dependencies between fuzzy numbers. 
METHOD 2 Given a minimal a-consistent FCN .~" and a parameter 
or ~ [0,1] with.or <_ a, assign to each variable X i the value fc (X  i) given by 
f c (X , )  = 
where 
f raXldX2...axn 
j<p<n 
The o-cut S ~ of the fuzzy set of the possible solutions of the FCN is a 
finite n-dimensional volume that contains all the n-tuples that verify 
Zrs(S) > or. The function fc(Xi) of Method 2 obtains the ith coordinate of 
the center of gravity of this volume by means of a quotient between two 
volume integrals. Every variable Xj is integrated over an interval PF that 
expresses the possible values of the variable Xj as a function of the 
variables that have not yet been integrated. 
THEOREM 2 Given a minimal a-consistent FCN At" and a parameter 
or ~ [0, 1] with or < a, Method 2 obtains a solution s whose possibility 
degree is greater than or equal to or. 
Proof It suffices to prove that every o-cut S ~ is a convex volume 
to ensure that its center of gravity belongs to the volume, 
(fc(X1), fc (X2) . . ,  fc(Xn)) ~ S ~. For any A ~ [0, 1] and any two n-tuples 
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S x , Sy ~- S tr, 
Zrs(As x + (1 - A)Sy) = minTri j(Ax j + (1 - A)yj - Ax i - (1 - A)yi). 
t , J  
But all the Mij are convex constraints: 
7rij(hm + (1 - A)m') >_ min{1ri/(m), zrij(m') }. 
In particular, taking m = xj - x i and m' -- yj - y~, we have 
~rs( AS x + (1 - A)sy) >_ min{Trs(sx), "B's(Sy) }. • 
Observe that the volume integrals, and therefore, fc(Xi),  are indepen- 
dent of the order in which the variables are integrated. The practical value 
of Method 2 is arguable, due to its computational complexity. For this 
reason, we propose a third method that is much more efficient. Like the 
previous method, it may be applied to each variable by itself. 
METHOD 3 Given a minimal a-consistent FCN ¢~" and two parameters 
or, h ~ [0, 1] with tr <_ a, assign each variable X i the value fx (X  i) given by 
f~(X~) = AM6~ + (1 - A)M~. 
THEOREM 3 Given a minimal a-consistent FCN A and a parameter 
o- ~ [0, 1] with o" <_ a, Method 3 obtains a solution s whose possibility 
degree is greater than or equal to o'. 
Proof As ~t' is minimal, we have 
c_ [ moi • m i] 
_ [m0j • mj ] 
- -O"  O" Substituting Mji = -M i j  we have that 
O" O" O" O" 
- -  - -  - -O"  <_ m;% - < Mij. 
If we add the two previous expressions, multiplied by A and 1 -  A, 
respectively, we obtain that 
- -o -  
M i 7 <_ f~(Xj )  - fA(Xi)  <_ Miy, 
" l r i j ( f~(X j )  -- fA (X i ) )  >_ o', 
"trs(f~,(X 1) . . . . .  f~(Xn))  = min'n' i j ( f~(X j) - f~(X~))  >_ o'. • 
l,.I 
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The underlying idea of Method 3 is the parametrization f a particular 
subset of the set of all possible solutions. This particular subset of 
n-tuples, {(fa(X 1) . . . . .  fa(Xn)); A ~ [0, 1)}, is made up of the points belong- 
ing to one of the diagonals of the n-dimensional volume defined by the 
o-cuts M~ of the constraints relative to the origin. In essence, what 
Theorem 3 proves is that the diagonal is completely contained in the 
volume S ~ of it-possible solutions. In fact, it coincides with one of the 
diagonals of S~; as S ~ is convex, all the points of this diagonal are 
solutions belonging to S ~. This property is not verified for other diagonals. 
In particular, the extremes of this diagonal correspond to the earliest 
o--possible solution (A = 0) and the latest o--possible solution (A = 1). 
Dechter et al. [7] had already identified these two particular instances for 
the crisp case (STP model). Method 3 provides a wider set of particular 
solutions, in which the earliest and latest solution are included, and 
expresses the solutions of this set as a function of a parameter A. 
Observe that Method 3 defuzzifies each variable X i exclusively from the 
absolute constraint Moi. In this sense, Method 3 operates in an analogous 
way to the conventional defuzzification methods. It only works with infor- 
mation on the absolute values of the fuzzy numbers and does not take into 
account he information on relative values. But unlike conventional meth- 
ods, it guarantees obtaining a solution for the FCN. Expressing it infor- 
mally, Method 3 obtains a solution that is representative of the absolute 
values of the numbers, but is not representative of their relative values. 
Method 2, on the other hand, takes into account all the information 
available, but with a significant computational cost. We are going to prove 
that in the particular case of AFCN and RFCN topologies the two 
methods are equivalent. 
LEMMA 1 Given two variables Xp and Xj belonging to a RFCN and a 
parameter or ~ [0, 1], the constraint induced over Xj by__the assignment to 
Xp of any it-possible value of its domain, Xp := AM~p + (1 - A)M~p 
(with A ~ [0, 1]) is 
Xp ~ M~. = M~. ~ K~( A), 
where 
K~.(A) = [(A - 1)Sp(M~p) + Sp(Mg), A Sp(Mgp) - Sp(M~)]. 
Proof From the condition of RFCN, 
g;,. 
= + (1  - 
~[M;o + M~ + Sp(M¢r),/~;o +/~; . -  Sp(M;r) ]
= [A Sp(M~) - Sp(M~p) + Sp(M~r) + M~., 
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A Sp(M~ v) - Sp(M~'~) + M~] 
= M~. * [(X - A) Sp(Mr' p) + Sp(Mg~), hSp(M~p) - Sp(M~,)]. B 
The lemma points out that the spread of K~.(A) is independent of the 
value of A. Certainly Sp(K~(A)) measures the imprecision that the in- 
duced relation adds to that of M~.; this added imprecision does not 
depend on the particular value assigned to Xp, that is, it does not depend 
on A. Nevertheless, K~(A) moves around zero as A varies. In fact, it may 
be easily seen that K~.(A) verifies the following property of antisymmetry 
with respect o the origin: K~(A) = OK~(1 - A). 
THEOREM 4 Given a variable X i belonging to a RFCN, fc(Xi)= 
fx= a/2(Xi) for any o- ~- [0, II. 
Proof It is enough to show that the o'-cut of the fuzzy set of all the 
solutions, S~, is a symmetric volume in all the coordinates. With that it will 
be guaranteed that the center of gravity of this volume coincides with its 
center point. The limits of the volume S" are defined by the integration 
intervals Pj~ of Method 2. Therefore, we must show that for each variable 
Xj and any values Ay+l . . . .  , A, ~ [0, 1], we have 
PS(1 - Aj+I,...,1 -- A n) = 2/a_l/2(X j) e j (X/+l,.. An). 
Due to the antisymmetry of K~(A) with respect o the origin, 
PF(1 - ) t j+ l , . . . ,1  - an)  
= m-  m"x(o, 
= _Moj + Mg'~ - "n Mg'~, M~ + K~y(Ap) , 
w 
= 2f~= 1/2(X) 
= 2f~=,/z(X ) e P/"(Aj+ 1 . . . . .  A,,). B 
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This is also verified for the AFCN model, as it is a particular case of the 
RFCN model. The result has a practical interest in temporal reasoning 
applications. In them it is frequent o have a FCN network associated to a 
temporal fact base that includes extensive AFCN and RFCN components. 
Theorem 4 provides us with an efficient implementation of the center of 
gravity for these components. 
5. ORDERING VARIABLES IN A FCN 
In this section we will present an application of the methods for 
obtaining solutions described in the previous ection. The application task 
considered consists in arranging a finite set of fuzzy numbers using the 
information available on their absolute and relative values. In practice this 
problem arises, for instance, in expert systems for medical diagnosis based 
on temporal reasoning. In them, the times at which the symptoms of the 
patients occur are described by means of linguistic temporal labels, which 
may be absolute or relative to other symptoms. All of this information may 
be represented by means of a FCN [3]. During reasoning, the expert 
system needs to determine the temporal order in which certain symptoms 
have occurred. A particular example corresponds to the diagnosis of some 
heart pathologies from biomedical signals. The order in which a supraven- 
tricular tachycardia, an ischemic ST episode, and a hemodynamic charge 
episode occur is determinant for establishing the etiology of the clinical 
problem. We will analyze the applicability of Methods 1 and 3 to the 
abstract problem of arranging variables of a FCN. 
Historically, the work in decision-making problems has lead to the 
proposal of many conventional methods for ordering fuzzy numbers. These 
methods assume that the only available information has to do with the 
absolute value of the fuzzy numbers. Conventional approaches to the 
ordering of fuzzy numbers may be classified as: 
a. Methods based on ranking functions. 
a.1. Methods based on defuzzification functions. 
a.2. Methods based on templates. 
b. Methods based on comparison functions. 
e. Linguistic approximations. 
In type a methods, a ranking function maps each fuzzy number into a 
number of the real line. The process of ordering the variables is thus 
reduced to the identification of the natural order between the correspond- 
ing real numbers. In type a.1 methods, the ranking function is a defuzzifi- 
cation operator that selects a representative number belonging to the 
support of the fuzzy number. In type a.2 methods the ranking function 
provides an abstract real number that is obtained by comparing the fuzzy 
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number to some template that is relevant for the ordering objective (for 
example, "as large as possible"). This index is usually a real number 
between 0 and 1 with no direct relationship to the domain of possible 
values of the fuzzy number. In type b methods, a comparison function is 
applied to every two fuzzy numbers, obtaining one or several real indices, 
which are interpreted by means of a set of comparison rules. Finally, type c 
methods establish linguistic preference relationships among variables, pre- 
serving the subjectivity that is intrinsically associated with the definition of 
fuzzy sets. 
Even though in this paper, we concentrate on defuzzification methods 
(type a.1), the application of other types of methods to the FCN must not 
be disregarded. In another paper [14] we describe a mechanism for 
resolving queries on temporal constraints based on a comparison function. 
We start by introducing a generalization of the conventional definition of 
ranking function, which is valid for FCN. Conventional methods corre- 
spond to the particularization of this definition to the AFCN case. 
DEFINITION 10 A ranking function f is a function that maps the n-tuple 
o f  variables o f  a minimal consistent FCN ~¢ into a n-tuple o f  real numbers: 
f (X  1 . . . . .  Xn) = (r I . . . . .  r n) ~" .  
The selection of a given ranking function will in the end depend on its 
results in each particular application. Nonetheless, there are well-known 
general criteria [6, 23, 24] that permit guiding the selection. In a given 
application, the selection process consists in (1) determining the relevant 
criteria for the application, (2) discarding the methods that do not verify 
the criteria of interest, and (3) evaluating the remaining methods with 
respect o their practical results and degrees of adequacy to the relevant 
criteria. In what follows we identify some general criteria that can be 
applied to the FCN model, adapting conventional criteria and introducing 
new ones. We classify them into three types: 
I. Consistency Criteria 
C.1. Consistency order. We say that a ranking function f generates 
consistent order when there is at least one solution of the FCN, 
(x 1 . . . . .  x n) ~ 7r s, with the same order. That is, for every two 
components x i < xy we have r i < rj, and for every two components 
x i =x j  we have r i = !). This criterion may be considered as a 
generalization of the transitivity criterion identified in [24]. Any 
method that does not verify this criterion must be discarded. Its 
need is especially evident in applications to planning tasks under 
temporal constraints. A task order that is completely incompatible 
with the constraints is unacceptable. In particular, we are inter- 
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C.2. 
C.3. 
ested in those methods for which there is a maximally possible 
solution with the same order, ~rs(x 1 . . . .  , x~) = a. 
Strongly consistent order. A ranking function f generates a strongly 
consistent order when it generates a solution of the FCN. It can 
only be verified by methods based on defuzzification functions (type 
a.1). In particular, those methods that generate a maximally possi- 
ble solution are of interest. 
Linearity. A ranking function f is linear when its application to a 
shifted network .~r, =.j¢' ~ A verifies f (X~, . . . ,  X')  = ( r  1 + 
f (A )  . . . . .  r, + f (A ) ) ,  and its application to a scaled network l '  = 
a ..~" verifies f (X~, . . . ,  X ' )  = (ar 1 . . . . .  am). In applications to tem- 
poral reasoning, linearity means that the order obtained by means 
of f is invariant with respect to shifts in time and change of 
temporal units. 
II. Efficiency Criteria 
C.4. Separability. A ranking function f is separable if there is a function 
g :~- - ,~ '  such that f (X  1 . . . . .  X n) = (g(X 1) . . . . .  g(Xn)).  Separa- 
ble methods may be applied independently to each variable, which 
is useful in those cases in which we only need to order a reduced 
subset of variables. For example, in temporal reasoning applica- 
tions to diagnosis tasks, the queries usually imply few variables, 
thus making it unnecessary to arrange the whole set of variables. 
C.5. Reducibility. A ranking function f is reducible when in its applica- 
tion we only use the information contained in constraints relative 
to the origin: f (X  1 . . . . .  X~) = f (M m . . . . .  M0~). In general, the use 
of reduced information implies an efficiency gain. Reducibility is 
acceptable in applications in which absolute information is more 
important han relative information. 
C.6. Complexity. A ranking function will be better the smaller the 
amount of computation that is required in order to implement it. 
IlL Subjective Criteria 
Under this heading we must consider conventional criteria such as ease 
of interpretation, robustness, flexibility, or consistency with intuition [6, 23, 
241. 
The methods for obtaining solutions proposed in the previous section 
behave as defuzzification methods of the variables of a FeN, and thus may 
be applied as ranking functions to arrange the variables of the FeN, in the 
spirit of type a.1 conventional methods. Table 1 summarizes their behavior 
with respect o the preceding criteria. Some conventional methods, such as 
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Table I. Classification of the Proposed Methods in Relation 
to the Criteria C1 to C6 a 
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Method C.1 C.2 C.3 C.4 C.5 C.6 
1 Y Y N N N M 
2 Y Y Y Y N H 
3 Y Y Y Y Y L 
ay = verifies the criterion; N = does not verify the criterion; H = high; M = moderate; 
L = low. 
the one by Jain or the gravity center by Yager, generate consistent order, 
but not always a solution (strongly consistent order). On the other hand, 
all of our methods atisfy criterion C.2, and in practice this means that 
they may be indifferently used as variable ordering methods or solution 
production methods. 
Observe, however, that there are two conventional methods that do 
generate strongly consistent order: the mean of maxima and the methods 
proposed by Adamo [1]. In fact, they are both generalized by Method 3 
(fa). For a given value of o- the particular solution obtained by Method 3 
depends on the scale factor A. In the particular case of the value A = ½, 
Method 3 is reduced to the mean of maxima defuzzifier. It turns out to be 
a conventional method that can be applied to dependent fuzzy numbers. In 
the case A = 1, fx is reduced to the conventional method proposed by 
Adamo. It provides the latest solution compatible with the preset possibil- 
ity degree o-. As we have already commented, another particular case of 
interest is A = 0, which provides the earliest possible solution. 
In Table 1 we have not considered subjective criteria, which should be 
evaluated for each particular application. A more detailed study is beyond 
the scope of this work. Nonetheless, we include some numerical examples 
(Figures 1, 2, and 3). Their purpose is to provide some orientation on the 
degree of consistency of our methods with intuition. In all the examples, 
the FCN was minimized before the application of the methods. For each 
example and method we obtain the solution corresponding to or = 1. The 
results of Method 1 have been obtained by applying the mean of maxima 
selection function to the fuzzy subset F determined in each step of the 
loop. 
EXAMPLE 1 
~= (X,L) ,  x= {Xo,X~,X2,X3}, 
L = (Mol, Mo2, M03 , M12, M13 , M23}, 
M01 = (10, 12, 14, 15), 
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( I0' 12' 14~~2,5~8 ) 
Figure 1. FCN and possibility distributions corresponding to the minimal con- 
straints of Example 1. 
mo2 = (8, 16, 17, 18), 
Mo3 = (17, 19, 20, 22), 
m12 = ( -7 ,2 ,5 ,8 ) ,  
M13 = (2, 5, 8, 12), 
M23 = ( -1 ,2 ,4 ,14) .  
Method  1: X 1 := 13, X z := 16.5, X 3 := 19.5 (X  1 < X 2 < X3). 
Method  2: X 1 := 13, X 2 := 16.5, X 3 := 19.5 (X  1 < X 2 < X3). 
Method  3 ()t = 0): X a := 12, X 2 := 16, X 3 := 19 (X  1 < X z < X3). 
Method  3 (A = ½): X 1 := 13, X 2 :'m-- 16.5, X 3 := 19.5 (X  1 < X 2 < X3). 
Method 3 (A = 1): X 1 .'= 14, X 2 := 17, X 3 := 20 (Xa < X 2 < X3). 
Figure 2. FCN and possibility distributions corresponding to the minimal con- 
straints of Example 2. 
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70, ..... "t-. 
Figure 3. FCN and possibility distributions corresponding to the minimal con- 
straints of Example 3. 
EXAMPLE 2 
.~'= (X,L) ,  X= (Xo,X~,X2,X3}, 
L = {Mo] , M02, M03 , M12, M13 , M23}, 
M0] = (2, 4, 20, 23), 
Mo2 = (6, 8, 14, 17), 
M03 -- (16, 18, 20, 23), 
M12 = ( - 17, - 12, 10, 15), 
M13 = ( - 5, - 1, 15, 20), 
M23 = ( - 1,4, 12, 17). 
Method 1: X~ := 12, X z := 11, X 3 := 19 (X  2 < X 1 < X3). 
Method 2: X~ := 12, X 2 := 11, X 3 := 19 (X  2 < X] < X3). 
Method 3: (A = (3): X 1 := 4, X 2 := 8, X 3 := 18 (X  z < X 1 < X3). 
Method 3: (X = ½): X 1 .'= 12, X z := 11, X 3 := 19 (X  2 < X 1 < X3). 
Method 3: (a = 1): XI := 20, X2 .'= 14, X 3 := 20 (X  2 < xa = X3). 
EXAMPLE 3 
.¢= (X,L) ,  X= {Xo,X~,X2,X3}, 
L = {Mol , M02 , M03 , M12, M13 , M23}; 
M0l = (10, 20, 30, 40), 
Mo2 = (40, 60, 80, 100), 
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M03 = (25,26,90,91), 
M12 = (30,40,60,80),  
M13 = ( - 15, - 4, 65, 80), 
M23 = ( -70 ,  -50 ,25 ,50) .  
Method 
Method 
Method 
Method 
Method 
1: X 1 .'= 25, X 2 := 72.5, X 3 := 58 (X  1 < X 3 < )(2). 
2: X 1 := 24.51, X 2 := 72.2, S 3 := 57.5 (X  1 < X 3 < )(2). 
3: (h = 0): X 1 -'= 20, X 2 -'= 60, X 3 := 26 (X  1 < X 3 < )(2). 
3 : (h= ½):X 1 :=25, X 2 - '=70,X  3 :=58(X  1 <X 3 <X2). 
3: (X = 1): X 1 := 30, X 2 := 80, X 3 := 90 (X  1 < X 2 < X3). 
In all the examples, the degree of consistency of the FCN is ot = 1, 
which is equivalent to considering that the possibility distributions of all 
the minimal constraints Mij are normalized. This hypothesis (normal- 
ized fuzzy numbers) is the usual one in any conventional technique for 
ordering fuzzy numbers [6, 23, 24]. In these conditions, the FCN repre- 
sents vague knowledge of a certain situation: the events have occurred 
(or will occur) with absolute certainty, but we do not know their instants 
of occurrence, and we only have imprecise information about them. 
Observe that, even though a = 1, we are not certain that the n-tuple of 
the real values of the variables belongs to the core of ~r s, but we are 
completely sure that they belong to its support. In general, our certainty 
degree of the membership of the real n-tuple in the or-cut S ~ is 1 - o'. 
Solving these examples for o-= 1, no variation is obtained in the 
resulting order. This is not a general property. If the distributions are 
quite asymmetrical, and very different values for cr are considered, then 
some differences in this order could appear. 
The first two examples verify the AFCN condition, so that fc and 
fa=l/2 provide the same result. This does not happen in the third 
example, but the solutions are very close and a coincident order is 
obtained. Naturally, the difference between fc and f~= 1/2 is established 
by the information contained in the relative constraints. Due to the 
previous minimization of the network, the information contained in the 
relative constraints may not be very different from the information 
contained in the absolute constraints, and this generally leads to close 
solutions and the same order. Therefore, fx= 1/2 may be employed as an 
efficient approximation of fc, even for general networks that do not 
correspond to the particular AFCN and RFCN types. Nevertheless, it is 
not guaranteed that fc and f;~=1/2 always provide the same order in 
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general networks. In particular, a discrepancy may arise in their respec- 
tive orders in those cases in which two variables present absolute 
constraints with very similar supports, cases in which the intuitive result 
is not clear either. In the rest of the cases, both methods provide results 
in agreement with intuition, as shown in the examples. Finally, we 
observe that the results of method 3 for A = 0 and A = 1 are only of 
interest if the application requires finding the earliest or latest possible 
solution, respectively. It is the case of applications in planning and 
queries of the first-event or last-event type. 
6. CONCLUSIONS 
In this work we have studied the problem of obtaining solutions in fuzzy 
constraint networks (FCNs). A FCN is a generalization of the STP model 
[7] that uses possibility theory as a formalism for representing imprecision. 
A summary of the previously published basic concepts having to do with 
FCNs have been presented in the second section. As original contribu- 
tions, in this work we have proposed three methods for obtaining solutions 
that can be applied to FCNs, we have defined two particular network 
topologies and we have characterized the methods we proposed with 
respect o these particular topologies. In addition, we have considered a
specific application task, the ordering of the variables of a FCN, and have 
identified some general comparison criteria. 
The synthesis of a solution is equivalent o the defuzzification of the 
variables of a FCN. Therefore, the methods proposed may be classified as 
fuzzy number defuzzification techniques. This argument is the one that 
justifies their application to the fuzzy ranking problem. But, unlike other 
conventional defuzzification techniques, the methods proposed do not 
assume that the fuzzy numbers are independent. 
Of the three methods for obtaining solutions proposed, the first one 
develops a classical idea in constraint satisfaction problems: the progres- 
sive assignment with previous domain reduction. An inherent problem in 
this type of methods is their dependence on the order in which the 
variables are taken, which is completely arbitrary. For this reason, we have 
sought methods that are separable, that is, that may be applied to each 
variable separately. This avoids the dependence on the order in which the 
variables are taken, and also facilitates their application to subsets of 
variables that may be incrementally enlarged. Of the two separable meth- 
ods proposed in this work, one of them (Method 2) has a complex and 
inefficient implementation. Method 3, instead, admits an efficient imple- 
mentation, and despite the fact that it only handles constraints relative to 
the origin, it always obtains n-tuples that are solutions of the FCN. In 
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addition, it is a parametric method, that is, it provides a set of solutions 
that are expressed as a function of a real parameter A, whereas in previous 
methods, only one solution was provided. Obviously, in order to use it as a 
defuzzification technique, a particular value must be assigned to the 
parameter A. With values A = 0 and A = 1 it provides two particular 
solutions that were previously identified in the literature [1, 7]. With a 
1 
value of A = 7 it coincides with Method 2 (AFCN and RFCN topologies) 
or is close to it (general FCN case). This permits using Method 3 as an 
efficient implementation of Method 2 that is exact or approximate, de- 
pending on the topology of the network. 
The main application realm of the methods proposed is temporal 
reasoning, both in task planning and in diagnosis from time independent 
information. In the first case, the central problem is to obtain a solution or 
temporal order of tasks compatible with the constraints established. In the 
second case, the central problem is to identify temporal patterns of clinical 
symptoms that agree with the causal relationships of the underlying 
physiopathological process. In order to do this, the reasoning agents over 
the domain consult a temporal specialist on the existence of particular 
temporal relations among symptoms. They may be inferred by means of 
the application of a constraint propagation algorithm to the imprecise 
temporal information that was initially introduced by the user. The queries 
of the reasoning agents may be complex, including questions of the type: 
"Has the first event of symptom A occurred less than approximately 24 
hours before the last event of symptom B?" This type of question, which 
include temporal selectors, require the previous ordering of the event 
history. 
Our group is working on an application of the FCN model to intelligent 
patient monitoring in intensive coronary care units. The features of the 
application impose the need for defuzzifying temporal variables in real 
time. On the other hand, most of the pieces of temporal information are 
inserted in AFCN and RFCN components; that is the case of the informa- 
tion coming from the application of fuzzy filtering techniques to biological 
signals [5]. For all of these reasons, the most useful method of those 
proposed in this work is Method 3. 
Temporal reasoning is not the only application realm for fuzzy con- 
straint networks in which the ordering of variables and the production of 
solutions are necessary. Our group has proposed a model for the acquisi- 
tion of knowledge in multicriteria decision tasks in which the attributes of 
the alternatives are established in a relative manner by means of fuzzy 
metric constraints. A knowledge defuzzification task is required as a 
previous tage to the application of a standard fuzzy decision technique. 
This model is applied in a problem of minimization of environmental 
impact: the selection of phytosanitary products employed for the control of 
insect plagues in greenhouse crops [18]. 
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