Research design Ethnobotany Ethnopharmacology Methodological aspects A B S T R A C T This work compiled Brazilian articles regarding medicinal plant use by local communities in order to analyze the most common sampling problems and if research characteristics can influence the presence of sampling irregularities. We focused on studies about medicinal plants that present a species-indications list and had a quantitative nature.
Introduction
The use of sampling techniques based on the Hypotheticodeductive method is common in scientific investigations, mainly due to the difficulty or cost of dealing with the whole universe (U). The proper use of these techniques allows the researchers to make conclusions about a population based on just a part of it. Furthermore, sampling can be applied to situations whose research objectives are not to draw a general profile for the entire universe, but rather to deal with specific components of this universe.
However, sampling misuse and negligence on the principles behind its application are common in scientific research (Bartlett et al., 2001; Albuquerque and Hanazaki, 2009 ). In fields that deal with interviews or information about humans, the scenario is not different, as evidenced by some studies that evaluate and discuss sampling and its problems (Marks, 1951; Kitson et al., 1982; Malhotra et al., 1996; Woodberry, 1998; Bartlett et al., 2001; Lee, 2010) .
Accordingly, this research contributes to the discussion of sampling issues regarding the context of medicinal plants research, in order to evaluate the Brazilian studies with a quantitative approach. We sought to identify recurring sampling problems in these studies. We also intend to verify if research characteristics influence the occurrence of sample problems. The appearance of sampling problems can have important consequences concerning bioprospecting studies based on an ethnodirected approach.
Questions, hypothesis and their explanations
The following questions and hypotheses were formulated: a) Are more recent publications more concerned about sampling quality than older publications? Hypothesis: More recent publications present less sampling problems than older ones. This is expected since literature has increased, the number of manuals that offer methodological support for ethnobotanical and ethnopharmacological research (Oliveira et al., 2009 ). In fact there was an increase in the number of Brazilian and international publications that deal with sampling issues in this scientific fields or correlated fields (Bernard, 2006; Albuquerque et al., 2014) . b) Does the journal's impact factor influence the presence of sampling problems? Hypothesis: studies published in journals with higher impact factors apply a higher sampling quality. This might be true since high-impact journals are considered to publish studies with meticulously performed sampling design. c) Do studies developed in urban areas have proportionally more sampling problems than studies developed in rural areas? Hypothesis: Studies from urban areas have proportionally more sampling problems. We drew this hypothesis since urban areas are often more populated, they need a larger use of sample strategies, given that it is not always possible to interview the entire population d) Do the different types of informant's selection (purposive, random or mixed) present differences to what concerns sampling quality? Hypothesis: sampling quality is higher for purposive (intentional) samples. We believe in this assumption because random samples often mean interviewing more people, which is more difficult to reach. e) Do studies that test hypothesis present less sampling problems than studies that do not test them? Hypothesis: studies that explicitly test hypothesis are more concerned with sample quality and present less sampling problems.
f) Do studies that present a clear research question have less sampling problems than studies that do not present it? Hypothesis: studies that present a clear research question are more concerned with sample quality and present less sampling problems.
Sampling in qualitative and quantitative research
In most cases, the use of sampling techniques in quantitative research is associated with hypothesis testing, search for behavior patterns and comparisons within a study or with other studies. In these cases, the sample size is determined by the number required to allow valid inferences about the population or group of interest (Marshall, 1996) . Therefore, a good sampling design is an essential step to reach objectives linked to the search for patterns and trends. The misuse of sampling can constitute a source of bias regarding acceptance of hypotheses that should be rejected and vice versa, in addition to hiding behavior patterns and inappropriately capturing the internal diversity of a given universe (Freiman et al., 1978; Bartlett et al., 2001) .
Sample size is not the only requirement to ensure representativeness. It is necessary to follow the principles of randomness, so that the sample is not biased by a particular group. These assumptions are usually considered in quantitative research aimed at generalizing findings to the universe.
The qualitative investigations, in turn, have some particular features such as frequent use of theoretical samples, and other types of intentional samples (Marshall, 1996) . Qualitative studies often assume that some cases (or respondents) provide "richer" information than others, and so the election of them would increase the researcher's ability to understand a given scenario (Marshall, 1996) . In many cases, small samples are used in qualitative studies in order to allow more detailed information, so that this approach does not intend to generalize findings (Marshall, 1996; Curtis et al., 2000) . Despite the peculiarities of qualitative research, many authors argue that this approach is not free from evaluations of sample quality. The sample choice must be consistent and explicit about the research objectives (Curtis et al., 2000; Dixon-Woods et al., 2004) . However, as sampling in qualitative studies cannot be evaluated in quantitative terms, we decided to focus this work only on quantitative investigations, which clearly follow a positivist orientation.
Statistical assumptions in quantitative ethnobotany
According to the statistical assumptions, a sample is considered to be representative when it is randomly chosen and the probability of misrepresenting the universe is 5% or less (Bernard, 2006) . Problematic sampling designs can lead the internal diversity not to be properly captured and it can be a source of bias to conclusions on, for example, the distribution of botanical knowledge within a community.
In ethnobotanical sampling, it is common to consider the community members (total or > 18 years) as the sample unit for generalization, as well as the heads of family (men and/ or woman responsible for the residence) or the residences (in the latter case, one or more people per residence would give information about the use of this plant). The rarefaction curve technique is used (Begossi, 1996) to verify the sample adequacy without the need for a representative N value of U considering 5% error. In this case, the number of informants interviewed is considered sufficient when there is stabilization of the curve, so that most plants and uses assigned to them have already been cited.
Moreover, it is also common in the ethnobotanical research the use of intentional samples. It can reduce the total timeof study by directly seeking relevant people to the query. Therefore, the bias inherent to this sampling method contributes to its efficiency (Tongco, 2007) , although the conclusions cannot be extrapolated to the community as a whole, the same way that a probabilistic sample performed with a sample size lower than the necessary would not be considered as representative. An example of appropriate use of non-probabilistic sample consists of interviews with key informants to get information about plants with bioactive potential, dealing directly with people who have the most knowledge on the subject. Therefore, the application of an intentional sample can serve specific approaches and is very interesting when we need to study in detail a specific group, but its characteristics do not allow generalizations for the entire community since it covers only a portion of it. An example of the misuse of an intentional sample is to interview only local specialists and consider their knowledge as representative of the whole community, given that a precise diagnostic would identify people less knowledgeable.
Methods

Data collection
In this study literature search of articles was performed. In many cases the studies do not explain their epistemological orientation. Therefore, in order not to make the mistake of classifying the studies' sample quality, regardless their epistemological affiliations, only quantitative studies were considered; as the use of quantitative tools aims to generalize findings for a population or group of interest (the last one with the help of intentional samples) and requires a representative or coherent sample. We considered as quantitative those studies which calculated ethnobotanical indices or used statistical tests.
Our corpus included original works on medicinal plants that had a list of known and/or used 1 species with their therapeutic indications. It was considered for this study both articles exclusively on medicinal plants and studies with various uses (edible, construction, fodder, fuelwood etc.), including the medicinal one.
The literature search was conducted at the following databases and publishers: Scielo (www.scielo.org), Scopus (www.scopus.com) and Scirus (www.scirus.org). The keywords "Medicinal Plants + Brazil", "Plantas Medicinais + Brasil" "Ethnobotany + Brazil" and "Etnobotânica + Brasil" were used. Literature search was performed until 2011.
In addition to this database search, a more detailed search was performed using the keyword "Brazil" in the journals "Ethnobotany Research and Applications", "Economic Botany", "Journal of Ethnopharmacology" and "Boletin Latinoamericano de Plantas Medicinales y Aromáticas". For the journals "Acta Botanica Brasilica", "Revista Brasileira de Plantas Medicinais" and "Revista Brasileira de Farmacognosia", the keyword "Etnobotânica" was used. For articles not available online we made an effort to acquire them by e-mailing authors and using library services. In this way, we believe that most of the articles have been addressed in this study. To ensure the entry of a significant portion of works, a revision of references was made of each paper in search of new entries that were not available online, or that could not be found with the keywords used.
For each study obtained and included in our corpus, the following information was recorded: decade of publication, journal's impact factor (according to JCR 2011), origin of journal (national or international), place where the study was carried out (urban or rural area), type of sample (intentional or probabilistic), universe (U -total number of people, residences, heads of family, vendors etc. in the community or another place), number of respondents (N), nature of the study nature (quantitative or qualitative) and if the study formulated questions or hypotheses.
Although it is common to consider urban and rural as a continuum, we opted to perform a dichotomous classification in order to make the analysis possible. We used the information available in the articles as a parameter.
A sample was considered as random (or probabilistic) w h e n a l l t h e m e m b e r s o f a g i v e n c o m m u n i t y o r community's strata had the same probability of being recruited to participate. It was considered as purposive (or intentional) when respondents where chosen regardless of a random selection. Finally, a mixed sample was considered when the research included two or more different sampling technique, being at least one of them random and one purposive. More information about sampling strategies can be found in Albuquerque et al. (2014) .
Quantitative studies were so considered when they presented at least one of the following: statistical testing or application of ethnobotanical indices. Only quantitative studies were included in this survey (more information about these indices can be found in Medeiros et al., 2012) . For case studies that fit into more than one classification (e.g. urban and rural), or do not have information on this, we decided to exclude them from the analysis of the referred category, considering them, however, for remaining analyzes.
Studies were classified, according to the risk of bias in their samples, into: low risk, moderate risk and high risk.
The criteria for classification are available in Chart 1. In some cases the study fit into more than one criterion. Table  1 clarifies the classification procedures in such situations.
Chart 1 Criteria to establish the risk of bias in ethnobotanical studies regarding medicinal plants performed in Brazil based on sampling quality. 1) When sample is extracted from the total number of people or from an age interval Low a) When the sample size (N) reaches the universe (U) b) When N is representative of U, with sample randomness and considering a margin of error of up to 5% c) When N is at least 80% of U, considering that some respondents may refuse to participate of interviews or may not be in their household even after successive trials. Moderate a) When N is extracted from U, with sample randomness and a margin of error higher than 5% and lower than 10%. b) When N is at least 80% of the value is needed for representativeness, considering a margin of error of up to 5%. c) When N could be considered to be representative of U (with a margin of error of up to 10%) if only the numbers are considered, but in situations in which sample is occasional or when there is no specificity about randomness. High a) When N is extracted from U with a margin of error higher than 10%. b) When N is less than 80% of the value is necessary for representativeness, considering a margin of error of up to 5%. c) When there is no information about the universe (U), or when there is no information about the sample (N).
2) When sample is based on the heads of family (one or two per household) Low a) When all heads of family were interviewed. b) When a representative number of heads of family were interviewed, with sample randomness and a margin of error up to 5%. c) When N is at least 80% of the heads of family Moderate a) When N is extracted from the universe (U) of family chiefs, with sample randomness and a margin of error higher than 5% and lower than 10%. b) When N is at least 80% of the value necessary for the representativeness of the heads of family, considering a margin of error of up to 5%. c) When N could be considered to be representative of the number of heads of family (with a margin of error of up to 10%), if only the numbers are considered, but in situations which sample is occasional or when there is no specificity about randomness. High a) When N is extracted from the universe (U) of heads of family with a margin of error of up to 10% b) When N is less than 80% of the value needed for representativeness of the family chiefs, considering a margin of error of up to 5%. c) When there is no information about the number of heads of family, or when there is no information about the sample (N).
3) When sample is based on households Low a) When one member of each household was interviewed. b) When a representative number of households had one of its members interviewed, with sample randomness and a margin of error up to 5%. c) When N is at least 80% of the households. Moderate a) When N is extracted from the universe (U) of households, with sample randomness and a margin of error higher than 5% and lower than 10%. b) When N is at least 80% of the value necessary for sample representativeness, considering a margin of error of 5%. c) When N could be considered to be representative of the households (with a margin of error of up to 10%) if only the numbers are considered, but in situations in which sample is occasional or when there is no specificity about randomness. High a) When N is extracted from the universe (U) of households with a margin of error higher than 10%. b) When N is less than 80% of the value which is necessary for household representativeness, considering a margin of error of up to 5%. c) When there is no information about the number of households (U), or when there is no information about the sample (N).
4)
When sample is intentional, focusing on a group of interest (e.g. midwives, healers, local specialists) Low a) When sample corresponds to the totality of the specific group. b) When sample is representative of the specific group, with sample randomness and a margin of error or up to 5%). c) When sample is at least 80% of the specific group. d) In cases of local specialists, when the snowball technique is used and there is an indication of the total number of dwellers. e) In cases of local specialists, when they are selected based on clear and well established criteria. Moderate a) When N is extracted from the universe (U) of the specific group, with sample randomness and a margin of error higher than 5% and lower than 10%. b) When N is at least 80% of the value necessary of representativeness of the specific group, considering a margin of error of up to 5%. c) When N could be considered to be representative of the specific group (with a margin of error of up to 10%) if only the numbers are considered, but in situations which sample is occasional or when there is no specificity about randomness. d) In cases of local specialists, when there is no indication of the universe (U), but the snowball technique is applied to select the key respondents. High a) When N is extracted from the universe (U) of the specific group with a margin of error higher than 10%. b) When N is less than 80% of the value which is necessary for representativeness of the specific group, considering a margin of error of up to 5%. c) When there is no information about the specific group (U), or when there is no information about the sample (N), except for the use of the snowball technique, when there is no information about the U. d) In cases of local specialists, when they are selected based on arbitrary or obscure criteria.
The influence of journal's impact factor on the risk of bias (present x absent) was tested with a simple logistic regression.
Results and discussion
General aspects about sample quality
We found 126 ethnobotanical studies on medicinal plants that exhibited a species-indication list. However, only 31 could be considered as quantitative, which is why our results will only refer to those 31 studies.
Among them, 48.39% were classified as having high risk of bias, while 19.35% had moderate risk of bias and only 32.26% had low risk of bias. This result demonstrates that the majority of quantitative Brazilian ethnobotanical studies devoted to medicinal plants are not concerned about the representativeness of their samples or do not make clear the criteria used for selecting informants. Regarding the generalization issues, it is likely that the internal diversity of knowledge, beliefs, or use of medicinal plants is not being properly captured and, considering studies that adopt intentional samples, these can be made arbitrarily or the criteria adopted may not be clear in the article.
The main reasons for works to be classified as having high risk of bias were: (1) when N is extracted from U with a margin of error higher than 10% (1-high-a for 16.13% of studies); (2) when N is less than 80% of the value necessary for representativity, considering a margin of error of up to 5% (1-high-b for 16.13% of studies), and (3) lack of information about the universe or the sample, for samples taken from the total number of people or an age interval (1-high-c for 16.13% of studies) ( Table 2 ). The main reason for a study being fitted as 5) When rarefaction curves are used Low a) When there is information about N and U and when the rarefaction curve stabilizes, regardless of sample representativeness and the criteria for respondent selection. Moderate a) When there is no information about U, but the rarefaction curve stabilizes b) When there is no information about N and U and when the rarefaction curve gets close to stabilization. High a) When there is no information about N, regardless of the rarefaction curve behavior. b) When the rarefaction curve gets far from stabilization. c) When the study claims to have performed a rarefaction curve, but does not exhibit its results and does not affirm that there was stabilization.
6) When participatory methods are used Low a) When the number of participants corresponds to a representative amount of the population or specific group (with a margin of error of up to 5%, but not considering the precepts of randomness, that mostly does not apply to participatory methods). Moderate a) When the number of participants is not representative of the population or specific group. b) When there is no information about the universe (population as a whole or specific group), but there is information about the number of participants. High a) When there is no information about the number of participants.
7) Diffuse selection criteria
High a) When there is no information about N or U. b) When there are various diffuse criteria for selecting the same sample.
Situation Prevalence Example
A study is classified by two or more routes and all of these routes lead to the same risk of bias.
All classifications are considered
4-High-c and 4-High-d Prevalence of a high risk
Study with composite samples (for more than one place or more than one type of respondent). Table 1 Prevalence criteria in situations when there is an overlap of classifications according to the risk of bias for ethnobotanical studies about medicinal plants developed in Brazil.
More restrictive criterion
Data analysis
The analytical strategy of this study was based on comparing the proportion of studies with high, moderate and low risk of bias according to the following variables: decade of publication, presence/absence of an impact factor, place where the study was developed, type of sample, presence/absence of hypothesis testing, presence/absence of explicit question formulation of ethnobotanical indices. These analyses were performed using the Williams G-test (Zar, 1996) , in 2xn and 3xn contingency tables. Studies with high risk of bias x studies with moderate risk of bias x studies at low risk of bias were integrated in 3xn tables. Studies with some risk of bias x studies with no risk of bias were considered in 2xn tables. of the sample. This is related to the positivist need for precise information about the research design in order to make it testable and replicable. For other scientific paradigms, such evaluation and replicability are not possible because it is assumed that the nature of interpretation is influenced by the researcher subjectivity. Therefore, the evaluation of sample quality only makes sense from a hypothetico-deductive perspective.
Studies profile x risk of bias
Factors that do not influence the risk of bias: most of our hypothesis were rejected, since most factors analyzed showed no significant influence on the study's risk of bias. The proportion of studies with high, moderate and low risk of bias, as well as the proportion of studies with high risk and other risks, did not differ significantly to what concerns the decade of publication, the presence of an impact factor, type of sample and the presence/absence of questions and hypotheses (p > 0.05 for all possible combinations).
Because of the increase in the number of textbooks in the area, we expected that more recent works would have less sampling problems when compared to the oldest publications. However it seems that an increase of the "offer" in terms of access to information about research design quality was not accompanied by an increase in the attention to sampling aspects, since more recent studies tend to have the same sampling problems presented in the older ones.
Furthermore, the publication of a work in a journal with impact factor does not assure that it will be free from sampling problems, as shown by the logistic regression (p > 0.05). This result offers additional support to the advocates for the impact factor not be used to evaluate the study's quality (Seglen, 1997) .
Another important result is the lack of differences in terms of sampling problems when comparing purposive, random and mixed samples. It means that there is no type of sampling problem-free. The assumptions and applicability of a random sample are quite different from an intentional sample, since the former is related to a greater statistical guidance and the latter has to do with interests in specific community groups. However, none of them is being properly employed.
It is also possible to infer that questions or hypotheses may not be answered or tested satisfactorily, since studies with the characteristic of generating questions and hypotheses do not differ from the others regarding the sample quality.
Factors that influence the risk of bias: G test in 2x2 table (rural x urban areas regarding the proportion of risk x no risk of bias) showed significant differences, so that the risk of bias is proportionally more present in studies developed in urban areas (G = 4.36, p < 0.05). This result can be explained by the fact that urban communities often present a greater number of people and households. Therefore, they need a more complex sample design, which can lead to a larger amount of errors. Additionally, many studies developed in rural areas do not need to employ samples, as all adults or family chiefs can be interviewed due to the small population size.
The G test for 3x2 did not indicate significant differences in the proportion of studies with high risk of bias x moderate x low risk of bias according to this factor (G = 4.4, p > 0.05). having moderate risk of bias was: (1) Lack of indication of the universe (U) when the snowball technique is applied to select the key informants (4-moderate-d for 9.68% of studies). The other reasons for a study to be classified as having a moderate risk had less than 5% of occurrence.
Regarding studies that reached a low risk of bias, most of them were classified by having encompassed the whole universe (one person per household), 80% of the universe or by having adequately used the snowball technique (Table 2) . This result contributes to the acknowledge of sample fragilities in Brazilian ethnobotanical studies, since many studies were classified as having a low risk of bias just because they did not "need" to use complex sampling techniques.
It is possible that not always a study classified as having high or moderate risk of bias presents in fact samples issues. Some studies do not present information about the type of sampling, about how it was done or under which basis (universe) it was extracted. In this sense, Kitson (1982, p. 966) states that "researchers invariably seem to find it more interesting and exciting to write about what was learned from a study than how it was learned". Sometimes the simple attention to the adequate description of the research design can save the study from "distrusts" related to the representativeness or coherence
Final remarks
The high occurrence of sampling problems in quantitative studies of medicinal plants (which have lists of species and indications) reveals problems capturing the internal diversity of knowledge, beliefs and practices, and also points to a misappropriation of intentional sampling techniques. Moreover, the lack of information on the sampling procedure is also quite evident, and among all the problems listed here, it is the most easily solvable, since the inclusion of this information can free the study of suspicions concerning its sample design.
Those sampling problems can bias results and influence decisions and proceedings that involve plant knowledge and use. This is especially problematic in the field of biodiversity conservation, as an inadequate sampling can give misleading clues about the conservation status of medicinal plants and the strategies needed to be placed. Inappropriate samples can also give misleading clues about the most popular plant species for a given community, which are usually chosen species for pharmacological studies.
We assume that a study that follows a positivist orientation may forgo effective sampling techniques, since their conclusions do not intend to be extrapolated to a community or a particular group (e.g. local experts) but only applied to those interviewed, which is not usually part of the rhetoric of those studies. Therefore, the easiest way to solve the problem is to assure the coherence of research design.
We must consider that this study brought a diagnosis based on a corpus: quantitative studies about medicinal plant knowledge or use that display lists of plants with their therapeutic indications. The results of the diagnosis may only be applicable to this study group. Therefore, the development of further studies is recommended in order to diagnose the status of ethnobotanical studies to what concerns the controversial issue of sampling.
Finally, although our study focused only on sampling problems, we consider that other issues can significantly bias research results, such as the data collection procedures and botanical identification. Identifying specimens from ethnobotanical surveys is not easy, since many of those specimens are cultivated and sterile. As misidentification can completely alter research results, we suggest that further investigation should focus on this issue.
