Neurons in early visual cortex respond to both luminance-(1st order) and contrast-modulated (2nd order) local features in the visual field. In later extra-striate areas neurons with larger receptive fields integrate information across the visual field. For example, local luminance-defined features can be integrated into contours and shapes. Evidence for the global integration of features defined by contrast-modulation is less well established. While good performance in some shape tasks has been demonstrated with 2nd order stimuli, the integration of contours fails with 2nd order elements. Recently we developed a global orientation coherence task that is more basic than contour integration, bearing similarity to the well-established global motion coherence task. Similar to our previous 1st order result for this task, we find 2nd order coherence detection to be scale-invariant. There was a small but significant threshold elevation for 2nd order relative to 1st order. We used a noise masking approach to compare the efficiency of orientation integration for the 1st and 2nd order. We find a significant deficit for 2nd order detection at both the local and global level, however the small size of this effect stands in stark contrast against previous results from contour-integration experiments, which are almost impossible with 2nd order stimuli.
Introduction
The detection of spatially-localised stimuli such as Gabors is thought of in terms of the tuning of individual neurons located early in the cortical hierarchy. Stimuli defined by luminance modulation (1st order) map onto the classical receptive fields of neurons in area V1 or V2 (De Valois, Albrecht, & Thorell, 1982) . There is also evidence for neurons in early visual cortex capable of detecting stimuli defined by modulations of contrast, these are referred to as 2nd order stimuli (Baker, 1999) . The strongest evidence for this comes from the cat cortex where two different types of 2nd orderdetecting neuron have been found: one in which the preferred carrier/modulator ratio is around 2 (Tanaka & Ohzawa, 2009 ) and another where the preferred ratio is much higher than 2 and falls outside the linear passband of the neuron (Baker, 1999; Zhou & Baker, 1993 , 1994 , 1996 ; but also see El-Shamayleh & Movshon, 2011) . The mechanism proposed for the former involves sideinhibition from other 1st order neurons (Tanaka & Ohzawa, 2009) , whereas for the latter it is the result of filter-rectify-filter operations (Zhou & Baker, 1993) . Luminance modulations are detected with greater sensitivity and acuity than contrast modulations (Sutter, Sperling, & Chubb, 1995) , though in both cases sensitivity peaks at the fovea and declines with eccentricity (Hess et al., 2008) .
We also have the ability to integrate spatial information across the visual field, where a large number of lower-level neurons (with their localized receptive fields tiling that area) must be contributing. This visual processing is often referred to as ''global'' and can be explained in terms of the much larger receptive fields found in extra-striate cortex that integrate many lower-level inputs. The existence of this kind of two-stage integration for orientation coherence is supported by our recent work. Our results suggested that integration within these larger second-stage receptive fields is mandatory, but that the combination of their outputs is flexible and can be altered based on the task set to the observer (Baldwin et al., 2014) . The first stage inputs in principle could be neurons that process luminance-or contrast-defined information at more local regions across the visual field.
Two classes of global processing are motion and form. Broadly, motion is processed in the dorsal extra-striate pathway whereas form is extracted in the ventral pathway (Mishkin, Ungerleider, & Macko, 1983) . Global motion processing for luminance-defined stimuli is typically measured using motion coherence paradigms, where a subset of elements move in one coherent direction with the remaining elements moving randomly (Newsome & Pare, 1988) . A recent orientation coherence measure modelled on motion coherence has been used to measure sensitivity for luminance-defined global form under various manipulations (Husk, Huang, & Hess, 2012) , e.g. confirming the scale-invariance for texture processing found by Landy and Bergen (1991) . Other paradigms based on embedding signal in noise include contour integration (Field, Hayes, & Hess, 1993) and coherence measures for form detection (Achtman, Hess, & Wang, 2003) .
Global 2nd order processing is less well understood. There is evidence from coherent motion experiments for the presence of global translational (Baker & Hess, 1998; and optic flow processing for 2nd order stimuli (Aaen-Stockdale, Ledgeway, & Hess, 2007a; Aaen-Stockdale et al., 2012; Badcock & Khuu, 2001; Dumoulin, Baker, & Hess, 2001) . Although there is evidence that different dorsal extra-striate areas exhibit a bias for 1st or 2nd order motion processing (Dumoulin et al., 2003) , there is no evidence that they are processed in exclusively different regions. There is no data on 2nd order global spatial processing comparable to that discussed above for motion. We do know that the visual system can detect 2nd order form that is not masked by external noise, for example when it forms radial frequency patterns (Hess, Achtman, & Wang, 2001 ). On the other hand the detection of even straight contours embedded in noise is impossible if they are defined by the orientation of localized 2nd order elements, suggesting no 2nd order input to this global operation (Hess, Ledgeway, & Dakin, 2000) . Here we test a rudimentary type of global spatial judgment which is analogous to the motion coherence task (Baker & Hess, 1998; , where the orientation of a subset of 2nd order stimuli needs to be judged in the presence of other similar stimuli of random orientation.
Methods

Apparatus
Experiments were performed using Psykinematix (Beaudot, 2009) . Stimuli were displayed on a Sony Trinitron monitor (38.4 Â 28.8 cm with a resolution of 1024 Â 768 pixels and a frame rate of 90 Hz). The bit-stealing method of Tyler (1997) was used to give 10.8 bits of luminance resolution. The display was gammacorrected in Psykinematix using an X-Rite Eye-One Display 2 photometer and the standard Gain-Offset-Gamma model (Berns, 1996; Georgeson, 2007) . After gamma-correction the screen had a mean luminance of 60.6 cd/m 2 .
Array stimuli
The stimuli were 5 Â 5 grid arrays of Gabor elements, with a width of 12°of visual angle at a distance of 60 cm (used for the 1 c/deg condition). Element positions were jittered relative to a pure grid arrangement (spatial repositioning was drawn from a uniform distribution of +/À 0.25 deg). Each element was either a signal or a noise element, randomly intermixed across the array.
The signal elements were assigned either a horizontal or vertical orientation from trial to trial. The proportion of signal elements was the % coherence. The noise element orientations were randomly drawn from a uniform distribution (0-360°). Subjects judged whether the array contained horizontal or vertical signal.
Elements for the threshold coherence task
The 1st order elements (Fig. 1a) were defined as 2D Gabor function luminance modulations. The spatial frequency of the modulator was 1 c/deg at a distance of 60 cm, with an envelope standard deviation of half a cycle. Spatial frequency was adjusted by changing the viewing distance in order to determine whether the detection of coherent orientation is scale-invariant. The Gabors were generated in sine phase. For the 2nd order elements (Fig. 1c) the Gabor function modulated the contrast of a noise carrier (about a mean contrast of 50%)
where L is the image luminance, G is the Gabor function (scaled about zero, so it would range from À1 to +1 at 100% modulation) and N is a Gaussian-enveloped patch of random white noise (same envelope properties as the Gabors), generated with a unique seed on each trial. The noise was generated at a half the display resolution and then scaled up, in order to help combat the effects of the adjacent pixel nonlinearity (see below). The luminance of each 2 Â 2 ''pixel'' (angular subtense = 4.3 arcmin at the viewing distance for the 1 c/deg condition) in the noise carrier was drawn at random from a uniform distribution between À1 (black) and +1 (white). Modulation contrast was set to be four times detection threshold (see Procedures). A 1st order Gabor with added white pixel noise at 50% contrast (the 2nd order elements' mean luminance contrast) was also used as a control stimulus (Fig. 1b) , to see if the reduced sensitivity for the 2nd order stimuli was due to masking from the noise carrier.
The white noise that we use as the carrier for our 2nd order stimuli opens up the possibility that our results may be contaminated by 1st order artifacts resulting from the adjacent pixel nonlinearity (APNL) found in CRT monitors (Klein, Hu, & Carney, 1996) . To test this we made a set of measurements where the carrier noise filled the screen and the modulator was a vertical square-wave grating. We measured the luminances of the high-contrast and low-contrast bars using a Gamma Scientific UDTi flexOptometer with a model 265 detector, a model 1157 photometric filter, and a model 153 minilens. By measuring the luminance of the high-contrast and low-contrast bars of the grating at four modulation levels (20%, 40%, 60%, and 80%) we found 1 st order 1 st order with noise 2 nd order (a) (b) (c) Fig. 1 . The three stimuli types used in the orientation coherence task: (a) 1st order luminance-modulation, (b) 1st order luminance-modulation with added white pixel noise, and (c) 2nd order contrast modulation of white pixel noise.
that the noise carrier did not reduce the mean luminance of the display (61.0 cd/m 2 with noise vs. 60.6 cd/m 2 without) and that the difference in luminance between the high and low contrast bars was small. The effective contrast of the artifact did not increase with the modulation amplitude, and at all four levels it was less than 0.2%. This is a factor of five below the lowest contrast threshold we measured (see Appendix A) and so we conclude that observers would not be able to identify the orientation of our 2nd order stimuli by using any 1st order artifacts from the APNL.
Elements for the orientation bandwidth task
In order to manipulate orientation bandwidth we replaced the Gabor modulator with modulators built from filtered-noise elements. These elements were chosen because they allow for orientation bandwidth to be manipulated both globally across the array by jittering orientations across the signal Gabors ( Fig. 2a) and locally by including a wider range of orientation components when filtering noise in the Fourier domain (Fig. 2b) . These elements were composed of white noise (with a random seed in each trial), filtered to constrain both the spatial frequency and orientation content of the stimulus, and then enveloped by a Gaussian window (Beaudot & Mullen, 2006) . When filtered narrowly in both spatial frequency and orientation these were effectively Gabor patches with randomized phase components. The second-order stimuli were defined as white noise that was contrast modulated by multiplication with the filtered noise elements. The contrast modulation of these elements was set to be 4 times the contrast threshold, similar to the manipulation used to explore the effect of spatial scale.
Procedures
Participants
Four observers participated in both the threshold coherence task, and the noise-masking task (with two observers in common between the two groups). Acuity was normal or corrected-tonormal for all observers. Experiments were carried out with the participants' informed consent, and in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki). The experiments were approved by the ethical review committee of the McGill University Health Centre.
Contrast thresholds
A preliminary experiment was used to allow us to equate stimulus visibility across the stimulus conditions. This was an orientation identification task where subjects reported whether the array had vertical or horizontal signal (coherence fixed at 60%), while contrast (luminance modulation for the 1st order stimuli, and contrast modulation for 2nd order) was varied by a staircase. The staircases used in this study had the default Psykinematix settings. Stimulus level was decreased (by 50% before the first reversal and 12.5% thereafter) after 2 correct responses and increased (by 25%) after 1 incorrect response. Reported thresholds were the mean of six ''troughs'' (upward reversals), starting at the first upward reversal. This will target the 79.1% point on the psychometric function (Kybervision, 2012) . Average contrast thresholds from 5 repetitions were obtained for the 1st order, 1st order with noise, and 2nd order conditions. The other experiments were performed with the stimulus contrast at 4 times that threshold level. The stimulus duration was 1 s for all experiments, with a white fixation cross shown in the centre of the display for 500 ms before each trial. The thresholds from these pilot experiments are presented in Tables A1 and A2 of Appendix A.
Coherence thresholds
Once contrast thresholds were obtained, all other tasks measured performance in terms of orientation coherence threshold. To determine the orientation coherence (proportion of signal elements in the array) needed to discern the global orientation, subjects judged the global array orientation (horizontal or vertical) as the coherence was varied across trials using the same staircase procedure as was used for the contrast thresholds.
Monte Carlo simulations
Predicted performance for a model observer was determined using the stochastic ''Monte Carlo'' method. An experiment was simulated where 12 masking noise levels were tested with 9 coherence levels 2250 times. For 1st order the system responded by calculating whether there was more horizontal or vertical energy in the stimulus by convolving with sine-and cosine-phase Gabors matched to the target elements and then summing the squared responses. For 2nd order, the system first filtered and rectified the stimulus and then calculated the horizontal and vertical energy to make its decision. The simulated responses were fit with a Quick function using the Palamedes Toolbox (Prins & Kingdom, 2009) . In a linear system (psychometric slope b of 1.3) the thresholds from the Quick function (at 75%) will be 1.193 times lower than those from our staircases (at 79.1%). We multiplied the Quick thresholds by this factor to make them comparable.
Results
Experiment 1. Comparing thresholds across stimulus condition and scale
Mixed model regression analyses (conducted in Stata 13.1; StataCorp, 2013) were used to compare coherence thresholds across spatial scale and stimulus condition (with one random effect term giving the intercept for each subject). An initial model that also included two-way interactions between scale and condition (composed of four terms) found them not to be significant (Model 1 in Table B1 in Appendix B), so they were removed. The main effects analysis (Model 2 in Table B1) indicated that coherence thresholds did not differ significantly across spatial scale: coherence thresholds at a viewing distance of 30 cm were not significantly different from those obtained at viewing distances
Global noise (30°)
Local noise (60°) (a) (b) Fig. 2 . Noise conditions for the 1st order stimuli. Global noise (a) involved broadening the population distribution of the signal element orientations, whereas local noise (b) involved broadening the orientation bandwidth of individual patches. Both examples were generated with 64% vertical coherence.
of 60 cm (p = 0.13) or at 90 cm (p = 0.57). There was a significant main effect of stimulus condition as 2nd-order stimuli had elevated coherence thresholds relative to 1st-order stimuli (mean threshold elevation = 3.07 percentage points, p = 0.002). The coherence thresholds for the two 1st order conditions did not differ significantly from one another (p = 0.74). These patterns can be observed in Fig. 3 , which presents average coherence thresholds for each spatial scale.
Experiment 2. Noise masking
To better understand the basis for the poorer performance for 2nd order stimuli we undertook an external noise analysis by adding orientation noise to the stimulus. From this we obtained measures of efficiency relative to that of the matched filter model described in the methods. We used two different types of noise: global noise where we jitter the orientation of the Gabor elements, and local noise where we increase the bandwidth of the orientation components within each Gabor.
Thresholds from the noise masking experiment are shown in the top row of Fig. 4 . In general, thresholds increase as the masking noise level increases, and performance appears to be better for 1st order than for 2nd order stimuli. A two-way within-subjects ANOVA was performed using R (R Core Team, 2014) for each of the two noise types. Noise mask level conditions were excluded where data were not available for all stimulus types. For the global noise condition (Fig. 4a) significant effects of both stimulus type (F 2,6 = 5.98, p = 0.037) and jitter standard deviation (F 5,15 = 24.37, p < 0.001) were found, with a significant interaction between the two (F 10,30 = 3.06, p = 0.008). Holm-corrected (Holm, 1979) pairwise comparisons between the different stimulus types were made using paired t-tests, finding no significant difference between the first order and first order with noise conditions (p = 0.883), but significant differences between the first order and second order conditions (p = 0.003) and the first order with noise and second order conditions (p = 0.002).
For the local noise condition (Fig. 4b ) the stimulus type (F 2,6 = 82.85, p < 0.001) and orientation bandwidth (F 4,12 = 15.12, p < 0.001) both had significant effects, and the interaction between the two was also significant (F 8,24 = 5.68, p < 0.001). Similar to the global condition, the pairwise comparisons found no significant difference between the first order and first order with noise conditions (p = 0.212) but significant differences between both first order conditions and the second order condition (both p < 0.001).
The human performance on this task can be compared against that predicted by our stochastic matched filter observer model, the mean thresholds are shown in panels (a) and (b) of Fig. 4 by lines with the shaded regions indicating the standard error of those means. The model makes very similar predictions for the three stimulus conditions, what little difference there is most likely stems from the stochastic method used to generate them. The predictions for the Global noise condition (Fig. 4a) do not have the typical shape we would expect for a model observer without internal noise in an ordinary noise masking experiment. It is typical to design a task where the prediction would be a positively-sloped straight line on these double-log axes that eventually reaches an infinitely low threshold when the external masking noise approaches zero. Coherence tasks such as the one used here however rely on noise elements in their stimuli to make the task difficult. There is an actual limit for how well an observer can perform this task, which is a threshold of around 15%. What the model prediction shows therefore is the point at which the additional external noise from jittering the elements' orientations exceeds that inherent in the stimulus. After this point the predicted performance is no longer flat, and instead increases with the jitter standard deviation. For both 1st order stimulus conditions the human performance agrees with that predicted by the model (the observers are operating at around 100% efficiency). For 2nd order the data are a vertically translated version of the model prediction, consistent with a reduced efficiency. We will return to this below.
For the local noise condition (Fig. 4b) , the model observer is unaffected by the manipulation of the bandwidth of the elements. Fig. 3 . Comparison of 1st, 1st with noise (1nz), and 2nd order coherence thresholds for different spatial frequencies (obtained by varying viewing distance). In each case stimuli were set to 4Â their contrast detection thresholds. The results presented are averaged across observers (n = 3 for 1st order and n = 4 for 2nd order). The error bars represent +/À 1 standard error of the mean. This is because the peak orientation of the elements is not affected and so the model will not make different decisions when it compares stimulus energy at the horizontal and vertical orientations. This can be contrasted against the pattern seen in the human data, where there is a strong effect of orientation bandwidth on threshold. This indicates that the human observers are not simply responding based on which orientation has the greater energy in the stimulus, but are instead combining information across multiple orientations in some way.
The bottom row of Fig. 4 shows efficiencies calculated by taking the ratio of the human and model performance. The equations for the straight lines fitted to the data are presented in Table 1 . When the point at a jitter standard deviation of zero was included the fits (solid lines in Fig. 4c with equations given in Table 1) necessarily described the efficiencies for the Global condition as being flat across mask level (as zero would be -infinity on the log axis we are using here, it is only visible on the graph because the x-axis is discontinuous). Fitting again with this point excluded (dashed lines) we still find no effect of jitter standard deviation on efficiency for the 1st order stimuli. For the 1st order stimuli with added noise and 2nd order stimuli there is an increase in efficiency with standard deviation for these restricted fits, however the difference between the RMS error for this fit to the restricted data set and the original ''flat line'' fit is small (0.070 vs. 0.065 for 1st order with noise, and 0.039 vs. 0.033 for 2nd order). Considered in terms of Akaike's Information Criterion (AIC; Akaike, 1974) this improvement in fit quality is not worth the incorporation of an additional parameter to account for the data point at the zero mask level (AIC score of À12.5 vs. À11.0 for 1st order with noise, and À3.2 vs. À2.4 for 2nd order). Based on this we consider efficiency to be flat for the global manipulation. Calculating the mean efficiency from the data we get 100% for the 1st order stimuli, 95% for the 1st order stimuli with noise (bear in mind the data for these two were not significantly different), and 81% for the 2nd order stimuli.
For the local noise conditions the efficiency decreased as the orientation bandwidth increased (see solid lines in Fig. 4d and the rightmost column of Table 1 ). Calculating efficiency from the ratio between the model prediction and the data in Fig. 4b , we find that at the lowest mask level (bandwidth = 1°) the efficiency was 102%, 90%, and 81% for the 1st, 1st with noise, and 2nd order conditions. At the highest mask level (bandwidth = 50°) these had declined to 69%, 62%, and 36%, respectively.
Discussion
Previous studies on the integration of spatial information defined by contrast-modulation used tasks where integration . The bottom row shows the efficiencies calculated from those data and model predictions, fitted with straight lines on the double log axes. The dashed lines in panel (c) are the fits excluding the point at a jitter standard deviation of zero. Note that the x-axis in panels (a) and (c) is discontinuous in order to allow the x = 0 point to be plotted.
Table 1
Equations of straight line fits to the efficiencies calculated by dividing the data by the model predictions, plotted on double-log 10 axes. Note that for the global condition, including the point at a mask level of 0°jitter standard deviation means that a sloped line fit would be impossible. An additional fit was performed with this data point excluded.
Stimulus
Global noise Global noise (excluding zero) Local noise 1st y = 0.01 y = 0.01 (no effect of x) y = À0.08x + 0.04 1st + noise y = À0.03 y = 0.15x -0.22 y = À0.07x -0.01 2nd y = À0.09 y = 0.11x -0.24 y = À0.20x -0.04 relied on a conjunction of orientation and position to define a shape or contour (e.g. Hess, Ledgeway, & Dakin, 2000; Hess, Achtman, & Wang, 2001 ). Here we use a task where position was irrelevant, modelled on those developed to assess global motion processing. Similar to 1st order (Husk, Huang, & Hess, 2012) , the coherence sensitivity for 2nd order is scale invariant once visibility is controlled by contrast-compensation. We show that orientation coherence sensitivity for these contrast-compensated 2nd order elements is significantly less than for equivalent 1st order elements. This is not simply due to masking from the 1st order noise used as the carrier in the 2nd order stimuli, as adding similar noise to our 1st order elements did not affect sensitivity.
From our noise masking experiments we obtained efficiency measures for the detection of coherence in global and local orientation noise. For 1st order stimuli performance was excellent, the observers did as well as the matched filter model. For the global noise condition we found a small but significant efficiency deficit for 2nd order relative to 1st order (81% vs. 98%). This small effect may simply be due to the steeper decline in sensitivity with eccentricity for the 2nd order modulations (Hess et al., 2008) . For the local noise condition the increase in threshold we found as the orientation bandwidth increased was not predicted by our simple model. Across the range of bandwidths we tested we found lower efficiency for 2nd order than for 1st order (81% vs. 96% at the narrowest bandwidth, and 39% vs. 66% at the broadest bandwidth). The decrease in efficiency with increasing bandwidth suggests that the inefficiency is due to the inclusion of information from orientations other than the target orientation. As speculation we put forward the possibility that this effect may be due to the brain solving this task by performing population decoding (e.g. Webb, Ledgeway, & McGraw, 2010 ) on a set of inputs that are limited in some way at the local level (e.g. by incomplete sampling in the orientation domain). The greater effect of bandwidth for the 2nd order data indicates that the human observers are placing even greater weight on these off-target orientations for this condition, possibly due to the 2nd order information being relatively poor or sparse compared to 1st order. An equivalent coherence task involving motion has also shown that global motion coherence sensitivity is lower for 2nd order elements (Aaen-Stockdale, Ledgeway, & Hess, 2007b; Bertone & Faubert, 2003) although it is not presently known if it would share the effects of local and global noise manipulation that we reveal here.
Although we did find a significant performance deficit for 2nd order stimuli, some previous literature makes us surprised that it was not larger. In the RF shape detection experiments conducted by Hess, Achtman, and Wang (2001) thresholds for 2nd order were 2-8 times higher than for 1st order. Moreover, the experiments conducted by Hess, Ledgeway, and Dakin (2000) demonstrated that contours defined by contrast-modulated elements were practically undetectable in a noise field of randomly oriented elements, even when the target contour formed a straight line. The properties of that stimulus could be considered a special case of the type tested here (i.e. where the coherent elements in the pattern are adjacent and collinear). The relatively good performance we find for 2nd order coherence detection suggests that the failure of orientation linking for second order elements in contour detection may represent a special case; perhaps that collinear 2nd order elements cannot be linked into contour, but that a large filterrectify-filter operation can identify the dominant orientation in a pattern made up of 2nd order elements. Chung, Li, and Levi (2007) have shown that crowding (difficulty in target recognition resulting from nearby distractors) is stronger in 2nd order than in 1st order, and that in 2nd order it occurs even in the fovea, where it is absent for 1st order stimuli. The poorer performance for contour integration may result from a similar inability to segregate out the irrelevant noise elements in the 2nd order case. We are planning a follow-up experiment that will attempt to bridge the gap between these two experimental paradigms in order to find the point at which the 2nd order processing breaks down.
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Appendix A. Detection thresholds Table A1 . Detection thresholds (contrast for 1st order and contrast modulation for 2nd order) from the four observers tested in Experiment 1. The stimuli used to obtain the coherence thresholds were presented at four times the detection threshold for each observer. Observer LE did not perform the 2nd order experiments. Table A2 . Detection thresholds (contrast for 1st order and contrast modulation for 2nd order) from the four observers tested in Experiment 2. As in Experiment 1, the stimuli used to obtain the coherence thresholds were presented at four times the detection threshold for each observer. Table B1 . Results of mixed effect models. Two models are presented: The first contains all main effects and two-way interaction terms (stimulus condition, spatial scale, and stimulus condition * spatial scale); the second model is restricted to main effects alone. The categorical main effects were dummy-coded such that regression coefficients represent coherence threshold differences between each condition level and the omitted ''reference'' level (indicated in brackets for clarity). Results significant at the P < 0.05 level are indicated by ⁄, P < 0.01 by ⁄⁄. 
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