The problem of recovering a parameter function based on measurements of solutions of a system of partial di erential equations in several space variables leads to a number of computational challenges. Upon discretization of a regularized formulation a large, sparse constrained optimization problem is obtained. Typically in the literature, the constraints are eliminated and the resulting unconstrained formulation is solved by some variant of Newton's method, usually the Gauss-Newton method. A preconditioned conjugate gradient algorithm is applied at each iteration for the resulting reduced Hessian system.
Introduction
The problem of recovering a parameter function based on measurements of solutions of a system of partial di erential equations (PDEs) in several space variables leads to a number of computational challenges. Such problems arise in many applications, including groundwater ow, DC resistivity, magnetotelluric inversion, di raction tomography, impedance tomography and more; see 36, 32, 10, 6, 38, 20, 7] and references therein.
For instance, consider the inverse problem of recovering an approximation for a model, m(x), based on measurement data b on the solution u(x) of the forward problem r (e m ru) = q; x 2 (1.1a) ru n = 0; x 2 @ where IR 3 . A typical formulation of this inverse problem would seek m(x) to minimize the sum of a data tting error term and a regularization term, subject to the forward problem (1.1) being satis ed. The problem is typically ill-posed without regularization and it is ill-conditioned with it, since the regularization term is aimed at removing noise without overshadowing or \ attening" the data.
To obtain a numerical solution the di erential terms must be discretized. This typically leads to an algebraic, constrained optimization problem, where the various Jacobian matrices are very large but sparse. In most works reported in the literature (e.g., 37, 32, 38] ), the constraints are eliminated and the resulting unconstrained formulation is solved by some variant of Newton's method, usually the Gauss-Newton method. A preconditioned conjugate gradient algorithm is applied at each iteration for the resulting reduced Hessian system. The reduced Hessian is a dense matrix, and special care must be taken to form matrix-vector products e ciently.
In this paper we apply instead a preconditioned Krylov method directly to the KKT system arising from a Newton-type method for the constrained formulation 31]. Such a formulation is also referred to as the \all-at-once" approach 34, 25] , since the solution of the forward problem is computed simultaneously with the solution of the inverse problem (cf. 28]). In this paper, a variant of symmetric QMR 16, 15] is employed and an e ective preconditioner is obtained by solving the reduced Hessian system approximately. Since the reduced Hessian system presents signi cant expense already in forming a matrix-vector product, the savings in doing so only approximately are substantial. An even more impressive improvement is obtained when the KKT system at each nonlinear iteration is solved only approximately, i.e., an inexact Newton-type method for the constrained formulation is utilized. The resulting preconditioner may be viewed as an incomplete block-LU decomposition, and we obtain conditions guaranteeing bounds for the condition number of the preconditioned matrix. The approach is analogous to work for the incompressible Navier-Stokes equations in 11, 12, 35] ; however, there are substantial di erences in the model equations, their conditioning and the resulting algorithms.
To be speci c, we introduce some notation next. Let the forward problem be a linear, elliptic di erential system, A(m)u = q; (1.2) where A refers to a di erential operator de ned on an appropriate domain and equipped with suitable boundary conditions. An instance of (1.2) is given by (1.1).
Let the operator Q indicate the projection onto the locations in to which the data are associated. Thus, the data are viewed as a nonlinear function of the model: b = QA(m) ?1 q + where is measurement noise. Since the data are noisy, and the inverse problem of recovering m from it is often ill-posed even without noise 13, 37] , there is no unique model which generates the data. Therefore, a process of regularization is used to recover a relatively smooth (or piecewise smooth), locally unique solution to a nearby problem.
A (1.4b) or some combination of the two.
The PDE in (1.2) is subsequently discretized on a grid by a nite volume or nite element method to read A(m)u = q; (1.5) where A is a nonsingular matrix 2 , u is the grid function approximating u(x) and arranged as a vector, and m and q likewise relate to m(x) and q(x). The regularization functional is discretized similarly; see, e.g., 3] for a detailed example. The resulting optimization problem is written in constrained form as minimize 1 2 kQu ? bk 2 + R(m ? m ref ) (1.6) subject to A(m)u ? q = 0:
1 Throughout this paper the l 2 -norm is assumed unless speci cally indicated otherwise. 2 The assumptions of linearity of the forward problem (1.2) with respect to u, as well as the nonsingularity of A, can be relaxed. where W is a scaled nite di erence or nite element matrix which does not depend on m (e.g., 3]). Using (1.8c) to eliminate u and then (1.8a) to eliminate yields a nonlinear least squares data tting problem. The Gauss-Newton method (e.g. 9, 31]) has been widely employed for the latter problem; however, here we stay with the more general, constrained formulation. A Newton linearization for solving the nonlinear equations (1.8) leads to the following KKT system to be solved at each iteration,
with K = K(m; ) = @(A T ) @m ; R mm = R mm (m) = @R m @m ; T = T(u; m; ) = @(G T ) @m : This is the large, sparse, linear system on which the present paper concentrates. 
If is not small then the diagonal blocks in H dominate, corresponding to dominant terms in an elliptic PDE system. Several e cient methods for solving such a system are known, and the problem is no longer di cult. But practical values of are usually \not large", and the system in (1.11) must be viewed as strongly coupled.
We thus consider block elimination. Speci cally, solution methods and their performance for the reduced Hessian are discussed in x2. In x3 we then introduce our preconditioned Krylov method for the KKT system. We show that a preconditioner based on the reduced Hessian can be very e ective.
Numerical experiments are performed in x4 for the DC-resistivity problem (1.1) and for the magnetostatic problem (i.e. Maxwell's equations for a zero frequency) in 3D, comparing the two approaches for solving the linear system at each Gauss-Newton iteration. A substantial e ciency gain is demonstrated in x4. In the Gauss-Newton approximation, second order information is ignored by setting T = 0, K = 0. Hence the reduced Hessian becomes the symmetric positive de nite matrix H red = J T J + R mm : (2.14) Furthermore, Newton variants for the unconstrained formulation (i.e. for the discretization of (1.3)) are also accommodated here, upon setting u and according to (1.8c) and (1.8a) respectively, at the beginning of each iteration. Thus, the most popular, classical Gauss-Newton method can also be implemented more e ciently by using the constrained methodology described in the next section. To focus our arguments, we consider for the rest of this section the relatively simple Gauss-Newton method. For the solution of (2.12c) we may use a PCG, CGLS or LSQR method 38, 31, 33, 4] . However, a matrix-vector product H red v for some given vector v requires the evaluation of w = Jv and of J T w.
Since the matrix J is large and dense, the evaluation of Jv proceeds by rst forming Gv, then solving the forward problem to obtain A ?1 Gv and nally multiplying the result by ?Q: all of these are obtained by sparse matrix computations 22, 38] . But even with this, each evaluation of H red v requires the solution of one forward problem and one adjoint problem to a high degree of accuracy, so it is expensive as such.
Moreover, the convergence of these methods without preconditioning may be slow. This is due to the di erent spectral character of the operators J T J and R mm . While the former is a compact operator with eigenvalues which cluster at 0, the latter is a discretization of a di erential operator with eigenvalues which cluster in the limit at in nity. As discussed in 38], a straightforward idea is to precondition the system using R mm . Especially for the simpler regularization (1.9), this involves solving a Poisson equation which in discretized form yields the operator R mm = W T W.
Such a preconditioning corresponds to the employment of the system R ?1 mm (J T J + R mm ) = R ?1 mm J T J + I where the rst term on the right bounds the largest eigenvalue of the system from above and I bounds the spectrum from below. Therefore, PCG converges linearly for this problem, independent of the grid 13, 38] .
Unfortunately, each PCG iteration can be quite expensive. This is because of the combined e ect of (i) having to invert A, A T and R mm , and (ii) the need to obtain accuracy to a small tolerance in order to maintain su cient conjugacy of the calculated approximations (see 17] and x4.1.1).
3 A preconditioned Krylov method for the KKT system
In the previous section we discussed the solution of the preconditioned reduced Hessian system. In this section we consider the solution of the KKT system (1.10) or (1.11) directly. It is well known 33, 16, 15] that Krylov methods for such systems tend to converge very slowly without appropriate preconditioning. Since H kkt is symmetric but far from being positive de nite, we expect to be able to construct preconditioners with similar attributes. The idea of using inde nite preconditioners for the KKT system has been discussed in 16, 15] , where it was shown that although the product of the preconditioner with the KKT system (1.10) is no longer symmetric (which rules out use of the popular MINRES or SYMMLQ methods 35]) it is possible to apply a symmetric QMR variant (which we refer to as SQMR) for the solution of the system.
The preconditioned version of this method, denoted PSQMR, involves one matrix-vector product and one preconditioning per iteration, which is roughly half the cost of a usual preconditioned QMR or BiCGstab iteration.
In order to devise an e ective preconditioner for the KKT system we return to the reduced Hessian method of the previous section. We recall that each iteration in (2.12) involves the solution of linear systems with A, A T and H red .
Let B be an approximation to A ?1 and let M red be an approximation to H ?1 red . These approximate inverses yield an approximate inverse M to the permuted KKT matrix H, upon using the reduced Hessian methodology. Furthermore, if we choose B and M red such that their product with a vector can be rapidly calculated then the product of the approximate inverse M with a vector can also be easily and rapidly computed. Such an approximation can be used as a preconditioner for the KKT system.
Thus, suppose that we are to calculate x = Mv for a given vector v = v T ; v T u ; v T m ] T . We write x in component form, x = x T u ; x T ; x T m ] T , follow (2.12), and obtain the preconditioning algorithm: This preconditioner is suitable for (1.11). Note the reordering necessary in v and x in order to obtain the corresponding preconditioner for (1.10). Upon such reordering, the corresponding preconditioning matrix for (1.10) becomes symmetric (and inde nite), hence the symmetric QMR algorithm may be used. This yields our PSQMR algorithm.
Analysis of the reduced Hessian preconditioner
The performance of the preconditioner M is intimately related to the choices of approximate inverses B and M red . In this section we analyze this e ect.
For the matrix H in the permuted KKT system (1.11) the reduced Hessian methodology corresponds to a block-LU decomposition, The rst of the Theorem's two assumptions typically holds under mild conditions on , since A is a discretization of an elliptic operator. 3 The second assumption speci es a basic requirement of the approximate inverses 1?c and rapid convergence of the preconditioned Krylov method may be expected. Note that the convergence rate is expected to be independent of the grid (for all su ciently ne grids) if 1 and 2 are. On the other hand it must be acknowledged that to obtain c < 1 the requirements on 1 and 2 may be more stringent than what is necessary to obtain satisfactory results in practice.
Numerical experiments
For our numerical experiments we use the regularization (1.9) discretizing (1.4a), and apply the Gauss-Newton method. This combination of choices is not only the simplest (thus allowing us to avoid various incidental issues), it is also the one which has been most popular amongst practitioners and for which the reduced Hessian method has the most solid track record. For the reduced Hessian method we subsequently use the PCG algorithm.
We apply our proposed method to two typical model problems, the divgrad problem described in (1.1) and the magnetostatic problem. In both cases we use the following setup:
For the regularization we choose In order to synthesize data for our numerical experiment we assume that a \true model" m is given by m(x; y; z) = 0: 25 For the approximate inverses B and M red we experiment with two choices, as in 2]. We rst use incomplete LU-decomposition with threshold (ILU(t)) of A and W T W to generate approximate inverses. Although practically efcient, the condition number of the preconditioned system deteriorates with this method as the grid is re ned. Second, we also use for B a one multigrid W-cycle applied to A, and for M red a one multigrid W-cycle applied to W T W. The multigrid method implemented here is vertex-based 39] with one double sweep of symmetric Gauss-Seidel for pre-smoothing and one for postsmoothing. Bilinear interpolation is used for the prolongation, its adjoint for restriction, and the Galerkin coarse grid operator is employed. This ensures grid independence of our preconditioner, and the convergence of PSQMR up to a given tolerance is thus expected in a xed number of iterations independent of the grid size. Unfortunately, unless we use a better approximation for the reduced Hessian, there is no independence of , and the number of iterations is expected to rise as decreases with any of these method variants.
Experiment 1 -Solving the linear system accurately
Here we solve the linear system which arises from the rst nonlinear constrained Gauss-Newton step. The iterative methods used for the linear system are PCG for the reduced Hessian and PSQMR for (1.10), as described in x3. These iterative processes are stopped when the residual is below 10 ?5 .
In Table 1 we collect counts of iterations (`itns') for various values of grid size, and preconditioner. Substantially more work may be involved in each PCG iteration than in each PSQMR iteration, even though the same types of matrix-vector products are utilized in both, because one forward problem and one adjoint problem must be solved relatively accurately when using PCG. We therefore display also Matlab op counts ('work') as a measure for actual total work.
The ILU(t) preconditioner 33] (denoted`ILU') is used with threshold 10 ?2 . The multigrid W-cycle (denoted`MG') is used as discussed above. The same preconditioners are used for both PCG and PSQMR, and the former's inner iteration is stopped when the residual is below 10 ?7 . The results in Table 1 indicate that the number of PSQMR iterations is larger than the number of PCG iterations for comparable runs; however, the overall work estimate for PSQMR is substantially lower than the work estimate for PCG. This is especially true if the ILU preconditioner is used, because more matrix-vector products are needed in order to actually solve the forward problem.
Comparing results for the same value of when using ILU, both methods require more forward modeling products as the grid is re ned 4 . No such dependence on the grid is observed when using a multigrid preconditioner, which agrees with the bounds obtained in x3. The increase in the number of ILU iterations as the grid is re ned is common to both the PSQMR method and the solution of the forward problem. The results in this case show a substantial improvement of PSQMR over PCG.
For smaller values of the reduced problem becomes more ill-conditioned and the spread of its eigenvalues expands 24]. Both methods deteriorate then, but the cost ratio between them remains roughly the same.
The stringent tolerance on the inner iteration of the PCG method is central to its relative slowness and results from the necessity to maintain conjugacy of computed directions in the CG algorithm. In Figure 1 we plot the log of the residual norm as a function of PCG iterations for several, more relaxed values of this tolerance, employing a 17 3 -grid with = 10 ?2 . From this gure it is clear that the convergence of PCG is severely e ected if the forward problem is not solved well. 
Experiment 2 -Solving the linear system within an inexact
Newton-type method The calculations in x4.1.1 are performed with a stringent tolerance for the linear system. But within the nonlinear iteration framework for (1.6), the linear KKT system at each iteration may be solved only approximately 31, 27] . Whereas the same procedure may be envisioned utilizing a PCG algorithm for the reduced Hessian approach, there are potential problems of reliability when the directions in a conjugate gradient algorithm are \not very conjugate", as mentioned earlier. Therefore, the solution of the forward problem in each PCG iteration must be computed relatively accurately, even if the solution to the whole reduced Hessian system is needed only to a rough accuracy. Thus, we expect our proposed approach to become even more advantageous when employing an inexact-type method.
While there are many variants of Newton-type methods for the nonlinear inverse problem 22], we remain focussed on the Gauss-Newton approximation, where we solve the linear equations at each nonlinear iteration to a rough (relative) accuracy of 10 ?2 . But now we have a few variants of the Gauss-Newton method:
1. Using the traditional, unconstrained formulation (1.3) we apply an inexact Gauss-Newton method as in 3], where the reduced system for m is solved to the above liberal tolerance at each iteration. The PCG algorithm is used as before, and the resulting method variant is denoted UGN-PCG'. Here, we solve the forward problem in each matrix-vector product to accuracy of 10 ?6 . 2. If the linear systems at each nonlinear iteration were to be solved \ex-actly" then the same Gauss-Newton method could be implemented by applying PSQMR to (1.10) and updating for m, followed by updating u and to satisfy (1.8c) and (1.8a), respectively 22] 5 . But now we solve (1.10) only approximately, so a di erent variant for the nonlinear solution method is obtained. Denote it by`UGN-PSQMR'. 3. A third variant is obtained if, having calculated an update direction m; u; as in the previous variant UGN-PSQMR, we update the entire unknown vector simultaneously. Thus, a line search is used to 5 Note that the new + can be found directly, as is customary in SQP methods 31].
ensure global convergence with a merit function which weighs objective as well as infeasibility (for details see 22, 31, 9] ). This variant corresponds to a constrained Gauss-Newton method when the tolerances are tightened 22]. Denote it by`CGN-PSQMR'. For the experiment reported below we use = 7 10 ?3 , a value obtained upon employing the discrepancy principle based on our knowledge of the noise level and statistics (see 3] and references therein). The stopping criterion is when the norm of the gradient gets below 10 ?5 . We run the experiment on a 33 3 -grid and use both ILU and MG preconditioners as before. Results are plotted in Figure 2 . Table 2 records the total number of Gauss-Newton steps needed, the total number of linear iterations needed and the total work in ops for the solution of the nonlinear problem. These results indicate that combining our solver with an inexact Newton-type iteration can be very powerful. An order of magnitude e ciency gain is realized over the traditional inexact GaussNewton method. In fact, since the number of iterations required for the solution of the forward problem alone using ILU on a 33 3 -grid is typically 30?40, it is seen that we manage to solve the entire nonlinear inverse problem in a total cost which is not much larger than that needed for solving a few forward problems. Further, for CGN-PSQMR the solution to the forward problem is never calculated very accurately; yet, as can be seen in Figure 3 we advance towards feasibility (i.e., solving the forward problem more accurately) in tandem as we advance towards optimality (solving the entire constrained optimization problem). Note that the variant CGN-PSQMR is implemented within a procedure which guarantees global convergence under certain conditions, whereas the variant UGN-PSQMR is not.
The magnetostatic inverse problem
The magnetostatic problem is governed by Maxwell's equations in steady state, r E = 0; (4.18a) r H ? E = s; (4.18b) r ( H) = 0:
Here, H is the magnetic eld, E the electric eld, 0 the conductivity, > 0 the permeability, and s is a source. The system is closed under the The inverse problem under consideration is to recover (x) based on measurement data on H at certain locations.
We follow 20, 21, 19] in reformulating and discretizing this problem. For this, note that (4.18) corresponds to the frequency domain formulation for a zero frequency. This allows us to avoid certain complications present in the full Maxwell equations which are not central to the theme of this paper.
De ning H = r ; r = 0; E = r ; = e m ; (4.19) applying r to (4.18b), stabilizing, and substituting (4.19) into (4.18) we obtain the elliptic PDE system r ?1 r ? r ?1 r ? e m r = s; (4.20a) ?r (e m r ) = r s; Upon solving the discretized forward problem, the magnetic eld is calculated by taking the discrete curl of . 6 The predicted eld values at data locations are then given byQC , whereQ is an interpolation matrix chosen here to interpolate the magnetic eld on a 30 2 -grid uniformly spaced on the plane z = 0, ?50 x; y 50.
In the experiments reported below we have used one iteration of SSOR 33] as a preconditioner for PCG and PSQMR; this requires less memory than the preconditioners used in x4.1. The PCG inner iteration (controlling conjugacy) is stopped when the residual is below 10 ?7 .
Experiment 1 -Solving the linear system accurately
Again we solve the linear system which arises from the rst nonlinear constrained Gauss-Newton step and compare the PCG for the reduced Hessian with PSQMR. These iterative processes are stopped when the residual is below 10 ?5 . Table 3 records computational e ort estimates for various values of . As before, the results in Table 3 indicate that the number of PSQMR iterations is larger than the number of PCG iterations for comparable runs; however, the overall work estimate for PSQMR is substantially lower than the work estimate for PCG. In this case we have found that the solution of the forward problem (using the SSOR preconditioner) requires roughly 80-100 iterations. Therefore, there is a substantial cost reduction when solving the whole KKT system. The overall reduction in work is much more substantial than in x4.1.1; one reason is that the forward problem in this case requires more computational e ort to solve, as compared with the problem (1.1) in x4.1.
Experiment 2 -Solving the linear system within an inexact
Newton-type method We now repeat the experiments in x4.1.2 (i.e. using the same grid size, tolerances, etc.) for the magnetostatic problem. For the same noise level of 1%, the discrepancy principle yields the value = 5 10 ?3 here. Results analogous to those of Table 2 are recorded in Table 4 . These results again demonstrate that the combination of our solver with an inexact Newton-type iteration can be very powerful.
Conclusions and further discussion
In this paper we have developed a preconditioned, symmetric QMR algorithm for the solution of large parameter distribution problems of the form (1.6). The preconditioner is obtained by solving the reduced Hessian system (2.12) approximately. We have analyzed the performance of the proposed solver and demonstrated that it yields signi cant e ciency gains in practice by applying it to instances of the DC-resistivity and the magnetostatic problems.
Computations were also performed for Maxwell's equations in 3D for moderate frequencies, realizing rather substantial e ciency gains for this problem as well 23].
Although we have examined the rapid solution of linear systems at each Newton-type iteration for a nonlinear problem (1.6), our proposed method can be important also for linear problems such as those arising when using the Born approximation 1, 40]. In particular, for a given linear problem of the form H red m = ?p where H red and p are given by (2.13), it may be rather advantageous to write it in constrained form and employ PSQMR (cf. 22]).
As mentioned before (see especially x4.1.1 and Figure 1 ), a major obstacle that our method circumvents is the need to retain conjugacy of direction vectors to a high accuracy when using the CG method. We have noted that when the tolerance is relaxed the algorithm may break down, especially when the norm of the right hand side in (1.10) becomes small. A way to avoid breakdowns is to solve the forward problem more accurately (by a couple of orders of magnitude) than (1.10). Thus, the tolerance for solving the forward problem when forming the approximation for J in (2.12)-(2.13) is gradually tightened, but always more stringent than the tolerance for (1.10). We have had a moderate success with this idea 23] (see also 8] for similar ideas).
Another possibility is to replace J in (2.13) by J of (3.16a) and maintain conjugacy for the approximated system. Work along this line will be reported in the future.
The possibility of replacing J by an approximation is relevant also for the PSQMR algorithm, of course, although in a di erent context: Our choice for M red in x4 was based on ignoring J T J in H red . Whereas this is doubtlessly cheap, it is also guaranteed to fail as ! 0. For small values of > 0 we may therefore expect to do better with choices such as a bidiagonalization of J = ?QBG, or an automatic sparse approximate inverse construct for approximating J in M red 5]. We have experimented with such variants and found that, whereas they do indeed improve robustness for small values of , the overall performance for the examples presented in x4 is not improved by much.
