Fractal Finance came to the rescue of the classical models unable to explain financial anomalies and of linear models inadequate to characterize complex processes. The characterization of financial series is still topical. The calculation of the Hurst exponent, the fractal dimension, the Lyapunov exponent, the window of Theiler and the realization of the determinism test, have allowed us to understand the dynamics of the Tunisian indexes returns. Clearly, findings show that the returns are, on the one hand, nonlinear, follow alpha-stable laws, have a long memory and on the other hand, are not chaotic. Thus, the hypothesis of a Brownian fractal motion is privileged.
Introduction
This article provides not only a review of criticisms made to the assumptions of the orthodox financial models but also, attempts to verify the existence of a chaotic behaviour on the returns of the Tunisian stock market Indexes. If this is the case, therefore the process is non-linear, sensitive to initial conditions and characterized by the presence of a specific attractor 1 El Haddad (2016) .
In fact, chaos theory allows for order in disorder. This theory originates in the rejection of both the efficiency hypothesis and the irrational behaviour of investors. In classical theory, shocks allow price changes, whereas in a chaotic process, wild changes are integral part of the process.
At this level, the literature is divided. There are those who support the existence of a deterministic chaos, like Ryane (2015) on the Moroccan Stock Exchange, Lin (2014) on the Swedish stock exchange, Blank (1991) on the S & P500 and Hacinliyan and Kandiran (2015) on the Turkish stock exchange.
Others are against it for example Girerd-Potin (1994) on the French SBF, El Haddad (2016) on the Casablanca market, McKenzie (2001) on the main indexes of 10 countries including Germany, France, Switzerland and Hong Kong. Similarly, in a review article Sewell (2008) concluded that the use of chaos theory outside physics is inappropriate and concludes on the basis of 21 articles, the existence of weak evidence of chaos on financial markets. Hołyst et al (2001) presented a mixed result in concluding that the actual economic dynamics is a mixture of deterministic chaos and stochastic.
This article verifies the followings: the non-normality, the nonlinearity, and the existence of a fractal structure as well as a chaotic process on indexes returns on the Tunisian Stock Exchange.
Classical Finance and Reconsideration of Its Assumptions
The fundamental value is the first concept brought to explain risk. The slogan was "because". We are more gifted to explain than to understand and we feel more intelligent while explaining retrospectively than accepting risk. Then, the technical analysis appeared. A financial astrology, that can work from time to time, but cannot be considered as a risk management tool. Then, the idea of random walk from Bachelor thesis will structure the modern finance. We cannot predict whether prices will go up or down but we can know the extent of this variation. Later on, Fama discovered that the expected profit of a speculator is zero and introduced the efficient market hypothesis. The system produced its first inconsistency by Grossamn and Stiglitz paradox in 1980. With portfolio theory, Markowitz introduced the risk return trade off and shed the light on the correlations among assets. The major drawback of the model is that it requires a lot of computation. This will be quickly restored with the one factor model of William Sharpe. Each asset has its beta; we no longer evaluate each asset by comparing it to all others but to the market! The CAPM is rewarded by a Nobel Prize in 1990. An important innovation comes with the introduction of APT by Ross in 1976. There several beta and we can integrate as many factors as desired. In addition, the famous Black and Scholes model allows us to speculate on the volatility and open the way to the financial engineering. It is the reign of Finance. Finally, do not forget, B & S model is correct only when you assume the relevance of the bell curve to properly describe data, the rigor of the variance as a risk measure and the independently distributed returns Mandelbrot (2009) . Everything goes for the best til the 1987 crash. A very unlikely event according to academics, its probability is one out of zillion. Other financial turbulence followed in the 1990s, and variations of more than 25 standard deviations were observed! Something goes wrong.
Errors in the models? Old theories are no longer respected. We are looking for new ideas and all discrepancies with the CAPM are called anomalies. In 1992, Fama and French announce the death of Beta and present the three factors model. We improve things but we are still beyond the Gaussian framework. Similarly, when it is clear that volatility is not constant as recommended in the standard financial literature and focuses on certain time intervals, we look for new models allowing kurtosis to exceed 3. Instead of rejecting the bell curve, we will arrange it. In the 80's, Engle developed the GARCH model and received the Nobel Prize in 2003. What is more, the bankruptcy in 1998 of LTCM 2 . A hedge fund managed by Scholes and Merton just one year after the two professors received Nobel Prize. In fact, there is no doubt that the base of finance is to review. We shall begin by reviewing the assumptions that underlie it. The homo economicus rationality is strongly criticized. With the development of the perspective theory, Kanheman and Tversky have organized all the exceptions to the vNM axioms and have tried to model the individual behaviour. The homogeneity is also to reject. Indeed, investors are very different. Pension funds can keep their assets during decades whereas other investors liquidate their position at latest within a day. Then, saying variations are i.i.d, this of course presupposes independence, stationarity and normality of variations. First, the independence means that in addition to having small and kind variations, each fluctuation is independent from the previous one. Second, stationnarity assumes that the process generating price variations remains unchanged over time. Third, the normal distribution of changes relates to the fact that most of the observed fluctuations oscillate around the average, deviation probabilities decrease exponentially as we move from the average. The aberrations become more and more unlikely. The traditional Gaussian worldview begins to focus on the ordinary, then deals with exceptions or aberrations. However, there is another way to proceed: take the exceptional as a point of departure and consider the ordinary as secondary Taleb (2008) .
If a single phenomenon observed is sufficient to refute the Gaussian system, millions of others could not confirm its application validity. The bell curve does not allow significant variances but other alternative tools do not prohibit the long periods of dead calm.
Benign and Wild Random
In his prophetic book "fractal approach of markets", Mandelbrot enlightens us on the nature of risk. According to the author, the dice roll at random, the roulette wheel spins at random but not the increase or decrease of assets. While studying cotton prices from 1916 until 2003, we notice that he introduced the wild random. Indeed, "The theory predicts 6 days where the index would vary more than 4.5%; in reality, there were 366". Mandelbrot described the wild random as an arrow throwing; whereas coin flips would be a benign form of chance. The first belongs to Cauchy world and is completely different from the second, which can be described by the Gaussian world. For a blindfolded archer the most distant shots are as large as the sum of all the others. A score in a blind archery never stabilizes around a predictable mean. Errors do not converge and have infinite mean and infinite variance. The extremes of Gauss and Cauchy reflect two extreme worldviews. In the first, major changes are the result of a large number of small, while in the second isolated and major events appear abnormally important. Like Mandelbrot, Taleb draws up two areas. The first is called Mediocristan. This is a domain that science can understand, where the exception is not dominant. It is a quiet province where nothing ever happens, where one must undergo the tyranny of the collective and the routine. The second area is named the extremistan where random is wild. It is the place where one must undergo the tyranny of the singular, the unexpected. The extremistan is scalable 3 . It is a province generating black swans 4 and the inequalities are such a single phenomenon can have a disproportionate impact on the whole According to Taleb (2010) , a scalable job is not remunerated on a time basis i.e. without rates of pay. On the other hand, the life expectancy is not scalable since the more one ages, the closer death is. For more detail see Finance : le nouveau paradigme (Herlin (2010) ). 4 Events highly improbable with deep consequences .
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Normal Law vs Power Law
The power laws had been detected by Vilfredo Pareto, who had discovered that could been applied to the income distribution. He has grouped people by slices of income, and for each tranche, he has counted their number and then drawn the result. A line instead of the bell curve appears. The data which vary according to a power law, have this convenient to draw a straight oblique line. The slope of the line is the exponent of the power law. The formula of Pareto is as follows: ( ) = ( ⁄ ) and allows us to know the proportion of individuals who earn more than a certain level of income u. m is the average income. The alpha allows to quantify the unfairness of society. It is estimated to -3/2. Taleb (2010) argues that the physical phenomena (size, weight) fall under the normal law, while the intangible and virtual phenomena fall under power laws (books sales, asset prices, etc). Herlin (2010) stipulates that what is scalable comes under power laws.
With financial prices, power law means that large fluctuations are as frequent as small ones. This fact is in contrast with normal distribution, since in the later mean-reversion is assured. In fact, financial asset price may be relatively stable for a long period of time then make a high jump and find again a calm period before another jump. The notion of balance is punctual and relative.
Therefore, we propose to verify the adequacy of power laws to Tunisian indexes returns. We have chosen to work on the indexes because fluctuations of individual assets will be compensated between themselves and specific risk will be removed.
Data
We have collected the data relating to the two main indexes as well as all sectoral indexes quoted on the BVMT. The observation period is heterogeneous relaying on data availability. 
Parameter Estimation of a Stable Law
Stable laws are based on Pareto laws, have heavy tails and are characterized by their characteristic function φx (t), which is none other than the expected value (E) and which depends on four parameters. This is a Fourier transform (FT) of the probability density f of the probability distribution of x.
α is the characteristic exponent of the law. This is the most important parameter that determines tails thickness. In Gaussian law it is equal to 2. When α is less than 2, the variance is infinite. β is the skewness. The shift parameter is δ and the scaling parameter γ means it determines the total probabilities intensity. Mean is infinite if α is less than 1 . For α = 1 and β= 0, we obtain Cauchy distribution with very fat tails.
Parameter estimation of a stable law is now possible with several methods. The McCulloch (1986) Note first that the two methods gave satisfactory results. The parameter α is less than 2 for all indexes and whatever the method used. This shows that the variance is infinite and tails are thick. We also emphasize that the parameter β is higher when it is determined by the maximum likelihood method. In all estimates, we have results different from 1 and -1 i.e. situations where asymmetry is pronounced to the right or the left. The proximity to zero shows the existence of symmetrical distributions. μ can be an interpreter as the average return of each index.
In order to check the adequacy of the stable law parameters estimates, with the two methods mentioned above, with the empirical distribution of returns, we draw them on the same graph. Furthermore, we have a normal distribution adequately to each index. Figure 1 shows that returns distribution of all indexes are much better represented by a stable law than by a Gaussian law. This argues for the existence of fat tails and rejects normality. To check the suitability of the empirical distribution of returns with the parameters of the stable distribution estimated by the two methods mentioned meadow, we gathered all three on the same graph. Moreover, we have added a proper normal distribution for each index. Examination of Figure 1 shows that the returns are better represented by a stable rather than by a Gaussian law. A fractal is a geometric shape that can be split up into smaller parts recalling as echoing the shape of a very small scale. The key is to identify regularity in the irregular. The roughness according to Mandelbrot is not an imperfection which disturbs, but it is the essence of many object in nature and economics.
A fractal is a geometrical form that can be split into smaller parties recalling as in echo the form of the whole at a smaller scale. The key consists in locating the regularity in the irregularity. Roughness according to Mandelbrot is not an imperfection that disturbs, but it is the essence of many objects in nature and economy. Fractal geometry seeks to determine these iterative schemes. The variety of fractals is huge but all have some common features. First, they are invariant to scale i.e. the parties respond in echo in a precise and quantifiable formula. The simplest fractals are scale invariant and called auto similar. In this sense, what they show in a certain scale will be similar for all other scales. These fractals are called self-affine. If the fractal zooms in different ways in different places, they are called multifractals.
In addition, Mandelbrot invents the fractal dimension. To make it explicit, imagine that you want to calculate the length of Brittany coast. The more you decrease the size of the rule and the longer the length is increasing. Mandelbrot says the length rise more rapidly than the decrease of the rule. The fractal dimension measures this phenomenon. It is a tool to measure roughness. In fractal geometry, the dimension is relative.
A hazardous way, carried out Mandelbrot, towards the cotton prices at the beginning of the Sixties. According to him, the fluctuations follow power laws. In this sense, the proportion between the most important and weakest variations follows a regular pattern whatever the periodicity observed. Regarding trends, large variations arrive in bursts followed by a long series of small. If you zoom in on a group of important variations, you realize that it is in turn made up of smaller clusters. Zoom in again and you will find smaller concentrations. It is a fractal structure. Jumps are reproduced as in Echo. Figure 2 shows the variations of the Tunindex since January 1999 until 31/12/2015. At the top we have daily variations, followed by weekly variations and we finish by the monthly variations. Note that the three graphs are similar despite the difference in scale used. We note that financial markets like many objects in nature, are fractals and are generated by the same law or process. The figure is used to highlight the scale invariance and self-similarity
Noah Effect or Discontinuity and Joseph Effect or Persistence
Two facts emerge from the observation of financial graphics. The first, they fluctuate enormously. These fluctuations are wild. Then they seem to follow irregular trends. We observe two forms of wild variations that Mandelbrot called Noah and Joseph.
In fact, Mandelbrot defines the Noah effect as the fact of having power law distributions with fat tails. The crash as the deluge, is catastrophic but temporary. The figure below shows the Noah effect on the Tunindex in January 2011 during the Jasmin revolution period and in February 2013 in the killig of politician Belaid. Mandelbrot discovered the Joseph effect through the study of Hurst on Nile floods. It illustrates the interdependence of price variations or the long memory. The Hurst law stipulates that the difference between the highest and the lowest flows widened to the power ¾ of the standard deviation. The past influences the random fluctuations of the present. No act is without consequence. Mandelbrot affirms that there exists a relationship between the two effects. Suppose that a bullish tendency is prevailing. After a while, the market will eventually calm down and interruption can be brutal. Thus, we will have a Noah effect produced by a Joseph effect.
With random walk, a Brownian particle released during 1000 seconds will go 100 times further than the one released during 10 seconds. This is the benign form of random. But if this rule is false and if the particle starts to wander beyond the square root of time. Thus, if prices exhibit a form of addiction, illustrated by the fact that when prices take a direction during a session, it will have a greater probability to continue its momentum the next day. The random walk is thus altered, and the Hurst exponent (H) summarizes this tendency to cheat. Therefore, the distance will be proportional to some power of the past time (TH). H is therefore between 0 and 1 and is no longer equal to 0.5 as in the Gaussian frame (square root).
To measure Noah and Joseph effect, new statistical tools were concocted, some concentrate on the alpha exponent and others on H.
In order to compute the Hurst exponent on the various series of Tunisian indexes returns, we must first carry out unit root tests. To obtain robust results, we use three tests. The first is the ADF test, where the existence of a unit root is the null hypothesis. The second is the PP test that takes into consideration heteroscedasticity and autocorrelation. The third is KPSS test, unlike the other two; a null hypothesis reflects the stationarity of the series. To obtain robust results, we use three tests. The first is the ADF test where the existence of a unit root is the null hypothesis. The second is the PP test that in addition considers heteroscedasticity and autocorrelation. The third is the KPSS test that, unlike the two others, the null hypothesis reflects the stationarity of the serie. On the threshold of 5%, critical values are 0,463 for KPSS test and-2,863 for ADF and PP tests. Table 3 shows that all of the series, except INDAS and INDDI, are stationary, and are integrated of order 1. Furthermore, all of these tests have been renewed for the indexes returns, which were all stationary series. Tests are conducted using the natural logarithm of indexes prices. 
Hurst Exponent Estimation
As H exponent is used to measure the roughness of a series, we can say that the largest the H the smoother is the time series curve and the more same sign observations will succeed. The long memory means that when the delay increases the autocorrelation function decreases slowly. To measure the long-term dependency, several methods have been applied. Certainly the most used method is named after R/S (range / standard deviation) or analysis of scale variations, which is a nonparametric method. The idea is simple. The joseph effect depends on the events sequence, while Noah effect depends on the relative size of each event. Redistribute data (return series) as a playing card package. Joseph effect should disappear once cards become disorderly scattered. Only the Noah effect remains intact before and after shuffling cards. To perform the test, simply compare the package before and after the reordering. If there is a difference, then it must originate from the long-range dependency in the original data. The precise sequence should have importance in the data and we can measure the level of this importance. If there is no difference then the dependency is negligible.
Thus, R/S or range over STD, measures the excursion of the returns series. When H exceeds 0.5, prices will move quickly away from their starting point. If H is smaller than the Brownian 0.5, prices will escape less.
We can estimate the Hurst exponent as follows ~ / where n is the observation number. Lo (1991) address critics to the R/S method. The latter does not have an asymptotic distribution and is unable to differentiate between the long and the short term. Lo introduced in the denominator a in order to enjoy to appreciate the duality between short-and long memory.
The aggregate variance method split the series into m blocks of size n/m, k is the sequence number of each block and we calculate the aggregated series.
Whereupon we calculate the variance V(Y ( ) ) inside each block and renewed the procedure for different values of m. H exponent is determined as a result of a regression from the following relation ( )~ . . The absolute value aggregate method is very similar to the aggregated variance method then instead of calculating the variance of each block, we compute the sum of the absolute values. The value of the coefficient H is given by a regression of the following relation | _ ^(( ) )|~ − 1.
Higuchi (1988) calculated the Hurst coefficient from the fractal dimension D which is equal to 2 -H.
The residual method is similar to the two previous methods except that we will regress partial series on a trend and the Hurst exponent is obtained from the variance of the residuals. The latter is proportional to m 2H .
In a parametric framework, ARFIMA process, an extension of ARIMA models can also be used to determine the Hurst exponent, since there is a relationship between the fractional integration parameter, also called memory parameter, and the H exponent. d=H-1/2.
According to Mignon (1998) , the maximum likelihood method is the best estimation technique. However, it remains very costly in execution time due to the inversion of the variances covariances matrix. Nevertheless, the Whittle procedure allows good spectral approximation of the log Likelihood function.
More recently, a new estimation method based on wavelets, which allow a time frequency analysis of a signal, was introduced. The use of the scalogrammes, empirical variance of the wavelet coefficients, turns out more effective than Fourrier methods and very promising for the estimation of the parameter memory Kouamo (2011) .
The following table 4 reports all Hurst exponent estimates on the returns series of all indexes coted on the Tunisian Stock Exchange. All calculations were made with R. The results show that the estimates are quite different and this can be explained by the fact that each method has its own calculation algorithm. Nonetheless, all Hurst exponents are higher than 0.5, regardless of the method used except for the INAAB index estimated with the wavelet method. The estimated coefficients oscillate between 0.6 and 0.7 in most cases and rarely reach 0.8. For example banks index (INDBQ), estimated with ARFIMA model. It is clear that the returns series listed on the BVMT exhibit a persistence phenomenon, which leads to a high probability that similar events will follow each other, and therefore returns series have a long memory. This shows that indexes returns series are smoother than those described by a normal law highlighting a phenomenon of volatility clustering. As returns series are persistent, they consequently have a fractal Brownian motion, or a biased random walk. The presence of noise in the series can be attributed to economic and social changes besides political crisis.
The degree of correlation = 2 − 1is the measure of the effect of an observation on the subsequent ones in the time series. Thus, for the indexes returns series, C is between 0.148 and 0.319. Otherwise, the fractal dimension, = 2 − , facilitates the analysis of price distributions. Thus the larger is D, the weaker is the accumulated return. The fractal dimension of the indexes return series, range from 1.3 to 1.4. This shows that the series are persistent and observations are positively correlated. This result is similar to those found by Wen et al (2012) on the Shanghai Stock Exchange, and Hacinliyan & Kandiran (2015) on the Turkish Stock Exchange.
Nonlinearity and Chaos
Appeared initially in the field of meteorology with Lorenz, Professor of mathematics at MIT in the 1960s, the chaos theory has become very fashionable in the 1970s after a conference entitled " Predictability: Does the Flap of a Butterfly's Wings in Brazil Set Off a Tornado in Texas?". As we have seen with Mandelbrot and hazardous discovery of cotton prices, with Lorenz, chance is also a source of novelties. On introducing, in 1961, the data on his computer, in order to generate numerical simulations for meteorology, Lorenz is eager to drink a coffee and wanting to check some results, he introduced only 3 digits after the decimal point instead of 6. By coming back, results were extremely different. Difference is so huge that it can only be explained by nonlinearity of equations. So tiny differences could lead to the long to completely different systems, raising the impossibility of making forecasts in the medium and long term Etchecopar (2002) . This explains that reliable weather forecasts may not exceed five days. This sensitivity to initial conditions is characteristic of chaos. The famous Lorenz butterfly is the illustration of this sensitivity 6 . This figure is also called strange attractor, which has a fractal structure with a fractional dimension that should lie between 2 and 3. It shows that two paths from very close initial conditions diverge exponentially but will remain on the same attractor.
Hence, Chaos does not mean distress and confusion rather it involves the emergence of an order with lack of prediction Faggini and Parziale (2016) . The fractal dimension and the Lyapunov exponent are the two fundamental characteristics of a chaotic process. Their estimation is now possible. In order to justify the calculation of the Lyapunov exponent, the series must come from a stationary and deterministic process. If not, the interpretation of the sign of the exponent does not make sense. The most important step is the determination of the embedding space. These calculations are also required to compute the invariant measures and to achieve the determinism and stationarity tests (Perc (2006) ).
In the embedding theorem, Takens says that a large enough dimension permits delay vectors to have the same invariant measurements as the original system.
is the value of the time series at time t. The time delay is represented by τ. This vector fully represents nonlinear dynamics when m is sufficiently large. The embedding theorem ensures that the full knowledge of the behaviour of the system is possible across the time series of any phase. Nevertheless, it is necessary to determine m and τ. To perform it, several methods are described in the non-linear time series literature. In this article, the time delay τ is determined by the mutual information method while m will be determined by using the false nearest neighbour method. These two parameters will not only serve to calculate the Lyanupov exponent but also to conduct the determinism test.
BDS Test (Brock, Dechert et Scheinekman, 1996)
The introduction of nonlinear models in financial time series helped in two ways: to reflect the series dynamics better give and the possibility that the past can influence present random variations. The nonlinearity is the real source of diversity, complexity and variability Fenghua et al (2014).
According to Riane (2015) , linear systems are inconsistent with prices variations. In fact, linear variations allow the series to explode or to disappear. This is not possible for asset prices especially with the presence of reservation thresholds. Moreover, linear systems cannot explain volatility clustering phenomena and structural changes.
In order to test the nonlinearity, Brock Dechert Scheinkman (1996) test serves to check whether the variables are independent and identically distributed. The null hypothesis states that the variables are i.i.d. Therefore, this is a preliminary step in seeking a chaotic process. Chaos is a non-linear deterministic process that seems random (Girerd-Potin and Taramasco, 1994) . This makes sense only when the hypothesis of i.i.d. returns is rejected. Alexander & Giblin (1994) states that this test is also robust to detect the presence of non-linearity in the time series. Refined series (without any linear dependency) is examined on dimensions going from 2 to 5. The test is made on the residues of an autoregressive model. The results show that all values are significant at the 1% level and allow us to reject the null hypothesis for all values of e/σ et m. Thanks to the findings, we notice that the series are not truly random because some patterns appear more frequently than under a normal law. The indexes returns series in the Tunisian market are non-linear. This result is similar to that of Opong et al (1999) in the British market. Note that the nonlinearity is a necessary but not a sufficient condition for the existence of chaos.
In order to work on time series chaos, it is first necessary to ensure that series has no trend. However, it is known that financial series are characterized by the strong presence of noise. Therefore, it is necessary to remove noise, as it will affect all invariant measures. The objective is then eliminating noise without distorting the nature of the signal Faggini & Parziale (2016) . To do so, we proceed as Riane (2015) and we use the wavelet filtering technique or local projection. 
Stationarity of Returns Series
Conventional tests for detecting stationarity as ADF, KPSS and PP test are not reliable with nonlinear time series. Actually, other tests have emerged. In what follows, we introduce the Theiler window through the time space separation. Indeed, Theiler window allows deleting all close points by temporal nearness. It is the period of time from which the time space separation curves are stable.
The following figure is related to Tunindex, it proves that the Theiler window is set at 2. Maximum 2 trading days are needed for returns to become stationary 7 . Beyond this period of time, temporal proximity has no effect on the probability of two points being close.
This figure illustrates the number of days required for a series to become stationary. It is the Theiler window. 
Optimal Delay
An optimal delay must meet two criteria. The first criterion, it should be wide enough so that the value of the variable measured at + is relevant and significantly different from that measured at t. It is worth noting that a short delay can always be offset by an important dimension m. Second, it should not be beyond the time required for the system to lose from memory its original state (Matjaz (2006) ). This last condition leads us to determine τ from the autocorrelation function defined as ( ) = ∑ . The optimal τ is determined by the time at which the auto correlation function falls below 1/e. Even though, this works very well with linear statistics, it gives skewed results for nonlinear series. This lead us to use the first minimum of the mutual information function (Fraser Swinney 1986) , which represents the dependence degree in a probabilistic sense.
. Determination of the Tunindex optimal delay using mutual information method.
Embedding Dimension m Using the False Nearest Neighbour Method
To determine the embedding dimension m, we have to find the dimension from which the number of false neighbours is zero. We must reduce the number of similar values close in time (false neighbours). The figure below, allows us to conclude that the embedding dimension is 9 for the Tunindex. Indeed, it is clear that from this dimension, the percentage of false neighbours falls to 0. Figure 7 . Determination of the Tunindex embedding dimension using the false nearest neighbour
The calculation was done for all other indexes, the results are summarized in table 6 below. Once the embedding dimension and the delay were calculated, and the phase space reconstructed, we can calculate the Lyapunov exponent.
Lyapunov Exponent Calculation
The discovery of deterministic systems leads to the existence of erratic behaviours similar to those of white noise Sandri (1996) . The statistical approaches seeking to detect determinism include the embedding dimension and the Lyapunov exponent. The distance between the two trajectories evolves over time according to e λ . λ is the Lyapunov exponent.
It is essentially a tool measuring the divergence of two initially close trajectories.
≈ 0
is the initial distance, is the distance after time . The exponent is estimated using the slope obtained from the following linear regression
Thus, it induced the low predictive power. On the one hand, if the maximum Lyapunov exponent is positive, the system is chaotic. On the other hand, if it is negative, the system is regular. There are as many λ as dimensions. They can be ranged from the largest to the smallest forming the Lyapunov exponent spectrum. They give an idea about the attraction or the stretching exerted on the system by each dimension (Alexendre (1994)).
The following table contains the measures of the delay time, the embedding dimension as well as the Lyapunov exponent for all indexes traded on the Tunisian stock exchange.
The results indicate that the largest Lyapunov exponent is positive for all indexes, indicating the presence of a chaotic attractor. This shows the low predictability of the system. Note that INBMC and INPMP indexes have got the highest exponent and are therefore the most unpredictable. These results are similar to those found on the Moroccan market, by Riane (2014) . However, the confirmation of the existence of a chaotic attractor is only possible after performing the determinism test.
Determinism Test
This test allows us to check the existence of a deterministic trend in the structure of a time series. It permits to determine the most appropriate model to the data, namely a deterministic chaos or an irregular random model that looks like chaos but originates in a stochastic system. The objective is to verify the presence of a rule behind a dynamic process. The test seeks to know if the images of two near points are also close together?
Indeed, the approach is based on the observation of the tangent to the path generated by a deterministic system. This system is a function of the position in the phase space. When the system is deterministic, all tangents to the trajectory in a given phase space have similar orientations, Xiaohua et al (2016) . In fact, a deterministic time series always finds its origins in a deterministic process that can be described by a set of ordinary differential equation of first order. With is the number of all passages in the K th box. By replicating this at all boxes, we get an approximation of the system direction. If the series is deterministic, the resulting vector must be made by unit vectors. MATJAZ (2006) defines a measure of determinism as:
A is the number of occupied boxes. R = c P , with c is a constant which depends on the embedding dimension. We conducted determinism test for Tunindex, approximating the vector in the reconstructed space with m=9 and τ=4. The attractor is shown in the figure 8 below. For Tunindex, relative factor of determinism k is 0.5524. It is therefore different from 1. It follows that the series is not deterministic. This test has been extended to all other indexes and results do not confirm the existence of a chaotic system. This makes the conclusions drawn from the Lyapunov exponent inappropriate. Figure 8 . Attractor of IBVMT Determinism test can also be carried out according to the Kaplan (1994) method. Let , = | − | be the distance between two points , and , = − is the distance between their images. ( ) = , < , < + ∆ represents the average distance. Kaplan demonstrates that when the system is determinist ∆ → ( ) = 0. While it tends to ε when the process is stochastic. The test is based on the identification of substitution series with the same properties as the ones of the original serie and calculate statistic =∈ , . A comparison between the results of the original and reconstructed series will be made. If → = 0, then the series is deterministic. The figure 9 below highlights r in the x-axis and the statistics E in Y-axis. The original series in plotted points while the randomly reconstructed series are in boxeplots for embedding dimensions ranging from 1 to 9. Figure 9 . Determinism Test of Tunidex. E statistics is shown in dotted lines for the original series and box plot for alternative series Except for dimensions 3 and 4, we note a difference in statistics E between original and surrogate series when r tends to 0. Furthermore, E does not exponentially grow with r. So, we definitely reject the hypothesis of a deterministic chaos for the Tunindex returns series from May 2008 until December 2015.
Conclusion
In this article, we performed the necessary analysis to detect the presence of chaos in Tunisian indexes returns series. The returns distributions exhibit fat tails and are rather fitted by Levy distributions than by Gaussian distributions. Hurst exponent was calculated using different algorithms and has confirmed the persistence phenomena. The BDS test shows that the returns dynamic is non-linear, a necessary but not sufficient condition to deterministic chaos. The Lyapunov exponent is positive for all series showing sensitivity to initial conditions. However, we conclude that a positive Lyapunov exponentc could certainly not be interpreted as the evidence of chaos presence. Indeed, Faggini and Parziale (2016) noticed that chaos theory does not have the same impact on physical sciences and economics. This can be attributed to the existence of noise, to the small sample size and to the lack of robustness tests for chaos in financial data.
These are the product of complex processes including institutional changes and variations in monetary regimes besides of political crises. Nonlinearity and the instability structure of data require the development of new filtering techniques. In reality, the combination of Artificial Neuron Network with the wavelet analysis may be of particular interest.
