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Abstract
The aim of this article is to prove a Thom-Sebastiani theorem for the asymptotics
of the fiber-integrals. This means that we describe the asymptotics of the fiber-
integrals of the function f⊕g : (x, y)→ f(x)+g(y) on (Cp×Cq, (0, 0)) in term of
the asymptotics of the fiber-integrals of the holomorphic germs f : (Cp, 0)→ (C, 0)
and g : (Cq, 0)→ (C, 0). This reduces to compute the asymptotics of a convolution
Φ ∗Ψ from the asymptotics of Φ and Ψ modulo smooth terms.
To obtain a precise result, giving the non vanishing of expected singular terms in
the asymptotic expansions of the fiber-integrals associated to f ⊕ g, we have to
compute the constants coming from the convolution process. We show that they
are given by rational fractions of Gamma factors. This enable us to show that these
constants do not vanish.
Re´sume´.
L’objet de cet article est de de´montre´ un the´ore`me ”a` la Thom-Sebastiani” pour
les de´veloppements asymptotiques des inte´grale-fibres des fonctions du type f ⊕ g :
(x, y)→ f(x) + g(y) sur (Cp × Cq, (0, 0)) en terme des de´veloppements asympto-
tiques des inte´grale-fibres associe´es aux germes holomorphes f : (Cp, 0)→ (C, 0) et
g : (Cq, 0) → (C, 0). Ceci se rame`ne a` calculer les de´veloppements asymptotiques
d’une convolution Φ ∗ Ψ a` partir des de´veloppements asymptotiques de Φ et Ψ
modulo les termes non singuliers.
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Pour obtenir un re´sultat pre´cis donnant la non nullite´ des termes singuliers attendus
dans les de´veloppements asymptotiques des inte´grale-fibres associe´es a` f ⊕ g, nous
devons calculer les constantes qui apparaissent dans la convolution. Nous montrons
qu’elles sont donne´es par des fractions rationnelles de facteurs Gamma, ce qui nous
permet de montrer qu’elles sont non nulles.
AMS Classification (2000) : 32-S-25, 32-S-40, 32-S-50.
Key words : Asymptotic expansions, fiber-integrals, Thom-Sebastiani theorem.
Mots clefs : De´veloppements asymptotiques, inte´grale-fibres, the´ore`me de Thom-
Sebastiani.
Titre abre´ge´ : Thom-Sebastiani ...
Titre anglais : A Thom-Sebastiani theorem for fiber-integrals.
Contents
1 Introduction. 3
2 Le the´ore`me de convolution. 7
2.1 Utilisation du the´ore`me de Fubini. . . . . . . . . . . . . . . . . . . . . 7
2.2 Le the´ore`me de convolution. . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Preuves de la proposition 1.0.3 et du corollaire 1.0.6. . . . . . . . . . 15
3 Calcul des constantes :
de´monstration du the´ore`me pre´cis. 16
3.1 Pre´liminaires. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
3.2 Le premier cas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.3 Le second cas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Le dernier cas. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
3.5 Le calcul de γ(1, 1). . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4 Re´fe´rences. 33
Thom-Sebastiani... 3
1 Introduction.
Le but du present article est de montrer directement un the´ore`me a` la ”Thom-
Sebastiani” (voir [S.-T. 71]) pour les de´veloppements asymptotiques des inte´grale-
fibres d’une fonction de la forme (x, y) → f(x) + g(y) ou` f et g sont deux
fonctions holomorphes au voisinage de l’origine dans Cp et Cq respectivement.
Il re´sulte du the´ore`me ge´ne´ral de de´veloppement asymptotique des inte´grale-fibres
(voir [B. 82]), qu’une inte´grale-fibre, c’est-a`-dire une fonction de la forme
s→ Fϕ(s) =
∫
f=s
ϕ
df ∧ df¯
ou` f : U → C est une fonction holomorphe non constante sur une varie´te´ complexe
U de dimension n+ 1 et ϕ une (n + 1, n + 1)−forme C∞ a` support compact
dans U , peut s’e´crire, au voisinage de s = 0,
Fϕ(s) =
∑
α∈A,j∈[0,µ(α)]
θα,j(s).|s|
2α.(Log|s|)j + ξ(s)
ou` les fonctions θj,α et ξ sont C
∞ au voisinage de s = 0, ou` A ⊂]− 1,+∞[∩Q
est un ensemble fini et ou` µ : A→ N est une application a` valeurs dans [0, n].
Nous dirons qu’une fonction qui admet une telle e´criture au voisinage de l’origine ad-
met un de´veloppement asymptotique standard uniforme1 de type (A, µ) en s = 0.
En fait, le re´sultat que nous pre´sentons consiste essentiellement a` montrer la sta-
bilite´ par convolution de la classe des fonctions admettant a` l’origine de C des
”de´veloppements asymptotiques standards uniformes”, en pre´cisant les exposants et
les degre´s des termes logarithmiques de la convole´e a` partir des informations corre-
spondantes pour les fonctions initiales.
Donnons une de´finition qui facilitera l’e´nonce´ de notre re´sultat.
De´finition 1.0.1 Pour deux types donne´s (A, µ) et (B, ν) nous de´finirons le type
(A ∗B, µ ∗ ν) de la fac¸on suivante :
A ∗B = {α + β + 1, α ∈ A, β ∈ B}.
(µ ∗ ν)(α + β + 1) = µ(α) + ν(β) quand α, β et α + β + 1 ne sont pas dans N.
(µ ∗ ν)(α + β + 1) = µ(α) + ν(β) + 1 quand α + β + 1 ∈ N, α et β non dans N.
(µ ∗ ν)(α + β + 1) = µ(α) + ν(β)− 1 quand α ou β (ou les deux) sont dans N.
Pre´cise´ment nous montrons le premier the´ore`me suivant :
The´ore`me 1.0.2 (Thom-Sebastiani pour les inte´grale-fibres.) Soient f et
g deux fonctions holomorphes au voisinage de l’origine dans Cp et Cq respective-
ment. Supposons que les inte´grale-fibres de f et g admettent des de´veloppements
1nous conside´rons ici des fonctions ”uniformes” contrairement aux fonctions holomorphes ”mul-
tiformes” que l’on obtient dans les inte´grales ”a` la Malgrange”, c’est a` dire en inte´grant des formes
holomorphes sur des familles horizontales de cycles (voir [M. 74]).
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asymptotiques standards uniformes de type respectifs (A, µ) et (B, ν). Alors
les inte´grale-fibres de la fonction f ⊕ g : (x, y) → f(x) + g(y) admettent des
de´veloppements asymptotiques standards uniformes de type (A ∗B, µ ∗ ν).
Mais au dela` du re´sultat qualitatif du the´ore`me 1.0.2 qui permet de pre´voir quel
terme peut apparaˆıtre dans le de´veloppement asymptotique standard uniforme de
la convolution de deux fonctions admettant de tels de´veloppements asymptotiques,
il est important de savoir si les termes ”candidats” donne´s dans ce the´ore`me donnent
effectivement des termes non nuls pour la convole´e. Ce proble`me est assez de´licat, et
en pre´sence de plusieurs termes dans les de´veloppements asymptotiques des fonctions
initiales, des phe´nome`nes de compensations peuvent se produire et faire disparaˆıtre
un terme attendu. Aussi dans la seconde partie de cet article e´tudions-nous en de´tail
le cas de la convolution de deux fonctions admettant un seul terme singulier non nul
dans leurs de´veloppements asymptotiques respectifs2. Nous montrons dans ce cas
que le terme attendu pour la convolution est effectivement non nul, c’est a` dire que
nous prouvons le the´ore`me pre´cis e´nonce´ ci-dessous.
Il n’est pas difficile de se convaincre que pour ce faire on doit calculer pre´cisement
les constantes qui apparaissent lors de l’ope´ration de convolution, ce qui ame`ne a`
faire toute une se´rie de calculs qui sont assez fastidieux et pas aussi simples qu’on
pourrait le penser a` priori.
Mais, heureusement, les constantes trouve´es s’expriment dans tous les cas comme
des ”fractions rationnelles de facteurs Gammas”. On peut donc montrer la non nul-
lite´ des constantes qui interviennent et donc re´pondre comple`tement a` la question
pose´e dans le cas conside´re´.
Un corollaire combinant la proposition 1.0.3 ci-dessous et le the´ore`me pre´cis 1.0.4
montre alors que, quitte a` bien choisir la forme test et a` admettre un de´calage des
exposants entiers, de´calage borne´ ne de´pendant que de f, g et des compacts con-
side´re´s, le terme attendu associe´ a` des termes apparaissant effectivement pour f et
g, apparaˆıt effectivement pour la fonction f ⊕ g.
On notera que le calcul explicite des constantes permettra a` l’utilisateur potentiel
qui souhaite aller au dela de l’e´nonce´ de notre ”the´ore`me pre´cis” et de son corollaire
de de´terminer dans le cas ge´ne´ral, c’est a` dire pour un produit de formes test donne´es
arbitraires, si un phe´nome`ne de compensation se produit dans le cas de la fonction
convole´e des deux inte´grale-fibres donne´es. Le cas ou` la somme r + r′ n’admet
qu’une seule e´criture avec r ∈ Af , r
′ ∈ Bg est probablement simple a` e´lucider.
Avant de donner l’e´nonce´ du the´ore`me pre´cis, il est important de disposer du re´sultat
suivant qui permet effectivement de satisfaire l’hypothe`se de ce the´ore`me.
2en fait on regroupe ensemble les diffe´rentes puissances de Log|s| correspondant aux meˆmes
exposants pour s et s¯.
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Proposition 1.0.3 Soit f˜ : (Cn+1, 0)→ (C, 0) un germe de fonction holomorphe,
et soit f : X → D un repre´sentant de Milnor de f˜ . Soit K ⊂ X un compact ; il
existe un entier κ ne de´pendant que de f et de K ve´rifiant la proprie´te´ suivante:
soit ϕ ∈ C∞K (X,C)
n,n une (n, n)−forme test telle que la fonction
s→
∫
f=s
ϕ
admette le terme c.|s|2r.sm.s¯m
′
.(Log|s|)j dans son de´veloppement asymptotique en
s = 0, avec c ∈ C∗, r ∈ Q∩ [0, 1[, j ∈ [0, n] et (m,m′) ∈ N2, ou` nous supposerons
l’entier j maximal pour r,m,m′ donne´s. Alors pour tout N ≥ κ+1+(m+m′)/2
il existe ϕN ∈ C
∞
K (X,C)
n,n ve´rifiant∫
f=s
ϕN = |s|
2r.sm+κ.s¯m
′+κ.Pj(Log|s|) +O(|s|
2N),
ou` Pj est un polynoˆme unitaire de degre´ j.
The´ore`me 1.0.4 (Le the´ore`me de Thom-Sebastiani pre´cis.) Soient f˜ et g˜
deux germes de fonctions holomorphes au voisinage de l’origine dans Cp et Cq
respectivement, et notons f : X → D et g : Y → D′ des repre´sentants de Milnor
de ces germes. Soient ϕ ∈ C∞c (X)
p,p et ψ ∈ C∞c (Y )
q,q des formes test ve´rifiant
les proprie´te´s suivantes :
• Il existe des rationnels r, r′ ∈] − 1, 0] des entiers m,n,m′, n′, j, j′ et un
entier N > m+ n+m′ + n′ + 1 tels que l’on ait∫
f=s
ϕ
df ∧ df¯
= |s|2r.sm.s¯n.Pj(Log|s|) +O(|s|
2N)
∫
g=s
ϕ
dg ∧ dg¯
= |s|2r
′
.sm
′
.s¯n
′
.Qj′(Log|s|) +O(|s|
2N)
ou` Pj et Qj′ sont des polynoˆmes unitaires de degre´s respectifs j et j
′. On
supposera que pour r = 0 (resp r′ = 0) on a j ≥ 1 (resp. j′ ≥ 1).
Alors on a, modulo un polynoˆme χN de degre´ (total) ≤ 2N − 1 l’e´galite´∫
f(x)+g(y)=s
ϕ(x) ∧ ψ(y)
d(f(x) + g(y)) ∧ d(f(x) + g(y))
=
c.|s|2(r+r
′+1).sm+m
′
.s¯n+n
′
.R(Log|s|) + χN(s, s¯) +O(|s|
2N)
ou` c est un nombre complexe non nul et ou` R est un polynoˆme unitaire dont
le degre´ est de´termine´ de la fac¸on suivante :
• si r, r′ et r + r′ + 1 sont non nuls le degre´ de R est j + j′.
• si r et r′ sont non nuls mais r+ r′+ 1 = 0 le degre´ de R est j + j′ +1.
• si r ou r′ est nul (ou les deux) le degre´ de R est j + j′ − 1.
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Remarque. Si on a r = 0 et j = 0 alors l’inte´grale fibre de ϕ ne pre´sente qu’un
terme non singulier (modulo O(|s|2N)) et donc la convolution des deux inte´grale-
fibres aura au moins la meˆme re´gularite´ que l’inte´grale fibre de ϕ. On ne peut donc
pas espe´rer de terme singulier dans ce cas. 
On notera que la valeur pre´cise de la constante c qui de´pend de r, r′, m,m′, n, n′
est donne´e dans la section 3.
La de´monstration du the´ore`me pre´cis est l’objet de la section 3 et de´coule des corol-
laires 3.2.2, 3.3.2 et 3.5.3.
Combine´ avec la proposition 1.0.3, ce the´ore`me donne imme´diatement le corollaire
suivant qui pre´cise ”presque comple`tement” le module des de´veloppements asymp-
totiques de la fonction (x, y) 7→ f(x) + g(y) a` partir de ceux de f et g.
Corollaire 1.0.5 Dans la situation du the´ore`me pre´ce´dent, fixons des compacts
K ⊂ X et L ⊂ Y ; il existe un entier κ, ne de´pendant que de f, g,K, L, tel
que, si les inte´grale-fibres des formes ϕ ∈ C∞K (X)
p,p et ψ ∈ C∞L (Y )
q,q admettent
respectivement dans leurs de´veloppements asymptotiques les termes
c.|s|2r.sm.s¯n.(Log|s|)j resp. c′.|s|2r
′
.sm
′
.s¯n
′
.(Log|s|)j
′
avec c.c′ 6= 0 les entiers j et j′ e´tant maximaux pour r,m, n (resp. r′, m′, n′)
donne´s, alors il existe une forme test θ dans C∞c (X × Y )
p+q,p+q telle que le
de´veloppement asymptotique de l’inte´grale-fibre
∫
f(x)+g(y)=s
θ(x, y)
d(f(x) + g(y)) ∧ d(f(x) + g(y))
contienne le terme
c.c′.|s|2(r+r
′+1).sm+m
′+κ.s¯n+n
′+κ.R(Log|s|)
ou` R est un polynoˆme unitaire dont le degre´ est de´termine´ de la fac¸on suivante :
• si r, r′ et r + r′ + 1 sont non nuls le degre´ de R est j + j′.
• si r et r′ sont non nuls mais r+ r′+ 1 = 0 le degre´ de R est j + j′ +1.
• si r ou r′ est nul (ou les deux) le degre´ de R est j + j′ − 1.
Remarque. Comme on l’a de´ja` fait remarquer plus haut, des compensations
e´ventuelles entre divers termes des de´veloppements asymptotiques ne permettent
pas, en ge´ne´ral, d’assurer que la forme test ϕ∧ψ aura dans le de´veloppement asymp-
totique de son inte´grale-fibre le terme attendu correspondant aux termes donne´s dans
les de´veloppements asymptotiques des inte´grale-fibres de ϕ et ψ.
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Autrement dit, la forme test θ sera, en ge´ne´ral, diffe´rente de ϕ ∧ ψ, et le de´calge
par l’entier κ sera ne´cessaire.
Une conse´quence simple de ces re´sultats est le corollaire suivant, sur le polynoˆme
de Bernstein a` l’origine (voir par exemple [K. 76]) d’une fonction de la forme
(x, y) 7→ f(x)+g(y), qui peut e´galement se de´duire du the´ore`me de Thom-Sebastiani
topologique (voir [Sak.73]) et des re´sultats de Malgrange-Kashiwara (voir [M.83] ou
bien [Bj.93] ch. 6) sur le lien entre la monodromie du complexe des cycles evanes-
cents et les racines du polynoˆme de Bernstein.
Mais, bien suˆr, les re´sultats ci-dessus sont bien plus pre´cis puisque, non seulement il
sont au niveau des termes singuliers des de´veloppements asymptotiques, mais aussi
puisqu’ils controˆlent les de´calages entiers dans les puissances de s et s¯.
Corollaire 1.0.6 (Thom-Sebastiani pour le polynoˆme de Bernstein.) Soient
f : (Cp, 0)→ C, 0) et g : (Cq, 0)→ (C, 0) deux germes non constants de fonctions
holomorphes. Alors toute racine du polynoˆme de Bernstein a` l’origine du germe
f ⊕ g : (x, y) → f(x) + g(y) est modulo Z somme d’une racine du polynoˆme de
Bernstein de f en 0 et d’une racine du polynoˆme de Bernstein de g en 0.
Re´ciproquement, si α et β sont des racines respectivement des polynoˆmes de
Bernstein de f et g a` l’origine, il existe une racine γ du du polynoˆme de
Bernstein de f ⊕ g : (x, y)→ f(x) + g(y) qui est congrue modulo Z a` α + β.
2 Le the´ore`me de convolution.
2.1 Utilisation du the´ore`me de Fubini.
Commenc¸ons par montrer comment le the´ore`me de Fubini permet de ramener notre
proble`me a` la de´termination du de´veloppement asymptotique a` l’origine d’une con-
volution.
Proposition 2.1.1 Soient f : X → D et g : Y → D des repre´sentants de Milnor
de deux germes de fonctions holomorphes a` l’origine de Cp et Cq respectivement.
Pour ρ (resp. σ ) une fonction C∞ a` support compact dans X (resp. dans Y )
notons Φf,ρ (resp. Ψg,σ ) l’inte´grale fibre
Φf,ρ(s) :=
∫
f(x)=s
ρ(x).
dx ∧ dx¯
df ∧ df¯
(et respectivement)
Ψg,σ(t) :=
∫
g(y)=t
σ(y).
dy ∧ dy¯
dg ∧ dg¯
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Alors on a l’e´galite´, pour s ∈ C :
∫
f(x)+g(y)=s
ρ(x).σ(y).
dx ∧ dx¯ ∧ dy ∧ dy¯
d(f + g) ∧ d(f + g)
=
∫
C
Φf,ρ(s− u).Ψg,σ(u).du ∧ du¯.
Preuve. Commenc¸ons par remarquer que, d’apre`s le Nullstellensatz, il existe un
entier N en une (p− 1, p− 1)−forme ω de classe C∞ au voisinage de Supp(ρ)
dans Cp ve´rifiant
ω ∧ df ∧ df¯ = |f(x)|2N .dx ∧ dx¯.
On a alors, au voisinage de Supp(ρ)× Supp(σ), l’e´galite´
ω ∧ dy ∧ dy¯ ∧ d(f + g) ∧ d(f + g) = |f(x)|2N .dx ∧ dx¯ ∧ dy ∧ dy¯.
On peut alors e´crire, toujours au voisinage de Supp(ρ) × Supp(σ), sur la fibre
{f(x) + g(y) = s} :
dx ∧ dx¯ ∧ dy ∧ dy¯
d(f + g) ∧ d(f + g)
=
dx ∧ dx¯
df ∧ df¯
∧ dy ∧ dy¯.
Alors le The´ore`me de Fubini donne∫
f(x)+g(y)=s
ρ(x).σ(y).
dx ∧ dx¯ ∧ dy ∧ dy¯
d(f + g) ∧ d(f + g)
=
∫
y∈Cq
σ(y).dy ∧ dy¯.
(∫
f(x)=s−g(y)
ρ(x).
dx ∧ dx¯
df ∧ df¯
)
=
∫
u∈C
Φf,ρ(s− u).
(∫
g(y)=u
σ(y).
dy ∧ dy¯
dg ∧ dg¯
)
.du ∧ du¯ =
∫
u∈C
Φf,ρ(s− u).Ψg,σ(u).du ∧ du¯ 
2.2 Le the´ore`me de convolution.
Montrons maintenant notre the´ore`me de de´veloppement asymptotique pour une
convolution.
The´ore`me 2.2.1 Conside´rons deux nombres re´els α et β strictement plus grands
que −1 et soient θ et η deux fonctions dans C∞c (C), et posons, pour s ∈ C
∗,
Fα,β,j,k(s) :=
1
2ipi
.
∫
C
θ(s− u).η(u).|s− u|2α.(Log|s− u|2)j.|u|2β.(Log|u|2)k.du ∧ du¯.
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Alors il existe des fonctions (ζl)l∈[0,L] et ξ dans C
∞
c (C) telles que l’on ait
Fα,β,j,k(s) =
L∑
l=0
ζl(s).|s|
2(α+β+1).(Log|s|2)l + ξ(s)
ou` l’on a
• L = j + k si α, β, α+ β + 1 6∈ N,
• L = j + k + 1 si α, β 6∈ N et si α + β + 1 ∈ N,
• L = j + k − 1 si α ou β ou les deux sont entiers.
De plus, on a L = −1 de`s que α ∈ N et j = 0 ou, syme´triquement, de`s que
β ∈ N et k = 0.
De´monstration. Nous la ferons en plusieurs e´tapes.
Premie`re e´tape. Remarquons de´ja` que les conditions α > −1 et β > −1
assurent que, pour s 6= 0 la fonction inte´gre´e est localement inte´grable. De plus
le support compact de la fonction η montre l’inte´grabilite´ globale. La fonction est
donc bien de´finie sur C∗.
Le changement de variable v = s−u dans l’inte´grale de´finissant la fonction Fα,β,j,k
montre que les triplets (θ, α, j) et (η, β, k) jouent des roˆles syme´triques.
Par ailleurs il est clair que pour α ∈ N et j = 0 on a une convolution entre une
fonction C∞c est une fonction inte´grable a` support compact . On obtient donc une
fonction C∞c , et de meˆme pour β ∈ N et k = 0.
Seconde e´tape. Fixons ε > 0. L’inte´grale
1
2ipi
.
∫
|u|≥ε
θ(s− u).η(u).|s− u|2α.(Log|s− u|2)j .|u|2β.(Log|u|2)k.du ∧ du¯
donne manifestement une fonction C∞ sur l’ouvert {|s| < ε/2}, puisque main-
tenant la fonction inte´gre´e est C∞ en s et majore´e par une fonction inte´grable
fixe ainsi que chacune de ses de´rive´e partielles en s, s¯.
Pour prouver l’existence du de´veloppement asymptotique a` l’origine de la fonction
Fα,β,j,k il suffit donc de le faire pour la fonction obtenue en inte´grant seulement sur
le disque {|u| ≤ ε}.
Troisie`me e´tape. Montrons maintenant que si la fonction θ est plate a` l’ordre
N ≥ 1 a` l’origine, alors la fonction Fα,β,j,k est de classe C
N−1 au voisinage de
l’origine. Comme notre hypothe`se permet d’e´crire
θ(v) =
N+1∑
i=0
vi.v¯N−i+1.θi(v)
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ou` les fonctions θi sont dans C
∞
c (C), il s’agit de voir que, pour chaque i ∈ [0, N+1],
la fonction s 7→ Gi(s) de´finie par l’inte´grale∫
|u|≤ε
(s−u)i.(s− u)
N−i+1
.θi(s−u).η(u).|s−u|
2α.(Log|s−u|2)j.|u|2β.(Log|u|2)k.du∧du¯
est de classe CN−1 au voisinage de l’origine. Montrons ceci par re´currence sur
N ≥ 1. Pour N = 1 il s’agit de voir que les fonctions G0, G1 et G2 sont continues
au voisinage de l’origine. Ceci re´sulte imme´diatement du fait que la fonction
(s− u)i.(s− u)
2−i
.θj(s− u).|s− u|
2α.(Log|s− u|2)j
est continue en (s, u) pour i = 0, 1, 2 puisque α > −1, et de l’inte´grabilite´ de la
fonction u 7→ η(u).|u|2β.(Log|u|2)k.
Supposons l’assertion montre´e pour N − 1 ≥ 1 et montrons-la` pour N .
On a, d’apre`s le the´ore`me de de´rivation de Lebesgue,
∂Gi
∂s
(s) = (i+ α).
∫
|u|≤ε
(s− u)i−1.(s− u)
N−i+1
.θi(s− u).η(u).Rα,β,j.k(s, u).du ∧ du¯+
∫
|u|≤ε
(s− u)i.(s− u)
N−i+1
.
∂θi
∂v
(s− u).η(u).Rα,β,j,k(s, u).du ∧ du¯+
j.
∫
|u|≤ε
(s− u)i−1.(s− u)
N−i+1
.θi(s− u).η(u).Rα,β,j−1,k(s, u).du ∧ du¯
ou` l’on a pose´, pour simplifier l’e´criture,
Rα,β,j,k(s, u) = |s− u|
2α.(Log|s− u|2)j .|u|2β.(Log|u|2)k
On constate alors que, comme les fonctions
vi−1.v¯N−i+1.θi(v) et v
i.v¯N−i+1.
∂θi
∂v
(v)
sont plates a` l’ordre N − 1 a` l’origine, l’hypothe`se de re´currence donne que ∂Gi
∂s
est de classe CN−2 au voisinage de l’origine. Comme il en est de meˆme pour ∂Gi
∂s¯
,
par un calcul analogue a` ce que l’on vient de voir, ceci ache`ve la preuve de notre
assertion.
Quatrie`me e´tape. Etudions maintenant les fonctions suivantes :
Gp,qα,β,j,k(s) :=
∫
|u|≤1
up.u¯q.|s− u|2α.(Log|s− u|)j.|u|2β(Log|u|)k.du ∧ du¯
ou` j, k, p, q sont des entiers et ou` α et β sont des re´els strictement plus grands
que −1. On va e´tablir la proposition suivante :
Proposition 2.2.2 La fonction Gp,qα,β,j,k est de la forme suivante:
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• pour p ≥ q :
L∑
l=0
cl.|s|
2(α+β+1).sp.s¯q.(Log|s|)l + sp−q.Φ(|s|2)
• pour p ≤ q :
L∑
l=0
cl.|s|
2(α+β+1).sp.s¯q.(Log|s|)l + s¯q−p.Φ(|s|2)
ou` Φ est une fonction analytique au voisinage de l’origine qui de´pend de α, β, j, k, p, q,
ou` les constantes cl de´pendent e´galement de α, β, j, k, p, q, et ou` l’on a
• L = j + k quand α, β, α+ β + 1 6∈ N,
• L = j + k + 1 quand α + β + 1 ∈ N et α, β 6∈ N,
• L = j + k − 1 quand α ou β ou les deux sont entiers.
On notera que ceci implique que la fonction Gp,qα,β,j,k est C
∞ en dehors de
l’origine et admet, quand s → 0 un de´veloppement asymptotique avec des ter-
mes ”singuliers”3 e´ventuels bien pre´cis, et que ce de´veloppement asymptotique est
inde´finiment de´rivable, c’est-a`-dire que toute de´rive´e partielle de Gp,qα,β,j,k admet
quand s → 0 le de´veloppement asymptotique obtenu en effectuant formellement
les meˆmes de´rive´es partielles sur le de´veloppement asymptotique trouve´ que celles
effectue´es sur Gp,qα,β,j,k.
Preuve. Posons u = s.t pour s 6= 0. Alors Gp,qα,β,j,k(s)
/
sp.s¯q.|s|2(α+β+1) est
donne´ par l’inte´grale :
∫
|t|≤1/|s|
tp.t¯q.|1− t|2α.|t|2β.(Log|s.(1− t)|)j.(Log|s.t|)k.dt ∧ dt¯.
Commenc¸ons par supposer que α + β + 1 6∈ N.
Comme l’inte´grale pour |t| ≤ 3 est un polynoˆme en Log|s| de degre´ au plus
j + k dont les coefficients de´pendent de fac¸on C∞ de (α, β) ∈] − 1,+∞[2, nous
pouvons nous contenter d’e´tudier la fonction Γp,qα,β,j,k(s)
/
sp.s¯q.|s|2(α+β+1) donne´e par
l’inte´grale :
∫
3≤|t|≤1/|s|
tp.t¯q.|1− t|2α.|t|2β.(Log|s.(1− t)|)j.(Log|s.t|)k.dt ∧ dt¯.
3c’est-a`-dire qui ne sont pas dans C[[s, s¯]].
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Ecrivons
(Log|s.t|)k = (Log|s|+ Log|t|)k et
(Log|s.(1− t)|)j = (Log|s|+ Log|t|+ Log|1− 1/t|)j
et de´veloppons notre inte´grale par la formule du binoˆme. On obtient ainsi un
polynoˆme de degre´ ≤ j + k en Log|s| et le coefficient de (Log|s|)j+k−h est,
a` une combinaison line´aire a` coefficients constants de fonctions de la forme∫
3≤|t|≤1/|s|
tp.t¯q.|1− t|2α.|t|2β.(Log|1− 1/t|)h1.(Log|t|)h2.dt ∧ dt¯
ou` h1 + h2 = h.
En coordonne´es polaires t = ρ.eiϕ l’inte´grale pre´ce´dente donne, a` une constante
non nulle pre`s,
∫ 1/|s|
3
ρp+q+2(α+β+1).(Log ρ)h2 .
dρ
ρ
.
∫ 2pi
0
|1−
e−iϕ
ρ
|2α.(Log|1−
e−iϕ
ρ
|)h1.ei(p−q)ϕ.dϕ.
Comme on a ρ ≥ 3 on a un de´veloppement en se´rie qui est normalement convergeant
|1−
e−iϕ
ρ
|2α.(Log|1−
e−iϕ
ρ
|)h1 =
∞∑
ν=0
γh1α,ν(cosϕ).ρ
−ν
ce qui donne que Γp,qα,β,j,k(s)
/
sp.s¯q.|s|2(α+β+1) est combinaison line´aire a` coefficients
constants quand h2 de´crit [0, j + k] de termes tels que
∞∑
ν=0
Ch1α,ν .
∫ 1/|s|
3
ρp+q+2(α+β+1)−ν .(Log ρ)h2 .
dρ
ρ
(*)
ou` Ch1α,ν :=
∫ 2pi
0
γh1α,ν(cosϕ).e
i.(p−q).ϕ.dϕ.
On notera que le polynoˆme en cos(ϕ), γh1α,ν(cos(ϕ)), est une fonction C
∞ de
α ∈]−1,+∞[, et donc que Ch1α,ν de´pend e´galement de fac¸on C
∞ de α ∈]−1,+∞[.
Remarquons maintenant que la fonction
Hp,qα,h1(x) =
∫ 2pi
0
|1− x.e−iϕ|2α.(Log|1− x.e−iϕ|)h1.ei(p−q)ϕ.dϕ
dont le de´veloppement en se´rie a` l’origine est donne´ par
Hp,qα,h1(x) =
∞∑
ν=0
Ch1α,ν.x
ν
est (−1)p+q−paire. Ceci se voit facilement en changeant x en −x et ϕ en ϕ+pi.
Ceci montre que Ch1α,ν est non nul seulement quand les entiers p + q et ν ont
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meˆme parite´.
On en de´duit que, sous notre hypothe`se α + β + 1 6∈ N, l’exposant
2(α + β + 1) + p + q − ν = 0 n’apparaˆıt pas dans le de´veloppement (∗).
On a donc, pour α + β + 1 6∈ N :
Γp,qα,β,j,k(s) = s
p.s¯q.|s|2(α+β+1).Pj,k(Log|s|) + (
s
|s|
)p.(
s¯
|s|
)q.Φj,k(|s|) (**)
ou` Pj,k est un polynoˆme de degre´ ≤ j+k, dont les coefficients de´pendent de (α, β)
de fac¸on C∞ ainsi que de p et q, et ou` Φj,k (qui de´pend e´galement de α, β, p, q)
est analytique au voisinage de l’origine.
On remarquera que le calcul explicite des coefficients du de´veloppement en se´rie de
la fonction Φj,k montre qu’elle de´pend de fac¸on C
∞ de (α, β) ∈ (] − 1,+∞[)2,
α + β + 1 6∈ N.
Montrons maintenant par re´currence sur j + k que la fonction
s 7→ (
s
|s|
)p.(
s¯
|s|
)q.Φj,k(|s|)
est C∞ en s au voisinage de l’origine.
Pour λ ∈ C∗, en posant u = λ.v dans l’inte´grale qui de´finit la fonction Gp,qα,β,0,0,
on obtient :
Gp,qα,β,0,0(λ.s) = λ
p.λ¯q.|λ|2(α+β+1).
∫
|v|≤1/|λ|
vp.v¯q.|s− v|2α.|v|2β.dv ∧ dv¯
ce qui donne, puisque la fonction
s 7→
∫
1≤|v|≤1/|λ|
vp.v¯q.|s− v|2α.|v|2β.dv ∧ dv¯
est C∞ au voisinage de s = 0,
Gp,qα,β,0,0(λ.s)− λ
p.λ¯q.|λ|2(α+β+1).Gp,qα,β,0,0(s) ∈ C
∞.
On aura donc, pour tout λ ∈ C∗ fixe´,
1
|λ|p+q
.λp.λ¯q.(
s
|s|
)p.(
s¯
|s|
)q.
[
Φ0,0(|λ.s|)− |λ|
2(α+β+1)+p+q.Φ0,0(|s|)
]
∈ C[[s, s¯]]. (∗∗∗)
E´crivons le de´veloppement a` l’origine de la fonction analytique
Φ0,0(x) =
∞∑
m=0
cm.x
m.
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La relation (∗∗∗) donne alors que
1
|λ|p+q
.λp.λ¯q.(
s
|s|
)p.(
s¯
|s|
)q.
[ ∞∑
m=0
cm.(|λ|
m − |λ|2(α+β+1)+p+q).|s|m
]
∈ C[[s, s¯]].
Comme on a suppose´ (α + β + 1) 6∈ N, et que Φ0,0 est (−1)
p+q−paire, on en
de´duit que pour chaque m ∈ N tel que cm 6= 0, on a
(
s
|s|
)p.(
s¯
|s|
)q.|s|m ∈ C[[s, s¯]]
ce qui prouve notre assertion pour j + k = 0.
Supposons l’assertion de´montre´e pour j+k ≤ n et montrons-la` pour j+k = n+1.
Supposons, par exemple j ≥ 1. Alors on a, graˆce a` l’hypothe`se de re´currence
Gp,qα,β,j−1,k(s)− s
p.s¯q.|s|2(α+β+1).P (Log|s|) ∈ C∞.
Comme on a
∂Gp,qα,β,j−1.k
∂α
= Gp,qα,β,j,k
et que la de´pendance en (α, β) ∈ (]− 1,+∞[)2 des calculs pre´ce´dents est C∞, on
obtient en de´rivant en α la relation (∗∗) pour le couple (j − 1, k)
Gp,qα,β,j,k(s)− s
p.s¯q.|s|2(α+β+1).
[
Pj−1,k(Log|s|).Log|s|
2 +
∂Pj−1,k
∂α
(Log|s|)
]
∈ C∞
ce qui prouve notre assertion pour le couple (j, k) en vertu de l’unicite´ du de´veloppement
asymptotique.
Remarque. Si α ou β est entier, mais toujours en supposant que α+β+1 6∈ N,
on constate que pour j + k = 0 on n’a pas de terme singulier pour la fonction
Gp,qα,β,0,0. La re´currence sur j+k montre que l’on peut prendre L = j+k−1 dans
ce cas. 
Dans le cas ou` α+ β + 1 = m ∈ N la fonction Φ0,0 sera la somme d’une fonction
analytique et d’un terme logarithmique du type δ.|s|2m+p+q.Log|s|2, qui sera obtenu
pour ν = 2m + p + q. On peut alors mettre le terme initial c.|s|2m.sp.s¯q dans les
termes non singuliers, sortir le terme logarithmique et conclure de fac¸on analogue
au cas pre´ce´dent pour la fonction Gp,qα,β,0,0. Le cas ou` (j, k) ∈ N
2 est arbitraire s’en
de´duit alors par de´rivation j−fois en α et k−fois en β.
Il nous reste a` prouver que pour (α, β) ∈ N2 on a en fait un polynoˆme en Log|s|
de degre´ ≤ j + k − 1. Il suffit en fait de montrer ce re´sultat pour j + k = 1 car le
cas ge´ne´ral s’en de´duit imme´diatement par de´rivation en α et β.
Il s’agit donc de montrer que pour (α, β) ∈ N2 et, par exemple4 j = 0, k = 1 la
fonction Gp,qα,β,0,1 est C
∞. Mais ceci est e´vident puisque la fonction u→ |u|2α est
C∞ dans ce cas. 
4rappelons que l’on a syme´trie entre j et k.
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Cinquie`me et dernie`re e´tape. D’apre`s la seconde e´tape, on peut se contenter
d’integrer sur le disque {|u| ≤ 1} pour prouver l’assertion. Fixons un entier N .
D’apre`s la troisie`me e´tape, on peut alors remplacer dans l’inte´grale les fonctions θ
et η par des polynoˆmes de degre´s N + 1 pour e´tablir l’existence et la forme du
de´veloppement asymptotique d’ordre N puisque l’erreur commise sera de classe
C
N au voisinage de l’origine.
En de´veloppant le polynoˆme en s − u on est alors ramene´ a` montrer l’existence
d’un de´veloppement asymptotique du type de´sire´ pour les fonctions du type
sp
′
.s¯q
′
.Gp,qα,β,j,k(s).
Ceci est donne´ par la proposition de l’e´tape 4.
On remarquera que l’on a prouve´ en meˆme temps que les fonctions Fα,β,j,k sont
C∞ en dehors de l’origine, puisque c’est le cas pour les fonctions Gp,qα,β,j,k. Ceci
ache`ve la preuve du the´ore`me 2.2.1. 
2.3 Preuves de la proposition 1.0.3 et du corollaire 1.0.6.
Commenc¸ons par de´montrer la proposition 1.0.3.
Preuve de la proposition 1.0.3 . Soit donc K un compact de X contenant
le support de ϕ et notons
MK := {DA
[ ∫
f=s
ψ], ψ ∈ C∞K (X,C)
n,n}
ou` DA(F ) de´signe le de´veloppement asymptotique a` l’origine de la fonction F .
Alors MK est un C[[s, s¯]]−module de type fini d’apre`s [B. 82], qui est contenu
dans
|Ξ|2R,n :=
∑
(r,j)∈R×[0,n]
C[[s, s¯]].|s|2r.(Log|s|)j,
ou` R ⊂ Q ∩ [0, 1[ est un sous-ensemble fini.
Notons M˜K le sature´ de MK par les ope´rateurs s
∂
∂s
et s¯ ∂
∂s¯
. Comme |Ξ|2R,n
est stable par ces deux ope´rateurs, la noethe´rianite´ de C[[s, s¯]] implique que M˜K
est e´galement de type fini sur C[[s, s¯]].
Mais d’apre`s [B.-S. 74]5, on a sn+1. ∂
∂s
MK ⊂ MK ainsi que s¯
n+1. ∂
∂s¯
MK ⊂ MK .
Ceci montre que l’on a l’inclusion
M˜K ⊂MK [s
−1, s¯−1].
5en combinant l’inclusion fn+1.Ωn+1X ⊂ df ∧ Ω
n
X avec la formule de de´rivation
∂
∂s
∫
f=s
ϕ =
∫
f=s
d′ϕ
df
.
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La finitude de M˜K sur C[[s, s¯]] donne alors l’existence d’un entier κ, ne de´pendant
que de f et du compact K, tel que l’on ait
|s|2κ.M˜K ⊂MK .
Il nous suffit donc de prouver la proposition pour M˜K en prenant κ = 0 dans ce
cas.
Comme M˜K est stable par s
∂
∂s
et s¯ ∂
∂s¯
, l’utilisation ite´re´e des ope´rateurs
s
∂
∂s
− (r1 +m1) et s¯
∂
∂s¯
− (r1 +m
′
1)
permet de supprimer dans le de´veloppement asymptotique de ϕ tous les termes
qui ne sont pas des O(|s|2N) (il n’y en a qu’un nombre fini) et qui ne sont pas de la
forme |s|2r.sm.s¯m
′
.P (Log|s|) ou` P est un polynoˆme de degre´ e´gal a` j (rappelons
que l’on a suppose´ que j est maximal pour (r,m,m′) donne´). Ceci permet alors
de conclure. 
Remarque. Si la fonction f est contenue dans son ide´al jacobien au voisinage
du compact K, on a M˜K =MK et l’on peut prendre κ = 0 dans la proposition.
On a donc le re´sultat optimal dans ce cas.
En utilisant de manie`re anticipe´e les re´sultats de la section suivante, nous allons
de´montrer le le corollaire 1.0.6.
Preuve du corollaire 1.0.6. La premie`re partie du corollaire est imme´diate
puisque l’on sait que modulo Z les racines du polynoˆme de Bernstein de f a`
l’origine correspondent aux exposants qui apparaissent effectivement dans les
de´veloppements asymptotiques des inte´grales fibres au voisinage de l’origine ; voir
par exemple [Bj. 93] chapitre 6.5.
La re´ciproque est conse´quence de la proposition 1.0.3 qui permet d’appliquer le
the´ore`me pre´cis 1.0.4 et ainsi d’e´viter les phe´nome`nes de compensation entre diffe´rents
termes des de´veloppements asymptotiques de f et g. 
3 Calcul des constantes :
de´monstration du the´ore`me pre´cis.
3.1 Pre´liminaires.
Notation. Pour a, b, · · · des nombres complexes, nous noterons α, β, · · · leurs
parties re´elles respectives.
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Notons pour p, q entiers positifs,
Up,q := {(a, b) ∈ C
2 / α+ p/2 > −1 et β + q/2 > −1}
U0p,q := Up,q ∩ {(a, b) ∈ C
2 / α + β + 1 +
p+ q
2
< 0}
Vp,q := Up,q \ {(a, b) ∈ C
2 / a+ b+ 1 ∈ Z}.
On remarquera que pour (a, b) ∈ U0p,q, on a a + b + 1 6∈ N puisque les ine´galite´s
impose´es impliquent −1− p+q
2
< α + β + 1 < −p+q
2
. 
Nous poserons, pour x ∈ R, |x| < 1, m ∈ Z et a ∈ C tel que α > −1
1
2pi
∫ 2pi
0
|1− x.e−iθ|2a.eimθ.dθ =
+∞∑
r=0
γra,m.x
r. (@)
On remarquera que γra,m = 0 si r 6= m modulo 2, puisque l’inte´grale conside´re´e
est invariante par le changement x→ −x et θ → θ + pi.
La conjuguaison complexe montre que l’on a
γra¯,−m = γ
r
a,m
il nous suffira donc de conside´rer le cas ou` m est dans N.
On remarquera e´galement que les coefficients γra,m de´pendent holomorphiquement
de a sur l’ouvert α > −1, d’apre`s la formule de Cauchy.
Lemme 3.1.1 La fonction holomorphe de´finie sur l’ouvert U0q := U
0
0,q de C
2 en
posant
Gq(a, b) :=
i
4pi
∫
C
|1− t|2a.tq.|t|2b.dt ∧ dt¯
est e´gale a`
1
2
.
Γ(a+ 1)Γ(b+ q + 1)Γ(−a− b− 1)
Γ(−a)Γ(−b)Γ(a + b+ q + 2)
. (*)
Preuve. Commenc¸ons par remarquer que la convergence absolue de l’inte´grale
de´finissant Gq est assure´e en t = 0 par la condition 2β + q + 1 > −1, en t = 1
par la condition α > −1 et en |t| = +∞ par la condition 2(α+ β) + q+1 < −1.
Donc la fonction Gq est bien holomorphe sur l’ouvert U
0
q .
Pour prouver la formule (∗) il suffit de le faire quand a = α et b = β. Ce que
nous supposerons donc dans la suite.
En coordonne´es polaires t = ρ.eiθ on aura, pour (α, β) ∈ U0q :
Gq(α, β) =
∫ +∞
0
(1 + ρ2)α.ρ2(β+q/2+1).
dρ
ρ
.
( 1
2pi
∫ 2pi
0
(
1−
2ρ.cos θ
1 + ρ2
)α
.eiqθ.dθ
)
(**)
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Mais on a
1
2pi
∫ 2pi
0
(
1−
2ρ.cos θ
1 + ρ2
)α
.eiqθ.dθ =
∞∑
k=0
Γ(α+ 1)
Γ(α− k + 1).k!
.
(−1)k.2k.ρk
(1 + ρ2)k
.
1
2pi
∫ 2pi
0
coskθ.eiqθ.dθ.
Et, comme on a
1
2pi
∫ 2pi
0
coskθ.eiqθ.dθ =
1
2k
.Cjk si k = q + 2j, avec j ∈ [0, k], et
= 0 sinon, on obtient
1
2pi
∫ 2pi
0
(
1−
2ρ.cos θ
1 + ρ2
)α
.eiqθ.dθ =
(−1)q.
+∞∑
j=0
Cjq+2j ×
Γ(α + 1)
Γ(α− q − 2j + 1).(q + 2j)!
×
ρq+2j
(1 + ρ2)q+2j
.
En reportant dans (∗∗) cela donne
Gq(α, β) =
(−1)q.
+∞∑
j=0
Cjq+2j ×
Γ(α + 1)
Γ(α− q − 2j + 1).(q + 2j)!
×
∫ +∞
0
(1 + ρ2)α−q−2j.ρ2(β+q+j+1).
dρ
ρ
.
Utilisons alors la formule classique
∫ +∞
0
(1 + x2)−u.xv.dx =
1
2
.
Γ(v+1
2
).Γ(u− v+1
2
)
Γ(u)
avec u = q + 2j − α et 1 + v = 2(β + q + j + 1). On obtient
Gq(α, β) =
(−1)q
2
.Γ(α+ 1).
+∞∑
j=0
Γ(β + q + j + 1).Γ(−α− β + j − 1).(q + 2j)!
Γ(α− q − 2j + 1).[(q + 2j)!]Γ(q + 2j − α).j!(q + j)!
.
Apre`s simplification par (q + 2j)! et utilisation de la formule des comple´ments qui
donne
Γ(α− q − 2j + 1).Γ(q + 2j − α) =
pi
sin pi(q + 2j − α)
= (−1)q+1
pi
sin piα
= (−1)q.Γ(1 + α).Γ(−α)
on arrive a`
Gq(α, β) =
1
2.Γ(−α)
×
+∞∑
j=0
Γ(β + q + j + 1).Γ(−α− β + j − 1)
Γ(q + j + 1).j!
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Utilisons maintenant la formule (voir Erdelyi, Magnus ... p. 10)
+∞∑
j=0
Γ(j + x).Γ(j + y)
Γ(j + z).j!
=
Γ(x).Γ(y).Γ(z − x− y)
Γ(z − x).Γ(z − y)
.
On obtient avec x = β + q + 1, y = −α− β − 1 et z = q + 1
Gq(α, β) =
1
2
.
Γ(β + q + 1).Γ(−α− β − 1).Γ(α + 1)
Γ(−α).Γ(−β).Γ(α+ β + q + 2)
c’est a` dire la formule annonce´e. 
Remarques.
1) Le changement t→ 1/t transforme Gq(α, β) en Gq(α,−(α+ β + q + 2)).
On constate que ceci est bien compatible avec la formule obtenue puisque si
α′ = α, β ′ = −(α + β + q + 2) on a
β ′ + q + 1 = −α− β − 1, −α′ − β ′ − 1 = β + q + 1,
α′ + β ′ + q + 2 = −β etc...
2) On notera e´galement que l’ouvert U00,q est stable par cette involution, puisque
β ′ + q/2 + 1 = −α− β − q/2− 1 > 0 ainsi que
α′ + β ′ + q/2 + 1 = −β − q/2− 1 < 0
pour (α, β) ∈ U00,q.
3) On remarquera que pour (α, β) ∈ U00,q ∩ R
2 le nombre Gq(α, β) est re´el. On
en de´duit que l’on a, pour tout (α, β) ∈ U00,q ∩ R
2
Gq¯(α, β) :=
i
4pi
∫ ∫
C
|1− t|2α.t¯q.|t|2β.dt ∧ dt¯ = Gq(α, β).
On a donc, pour (a, b) ∈ U00,q l’e´galite´ Gq¯(a, b) = Gq(a¯, b¯). 
Conside´rons maintenant la meˆme inte´grale que dans le lemme pre´ce´dent mais en
demandant seulement a` (a, b) de ve´rifier les conditions de convergence en t = 0
et t = 1 c’est a` dire d’eˆtre dans l’ouvert U0,q de´fini par les ine´galite´s α > −1 et
β + q/2 > −1. L’inte´grale diverge alors a` l’infini, mais le lemme suivant montre que
sa ”partie finie”, c’est a` dire le terme constant dans le de´veloppement asymptotique
a` l’infini de cette inte´grale donne le prolongement me´romorphe de la fonction Gq a`
l’ouvert U0,q.
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Lemme 3.1.2 Soit q un entier positif ou nul. Pour (a, b) ∈ V0,q on a, pour N
entier assez grand,
lim
s→0
[ i
4pi
∫
|t|≤3
|1− t|2a.tq.|t|2b.dt ∧ dt¯ + (***)
∫ 1/|s|
3
ρ2(a+b+1)+q .
dρ
ρ
.
[ 1
2pi
∫ 2pi
0
|1−
e−iθ
ρ
|2a.eiqθ.dθ −
N∑
0
γra,q.ρ
−r
]]
=
1
2
.
Γ(a+ 1).Γ(b+ q + 1).Γ(−a− b− 1)
Γ(−a).Γ(−b).Γ(a + b+ q + 2)
+
N∑
r=0
γra,q
2(a+ b+ 1) + q − r
.32(a+b+1)+q−r
Preuve. Remarquons de´ja` que pour N fixe´, la diffe´rence
[ 1
2pi
∫ 2pi
0
|1−
e−iθ
ρ
|2a.eiqθ.dθ −
N∑
0
γra,q.ρ
−r
]
est un O(ρ−N−1) et donc que pour 2(α+ β + 1) + q−N − 1 < 0 l’inte´grale de 3
a` +∞ converge et la limite cherche´e est simplement la valeur de cette inte´grale.
Il s’agit donc simplement de montrer que le prolongement analytique de la fonction
holomorphe Gq de´finie sur l’ouvert U
0
0,q est bien donne´ par cette inte´grale. On
concluera alors graˆce au lemme pre´ce´dent.
Mais pour (a, b) ∈ U00,q, en coupant l’inte´grale de´finissant Gq pour |t| ≤ 3 et pour
|t| ≥ 3 et en utilisant le de´veloppement (@) a` l’ordre N dans cette dernie`re,
on obtient bien l’e´galite´ de la limite du membre de gauche de (∗∗∗) avec Gq sur
l’ouvert U00,q, puisque |s|
−[2(a+b+1)+q−r] tend vers 0 quand s → 0, e´tant donne´
que l’on a α + β + q/2 + 1 < 0 et r ≥ 0. 
On remarquera que ceci montre que le prolongement analytique de la fonction Gq
a des poˆles simples (au plus) sur les droites
a+ b+ 1 =
r − q
2
pour r ∈ N, r = q modulo 2.
Le fait que ces points soient re´ellement des poˆles simples quand a + b+ 1 ∈ N est
montre´ a` posteriori par la formule que l’on a e´tablie. Ceci permet de calculer les
coefficients γra,q. On obtient, pour a 6∈ N, en utilisant la formule des comple´ments
(on notera que a 6∈ −N sous nos hypothe`ses, puisque l’on a α > −1 et aussi que
r+q
2
− a 6∈ −N, puisque r+q
2
− α = β + q + 1 > 0)
γra,q =
Γ(a+ 1).Γ( r+q
2
− a).(−1)
r−q
2
Γ(−a).Γ(a + 1− r−q
2
).Γ( r+q
2
+ 1).( r−q
2
)!
= (−1)r.
Γ(a+ 1)2
Γ(a+ 1− r−q
2
).Γ(a+ 1− r+q
2
).( r−q
2
)!( r+q
2
)!
. (@@)
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Pour a ∈ N le calcul direct donne, pour q ≤ r ≤ r + q ≤ 2a
γra,q = (−1)
r.C(r+q)/2a .C
(r−q)/2
a ,
et 0 sinon, ce qui co¨ıncide bien avec (@@).
La situation pre´ce´dente ou` a+ b+ 1 ∈ N avec a non entier est examine´e dans le
lemme suivant.
Lemme 3.1.3 Soit q un entier positif ou nul. Pour (a, b) ∈ U0,q, a + b+ 1 ∈ N,
a non entier, posons r0 = 2(a+ b+ 1) + q. Alors on a, pour N ≥ r0 entier
lim
s→0
[ i
4pi
∫
|t|≤3
|1− t|2a.tq.|t|2b.dt ∧ dt¯ +
∫ 1/|s|
3
ρ2(a+b+1)+q+j .
dρ
ρ
.
[ 1
2pi
∫ 2pi
0
|1−
e−i.θ
ρ
|2a.eiqθ.dθ −
N∑
0
γra,q.ρ
−r
]]
+
−
N∑
r=0,r 6=r0
γra,q
2(a+ b+ 1) + q − r
.32(a+b+1)+q−r + γr0a,q.Log 3
est e´gale a`
(−1)r0
2
[
Γ′(1) +
∑(r0−q)/2
j=1
1
j
]
.Γ(a+ 1)2
Γ((a + 1− r0+q
2
).Γ((a+ 1− r0−q
2
).( r0+q
2
!).( r0−q
2
!)
.
Preuve. La preuve est la meˆme que pour le lemme pre´ce´dent sauf que le terme
pour r = r0 donne un terme logarithmique dans ce cas. On doit donc e´valuer la
valeur en 2(a+ b+ 1) + q = r0 de la somme
1
2
Γ(a+ 1).Γ(b+ q + 1).Γ(−a− b− 1)
Γ(−a).Γ(−b).Γ(a + b+ q + 2)
+
1
2
γr0a,q
a+ b+ 1 + (q − r0)/2
.
Compte tenu de la formule (@@), du fait que l’on a, pour k ∈ N,
Γ(z − k) =
(−1)k
k!
.[
1
z
+ Γ′(1) +
k∑
j=1
1
j
+ o(z)]
quand z → 0, un calcul simple montre que la valeur de cette limite est bien celle
annonce´e. 
On notera que cette limite n’est jamais nulle puisque l’on suppose que a n’est pas
un entier
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Lemme 3.1.4 Soient 0 ≤ p ≤ q deux entiers. Posons pour (a, b) ∈ U0p,q
Fp,q(a, b) :=
i
pi
∫ ∫
C
|1− t|2a.(1− t)p.|t|2b.tq.dt ∧ dt¯
Fp,q¯(a, b) :=
i
pi
∫ ∫
C
|1− t|2a.(1− t)p.|t|2b.t¯q.dt ∧ dt¯
On a alors
Fp,q(a, b) =
Γ(a+ p+ 1).Γ(b+ q + 1).Γ(−a− b− 1)
Γ(a+ b+ p+ q + 2).Γ(−a).Γ(−b)
Fp,q¯(a, b) = (−1)
p.
Γ(a+ p+ 1).Γ(b+ q + 1).Γ(−a− b− p− 1)
Γ(a + b+ q + 2).Γ(−a).Γ(−b)
.
Remarques.
i) On ve´rifie facilement les e´galite´s ”e´videntes a` priori” sur U0p,q ∩ R
2
Fp,0 = Fp,0¯ et F0,q = F0,q¯.
ii) Une conse´quence simple du lemme pre´ce´dent est le prolongement me´romorphe
des fonctions Fp,q et Fp,q¯ a` l’ouvert Up,q avec des poˆles au plus simples sur
les droites a+ b+ 1 ∈ N.
Preuve. La formule suivante sera la clef de cette preuve.
Lemme 3.1.5 Soit p ∈ N. Pour x, y dans C \ {−N} on a
Ap(x, y) :=
p∑
j=0
(−1)j.Cjp .
Γ(x+ j)
Γ(x+ y + j)
=
Γ(x).Γ(y + p)
Γ(x+ y + p).Γ(y)
.
Preuve. Montrons cette e´galite´ par re´currence sur p ≥ 0. Le cas p = 0 est
trivial. Supposons la formule de´montre´e pour p et montrons-la` pour p + 1. En
utilisant l’e´galite´ Cjp+1 = C
j
p + C
j−1
p on obtient
Ap+1(x, y) = Ap(x, y)− Ap(x+ 1, y) =
Γ(x).Γ(y + p)
Γ(x+ y + p).Γ(y)
−
Γ(x+ 1).Γ(y + p)
Γ(x+ y + p+ 1).Γ(y)
=
Γ(x).Γ(y + p)
Γ(x+ y + p+ 1).Γ(y)
[x+ y + p− x]
=
Γ(x).Γ(y + p+ 1)
Γ(x+ y + p+ 1).Γ(y)
. 
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Preuve du lemme 3.1.5. La formule du binoˆme donne
Fp,q(a, b) =
p∑
j=0
(−1)j.Cjp .Gq+j(a, b)
=
Γ(a + 1).Γ(−a− b− 1)
Γ(−a).Γ(−b)
×
( p∑
j=0
(−1)j.Cjp .
Γ(b+ q + j + 1)
Γ(a+ b+ q + j + 2)
)
et en utilisant le lemme ci-dessus avec x = b+ q+1, y = a+1 on obtient la formule
annonce´e.
La formule du binoˆme donne
Fp,q¯(a, b) =
p∑
j=0
(−1)j.Cjp .Gq−j(a, b+ j)
=
Γ(a + 1).Γ(b+ q + 1)
Γ(−a).Γ(a + b+ q + 2)
×
( p∑
j=0
(−1)j .Cjp.
Γ(−a− b− j − 1)
Γ(−b− j)
)
La formule des comple´ments donne alors la formule annonce´e. 
Remarque. Pour a + b + 1 6∈ N, les nombres complexes Fp,q(a, b) et Fp,q¯(a, b)
sont non nuls. 
3.2 Le premier cas.
Notation. Soient 0 ≤ p ≤ q deux entiers et soit D le disque unite´ du plan
complexe. Pour (a, b) ∈ Up,q et s ∈ D
∗ := D \ {0} posons
Fp,q(a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.|u|2b.uq.du ∧ du¯
Fp,q¯(a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.|u|2b.u¯q.du ∧ du¯
Proposition 3.2.1 (Le premier cas : a + b+ 1 n’est pas dans N.) On sup-
pose que (a, b) ∈ Vp,q. Alors il existe des fonctions Φp,q et Φp,q¯ qui sont C
∞ sur
Vp,q ×D, holomorphes sur Vp,q pour s ∈ D fixe´, telles que l’on ait sur Vp,q ×D
∗
Fp,q(a, b)[s] = Fp,q(a, b).s
p+q.|s|2(a+b+1) + sp+q.Φp,q(a, b, s)
Fp,q¯(a, b)[s] = Fp,q¯(a, b).s
p.s¯q.|s|2(a+b+1) + s¯q−p.Φp,q¯(a, b, s)
Preuve. Remarquons de´ja` que le fait que ces fonctions soient C∞ sur l’ouvert
U0p,q × D
∗, holomorphes sur U0p,q pour s ∈ D
∗ fixe´, est conse´quence imme´diate
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des de´finitions. Nous allons commencer par traiter le cas de Fp,q. Pour s ∈ D
∗
effectuons le changement de variable u = s.t. On obtient
Fp,q(a, b)[s] = s
p+q.|s|2(a+b+1).
i
4pi
∫
|t|≤1/|s|
|1− t|2a.(1− t)p.|t|2b.tq.dt ∧ dt¯
= sp+q.|s|2(a+b+1).
p∑
j=0
(−1)j.Cjp .
i
4pi
∫
|t|≤1/|s|
|1− t|2a.tq+j .|t|2b.dt ∧ dt¯.
Supposons |s| < 1/3 et posons
C0p,q(a, b) :=
i
4pi
∫
|t|≤3
|1− t|2a.(1− t)p.|t|2b.tq.dt ∧ dt¯.
L’inte´grale pour 3 ≤ |t| ≤ 1/|s| correspondant au terme j ∈ [0, p] donne en
coordonne´es polaires
Ij =
∫ 1/|s|
3
ρ2(a+b)+q+j+1.dρ
1
2pi
∫ 2pi
0
|1−
e−iθ
ρ
|2a.ei(q+j)θ.dθ. (A)
Utilisons le de´veloppement (@), en se souvenant que l’on a r = q + j modulo 2 :
Ij =
+∞∑
r=0
γra,q+j.
∫ 1/|s|
0
ρ2(a+b+(q+j−r)/2))+1.dρ
=
+∞∑
r=0
γra,q+j
2(a+ b+ (q + j − r)/2) + 1)
.
[
|s|−2(a+b+(q+j−r)/2)+1) − 3−2(a+b+(q+j−r)/2)+1)
]
= C1j,q(a, b) + |s|
−2(a+b+1).Ψj(a, b, |s|
2). (B)
la fonction Ψj e´tant une se´rie de Laurent en |s|
2 dont les coefficients sont holo-
morphes en (a, b) pourvu que a + b 6∈ Z. On notera que la puissance maximale
ne´gative en |s|2 dans Ψj est (j + q)/2 ≤ (p+ q)/2.
On obtient alors
Fp,q(a, b)[s] = Cp,q(a, b).s
p+q.|s|2(a+b+1) +
p∑
j=0
(−1)j.Cjp .s
p+q.Ψj(a, b, |s|
2)
ou` nous avons pose´
Cp,q(a, b) = C
0
p,q(a, b) +
p∑
j=0
(−1)j .Cjp.C
1
j,q(a, b).
Ceci e´tablit l’assertion annonce´e pour la fonction Fp,q sauf qu’il nous reste a` montrer
les deux points suivants :
1. La fonction Φp,q(a, b, s) :=
∑p
j=0(−1)
j .Cjp .s
p+q.Ψj(a, b, |s|
2) est bien C∞ en
s = 0, c’est a` dire ne pre´sente pas de termes non nul de la forme sp+q/|s|2k
avec k ≥ 1.
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2. Montrer que la constante Cp,q(a, b) est bien e´gale a` Fp,q(a, b).
Pour e´tablir le premier point conside´rons un nombre complexe λ ∈ C∗ et calculons
la diffe´rence Fp,q(a, b)[λ.s]−λ
p+q.|λ|2(a+b+1).Fp,q(a, b)[s]. Le changement de variable
v = λ.u montre que cette diffe´rence est donne´e, pour |λ| < 1 par l’inte´grale
i
4pi
∫
1≤|v|≤1/|λ|
|s− v|2a.(s− v)p.|v|2b.vq.dv ∧ dv¯.
Cette diffe´rence est donc C∞ sur C2×D, holomorphe sur C2 a` s ∈ D fixe´. Mais
la pre´sence d’un terme non nul de la forme c.sp+q/|s|2k avec k ≥ 1 produirait
dans le de´veloppement a` l’origine de la diffe´rence pre´ce´dente le terme
c.
[
λp+q.(|λ|−2k − |λ|2(a+b+1))
]
.sp+q/|s|2k
ne´cessairement non nul puisque α + β + 1 > −1, ce qui contredirait l’aspect C∞
en s = 0 de cette diffe´rence.
L’identification de la constante s’obtient facilement en utilisant les lemmes 3.1.2 et
3.1.4.
La preuve pour la fonction Fp,q¯ est tout a` fait analogue.
On notera que le terme sp.s¯q/|s|2k est C∞ pour k ∈ [0, p], puisque l’on a suppose´
0 ≤ p ≤ q, ce qui explique le facteur s¯q−p dans ce cas. 
Remarque. Pour a ou b dans N on a Fp,q(a, b) = 0 ainsi que Fp,q¯(a, b) = 0
ce qui montre que la fonction conside´re´e est C∞ en s = 0. Ceci est e´vident a` priori
puisque l’on convole une fonction C∞ avec une fonction localement inte´grable a`
support compact.
Corollaire 3.2.2 Dans la situation de la proposition pre´ce´dente, soient j et k
deux entiers, et de´finissons pour (a, b) ∈ Vp,q les fonctions
F j,kp,q (a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.uq.(Log|u|2)k.du ∧ du¯
F j,kp,q¯ (a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.u¯q.(Log|u|2)k.du ∧ du¯
Alors on a
F j,kp,q (a, b)[s] = P
j,k
p,q (a, b)[Log|s|
2].sp+q.|s|2(a+b+1) + sp+q.Φp,q(a, b, s)
F j,kp,q¯ (a, b)[s] = P
j,k
p,q¯ (a, b)[Log|s|
2].sp.s¯q.|s|2(a+b+1) + s¯q−p.Φp,q¯(a, b, s)
ou` P j,kp,q et P
j,k
p,q¯ sont des polynoˆmes de degre´ j+k dont les coefficients de´pendent
holomorphiquement de (a, b) et dont les coefficients dominants sont donne´s par
Fp,q(a, b) et Fp,q¯(a, b) respectivement, et ou` les fonctions Φ
j,k
p,q et Φ
j,k
p,q¯ sont
obtenues via l’ope´ration ∂
j+k
∂ja∂kb
sur les fonctions Φp,q et Φp.q¯ de la proposition
pre´ce´dente.
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Preuve. Il suffit d’appliquer l’ope´rateur diffe´rentiel ∂
j+k
∂ja∂kb
dans l’assertion de la
proposition pre´ce´dente. 
Comple´ment. Dans le cas ou` a (ou bien b) est dans N, avec (a, b) ∈ Up,q, le
terme de degre´ k + j, c’est a` dire le coefficient de
sp+q.|s|2(a+b+1).
[
Log|s|2
]j+k
(resp. de sp.s¯q.|s|2(a+b+1).
[
Log|s|2
]j+k
) est nul.
Pour avoir le terme singulier dominant non nul on doit donc calculer le coefficient
de sp+q.|s|2(a+b+1).
[
Log|s|2
]j+k−1
(resp. sp.s¯q.|s|2(a+b+1).
[
Log|s|2
]j+k−1
). Un calcul
simple donne que ce coefficient vaut
[∂Fp,q
∂a
+
∂Fp,q
∂b
]
(a, b) (resp.
[∂Fp,q¯
∂a
+
∂Fp,q¯
∂b
]
(a, b)).
Comme on a Γ(z − k) = (−1)
k
k!
1
z
+ holomorphe(z) pour k ∈ N et z voisin de
0, on constate que pour obtenir le coefficient cherche´ il suffit de remplacer (si par
exemple c’est a qui est dans N) le facteur 1/Γ(−a) dans l’expression de Fp,q
par le nombre (−1)a+1.a! (resp. dans l’expression de Fp,q¯ ) . Ceci montre que
ces coefficients sont non nuls (car a et b ne peuvent eˆtre simultane´ment dans N
puisque a + b+ 1 6∈ N par hypothe`se).
Donc dans ces cas les polynoˆmes en Log|s|2 P j,kp,q (a, b) et P
j,k
p,q¯ (a, b) sont de degre´
exactement j + k − 1 . 
3.3 Le second cas.
Proposition 3.3.1 (Le second cas : a, b non entiers et a + b+ 1 ∈ N.) On sup-
pose maintenant que (a, b) ∈ Up,q mais que a + b + 1 est un entier. Alors on
a
Fp,q(a, b)[s] =
[
F˜p,q(a, b).Log|s|
2 + cp,q(a, b)
]
.sp+q.|s|2(a+b+1) + sp+q.Ψp,q(a, b, s)
Fp,q¯(a, b)[s] =
[
F˜p,q¯(a, b).Log|s|
2 + cp,q¯(a, b)
]
.sp.s¯q.|s|2(a+b+1) + s¯q−p.Ψp,q¯(a, b, s)
ou` les coefficients F˜p,q(a, b) et F˜p,q¯(a, b) sont donne´s par les formules suivantes
F˜p,q(a, b) =
(−1)a+b
Γ(−a).Γ(−b)
.
Γ(a+ p+ 1).Γ(b+ q + 1)
Γ(a + b+ 2).Γ(a+ b+ p+ q + 2)
F˜p,q¯(a, b) =
(−1)a+b
Γ(−a).Γ(−b)
.
Γ(a+ p+ 1).Γ(b+ q + 1)
Γ(a + b+ q + 2).Γ(a+ b+ p+ 2)
ou` les fonctions Ψp,q et Ψp,q¯ sont C
∞ sur Up,q×D, holomorphes sur Up,q pour
s ∈ D fixe´, et les fonctions cp,q et cp,q¯ sont holomorphes sur Up,q.
Remarque. Quand on suppose de plus que a et b ne sont pas entiers, les
nombres F˜p,q(a, b) et F˜p,q¯(a, b) ne sont pas nuls. 
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Preuve. Elle est analogue au cas de la proposition 3.2.1 sauf qu’il faut prendre
en compte l’apparition du logarithme puisque le fait que a+ b+1 soit entier oblige
a` rencontrer dans la somme l’inte´grale
∫ 1/|s|
3
dρ
ρ
. Posons rj = q+ j+2(a+ b+1), et
reprenons le calcul de l’inte´grale Ij (voir (A) dans la preuve de la proposition 3.2.1).
Le terme en sp+q.|s|2(a+b+1).Log|s| aura pour coefficient −γ
rj
a,q+j . On obtiendra
ainsi que
F˜p,q(a, b) = −
p∑
j=0
(−1)j .Cjp.γ
rj
a,q+j
= (−1)a+b
Γ(a + 1)
Γ(−a).Γ(−b).Γ(a + b+ 2)
.
p∑
j=0
(−1)j .Cjp .
Γ(b+ q + j + 1)
Γ(a+ b+ q + j + 2)
=
(−1)a+b
Γ(−a).Γ(−b)
Γ(a+ p+ 1).Γ(b+ q + 1)
Γ(a + b+ 2).Γ(a+ b+ p+ q + 2)
d’apre`s le lemme 3.1.5.
Le calcule analogue pour le coefficient F˜p,q¯(a, b) donne,
F˜p,q¯(a, b) = −
p∑
j=0
(−1)j .Cjp.γ
rj
a,j−q
= (−1)a+b+q
Γ(a+ 1)
Γ(−a).Γ(−b− q).Γ(a+ b+ q + 2)
.
p∑
j=0
(−1)j .Cjp.
Γ(b+ j + 1)
Γ(a + b+ j + 2)
=
(−1)a+b+q
Γ(−a).Γ(−b − q)
Γ(a+ p+ 1).Γ(b+ 1)
Γ(a+ b+ q + 2).Γ(a+ b+ p+ 2)
=
(−1)a+b
Γ(−a).Γ(−b)
Γ(a+ p+ 1).Γ(b+ q + 1)
Γ(a+ b+ q + 2).Γ(a+ b+ p+ 2)
d’apre`s la formule des comple´ments. 
Corollaire 3.3.2 Dans la situation de la proposition pre´ce´dente, soient j et k
deux entiers, et de´finissons pour (a, b) ∈ Up,q ve´rifiant a+ b+1 ∈ N, les fonctions
F j,kp,q (a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.uq.(Log|u|2)k.du ∧ du¯
F j,kp,q¯ (a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.u¯q.(Log|u|2)k.du ∧ du¯
Alors on a
F j,kp,q (a, b)[s] = P
j,k
p,q (a, b)[Log|s|
2].sp+q.|s|2(a+b+1) + sp+q.Φp,q(a, b, s)
F j,kp,q¯ (a, b)[s] = P
j,k
p,q¯ (a, b)[Log|s|
2].sp.s¯q.|s|2(a+b+1) + s¯q−p.Φp,q¯(a, b, s)
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ou` P j,kp,q et P
j,k
p,q¯ sont des polynoˆmes de degre´ j + k + 1 dont les coefficients
de´pendent holomorphiquement de (a, b) et dont les coefficients dominants sont
donne´s par F˜p,q(a, b) et F˜p,q¯(a, b) respectivement, et ou` les fonctions Φ
j,k
p,q et
Φj,kp,q¯ sont obtenues via l’ope´ration
∂j+k
∂ja∂kb
sur les fonctions Φp,q et Φp.q¯ de la
proposition pre´ce´dente.
Preuve. Il suffit a` nouveau d’appliquer l’ope´rateur diffe´rentiel ∂
j+k
∂ja∂kb
dans l’assertion
de la proposition pre´ce´dente. 
Le dernier cas a` traiter est celui ou` a et b sont entiers. Ceci ne peut s’obtenir
comme pre´ce´demment par de´rivation du cas ou` les logarithmes n’apparaissent pas.
Il faut donc traiter directement l’analogue des corollaires 3.2.2 et 3.3.2.
3.4 Le dernier cas.
Proposition 3.4.1 (Le cas a et b entiers.) Donnons-nous deux entiers
0 ≤ p ≤ q. Supposons maintenant que a et b sont dans Z et que l’on a
a + p/2 > −1 et b+ q/2 > −1. Pour (j, k) ∈ (N∗)2 et s ∈ D∗ posons alors
F j,kp,q (a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.uq.(Log|u|2)k.du ∧ du¯
F j,kp,q¯ (a, b)[s] :=
i
4pi
∫
|u|≤1
|s− u|2a.(s− u)p.(Log|s− u|2)j .|u|2b.u¯q.(Log|u|2)k.du ∧ du¯
Alors on a
F j,kp,q (a, b)[s] = Pˇ
j,k
p,q (a, b)[Log|s|
2].sp+q.|s|2(a+b+1) + sp+q.Φp,q(a, b)[|s|
2]
F j,kp,q¯ (a, b)[s] = Pˇ
j,k
p,q¯ (a, b)[Log|s|
2].sp.s¯q.|s|2(a+b+1) + s¯q−p.Φp,q¯(a, b)[|s|
2] (C)
ou` Pˇ j,kp,q et Pˇ
j,k
p,q¯ sont des polynoˆmes de degre´ exactement j + k − 1 et ou` les
fonctions Φj,kp,q(a, b) et Φ
j,k
p,q¯(a, b) sont analytiques re´elles.
Preuve. Commenc¸ons par rappeler que pour j = 0 ou k = 0 (cas exclus
de l’e´nonce´ ci-dessus) les fonctions conside´re´es sont C∞ comme convole´es d’une
fonction C∞ et d’une fonction localement inte´grable a` support compact.
Le changement de variable u = t.s, pour s 6= 0 fixe´ donne
F j,kp,q (a, b)[s] = s
p+q.|s|2(a+b+1).I(s)
ou` nous avons pose´
I(s) :=
∫
|t|≤1/|s|
|1− t|2a.(1− t)p.(Log|1− t|2 + Log|s|2)j.|t|2b.tq.(Log|s.t|2)k.dt ∧ dt¯
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ainsi qu’une expression analogue pour F j,kp,q¯ (a, b)[s]. Des calculs analogues a` ceux
de´ja` de´taille´s plus haut montrent facilement que l’on a des expressions du type (C),
mais avec des polynoˆmes en Log|s|2 a` priori de degre´s infe´rieurs ou e´gaux a` k+j+1.
Nous allons de´montrer l’assertion sur le degre´ de ces polynoˆmes par re´currence sur
j + k = n ≥ 2. Pour n = 2 on a ne´cessairement j = k = 1 et il s’agit de montrer
que les polynoˆmes Pˇ 1,1p,q (a, b) et Pˇ
1,1
p,q (a, b) sont de degre´s exactement e´gal a` 1. Le
pas de re´currence qui va suivre montrera qu’ils sont de degre´s au plus e´gal a` 1. Il
nous suffit donc de montrer que le coefficient de Log|s|2 est non nul.
Ceci re´sulte du calcul de la constante γ1,1 qui est fait au paragraphe 3.5.
Supposons de´montre´ que pour n ≥ 2 le degre´ des polynoˆmes Pˇ j,kp,q (a, b) et Pˇ
j,k
p,q¯ (a, b)
est au plus e´gal a` j+k−1 et montrons ceci pour un couple (j, k) ∈ (N∗)2 ve´rifiant
j + k = n+ 1. Soit λ ∈ C∗ et calculons la diffe´rence
F j,kp,q (a, b)[λ.s]− λ
p+q.|λ|2(a+b+1).F j,kp,q (a, b)[s]
en utilisant le changement de variable u = λ.v. On obtient i
4pi
.λp+q.|λ|2(a+b+1)
multiplie´ par∫
1≤|v|≤1/|λ|
|s− v|2a.(s− v)p.(Log|λ|+ Log|s− v|)j.|v|2b.vq.(Log|λ|+ Log|v|)k.dv ∧ dv¯
+
∫
|v|≤1
|s− v|2a.(s− v)p.|v|2b.vq.Z.dv ∧ dv¯
avec Z :=
[
(Log|λ|+ Log|s− v|)j.(Log|λ|+ Log|v|)k − (Log|s− v|)j.(Log|v|)k
]
On constate que la premie`re inte´grale est C∞ sur D, et que la seconde est une
combinaison line´aire des fonctions F j
′,k′
p,q (a, b) avec j
′ + k′ ≤ n. On en de´duit
facilement notre assertion.
De plus, si γ(j, k) de´signe le coefficient de (Log|s|)j+k−1 dans Pˇ j,kp,q (a, b) le calcul
ci-dessus donne facilement la relation
γ(j, k) = (j + k)!γ(1, 1) ∀j, k ≥ 1
ce qui montre que si γ(1, 1) est non nul, il en est de meˆme pour tous les
γ(j, k), ∀(j, k) ∈ (N∗)2. Nous allons montrer au paragraphe suivant que la constante
γ(1, 1) (qui de´pend de a, b, p, q) est non nulle, ce qui ache`vera la preuve. 
3.5 Le calcul de γ(1, 1).
Lemme 3.5.1 Pour 0 ≤ x < 1 et p ∈ Z on a
Cp(x) :=
1
2pi
∫ 2pi
0
Log|1− x.eiθ|2.eipθ.dθ =
x|p|
|p|
pour p 6= 0
C0(x) :=
1
2pi
∫ 2pi
0
Log|1− x.eiθ|2.dθ = 0.
Pour x > 1 on a Cp(x) = Cp(1/x) pour p 6= 0 et C0(x) = Log x
2.
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Preuve. Posons pour x ∈]0, 1[
Ap :=
1
2ipi
∫
|z|=x
Log(1− z).zp
dz
z
.
Alors on a Cp(x) = x
−p.Ap − x
p.A¯−p. Comme la formule de Cauchy donne
Ap = 0 pour p ≥ 0 et
Ap = −
1
p
pour p < 0
on conclut facilement. 
Proposition 3.5.2 Pour p, q deux entiers naturels, posons pour s ∈ D
Fp,q(s) :=
i
4pi
∫
|u|≤1
up.u¯q.Log|s− u|.Log|u|.du∧ du¯.
Alors le coefficient du terme en sp.s¯q.Log|s|2 dans le de´veloppement asymptotique
en s = 0 de Fp,q vaut −
1
4(p+1)(q+1)
.
On remarquera que le terme en sp.s¯q.Log|s|2 est le seul terme non C∞ dans le
de´veloppement de cette fonction a` l’origine.
Preuve. Commenc¸ons par le cas p 6= q. On a, en posant u = s.t pour s 6= 0
Fp,q(s) = s
p+1.s¯q+1
i
4pi
∫
|t|≤1/|s|
tp.t¯q.Z.dt ∧ dt¯
avec Z := (Log|s|+ Log|1− t|).(Log|s|+ Log|t|)
Cela donne les trois termes suivants
A := sp+1.s¯q+1.(Log|s|)2.I1
B := sp+1.s¯q+1.(Log|s|).I2
C := sp+1.s¯q+1.I3
ou` les inte´grales I1, I2 et I3 vont eˆtre examine´es ci-dessous.
Remarquons de´ja` que le de´veloppement asymptotique de A ne donnera jamais de
contribution au terme qui nous inte´resse.
Pour B nous cherchons le terme constant dans le de´veloppement asymptotique de
I2(s) :=
i
4pi
∫
|t|≤1/|s|
tp.t¯q.(Log|1− t|+ Log|t|).dt ∧ dt¯ .
Cherchons de´ja` le terme constant dans le de´veloppement de l’inte´grale
I ′2(s) :=
i
4pi
∫
1≤|t|≤1/|s|
tp.t¯q.(Log|1− t|+ Log|t|).dt ∧ dt¯
=
1
2
.
∫ 1/|s|
1
ρp+q+1.Cp−q(ρ).dρ +
∫ 1/|s|
1
ρp+q+1Log ρ.dρ .
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Comme le lemme pre´ce´dent donne Cp−q(ρ) =
ρ−|p−q|
|p−q|
puisque l’on suppose p 6= q,
on obtient facilement que le terme constant du de´veloppement de I ′2(s) vaut
−
1
2
.
1
p+ q + 2− |p− q|
+
1
(p+ q + 2)2
.
Il nous reste encore a` e´valuer la constante
I2” :=
i
4pi
∫
|t|≤1
tp.t¯q.(Log|1− t|+ Log|t|).dt ∧ dt¯
ce qui est simple a` l’aide du lemme pre´ce´dent : il donne
I2” =
1
2
.
∫ 1
0
ρp+q+1.Cp−q(ρ).dρ +
∫ 1
0
ρp+q+1Log ρ.dρ
=
1
2.|p− q|
.
[ ρp+q+2+|p−q|
p+ q + 2 + |p− q|
]1
0
−
1
(p+ q + 2)2
=
1
2.|p− q|
.
1
p+ q + 2 + |p− q|
−
1
(p+ q + 2)2
On trouve finalement, comme contribution de I2 la constante
−
1
2|p− q|
.
[ 1
p + q + 2− |p− q|
−
1
p+ q + 2 + |p− q|
]
= −
1
4(p+ 1)(q + 1)
Cherchons la contribution de C c’est a` dire le terme en Log|s| dans le de´veloppement
asymptotique de
I3(s) :=
i
4pi
∫
|t|≤1/|s|
tp.t¯q.(Log|1− t|).(Log|t|).dt ∧ dt¯
Comme le terme constant ne nous inte´resse pas, on peut se contenter de regarder
I ′3(s) :=
i
4pi
∫
1≤|t|≤1/|s|
tp.t¯q.(Log|1− t|).(Log|t|).dt ∧ dt¯
=
∫ 1/|s|
1
ρp+q+1.Cp−q(ρ).Log ρ.dρ
=
1
|p− q|
.
∫ 1/|s|
1
ρp+q+1−|p−q|.Log ρ.dρ
et il n’y a pas de terme en Log|s| dans le de´veloppement asymptotique de I3(s),
puisque p+ q + 2− |p− q| ≥ 2.
Le cas p = q est analogue en utilisant le calcul de C0(x) dans le lemme pre´ce´dent,
en prenant garde au cas x > 1. 
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Corollaire 3.5.3 Soient a, b, p, q des entiers naturels. Pour s ∈ D∗, posons
Fp,q(a, b)[s] :=
1
4ipi
∫
|u|≤1
|s− u|2a.(s− u)p.Log|s− u|.|u|2b.uq.Log|u|.du ∧ du¯
Fp,q¯(a, b)[s] :=
1
4ipi
∫
|u|≤1
|s− u|2a.(s− u)p.Log|s− u|.|u|2b.u¯q.Log|u|.du ∧ du¯
Le coefficient du terme en |s|2(a+b+1).sp+q.Log|s| dans le de´veloppement asympto-
tique de Fp,q(a, b) en s = 0 est e´gal a`
−
1
4
Γ(a+ 1).Γ(b+ 1)
Γ(a + b+ 2)
.
Γ(a + p+ 1).Γ(b+ q + 1)
Γ(a+ b+ p+ q + 2)
.
Le coefficient du terme en |s|2(a+b+1).sp.s¯q.Log|s| dans le de´veloppement asympto-
tique de Fp,q¯(a, b) en s = 0 est e´gal a`
−
1
4
Γ(a+ 1).Γ(b+ q + 1)
Γ(a+ b+ q + 2)
.
Γ(a+ p + 1).Γ(b+ 1)
Γ(a+ b+ p+ 2)
.
On remarquera a` nouveau que, pour chacune de ces fonctions, le terme conside´re´
est le seul terme non C∞ du de´veloppement asymptotique.
Preuve. La formule du binoˆme et la proposition pre´ce´dente donne que le coeffi-
cient cherche´ vaut, pour la fonction Fp,q(a, b),
−1
4
.
a+p∑
j=0
a∑
k=0
(−1)j+k.Cja+p.C
k
a
1
(b+ q + j + 1)(b+ k + 1)
resp.
−1
4
.
a+p∑
j=0
a∑
k=0
(−1)j+k.Cja+p.C
k
a
1
(b+ j + 1)(b+ q + k + 1)
En utilisant la formule
m∑
k=0
(−1)k.Ckm
1
n+ k
=
Γ(m+ 1).Γ(n)
Γ(m+ n+ 1)
on obtient facilement le re´sultat annonce´. L’autre cas est analogue. 
Remarque. Le corollaire pre´ce´dent montre, en particulier, que ces coefficients ne
sont jamais nuls.
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