Abstract. Let E = (E 0 , E 1 , r, s) be a topological graph with no sinks such that E 0 and E 1 are compact. We show that when C * (E) is finite, there is a natural isomorphism C * (E) ∼ = C(E ∞ )⋊Z, where E ∞ is the infinite path space of E and the action is given by the backwards shift on E ∞ . Combining this with a result of Pimsner, we show the properties of being AF-embeddable, quasidiagonal, stably finite, and finite are equivalent for C * (E) and can be characterized by a natural "combinatorial" condition on E.
Introduction
A topological graph E = (E 0 , E 1 , r, s) is a directed graph such that the vertex set E 0 and the edge set E 1 are both locally compact Hausdorff spaces and the range and source maps r, s : E 1 → E 0 satisfy appropriate continuity conditions (see Section 3) . A graph can be viewed as a generalization of a dynamical system where the graph E is thought of as a partially defined, multi-valued, continuous map E 0 → E 0 given by v → r(s −1 (v)) ⊆ E 0 for every v ∈ s(E 0 ) ⊆ E 0 . In [8, 9, 10, 11] , Katsura constructs a C * -algebra C * (E) from a topological graph E and gives a very detailed analysis of these C * -algebras. This construction generalizes both discrete graph algebras and homeomorphism C * -algebras. As with discrete graphs, the structure of the graph algebra C * (E) is closely related to the structure of the underlying graph E. For instance, the ideal structure, K-theory, simplicity, and pure infiniteness of C * (E) can all be described in terms of the graph E. There are also generalizations of the Cuntz-Krieger and Gauge Invariant Uniqueness Theorems for topological graphs.
Although the class of C * -algebras which are defined by discrete graphs is fairly limited, it seems that many interesting C * -algebras (especially those in the classification program) appear as topological graph algebras. For instance, every crossed product C 0 (X) ⋊ Z, every UCT Kirchberg algebra, and every AF-algebra appear as topological graph algebras. In fact, there does not seem to be any known nuclear UCT C * -algebras which do not arise as a topological graph algebras, although it seems unlikely that every nuclear UCT C * -algebra will have this form. For instance, in view of Theorem 6.7 below, it seems plausible that a finite C * -algebra that is not stably finite will not be a topological graph algebra.
We are interested in the finiteness properties of C * (E). In particular, when is C * (E) AF-embeddable, quasidiagonal, stable finite, or finite? A C * -algebra is called * r (G) is not quasidiagonal by a result of Rosenberg ( [5] ), but it is well known that C * r (G) is stably finite since it has a faithful trace. Blackadar and Kirchberg conjectured in [1] that the converses may be true with some amenability assumptions. In particular, they conjecture AF-embeddability, quasidiagonality, and stable finiteness are equivalent for nuclear C * -algebras. The main result of [15] verifies this conjecture for graph C * -algebras. Also, the following result from Pimsner verifies the conjecture for certain crossed products. Theorem 1.1 (Theorem 9 in [12] ). Suppose X is a compact metric space and f is a homeomorphism of X. Then the following are equivalent:
) Every point in X is pseudoperiodic for f : given x 1 ∈ X, there are points x 2 , . . . , x n ∈ X such that d(f (x i ), x i+1 ) < ε for all i = 1, . . . , n, where the subscripts are taken modulo n.
There is a similar theorem of N. Brown for crossed products of AF-algebras by Z and there are partial results for many other crossed products (see [2] ). See [3, Chapters 7 and 8] for a survey of quasidiagonality and AF-embeddability. Our goal in this paper is to prove a version of Theorem 1.1 for the C * -algebra C * (E) generated by a compact topological graph E with no sinks (Theorem 6.7). We show that if C * (E) is finite, then E has no sources and every vertex in E emits exactly one edge. In this case, C * (E) ∼ = C(E ∞ ) ⋊ Z, where E ∞ is the space of all infinite paths in E and the actions is given by the backward shift on E ∞ (Theorems 6.1 and 6.4). Combining this with Theorem 1.1 will give our result.
Pimsner's proof that (4) ⇒ (5) in Theorem 1.1 involves decomposing X into its orbits (viewed as discrete spaces) and representing the elements of C(X) as weighted bilateral shifts on the ℓ 2 spaces of these orbits. Our techniques are similar but are more involved since a topological graph can be significantly more complicated than a dynamical system. Given an infinite path α in a topological graph E, we define a directed tree Γ α which is thought of as the orbit of α. In Section 5 we modify a construction of Katsura to represent C * (E) on ℓ 2 (Γ α ) by viewing the elements of C 0 (E 0 ) as diagonal operators and the elements of C c (E 1 ) as weighted shifts on ℓ 2 (Γ α ). Weighted shifts on directed trees were defined and extensively studied in [6] . In particular, it was shown that the Fredholm theory of weighted shifts on directed a tree is closely related to the combinatorial structure of the tree (see Corollary 4.11) .
This allows us to relate the finiteness of C * (E) to the "combinatorial" structure of the infinite path space E ∞ and hence also to the graph E. The paper is organized as follows. In Sections 2 and 3 we recall the necessary definitions and results about Cuntz-Pimsner algebras and topological graph algebras. Section 4 contains the necessary results from [6] on weighted shifts on directed trees. In Section 5, we build representations of topological graph algebras on weighted trees, and finally Section 6 contains our main results.
We will adopt the following conventions throughout the paper. For graph algebras, we follow the conventions in [14] . In particular, the partial isometries go in the same direction as the edges. We assume C * -algebras are separable, spaces and second countable, and graphs are countable. If X is a set, let (δ x ) x∈X denote the standard orthonormal basis of ℓ 2 (X). That is, for x ∈ X, δ x ∈ ℓ 2 (X) is given by δ x (x) = 1 and δ x (y) = 0 when x = y.
Acknowledgements. The author would like to thank his advisors Allan Donsig and David Pitts for their encouragement and for pointing out several errors in earlier versions of this paper.
Cuntz-Pimsner Algebras
Cuntz-Pimsner algebras were introduced by Pimsner in [13] and were expanded on by Katsura in [7] . This class of algebras was further studied in [14, Chapter 8] and [3, Section 4.6] . For the readers convenience, we recall the necessary definitions.
A (right ) Hilbert module over a C * -algebra A is a right A-module X together with an inner product ·, · : X × X → A such that for every ξ, η, ζ ∈ X, a ∈ A, and α ∈ C,
(1) ξ, ξ ≥ 0 with equality if and only if ξ = 0, (2) ξ, αη + ζ = α ξ, η + ξ, ζ , (3) ξ, ηa = ξ, η a, and (4) ξ, η * = η, ξ , and X is complete with respect to the norm ξ 2 = ξ, ξ . An operator T : X → X is called adjointable if there is an operator T * : X → X such that ξ, η = ξ, T * η for every ξ, η ∈ X. If T is adjointable, then T * is unique, and T and T * are both A-linear and bounded. The collection B(X) of all adjointable operators on X is a C * -algebra. A C * -correspondence over A is a Hilbert A-module X together with a *-homomorphism λ : A → B(X). We often write λ(a)(ξ) = aξ for a ∈ A and ξ ∈ X.
A Toeplitz representation of X on a C * -algebra B is a pair (π, τ ) where π : A → B is a *-homomorphism, τ : X → B is a linear map such that for every a ∈ A and ξ, η ∈ X, τ (aξ) = π(a)τ (ξ) and
Note that for every a ∈ A and ξ ∈ X, we have τ (ξa) = τ (ξ)π(a) since
Moreover, the computation
implies τ ≤ 1 and if π is injective, then τ is isometric. Let T (X) be the universal C * -algebra generated by a Toeplitz representation of X. More precisely, T (X) is a C * -algebra together with a Toeplitz representation ( π, τ ) of X on T (X) such that for any other Toeplitz representation (π, τ ) on a C * -algebra B, there is a unique morphism ψ :
The C * -algebra T (X) is called the Toeplitz-Pimsner algebra associated to X. For ξ, η ∈ X, define θ ξ,η = ξ η, · : X → X and let K(X) be the norm closed span of the θ ξ,η in B(X). Then K(X) is an ideal in B(X) and given a Toeplitz representation (π, τ ) of X on B, there is a unique *-homomorphism ϕ :
* for every ξ, η ∈ X. Moreover, for each a ∈ A, k ∈ K(X), and ξ ∈ X,
If X is a C * -correspondence over A, define an ideal J X ⊆ A by
Let O(X) denote the universal C * -algebra generated by a covariant Toeplitz representation of X as with the Toeplitz-Pimsner algebra T (X). The C * -algebra O(X) is called the Cuntz-Pimsner algebra associated to X.
It can be shown that the Cuntz-Pimnser algebra O(X) always exists and the canonical maps π : A → O(X) and τ : X → O(X) are injective and hence isometric. Moreover, O(X) is unique up to a canonical isomorphism and is generated as a C * -algebra by π(A) and τ (A). The same is true for the Toeplitz-Pimsner algebra T (X). There are also concrete descriptions of O(X) and T (X) (see [3, Section 4.6] for example), but for our purposes, the abstract definition is more helpful.
Topological Graphs
In this section, we recall the necessary material from topological graphs. All the material is taken from [8] .
A topological graph E = (E 0 , E 1 , r, s) consists of locally compact second countable spaces E i and continuous maps r, s : E 1 → E 0 such that s is a local homeomorphism; i.e. for every e ∈ E 1 , there is an open neighborhood U ⊆ E 1 of e such that s| U is a homeomorphism of U onto s(U ) ⊆ E 0 and s(U ) is an open neighborhood of s(e). It can be shown that a local homeomorphism is always an open map.
Suppose E is a topological graph. Given a ∈ C 0 (E 0 ) and ξ, η ∈ C c (E 1 ), define (aξ)(e) = a(r(e))ξ(e) for every e ∈ E 1 , (ξa)(e) = ξ(e)a(s(e)) for every e ∈ E 1 , and
Remark 3.1. Note that the sum in the definition of ξ, η above is a finite sum. To see this, suppose
such that e n → e. with e n = e for every n. Choose an open set U ⊆ E 1 such that e ∈ U . Then there is an n ≥ 1 such that e n ∈ U . Now, s(e n ) = s(e) and hence s| U is not injective. This contradicts the fact that s is a local homeomorphism. Therefore s −1 (v) has no accumulation points.
, it is not immediately obvious that ξ, η is a continuous function on E 0 . This is the content of Lemma 1.5 in [8] . The lemma relies heavily on the fact that s is a local homeomorphism. Example 3.3. When E 0 and E 1 are both discrete, then E is a graph in the sense of [14] and C * (E) is the usual graph C * -algebra.
Example 3.4. Suppose X is a locally compact Hausdorff space and f is a homeomorphism of X. Define a topological graph E by E 0 = E 1 = X, r = id and s = f . Then C * (E) ∼ = C(X) ⋊ f Z. In general one can think of C * (E) as a crossed product by a partially defined, multi-valued, continuous map
Given v ∈ E 0 , we say v is regular if there is a neighborhood V of v such that r −1 (V ) is compact and r(r −1 (V )) = V . Let E 0 reg denote the collection of regular vertices in E 0 . Note that E 0 reg is the largest open subset U ⊆ E 0 such that r restricts to a proper surjection from r −1 (U ) onto U . Moreover, for each v ∈ E 0 reg , the set r −1 (v) ⊆ E 1 is compact and non-empty. The elements of E
A path if E is a list of edges α = e n e n−1 · · · e 1 in E 1 such that if 1 ≤ k < n, r(e k ) = s(e k+1 ). If also r(e n ) = s(e 1 ), then α is called a loop. Set s(α) = s(e 1 ) and r(α) = r(e n ). The integer n is called the length of α and is written n = |α|. Let E n denote the collection of all paths in E with length n. Equip E n with the product topology and let E * = ∞ n=0 E n . Then r : E * → E 0 is continuous and s : E * → E 0 is a local homeomorphism. The following is known as the Gauge Invariance Uniqueness Theorem. Theorem 3.6 (Theorem 4.5 in [8] ). Suppose (π, τ ) is a covariant representation of E on a C * -algebra A and suppose A has a gauge action γ : T → Aut A such that γ z (π(a)) = π(a) for every a ∈ C 0 (E 0 ), z ∈ T and γ z (τ (ξ)) = zτ (ξ) for every ξ ∈ X(E), z ∈ T. Then the induced map C * (E) → A is injective if and only if π is injective.
Weighted Shifts on Directed Trees
All of the results in this section are taken from [6] .
The connectedness condition in the above definition says any two vertices should be connected by an undirected path. 
Now define a (possibly unbounded) operator S λ on ℓ 2 (E 0 ) by
We are only interested in the case S λ is bounded. Fortunately, there is a simple characterization of the weights λ which define bounded operators. All the results stated in this section are also true when S λ is an unbounded densely defined operator. (
In this case,
Example 4.5. Given the graph
then S λ is the weighted bilateral shift on ℓ 2 (Z) given by S λ δ n = λ n+1 δ n+1 for every n ∈ Z. 
Corollary 4.9. Let S λ be a bounded weighted shift on a directed tree E. Then S λ is bounded below if and only if
In this case, S λ f ≥ ε f for every f ∈ ℓ 2 (E 0 ).
It turns out that the Fredholm theory for the weighted shifts S λ is closely related to the combinatorial structure of the underlying graph. The following theorem gives a simple formula for the index of a Fredholm weighted shift. This result will be very important for understanding finite topological graph algebras since it gives an easy way of constructing left-invertible operators which are not right-invertible. Theorem 4.10. Let S λ be a bounded weighted shift on a directed tree E. Define X = {v ∈ E 0 : S λ δ v = 0}. Then
(1) dim(ker S λ ) = E 0 \ X , and 
Representations on Directed Trees
Our goal in this section is to build a family of representations of a topological graph on directed trees as defined in the previous section. Roughly, given an infinite path α in E, we will define the "orbit" of α to be a discrete directed tree Γ α inside the infinite path space E ∞ . The elements of C 0 (E 0 ) and X(E) will be represented, respectively, as diagonal operators and weighted shifts on the Hilbert space ℓ 2 (Γ α ). The construction is a slight modification of the representations built by Katsura (see Remark 5.1 below).
Let E be a topological graph and set E ∞ := {α : N → E 1 : s(α(n)) = r(α(n + 1)) for every n ∈ N}, and given α ∈ E ∞ , define r(α) = r(α (1)). An element α of E ∞ is thought of as an infinite path as shown below
in E. Given a path β ∈ E * with s(β) = r(α), we define βα ∈ E ∞ by (βα)(n) = β(n) n ≤ |β| α(n − |β|) n > |β|.
We think of βα as being the path given by "shifting forward" by β. There is also a notion of "backward shift" given by σ :
α . The elements of Γ α are all the infinite paths obtained by taking shifts of α. An element of Γ n α is thought of as an infinite path of "length" |α| + n. The set Γ α can be thought of as a directed tree F where F 0 = F 1 = Γ α , r = id, and s = σ.
Remark 5.1. In [10, Section 12] Katsura used a similar construction to study the primitive ideals in C * (E). In particular, given α ∈ E ∞ , define
As with Γ α , we may think of Orb(α) as a (discrete) directed graph. When α is periodic in the sense that there is a loop β ∈ E * and a path γ ∈ E * with α = γβ ∞ , then Orb(α) will have a loop and hence is distinct from Γ α . When α is aperiodic, there is no difference between Orb(α) and Γ α .
Example 5.2. If e ∈ E
1 is a loop; i.e. s(e) = r(e), then we may form an infinite path α = e ∞ = eee · · · . Then in E ∞ , σ(α) = α, and hence σ(α) = α in Orb(α). However in Γ α , σ(α) and α are viewed as different elements of Γ α . In particular, α ∈ Γ Then E ∞ = {e ∞ , f e ∞ , ge ∞ }. The graph Γ e ∞ is given by
On the other hand, the graph Orb(e ∞ ) is given by
and hence H α may be viewed as a Z-graded Hilbert space. The Z-grading on H α , induces a natural gauge action on B(H α ) which we now describe. For each z ∈ T,
It is easy to verify γ α : T → Aut B(H α ) is a point-norm continuous group homomorphism.
We will build a gauge invariant representation ψ α :
and
ξ(e)δ eβ .
for every a ∈ C 0 (E 0 ), ξ ∈ X(E), and β ∈ Γ α . Although our orbit space Γ α is slightly different than Katusra's orbit space Orb(α) (see Remark 5.1), the definition of (π α , τ α ) and the proof that this is a covariant Toeplitz representation is identical to Katusra's proof in [10, Section 12] . For the readers convenience we outline a proof.
A routine (but slightly tedious) argument shows that (π α , τ α ) is a Toeplitz representation. Let ϕ α : K(X(E)) → B(H α ) be the *-homomorphism given by
. . , e m ∈ K and relatively compact open sets U 1 , . . . , U m ⊆ K such that e i ∈ U i , s| Ui is a homeomorphism, and . Note that for e ∈ E 1 and ζ ∈ C c (E 1 ),
a(r(e))ζ i (e)ζ(e) = a(r(e))ζ(e) = λ(a)(ζ)(e).
Hence the Toeplitz representation (π α , τ α ) is covariant. Let ψ α : C * (E) → B(H α ) be the associated representation.
Since (π α , τ α ) is covariant representation, there is an associated representation
sng , with the obvious modifications we can build ψ α : C * (E) → B(H α ) as before; in this case, H −n α = 0 for n > |α|. For the details see [10, Section 12] . Let
Then we have a representation of C * (E) on B(H) given by
We claim ψ is injective. Note that the map α π α :
. Hence ψ is injective by the Gauge Invariant Uniqueness Theorem (Theorem 3.6). Proof. Since E 1 is compact, 1 ∈ C(E 1 ). With the notation from the previous section, define T α = τ α (1) ∈ B(ℓ 2 (H α )) for α ∈ E ≤∞ and define T = α T α ∈ B(H). Recall that ψ = α ψ α is a faithful representation of C * (E). Identifying C * (E) with the range of ψ, we have C * (E) ⊆ B(H) and T ∈ C * (E). Fix α ∈ E ≤∞ . Then Γ α can be viewed as a directed tree (F 0 , F 1 , r, s) by setting F 0 = F 1 = Γ α , r = id, and s = σ. Then T α is a weighted shift on Γ α with constant weights 1. For each β ∈ Γ α ,
Finiteness
since E has no sinks. Therefore, by Corollary 4.9, T α is bounded below by 1 and hence there is an S α ∈ B(ℓ 2 (Γ α )) with S α T α = 1 and S α ≤ 1.
Set S = α S α ∈ B(H). Then ST = 1 and T is left-invertible. Since C * (E) is finite, we also have T is right invertible. Therefore, T α S α = 1 and T α is surjective for every α ∈ E ≤∞ . If v ∈ E 0 is a source, then v ∈ Γ v is also a source. But this contradicts Corollary 4.11 since T α is surjective. Therefore, r is surjective.
Similarly, if e, f ∈ E 1 with s(e) = s(f ), then choose α ∈ E ≤∞ with r(α) = s(e). Now, eα, f α ∈ Γ α and σ(eα) = σ(f α). Since T α is surjective, σ| Γα is injective by Corollary 4.11. Hence eα = f α and e = f . Thus s is injective.
Remark 6.2. The converse of Theorem 6.1 fails. Take E 0 = E 1 = Z ∪ {±∞} with the usual topology and define r(n) = n and s(n) = n + 1 for each n ∈ Z ∪ {±∞}. Then r and s are both homeomorphisms but C * (E) is infinite as can be seen from Theorem 1.1 or Theorem 6.7 below.
We will show that when
First we establish a simple lemma.
Lemma 6.3. Suppose E is a compact topological graph with no sinks. If s is injective and r is surjective, then the maps ρ n :
Proof. It is clear that r • s −1 • ρ n+1 = ρ n for every n and hence ρ is well-defined. Since ρ n is surjective for every n, ρ is also surjective. Since E ∞ is compact and Hausdorff, it suffices to show ρ is injective. But if ρ(α) = ρ(β) for every α = β, then ρ n (α) = ρ n (β) for every n; i.e. r(α(n)) = r(β(n)) for every n. Now, α(n) = s −1 (r(α(n + 1))) = s −1 (r(β(n + 1))) = β(n)
for every n and α = β. 
Proof. Since r is injective and s is surjective, σ is a homeomorphism. Let u be a unitary in
A tedious but straight forward computation show (π, τ ) is a covariant representation and hence induces a morphism ψ :
By the Gauge Invariance Uniqueness Theorem, ψ is injective. It remains to show surjectivity. Note that τ (1) = u. Hence, with the notation of Lemma 6.3, it suffices to show a • ρ n is in the range of ψ for every a ∈ C(E 0 ) and n ≥ 1. But
Hence ψ is surjective.
Using Theorem 6.4 together with Theorem 1.1), we will be able to characterize the AF-embeddability of C * (E) for compact graphs E with no sinks. First we need a simple lemma regarding pseduoperiodic points (see condition (5) of Theorem 1.1 for the definition). Proof. Write
Then f : X → X is given by f ((x n ) n ) = (f (x n )) n . Let d be any fixed metric on X with d(x, y) ≤ 1 for every x, y ∈ X. Then X is a metric space with metric
Suppose first every point of ( X, f ) is pseduoperiodic. Fix x 1 ∈ X and ε > 0. Since f is surjective, there is an
Hence x 1 is pseudoperiodic. Now suppose every point of (X, f ) is pseudoperiodic. Fix x 1 ∈ X and ε > 0. By the uniform continuity of f , we may find a sequence δ 1 = ε > δ 2 > δ 3 > · · · > 0 such that d(f (x), f (y)) < δ n whenever x, y ∈ X with d(x, y) < δ n+1 .
Choose N ≥ 1 such that 2 −N < ε. Since y 1 := x 1 (N ) is pseduoperiodic point for (X, f ), there are points y 2 , . . . y n ∈ X such that d(y i , y i+1 ) < δ N for each i = 1, . . . , n. Since f is surjective, there are points x 2 , x 3 , . . . , x n ∈ X such that x i (N ) = y i . Now it is to easy see d( x i , x i+1 ) < 2ε for each i = 1, . . . , n and hence x 1 is pseudoperiodic.
The next definition will give our "combinatorial" characterization of finiteness for topological graph algebras. It can be thought of as a graph theoretic version of pseduoperiodic points. Definition 6.6. Suppose E is a topological graph and ε > 0. Let d be a metric on E 0 compatible with the topology. An ε-pseudopath in E is a finite sequence α = (e n , . . . , e 1 ) in E 1 such that for each i = 1, . . . , n − 1, d(r(e i ), s(e i+1 )) < ε. We write s(α) = s(e 1 ) and r(α) = r(e n ). An ε-pseduopath α is called an ε-pseduoloop based at s(α) if d(r(α), s(α)) < ε. Theorem 6.7. If E is a compact graph with no sinks, then the following are equivalent:
(1) C * (E) is AF-embeddable; (2) C * (E) is quasidiagonal; (3) C * (E) is stably finite; (4) C * (E) is finite; (5) s is injective and for every v ∈ E 0 and ε > 0, there is an ε-pseudoloop in E based at v. −1 (v i ) ), v i+1 ) < ε for every i = 1, . . . , n. Set e i = s −1 (v i ). Then (e n , . . . , e 2 , e 1 ) is a pseduoloop in E based at v. Now suppose (5) holds. Condition (5) implies r has dense range and since E 1 is compact, r is surjective. Now, C * (E) ∼ = C(E ∞ ) ⋊ σ Z by Theorem 6.4. Given v ∈ E 0 and ε > 0, choose an ε-pseduoloop (e n , . . . , e 1 ) based at v. Set v i = s(e i ) and note that d(r(s −1 (v i )), v i+1 ) = d(r(e i ), s(e i+1 )) < ε. Hence by Theorem 1.1 and Lemma 6.5, C * (E) is AF-embeddable.
Remark 6.8. In Theorem 6.7, the assumptions that E is compact and has no sinks are necessary even when E is discrete. Consider the graphs below
In both cases, the C * -algebra defined by the graph is finite but s is not injective.
