The circle method and bounds for $L$-functions - II: Subconvexity for
  twists of GL(3) $L$-functions by Munshi, Ritabrata
ar
X
iv
:1
21
1.
57
31
v2
  [
ma
th.
NT
]  
18
 Ja
n 2
01
3
THE CIRCLE METHOD AND BOUNDS FOR L-FUNCTIONS - II:
SUBCONVEXITY FOR TWISTS OF GL(3) L-FUNCTIONS
RITABRATA MUNSHI
Abstract. Let pi be a SL(3,Z) Hecke-Maass cusp form. Let χ = χ1χ2 be a Dirichlet character
with χi primitive modulo Mi. Suppose M1, M2 are primes such that
√
M2M4δ < M1 < M2M−3δ,
where M = M1M2 and 0 < δ < 1/28. In this paper we will prove the following subconvex bound
L
(
1
2
, pi ⊗ χ
)
≪pi,ε M
3
4
−δ+ε.
1. Introduction
Let π be a Hecke-Maass cusp form for SL(3,Z) with normalized Fourier coefficients λ(m,n). Let
χ be a primitive Dirichlet character modulo M . The twisted L-series L(s, π ⊗ χ), which is given by
∞∑
n=1
λ(1, n)χ(n)n−s
in the domain σ = Re(s) > 1, extends to an entire function and satisfies a functional equation with
arithmetic conductor M3. The subconvexity problem for this L-function has recently drawn much
attention, and has been solved in several special cases in [1], [10], [11] and [12]. (Also see [7] for
t-aspect subconvexity.) However, all these works suffer from a major drawback that they deal only
with forms which are (symmetric square) lifts of GL(2) forms. Subconvexity for twists of ‘genuine’
GL(3) forms still remains untouched. In this paper we make a modest attempt to bridge the gap by
proving the following.
Theorem 1. Let π be a Hecke-Maass cusp form for SL(3,Z), and let χ = χ1χ2 be a Dirichlet
character with χi primitive modulo Mi. Suppose M1, M2 are primes such that
√
M2M
4δ < M1 <
M2M
−3δ, where M = M1M2 and 0 < δ < 1/28. Then we have
L
(
1
2 , π ⊗ χ
)≪π,ε M 34−δ+ε.
The conductor of the L-function is of size M3 (ignoring the dependence on the form π). Hence
the convexity bound is given by L
(
1
2 , π ⊗ χ
) ≪ M3/4. The result is similar to the one proved in
[11] for the symmetric square L-function. But the method used here is different and is based on the
ideas introduced in [13]. In particular we do not compute moment. We use the circle method, with a
‘conductor lowering’ trick, directly to the approximate functional equation as a device for separation
of oscillation. Then we use Poisson summation and GL(3) Voronoi summation formula. Even after
getting square root cancellation in the resulting complete character sums, we observe that we are still
short of convexity. Also summing over the moduli seems quite difficult. Instead we apply Cauchy
to escape from the ‘trap of involution’, and then apply Poisson summation formula once again. This
leads us to complicated mixed character sums. Square root cancellation for such sums follows from
the work of Deligne. This gives us enough savings to break the convexity barrier. Finally we note
that the assumption that Mi are primes is only a technical convenience.
We use a similar approach in the companion paper [14] to establish t-aspect subconvexity for
SL(3,Z) Hecke-Maass forms. There we use an archimedean analogue of our conductor lowering trick,
and use stationary phase method (in place of Deligne’s bound) to get ‘square-root’ cancellation in
certain exponential integrals.
1991 Mathematics Subject Classification. 11F66, 11M41.
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2. Preliminaries
Suppose π is a Maass form of type (ν1, ν2) for SL(3,Z) which is an eigenfunction of all the Hecke
operators with Fourier coefficients λ(m1,m2), normalized so that λ(1, 1) = 1 (for details see Gold-
feld’s book [5]). We introduce the Langlands parameters (α1, α2, α3), defined by α1 = −ν1 − 2ν2 + 1,
α2 = −ν1 + ν2 and α3 = 2ν1 + ν2 − 1. The Ramanujan-Selberg conjecture predicts that Re(αi) = 0,
and from the work of Jacquet-Shalika we (at least) know that |Re(αi)| < 12 .
The Voronoi summation formula (see [7], [8]) will play a crucial role in our analysis. Let g be a
compactly supported function on (0,∞), and let g˜(s) = ∫∞
0
g(x)xs−1dx be the Mellin transform. For
ℓ = 0, 1 define
γℓ(s) =
1
2π3(s+
1
2
)
3∏
i=1
Γ
(
1+s+αi+ℓ
2
)
Γ
(
−s−αi+ℓ
2
)(1)
and set γ±(s) = γ0(s)∓ iγ1(s). For g as above we define the integral transforms
G±(y) =
1
2πi
∫
(σ)
y−sγ±(s)g˜(−s)ds(2)
where σ > −1 + max{−Re(α1),−Re(α2),−Re(α3)}. Let
S(a, b; c) =
∑⋆
α mod c
e
(
aα+ bα
c
)
be the Kloosterman sum, where α¯ denotes the multiplicative inverse of α mod c and e(z) = e2πiz .
Lemma 1. Let g be a compactly supported function on (0,∞), we have
∞∑
n=1
λ(1, n)e
(
an
q
)
g(n) =q
∑
±
∑
n1|q
∞∑
n2=1
λ(n2, n1)
n1n2
S(a¯,±n2; q/n1)G±
(
n21n2
q3
)
,(3)
where (a, q) = 1 and a¯ denotes the multiplicative inverse of a mod q.
The following lemma is also well-known (see [9]).
Lemma 2. We have ∑∑
n2
1
n2≤x
|λ(n1, n2)|2 ≪ x1+ε,
where the implied constant depends on the form π and ε.
Finally let us recall that the approximate functional equation implies that
L
(
1
2 , π ⊗ χ
)≪M ε sup
N≤M3/2+ε
S(N)√
N
(4)
where S(N) are sums of the type
S(N) :=
∞∑
n=1
λ(1, n)χ(n)V
( n
N
)
for some smooth function V supported in [1, 2] and satisfying V (j)(x) ≪j 1. Hence to establish
subconvexity we need to show cancellation in the sum for N of size M3/2, roughly speaking.
We will now briefly recall a version of the circle method. In the previous paper [13] in this series we
used Jutila’s version of the circle method with factorizable moduli to gain structural advantage. In
the present case Kloosterman’s version of the circle method works better. (One can also use δ-symbol
method.) Let
δ(n) =
{
1 if n = 0;
0 otherwise.
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Lemma 3. Let Q be a positive real number. Then for any integer n ∈ Z we have
δ(n) = 2 Re
∫ 1
0
∑∑⋆
1≤q≤Q<a≤q+Q
1
aq
e
(
na¯
q
− nx
aq
)
dx.(5)
The ⋆ on the sum indicates that the sum over a is restricted by the condition (a, q) = 1.
(For a proof of this formula see [6].) There are well understood drawbacks in this form of circle
method. However in our treatment these do not create any problem as we will not need to execute
the complete character sum over a. We will only need the fact that a ≍ Q. (The notation α ≍ A
means that there exists absolute constants 0 < c1 < c2 such that c1A < |α| < c2A.)
3. Application of circle method
We will establish the following.
Proposition 1. Suppose Mi are as in Theorem 1. We have
S(N)≪ N3/4
(
M
3/4
1 +
√
M2
)
M ε +
N
√
M2
M1
M ε.(6)
For N ≤ M22 the trivial bound S(N) ≪ NM ε, which follows from Lemma 2, is sufficient for our
purpose as in this case N ≤ N3/4√M2. Clearly Theorem 1 follows from the bound given in (6) and
(4). In the rest of the paper we will prove the proposition for N > M22 .
As in [13] we will apply the circle method directly to the smooth sum S(N) which appears in (4).
But instead of doing it in one step, we will break it up into two steps using the modulus M1, viz.
S(N) =
∞∑∑
n,m=1
M1|n−m
λ(1, n)χ(m) δ
(
n−m
M1
)
V
( n
N
)
V ⋆
(
n−m
N
)
.
Here V ⋆ is an even smooth function supported in [−1, 1], and V ⋆(0) = 1, V ⋆(j) ≪j 1. The (inte-
gral) equation n − m = 0 is equivalent to the congruence n − m ≡ 0 modM1 and the (integral)
equation (n−m)/M1 = 0. This ‘factorization’ process acts like a conductor lowering mechanism, as
the modulusM1 is already present in the character χ. A similar idea was used in a different vein in [2].
Applying Lemma 3, and choosing Q =
√
N/M1, we get
S(N) = S+(N) + S−(N),
where
S±(N) =
∑∑⋆
1≤q≤Q<a≤q+Q
1
aq
∞∑∑
n,m=1
M1|n−m
λ(1, n)χ(m)e
(
± a¯(n−m)/M1
q
)
W
(
n
N
,
m
N
,
±N
M1aq
)
,
with
W (u, v, y) =
∫ 1
0
e ((v − u)xy)V (u)V ⋆ (u− v) dx.
For notational simplicity we will only analyse S+(N). The analysis of S−(N) is just similar. We
further approximate S+(N) by
S˜(N) :=
∑∑⋆
1≤q≤Q<a≤q+Q
(q,M1)=1
1
aq
∞∑∑
n,m=1
M1|n−m
λ(1, n)χ(m)e
(
aM1(n−m)
q
)
W
(
n
N
,
m
N
,
N
M1aq
)
.
Lemma 4. We have
S+(N) = S˜(N) +Oπ,ε
(
N
√
M2
M1
M ε
)
.
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Proof. We want to estimate
E =
∑∑
1≤q≤Q/M1
Q<a≤qM1+Q
(a,qM1)=1
1
aqM1
∞∑∑
n,m=1
M1|n−m
λ(1, n)χ(m)e
(
a¯(n−m)/M1
qM1
)
W
(
n
N
,
m
N
,
N
M21aq
)
.
In the sum, q ranges up to Q/M1 ≤ M−3/41 M3/42 M ε ≤ M3/41 M ε, where the last inequality follows
from our assumption regarding the sizes of Mi. Hence (q,M) = 1. We apply Poisson summation to
the sum over m with modulus M21M2q. This yields
E =
N
M31M2
∑∑
1≤q≤Q/M1
Q<a≤qM1+Q
(a,qM1)=1
1
aq2
∑∑
n,m∈Z
n>0
λ(1, n)e
(
a¯n
qM21
)
C(m, q)
∫
R
W
(
n
N
, y,
N
M21aq
)
e
( −mNy
M21M2q
)
dy.
where
C(m, q) =
∑
b modM21M2q
b≡n modM1
χ(b)e
( −a¯b
qM21
)
e
(
mb
M21M2q
)
.
Using the coprimality of M1, M2 and q, we evaluate the character sum, and observe that C(m, q) = 0
unless am ≡ M2 modM1q, in which case we have |C(m, q)| ≪ qM1
√
M2. The integral on the other
hand is negligibly small if |m| ≫ M1+εQ/N (which follows from repeated integration by parts),
otherwise it is bounded by O(1). So it follows that
E ≪ N
M31M2Q
∑
q≤Q/M1
∑
n≤2N
|λ(1, n)|
q2
∑
1≤|m|≪M1+εQ/N
qM1
√
M2 ≪ N
√
M2
M1
M ε.
The last inequality follows from Lemma 2. 
Next we detect the congruence n ≡ m modM1 in the definition of S˜(N) using exponential sums
to obtain
1
M1
∑∑⋆
1≤q≤Q<a≤q+Q
(q,M1)=1
1
aq
∑
b modM1
∞∑∑
n,m=1
λ(1, n)χ(m)e
(
(aM1M1 + bq)(n−m)
qM1
)
W
(
n
N
,
m
N
,
N
M1aq
)
.
We split this as
S˜(N) = S˜0(N) + T (N)
where
S˜0(N) =
1
M1
∑∑⋆
1≤q≤Q<a≤q+Q
(q,M1)=1
1
aq
∞∑∑
n,m=1
λ(1, n)χ(m)e
(
aM1(n−m)
q
)
W
(
n
N
,
m
N
,
N
M1aq
)
is the contribution of b = 0.
In the rest of the paper we will analyse T (N), and we will show that the bound (6) holds for T (N).
The other term S˜0(N) can be analysed in a similar fashion, and can be shown to be of much smaller
magnitude. Indeed the trivial bound for this sum is O(N2M ε/M1). Applying the Poisson summation
formula onm (and evaluating the character sum) we are able to save N/
√
M . The Voronoi summation
formula on n gives us a saving of N/Q3/2. This gives us a total saving of N5/4M
1/4
1 M
−1/2
2 . So we get
the following
Lemma 5. We have
S˜0(N)≪ N3/4M ε
√
M2
M
5/4
1
.
The detailed proof of this lemma can be given following our analysis in Section 4. The above bound
is smaller than the second term on the right hand side of (6).
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4. Poisson and Voronoi summation
Consider
T (N) =
1
M1
∑∑⋆
1≤q≤Q<a≤q+Q
(q,M1)=1
1
aq
∑⋆
b modM1
T (a, b; q)
where
T (a, b; q) =
∞∑∑
n,m=1
λ(1, n)χ(m)e
(
(aM1M1 + bq)(n−m)
qM1
)
W
(
n
N
,
m
N
,
N
M1aq
)
.(7)
In this section we will analyse the double sum T (a, b; q) where (a, q) = (b,M1) = 1 (consequently
(aM1M1 + bq, qM1) = 1).
Lemma 6. We have
T (a, b; q) = ε1ε2 [T+(a, b; q) + T−(a, b; q)]
where εi
√
Mi is the value of the Gauss sum corresponding to χi, and
T±(a, b; q) = qN
√
M1
M2
∑
n1|qM1
∞∑
n2=1
∑
m∈Z
am≡M2 mod q
λ(n2, n1)
n1n2
χ¯2(qM1m)χ¯1(qM2m− b)
×S
(
aM1M1 + bq,±n2; qM1/n1
)
I±,a(n21n2,m; q).
The integral is given by
I±,a(n,m; q) = 1
2πi
∫
(σ)
(
q3M31
nN
)s
γ±(s)Wˆ
(
s,m,
N
M1aq
)
ds
where
Wˆ
(
s,m,
N
M1aq
)
:=
∫∫
R2
W
(
u, v,
N
M1aq
)
u−s−1e
(
−mNv
Mq
)
dudv.
Proof. Let a′ ≡ aM1 mod q. Applying Poisson on the sum over m in (7) we get
N
Mq
∞∑
n=1
λ(1, n)e
(
(a′M1 + bq)n
qM1
)∑
m∈Z
C(a, b;m, q)
∫
R
W
(
n
N
, v,
N
M1aq
)
e
(
−mNv
Mq
)
dv
where
C(a, b;m, q) =
∑
c mod qM
χ(c)e
(
− (a
′M1 + bq)c
qM1
+
cm
qM
)
,
Using the coprimality of M1, M2 and q, we get
C(a, b;m, q) =
{
ε1ε2q
√
Mχ¯2(m)χ2(qM1)χ¯1(qM2m− b) if am ≡M2 mod q;
0 otherwise.
(8)
Here εi
√
Mi is the value of the Gauss sum corresponding to the character χi. In particular we should
have (m, q) = 1 for the sum not to vanish. The lemma now follows by applying the Voronoi summation
formula, i.e. Lemma 3, on the sum over n. 
Now we will study the integrals I±,a(n,m; q).
Lemma 7. The integrals I±,a(n,m; q) are negligibly small if n≫ Q3M31M ε/N or if |m| ≫ QM1+ε/N .
Otherwise we have the bound
I±,a(n,m; q)≪
√
nN
q2QM31
M ε.
Also we have
uj2
∂j
∂uj2
I±,a(n21u2,m; q)≪
(
Q
q
)j√
n21u2N
q2QM31
M ε.
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Proof. Replacing the expression forW and making the change of variables (u, v) 7→ (u,w) := (u, v−u)
(and using the fact that V ⋆ is an even functions) we get
Wˆ
(
s,m,
N
M1aq
)
=

 1∫
0
∫
R
V ⋆(w)e
(
Nxw
M1aq
)
e
(
−mNw
Mq
)
dwdx



∫
R
V (u)u−s−1e
(
−mNu
Mq
)
du

 .
Using repeated integration by parts, we see that the first double integral (and hence the integral
I±,a(n,m; q)) is negligibly small if |m| ≫ M1+εQ/N . For smaller values of |m| we can bound this
integral by O(qM ε/Q). To get this bound we integrate over x for |w| ≥ M−2012, and then estimate
the remaining integrals trivially.
Now consider the integral
1
2πi
∫
(σ)
(
q3M31
nN
)s
γ±(s)
∫
R
V (u)u−s−1e
(
−mNu
Mq
)
duds.(9)
By repeated integration by parts in the inner integral, using Stirling’s approximation and the fact that
|m| ≪ M1+εQ/N , and moving the contour to the right we get that the integral is negligibly small if
|n| ≫ Q3M31M ε/N . For smaller values of n we shift the contour to σ = −1/2. Let s = −1/2+iτ . Then
the inner integral in (9) is negligibly small unless |τ | ≪ QM ε/q as m is such that |m| ≪ M1+εQ/N .
This follows from repeated integration by parts. For smaller values of τ we use the second derivative
bound for the inner exponential integral and conclude that the integral in (9) is bounded by
≪
√
nN
q3M31
√
Q
q
M ε.
This concludes the proof of the first two statements. For the third statement we use a similar analysis
together with differentiation under the integral sign. 
The contribution of T±(a, b; q) to T (N) is given by
T±(N) =ε1ε2
N√
M
∑
q≤Q
(q,M1)=1
∑∑
n1|q
ℓ|M1
∞∑
n2=1
∑
(m,q)=1
1
a(m, q)
λ(n2, ℓn1)
ℓn1n2
χ¯2(qM1m)
× S(M2mMˆ1,±n2Mˆ1; qˆ)
[ ∑⋆
b modM1
χ¯1(qM2m− b)S(bqqˆ,±n2qˆ; Mˆ1)
]
I±(ℓ2n21n2,m; q)
where qˆ = q/n1, Mˆ1 = M1/ℓ. Also a(m, q) is the unique solution of the congruence am ≡ M2 mod q
in the range Q < a ≤ q + Q, and I±(n,m; q) is the shorthand for I±,a(m,q)(n,m; q). Since M1 is a
prime, either ℓ = 1 or ℓ =M1. Accordingly we have a decomposition
T±(N) = T±,1(N) + T±,M1(N).
In the second case (i.e. ℓ = M1) the trivial bound is already satisfactory for our purpose. Indeed using
Hecke relation, Lemma 2, Lemma 7 and Weil bound for Kloosterman sums, we see that this term is
dominated by O(N3/4M
1/4
2 /M1). This is again smaller than the second term in the right hand side
of (6).
Now we consider the remaining case ℓ = 1. We have
T±,1(N)≪
∑
L dyadic≪Q3M3
1
Mε/N
T±,1(N,L) +M
−2012(10)
where T±,1(N,L) is given by
N√
M
∞∑∑
n1,n2=1
|λ(n2, n1)|
n1n2
U
(
n21n2
L
) ∣∣∣ ∞∑
q=1
(q,M1)=1
n1|q
∑
(m,q)=1
χ¯2(m)χ(q)
a(m, q)
B(n1,±n2,m, q)I±(n21n2,m; q)
∣∣∣
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with U a compactly supported smooth bump function on (0,∞) satisfying U(y) = 1 for y ∈ [1, 2] and
U (j)(y)≪j 1, and
B(n1, n2,m, q) := S(M2mM1, n2M1; qˆ)
[ ∑⋆
b modM1
χ¯1(M2m− b)S(bqˆ, n2qˆ;M1)
]
.
5. Cauchy inequality and Poisson summation
Applying Cauchy and Lemma 2 we have
T±,1(N,L)≪ N√
M
√
T±,1(N,L)(11)
where
T±,1(N,L) =
∞∑∑
n1,n2=1
1
n2
U
(
n21n2
L
) ∣∣∣ ∞∑
q=1
(q,M1)=1
n1|q
∑
(m,q)=1
χ¯2(m)χ(q)
a(m, q)
B(n1,±n2,m, q)I±(n21n2,m; q)
∣∣∣2.
For notational simplicity let us only consider T+,1(N,L). The other case can be analysed similarly.
Opening the absolute square we get
∞∑
n1=1
∞∑∑
q,q′=1
(qq′,M1)=1
n1|q,q
′
∑∑
(m,q)=1
(m′,q′)=1
χ¯2(m)χ2(m
′)χ(q)χ¯(q′)
a(m, q)a(m′, q′)
T ⋆(n1,m,m
′, q, q′)
where
T ⋆(n1,m,m
′, q, q′) =
∞∑
n2=1
1
n2
U
(
n21n2
L
)
B(n1, n2,m, q)B(n1, n2,m′, q′)
× I+(n21n2,m; q)I+(n21n2,m′; q′).
Applying Poisson summation formula with modulus qˆqˆ′M1 (where qˆ = q/n1, qˆ
′ = q′/n1) we arrive
at the following.
Lemma 8. We have
T ⋆(n1,m,m
′, q, q′) =
n21
qq′M1
∑
n2∈Z
C⋆(n1, n2,m,m
′, q, q′)I⋆(n2,m,m
′, q, q′)
where the character sum is given by
C⋆(n1, n2,m,m
′, q, q′) =
∑
c mod qˆqˆ′M1
B(n1, c,m, q)B(n1, c,m′, q′)e
(
cn2
qˆqˆ′M1
)
and the integral is given by
I⋆(n2,m,m
′, q, q′) =
∫
R
U (y)I+(Ly,m; q)I+(Ly,m′; q′)e
(
− n2Ly
qq′M1
)
y−1dy.
The integral can be analysed using integration by parts and Lemma 7.
Lemma 9. The integral I⋆(n2,m,m
′, q, q′) is negligibly small if |m| ≫ M1+εQ/N or if |m′| ≫
M1+εQ/N or if |n2| ≫ Q2M1M ε/L. Otherwise we have the bound
I⋆(n2,m,m
′, q, q′)≪ LN
qq′QM31
M ε.
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Proof. The first half of the first statement follows from the first statement of Lemma 7. That the
integral is negligibly small for |n2| ≫ Q2M1M ε/L follows from repeated integration by parts and the
last bound from Lemma 7. For the second statement we use the second statement of Lemma 7 and
evaluate the integral trivially.

6. Proof of Proposition 1
In the last section we will analyse the character sum which appears in Lemma 8. The follow-
ing lemma, which essentially gives square root cancellation in the generic case, is a consequence of
Lemma 11 and Lemma 12.
Lemma 10. For n2 6= 0 we have
C⋆(n1, n2,m,m
′, q, q′)≪ qˆqˆ′(qˆ, qˆ′, n2)M5/21 (M1, n2,mqˆ2 −m′(qˆ′)2)1/2,
and for n2 = 0 the sum vanishes unless qˆ = qˆ
′ (i.e. q = q′) in which case
C⋆(n1, 0,m,m
′, q, q)≪ qˆ2cqˆ(m−m′)M5/21 (M1,m−m′)1/2,
where
cℓ(u) =
∑⋆
α mod ℓ
e
(uα
ℓ
)
is the Ramanujan sum.
Assuming this lemma, we can now finish the proof of Proposition 1. The contribution of the zero
frequency n2 = 0 to T+,1(N,L) (as given in (11)) is bounded by
M ε
M
3/2
1
Q2
∑
q≤Q
(q,M1)=1
∑
n1|q
∑∑
|m|,|m′|≪M1+εQ/N
cqˆ(m−m′)(M1,m−m′)1/2|I⋆(0,m,m′, q, q)|+M−2012
≪M ε LM
Q2M
3/2
1
∑
q≪Q
(q,M1)=1
1
q2
∑
n1|q
{
q
√
M1
n1
+
QM
N
}
≪M ε
{
LM
Q2M1
+
LM2
QNM
3/2
1
}
.
The first term on the right hand side is the diagonal contributionm = m′, and is of larger size than the
other term if N > M22 (which is the case we are dealing with). (See the statement after Proposition 1.)
The contribution of the non-zero frequency n2 6= 0 to T+,1(N,L) is bounded by
M ε
M
3/2
1
Q2
∑
n1≪Q
∑∑
q,q′≤Q
(qq′,M1)=1
n1|q,q
′
∑∑
0<|m|,|m′|≪M
1+εQ
N
∑
0<|n2|≪
M1Q
2Mε
L
(qM1, n2)|I⋆(n2,m,m′, q, q′)|+M−2012
≪M εM
3/2
1
Q2
LN
QM31
∑
n1≪Q
∑∑
q,q′≤Q
(qq′,M1)=1
n1|q,q
′
1
qq′
(
MQ
N
)2
M1Q
2
L
≪M ε QM
2
N
√
M1
.
Hence it follows (since Q2 = N/M1 and L≪ Q3M31M ε/N) that (see (11))
T+,1(N,L)≪M ε N√
M
{√
LM
Q2M1
+
√
QM2
N
√
M1
}
≪M εN
5/4
√
N
{
M
3/4
1 +
√
M2
}
.
The same bound holds for T+,1(N) by (10). This completes the proof of Proposition 1.
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7. Character sums
In this section we will estimate the character sums. Using the coprimality (qq′,M1) = 1 we see
that the character sum C⋆(n1, n2,m,m
′, q, q′) factorizes as a product of
A⋆ =
∑
c mod qˆqˆ′
S(M2mM1, c; qˆ)S(M2m′M1, c; qˆ
′)e
(
cn2
qˆqˆ′
)
and
B⋆ =
∑
c modM1
∑⋆
b modM1
χ¯1(M2m− b)S(bqˆ, c¯ˆq;M1)
∑⋆
b′ modM1
χ1(M2m
′ − b′)S(b′qˆ′, cqˆ′;M1)e
(
cqˆqˆ′n2
M1
)
.
Lemma 11. We have
A⋆ ≪ qˆqˆ′(qˆ, qˆ′, n2).
Moreover for n2 = 0 we get that A
⋆ = 0 unless qˆ = qˆ′, in which case we get
A⋆ = qˆqˆ′cqˆ(m−m′).
Proof. Let p be a prime, qˆ = pjr and qˆ′ = pkr′ with p ∤ rr′. The p-part of A⋆ is given by
A⋆p =
∑
c mod pj+k
S(M2mM1r, cr¯; p
j)S(M2m′M1r′, cr¯
′; pk)e
(
crr′n2
pj+k
)
.
Opening the Kloosterman sums we get
A⋆p =
∑⋆ ∑⋆
a mod pj
a′ mod pk
e
(
aM2mM1r
pj
+
a′M2m′M1r′
pk
) ∑
c mod pj+k
e
(
crapk + cr′a′pj + crr′n2
pj+k
)
=pj+k
∑⋆
a mod pj
∑⋆
a′ mod pk
rapk+r′a′pj+rr′n2≡0 mod pj+k
e
(
aM2mM1r
pj
+
a′M2m′M1r′
pk
)
.
The last sum vanishes unless (pj , pk)|n2, and in this case we get that
A⋆p ≪ pj+k(pj , pk)≪ pj+k(pj , pk, n2).
The lemma follows. 
Next we will estimate B⋆. This sum is much more complicated and we need to use deep results of
Deligne (as developed in [3] and [4]).
Lemma 12. We have
B⋆ ≪M5/21
√
(M1, n2,mqˆ2 −m′(qˆ′)2).
Proof. Opening the Kloosterman sums and executing the sum over c we arrive at
B⋆ = M1
∑⋆
a modM1
∑⋆
a′ modM1
∑⋆
b modM1
∑⋆
b′ modM1
aqˆ+a′ qˆ′+aa′n2≡0 modM1
χ¯1(M2m− b)χ1(M2m′ − b′)e
(
abqˆ + a′b′qˆ′
M1
)
.
For n2 ≡ 0 mod M1 we get a′ ≡ −aqˆqˆ′ mod M1 and it follows that
B⋆ = M21
∑⋆
b modM1
χ¯1(M2m− b)χ1(M2m′ − b(qˆqˆ′)2)−M1
∑⋆ ∑⋆
b modM1
b′ modM1
χ¯1(M2m− b)χ1(M2m′ − b′).
The last double sum is clearly bounded by O(M1). The other sum has no cancellation if mqˆ
2 ≡
m′(qˆ′)2 mod M1 and we get B
⋆ ≪M31 , otherwise we have square-root cancellation
B⋆ ≪M5/21 .
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Next suppose M1 ∤ n2. We see that qˆ + a
′n2 has to be invertible modulo M1. Set γ = qˆ + a′n2 so
that
a′ = n¯2(γ¯ − qˆ), and a = −qˆ′n¯2(1− qˆγ).
Then we have
B⋆ =M1
∑⋆
γ modM1
M1∤γ− ¯ˆq
∑⋆
b modM1
∑⋆
b′ modM1
χ¯1(M2m− b)χ1(M2m′ − b′)e
(−bqˆn2qˆ′(1− qˆγ) + b′qˆ′n2(γ¯ − qˆ)
M1
)
.
The sum over γ can now be extended over F⋆M1 . The extra term corresponding to γ =
¯ˆq makes a
contribution of order O(M1). We get that
B⋆ =M1SM1(f1, f2; g) +O(M1)
where
f1 := M2m− x1, f2 := M2m′ − x2, g := −qˆn2qˆ′x−11 (1− qˆx3) + qˆ′n2x−12 (x−13 − qˆ)
are Laurent polynomials in FM1 [x1, x2, x3, (x1x2x3)
−1] and
SM1(f1, f2; g) :=
∑
x∈(F⋆M1
)3
χ¯1(f1(x))χ1(f2(x))e
(
g(x)
M1
)
.
Such mixed character sums have been studied in [4] (following the method of [3]). In particular one
has square root cancellation in the sum once the Laurent polynomial
F (x1, . . . , x5) := g(x1, x2, x3) + x4f1(x1, x2, x3) + x5f2(x1, x2, x3)
is non-degenerate with respect to its Newton polyhedra ∆∞(F ). Non-degeneracy in the special case
under consideration can be checked quite easily. The lemma follows. 
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