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THE KAKEYA NEEDLE PROBLEM AND THE
EXISTENCE OF BESICOVITCH AND NIKODYM SETS
FOR RECTIFIABLE SETS
ALAN CHANG, MARIANNA CSO¨RNYEI
Abstract. We solve the Kakeya needle problem and construct a
Besicovitch and a Nikodym set for rectifiable sets.
1. Introduction
Let E ⊂ R2 be a rectifiable set. Our aim in this paper is to show
that the classical results about rotating a line segment in arbitrarily
small area, and the existence of a Besicovitch and a Nikodym set hold
if we replace the line by the set E. We will explain our results in more
details below, but first we present two illustrative examples.
(1) If E is the graph of a convex function f : R → R, our re-
sults imply the following: E can be rotated continuously by 360◦
covering only a set of zero Lebesgue measure, if at each time
moment t we are allowed to delete just one point from the ro-
tated copy of E.
(2) If f is not just convex but strictly convex, then: E can be moved,
using only translations, to any other shifted position, if at each
time moment t we are allowed to delete just one point from the
translated copy of E.
Remark 1.1. In the two examples given above, our movement t 7→
Et is continuous, but the point xt ∈ Et we delete cannot be chosen
continuously. However, all our constructions in this paper are Borel.
In the first example, if we take E to be a general rectifiable set, the
result still holds, but instead of a single point, we need to delete an
H1-null subset of E (see Theorem 6.6). For the generalization of the
second example to rectifiable sets, see Theorem 6.2.
In the first example above,
⋃
t(Et\{xt}) is Lebesgue null. Therefore,⋃
t(Et \ {xt}) is a Besicovitch set : in each direction it contains not just
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a “unit line segment of the line E” but a whole copy of the set E except
for one of its points.
On the other hand, since
⋃
tEt has non-empty interior, we can cover
R2 by taking a countable union of copies of
⋃
tEt. Therefore, the
countable union of copies of
⋃
t(Et \ {xt}) is a Nikodym set : it has
measure zero, and through each point x ∈ R2, it contains a copy of the
set E with one point removed.
For the case when E is a line, see, e.g., [Mat15] for both classical
and recent results.
The Kakeya needle problem for general sets has been studied before.
In [CHL] the authors introduced the following definitions: a planar set
E has the Kakeya property if there exist two different positions of E
such that E can be moved continuously from the first position to the
second in such a way that the area covered by E along the movement
is arbitrarily small. A planar set E has the strong Kakeya property if it
can be moved in the plane continuously to any other shifted or rotated
position in a set of arbitrarily small area.
In [CHL] it is shown that if E is a closed connected set that has
the Kakeya property, then E must be a subset of a line or of a circle.
Moreover, if E is an arbitrary closed set that has the Kakeya property,
then the union of the non-trivial connected components of E must be
a subset of parallel lines or of concentric circles. In [HL] the authors
show that short enough circular arcs of the unit circle possess the strong
Kakeya property.
Let us consider a related question for circular arcs: can we translate a
full circle continuously to any other position covering arbitrarily small
area, if at each point of the translation, we are allowed to delete an
arc of the circle of a given length? How long must the deleted arc be?
Because of rotational symmetry, the question of which circular arcs
have the strong Kakeya property is equivalent to this one, as long as
we choose the deleted arc piecewise continuously.
In this paper, we will answer the “piecewise continuous question” for
an arbitrary rectifiable set E of finite H1-measure in the following way:
we only need to delete points whose tangent directions lie in a small
interval.
Let us state our results precisely. We will use the following notation
and terminology.
We let P1 ≃ R/πZ denote the set of all directions in R2. We will
use the standard embedding of R2 into the projective plane P2, so that
P2 = R2 ∪ P1. The arc-length metric on the unit sphere S2 together
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with the quotient map S2 → P2 gives us a metric on P2. Let (P2)∗
denote all the lines in P2.
We denote by | · | the Lebesgue measure on R2 or P1, and by H1
the 1-dimensional Hausdorff measure on R2. As usual, B(x, r) denotes
the open ball centered at x of radius r, and B(S, r) denotes the open
r-neighborhood of a set S. We denote by clS the closure of S. We
write A . B to mean A ≤ CB for some absolute constant C > 0.
Recall that every rectifiable set E has a tangent field, which is defined
for H1-almost every x ∈ E (see Section 3.1). We let θx ∈ P
1 denote
the tangent of E at x, and we let νx ∈ (P
2)∗ denote the normal line of
E at x. (The direction of νx is the one orthogonal to θx.) Note that νx
is the normal line passing through the point x, and not just a normal
vector.
We will start by proving the following theorem:
Theorem 1.2 (Kakeya needle problem for translations). Let E ⊂ R2
be a rectifiable set of finite H1-measure. Let ε > 0 be arbitrary. Then
between the origin and any prescribed point in R2, there exists a polyg-
onal path P =
⋃n
i=1 Li with each Li a line segment, and for each i there
exists a direction θi ∈ P
1, such that
(1.1) |
⋃
i
⋃
p∈Li
(p+ {x ∈ E : θx 6∈ B(θi, ε)})| < ε.
Although the tangent field of a rectifiable set is defined only H1-
almost everywhere, for the statement of Theorem 1.2 (and for all other
results in this paper), we need to define it pointwise. We will show
that regardless of which pointwise representation we choose, the results
remain true (see Section 3.1).
Theorem 1.2 has an immediate corollary:
Corollary 1.3. If we remove an arbitrary neighborhood of two dia-
metrically opposite points from a circle, the resulting set can be moved
continuously to any other position in the plane in arbitrarily small area.
This strengthens the previously known result [HL] that sufficiently
short circular arcs have the strong Kakeya property.
We note that Theorem 1.2 does not handle the classical Kakeya
needle problem: clearly it is not possible to translate a line segment
to every other position in small area. We can still apply Theorem 1.2
with E a line segment, but since every point of E has the same tangent
direction, it allows us to delete the entire line segment at every point
p ∈ P . To obtain a more meaningful statement for line segments,
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we need to consider what happens if we allow rotations as well as
translations.
In order to unify translations and rotations, it is helpful to consider
the projective plane P2. We can consider a translation in direction
θ ∈ P1 to be a “rotation” around the infinite point θ⊥ ∈ P1 ⊂ P2 (see
Section 3.2).
We need to generalize the notion of a polygonal path from a path in
R2 to one in Isom+(R2), the space of all orientation-preserving isome-
tries of R2. (This space is also known as the special Euclidean group
SE(2).) The polygonal path in Theorem 1.2 can be viewed as a se-
quence of vectors, each indicating in which direction and how far to
translate. Then, a polygonal path of rotations should be a sequence of
rotations, indicating around which point and how much to rotate.
Specifying a sequence of rotations is slightly trickier than a sequence
of translations: when we rotate a set around a point, the centers of
all the other rotations move. To avoid this problem, we will find it
much more convenient to specify our sequence in the intrinsic coordi-
nate system. That is, with ρi denoting rotations around zi ∈ R
2, our
continuous movement will be to rotate first with center z1, then with
center ρ1(z2), and so on.
Our polygonal path P will be specified by the intrinsic sequence ρi,
but it will still lie in the space Isom+(R2), and its points will be isome-
tries not in the intrinsic but in the standard coordinate system. For
each sequence {ρi} we obtain a P =
⋃
i Li. For each “line segment” Li
in P , the rotations in {p′ ◦ p−1 : p, p′ ∈ Li} all have the same center.
(It is important to remember that this center depends not only on zi
but also on the previous rotations.)
Also, we find it much more convenient to specify a rotation not by
the point that we rotate around, but by the image of this point in
the projective plane when we embed R2 into P2. We will call this the
projective center of ρ (both for translations and rotations).
First we will prove a preliminary result (see Theorem 5.1). The exact
statement is quite technical, but essentially says that instead of using
translations, we can move our set E using rotations whose projective
centers are almost aligned: if we want to connect ρ ∈ Isom+(R2) to the
identity map by a polygonal path, we can choose a line ℓ ∈ (P2)∗ that
passes through the center of ρ, and choose the (intrinsic) rotations so
that their projective centers lie in B(ℓ, ε). We also obtain, for each i,
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a ui ∈ ℓ such that:
(1.2) |
⋃
i
⋃
p∈Li
p({x ∈ E : νx ∩ ℓ ∩ B(ui, ε) = ∅})| < ε.
Theorem 1.2 can be viewed as a special case of Theorem 5.1 by
taking ρ to be a translation and then taking ℓ to be P1. In this case,
the centers lie on ℓ, not just in an ε-neighborhood of ℓ. The reason we
need an ε-neighborhood for rotations is that, unlike for translations,
the composition of a rotation around z1 and a rotation around z2 does
not equal a rotation around a point on the line through z1, z2. (Recall
the centers are specified with intrinsic coordinates.) This makes the
statement and the proof of Theorem 5.1 more complicated than those
of Theorem 1.2. We will need careful error estimates on how far the
centers move, and, consequently, how large area the set E covers during
its movement. The classical Kakeya needle problem, i.e., rotating a
line segment in arbitrarily small area, is an immediate corollary of
Theorem 5.1.
Remark 1.4. Theorem 1.2 and Theorem 5.1 provide a new insight into
the result mentioned at the beginning of the introduction, that the non-
trivial connected components of a closed set with the Kakeya property
can be covered by parallel lines or by concentric circles [CHL]. It turns
out that the key property of the line and the circle is that they are
homogeneous: by rotating around the center of the circle, any sub-
arc can be mapped onto any other sub-arc of the same length, by a
continuous movement that covers only zero area. The same is true for
lines with shifts. Therefore our piecewise continuous deletion of the
line segments/sub-arcs in Theorem 1.2/Theorem 5.1 can be replaced
by a continuous one. No rectifiable set except for the union of parallel
lines or concentric circles has this property.
Remark 1.5. The set E in Theorem 5.1 needs to be bounded. Take,
for example, E to be a union of countably many circles with centers
zi and radius ri, such that
∑
ri < ∞ and
∑
ri|zi| = ∞. Then it is
a rectifiable set with finite H1-measure, but every continuous rotation
with a fixed center covers infinite area, even with a normal line removed.
However, for the limit version Theorem 6.6 (explained below), in which
the centers of the rotations no longer need to be piecewise constant
along the path, we can drop the boundedness condition.
Next, in Section 6, we study what happens in the limit as ε → 0.
By taking a sequence of ε tending to zero, the balls B(ui, ε) shrink to
a single point in P2, and the area covered shrinks to zero. We obtain
in the limit a continuous movement P ⊂ Isom+(R2) such that the set
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E covers only zero area, where at each time moment we only need to
delete a subset of H1-measure zero (see Theorem 6.6). The resulting
set of zero area is an analogue of a Besicovitch set for E.
Consider, e.g., the special case where there is a line ℓ ∈ (P2)∗ such
that there is a neighborhood of ℓ in which no two normal lines of E
intersect. Then Theorem 6.6 says that we can rotate E continuously
by 360◦, covering a set of zero Lebesgue measure, where at each time
moment, we only need to delete one point. This happens, e.g., in the
special case when E is the graph of a convex function; by choosing the
line ℓ to lie below the graph, there is a neighborhood of ℓ where no two
normal lines meet.
If E is strictly convex, then we can apply Theorem 6.6 with ℓ = P1
and hence translate E to any arbitrary position in the plane in a set
of zero Lebesgue measure, deleting one point at each time moment.
For moving a circle, we can choose any line ℓ. In this case we need
to delete, at each time moment, not just one but two diametrically
opposite points of the circle, since they have the same normal line.
By the continuity of P , we can construct, from these Besicovitch
sets, analogues of Nikodym sets, using the technique outlined at the
beginning of this introduction. We state these more precisely in Sec-
tion 6.
Remark 1.6. There is not only one continuous P , but residually many,
in the sense of Baire category (see Remark 6.8). For results of similar
nature when E is a line, see, e.g., [Ko¨r03] and [CCHK].
Remark 1.7. It is well-known that there are no sets in Rn (n ≥ 2)
which have measure zero and contain a circle centered at every point.
Stein first proved this for n ≥ 3 by his estimates on spherical maximal
functions [Ste76]. Bourgain and Marstrand independently showed the
same non-existence result holds for n = 2 around the same time [Bou86,
Mar87]. Bourgain’s paper actually treats smooth curves with non-
vanishing curvature. More work has been done on such curves, e.g.,
[Mit99, Wol97, Wol00].
The non-existence results concern placing a copy of E around every
point in R2. For our Nikodym result, we instead place a copy of E
through every point of R2. With this change, such a construction is
now possible.
We do not know whether the sizes of the sets we delete are sharp.
While Theorem 6.6 tells us that we only need to delete an H1-nullset
of E at each time moment, perhaps it is possible to delete much fewer
points than specified by the theorem. (For more precise information
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on the size of the sets we delete, see also Proposition 6.1, Remark 6.3,
Proposition 6.4 and Remark 6.7.)
For example, it would be interesting to know whether it is possible
to translate a circle in a set of Lebesgue measure zero, deleting only
one point at every time moment.
2. Main ideas of the proof of Theorems 1.2 and 5.1
Our proof of Theorem 1.2 relies on two key ideas.
2.1. The first key idea. Our first key idea is the “small neighborhood
lemma”: suppose we move a compact set E ⊂ R2 along a path of
isometries P ⊂ Isom+(R2). If we perturb P by a small amount, the
area covered by the perturbed movement will not increase very much
because the new region covered is contained in a small neighborhood
of the original. This simple and obvious fact turns out to be extremely
useful.
Lemma 2.1 (Small neighborhood lemma). Let E ⊂ R2 be any compact
set, and let P be an arbitrary path in Isom+(R2). Then for every ε > 0
there exists a neighborhood U ⊂ Isom+(R2) of P such that
(2.1) |
⋃
p∈U
p(E)| ≤ |
⋃
p∈P
p(E)|+ ε.
2.2. The second key idea. The second key idea is more technical, so
we give only an informal presentation here and defer the precise details
to Section 3.3 and Section 3.4. First, note that:
Lemma 2.2. For any polygonal path P ⊂ R2 and for an arbitrary E ⊂
R2, if we translate E along P , then the area covered is . H1(E)H1(P ).
Proof. If B is a ball of radius r, where r is smaller than the line segments
in the polygonal path, then for each line segment L ⊂ P , by translating
B along L we cover a set of area . rH1(L). Adding these up for all line
segments L and approximating E by a union of small balls, we obtain
Lemma 2.2. 
Remark 2.3. Lemma 2.2 shows that in our proof of Theorem 1.2 we
can ignore small subsets of E, since in the movements these will cover
only small area. Also, we can ignore small subsets of P .
Our second key idea is the simple observation that the estimate in
Lemma 2.2 can be improved if we also take into account the directions
of the tangents of E. For simplicity, suppose that E is a C1 curve.
Then we can cover E with thin rectangles that approximate the curve.
Each thin rectangle R has the property that translating E ∩ R along
8 ALAN CHANG, MARIANNA CSO¨RNYEI
a line segment L in the direction of the long side of R covers area
. δH1(L), where δ is the length of the short side of the rectangle. If
the rectangle is thin enough, then this is a much better estimate than
the estimate H1(E ∩ R)H1(L) that we obtain from Lemma 2.2.
Remark 2.4. For general rectifiable sets E, instead of thin rectangles,
we will choose R ⊂ E such that θx is almost constant on R. The key
idea remains the same (see Section 3.3).
2.3. Combining the key ideas. We combine these two “key ideas”
to construct polygonal paths in a Venetian blind-type construction.
(For Venetian blinds, see, e.g., [Fal14, Theorem 6.9] or [Mat15, Lemma
11.8].) Again, we give an informal presentation. See Section 4 for the
precise details.
The method is as follows. Suppose that E is a C1 curve, which we
cover by thin rectangles. Suppose our initial path is a translation along
a horizontal segment. Let R,R′ be two rectangles from our cover and
let θ, θ′ be the directions of their long sides, with θ 6= θ′.
(1) First, we replace our horizontal segment by a zigzag so that
every other segment has direction θ. Then R ∩ E will cover
small area when translated along these segments.
(2) Now we repeat the previous step, replacing each segment in di-
rection θ with a new zigzag such that every other segment has
direction θ′. Then R′ ∩ E will cover small area when trans-
lated along the segments in direction θ′. Furthermore, if we
make these new zigzags sufficiently “fine” (many turns and
small enough segments), then these zigzags will remain close
to the segments of direction θ that we just replaced. Then by
the small neighborhood lemma, R ∩ E also covers small area
when moved along the segments in direction θ′.
By the end of step (2), we now have a “Venetian blind.” The line
segments in direction θ′ are the “good” segments, because translations
along these segments cover small area for both rectangles R and R′. By
iterating with more angles, we can increase the number of rectangles
for which translations along the good segments cover small area.
We also need the total length of the remaining “bad” segments to be
strictly smaller than the initial segment, so that the size of the bad seg-
ments tends to zero when we iterate the Venetian blind construction.
(For this reason, we cannot deviate too far from the initial horizon-
tal direction. This leads to condition (4.1).) After sufficiently many
iterations, we can ignore the bad segments by Remark 2.3.
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The main ideas of the proof of Theorem 5.1, where we use rotations,
are similar. As in the proof for translations, we combine the small
neighborhood lemma with the covering of E by sets R such that ro-
tating R around an appropriate point z covers only a small area. We
still use a Venetian blind construction, but now our zigzags will be in
Isom+(R2). The general ideas of the argument are the same, but, as we
explained in the introduction, they will require more delicate estimates
than for translations.
3. Preliminaries
3.1. Tangents of rectifiable sets. Recall that a set E ⊂ R2 is called
rectifiable if H1-a.e. point of E can be covered by countably many C1
curves. For any two C1 curves, their tangent directions agree atH1-a.e.
point of their intersection. Therefore, there exists a tangent field to E,
i.e., a map x 7→ θx from E to P
1 such that for any C1 curve Γ, the
tangent direction to Γ at x agrees with θx for H
1-a.e. x ∈ Γ ∩ E. This
gives one of the (many equivalent) descriptions of a tangent field of a
rectifiable set.
Of course, the tangent field is uniquely defined only up to an H1-null
subset of E. That is, if we change the tangent field along a set that
meets each C1 curve in a set of H1-measure zero, it is still a tangent
field.
In order to prove Theorem 1.2 and also our other results, we fix a
particular tangent field x 7→ θx on E as follows: first we fix a subset
E ′ ⊂ E of full H1-measure and a cover of E ′ by countably many C1
curves {Γi}. Next, for each x ∈ E, if all the curves Γi that go through
x have the same tangent direction at that point, then we let θx ∈ P
1
be that direction. (This also defines the normal line νx at x.)
Consider the set of those x ∈ E where our θx, νx either (1) are not
defined, or (2) are defined but do not agree with the θx, νx from the
statements of our theorems. This is a set of zero H1-measure; hence
we can ignore it by Remark 2.3 when we work with translations, and
we will be able to ignore it by Lemma 3.4 (below) when we work with
rotations.
3.2. Rotations. We denote by Isom+(R2) the space of all orientation
preserving isometries of R2. Each element of Isom+(R2) is either a
translation by a vector v, or a rotation around a point z ∈ R2 by
angle φ. Using complex notation, such a rotation is the map u 7→
eiφ(u − z) + z. The image of 0 under this mapping is z(1 − eiφ), so it
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is natural to denote
(3.1) v := z(1 − eiφ).
We can see from (3.1) that v = z(−iφ +O(φ2)). We denote
(3.2) w =
{
zφ φ 6= 0
iv φ = 0.
The motivation behind our notation is that, for small φ and near the
origin, the rotation acts, to first order, like translation by −iw.
Both translations and rotations can now be specified by an ordered
pair (w, φ) ∈ R2 ×R. (We have φ = 0 for translations.) From now on,
we will refer to translations as rotations as well.
For ρ 6= id, we define the projective center of ρ to be the image of
(w, φ) under the quotient map R3 \ {0} → P2. We still use (w, φ) to
denote the image in P2. If φ 6= 0, then, using homogeneous coordinates,
this reduces to (zφ, φ) = (z, 1), as expected. If φ = 0, then (w, 0) =
(iv, 0) = (v⊥, 0), which is indeed the point at infinity orthogonal to the
direction of v.
Remark 3.1. Even though we now view translations as rotations around
infinite points, translations and rotations are still different, even when
viewed in P2. For example, a rotation with angle φ 6= 0 fixes just one
point in P2 (its projective center) whereas a translation fixes an entire
line (P1 ⊂ P2).
We will use the notation ρ(w, φ) for a rotation whose projective cen-
ter is (w, φ) ∈ P2 and whose angle is φ. That is, we assign to each
point x = (x1, x2, x3) ∈ R
3 \ {0} the rotation ρ(x) whose:
• projective center is the image of (x1, x2, x3) under the projection
R3 \ {0} → P2;
• angle is the last coordinate x3.
Remark 3.2. We will use the same notation ρ = ρ(w, φ) for the mapping
ρ : R2 → R2 and for the continuous movement that rotates R2 around
a point. For example, if φ = 2π then the former is the identity mapping
and the latter is not. It will be always clear from the context which
one we mean.
3.3. The “second key idea” for translations. We fix a small δ > 0,
and a direction θ. Let R be a subset of E such that |θx − θ| . δ for
every x ∈ R. Our aim is to estimate how large area we cover if we
translate R by a vector v of direction θ.
For each x ∈ R there is a C1 curve Γi from Section 3.1 that goes
through the point x. We choose a decomposition R =
⋃
Ri such that
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Ri ⊂ Γi for each i. Then locally, i.e., in a neighborhood of x ∈ Ri, Γi
is the graph of a Lipschitz function f in the (θ, θ⊥) coordinate system,
with Lipschitz constant . δ. Without loss of generality we can assume
that θ = 0.
Now, when we translate Ri by the horizontal vector v, for each fixed
t ∈ R we obtain #{x ∈ R : f(x) = t, (x, f(x)) ∈ Ri} many (not
necessary disjoint) horizontal line segments on the line y = t, each of
length |v|. Therefore, by Fubini’s theorem, the area covered is
≤ |v|
∫
#{x ∈ R : f(x) = t, (x, f(x)) ∈ Ri} dt . δH
1(Ri)|v|,
where the second inequality follows from the co-area formula (see [Fed69,
Theorem 3.2.22]) and the fact that f has Lipschitz constant . δ. Sum-
ming over i, we obtain the following:
Lemma 3.3. Let δ > 0 be sufficiently small, and let θ be an arbitrary
direction. Let R be a subset of E such that |θx − θ| . δ for every
x ∈ R. Then if we translate R by a vector v of direction θ, the total
area covered is . δH1(R)|v|.
Note that |θx − θ| . δ if and only if νx meets a . δ-neighborhood of
θ⊥ in P1. Using this observation, we generalize Lemma 3.3 to rotations
in the next section.
3.4. The “second key idea” for rotations. Let z ∈ R2, and let φ
be an arbitrary angle. If we rotate the set E around the center z by
angle φ, then each point x ∈ E moves along a circular arc of length
|x− z||φ|. Therefore, the trivial estimate we get is that by rotating E,
the area covered is
(3.3) ≤ |φ|
∫
R
r#{x ∈ E : |x− z| = r} dr ≤ |φ|
∫
E
|x− z| dH1(x).
Here we used the fact that if we parametrize the curve Γi by arc-length,
the mapping t 7→ |x(t)−z| is Lipschitz, with Lipschitz constant at most
1.
For a general rectifiable set, the right-hand side of (3.3) can be infi-
nite (cf. Remark 1.5). From now on, in this section we assume that E
is bounded. More precisely, we assume that E ⊂ B(0, r) ⊂ R2 (here,
we used the Euclidean metric). We will show that there is a constant
c (that depends only on r) such that the following two lemmas hold.
Lemma 3.4. Let ρ = ρ(y) be a rotation and let R ⊂ E be arbitrary.
Then, if we rotate R by ρ, the area covered is . cH1(R)|y|.
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Lemma 3.5. Let δ > 0 be sufficiently small (depending on r). Let
ρ = ρ(y) be a rotation with projective center z. Let R ⊂ E be such
that, for each x ∈ R, νx∩B(z, δ) 6= ∅. (Here, the ball B(z, δ) is defined
with respect to the metric on P2.) Then, when we rotate R by ρ, the
area covered is
. cδH1(R)|y|.
Proof of Lemma 3.4. Let y = (w, φ). By Lemma 2.2, we know that
Lemma 3.4 holds (with c = 1) when ρ is a translation. Now suppose
that z ∈ R2 and φ 6= 0. Then there is a constant c1 (that depends only
on r) such that |x− z| ≤ r + |z| ≤ c1
√
1 + |z|2 for every x ∈ E. Since
|y| =
√
|z|2φ2 + φ2 = |φ|
√
1 + |z|2, therefore Lemma 3.4 follows from
the trivial estimate (3.3), with E replaced by R, and |x − z| replaced
by c1
√
1 + |z|2. 
Proof of Lemma 3.5. Let y = (w, φ). First, suppose that z ∈ R2 and
φ 6= 0. We note that we can improve the estimate (3.3) by noticing that
the derivative of t 7→ |x(t) − z| is 〈x˙(t), x(t)−z
|x(t)−z|
〉 = 1
|x(t)−z|
dist(νx(t), z).
(Here, dist denotes the Euclidean distance.) Therefore, rotating the
set R covers area
(3.4) ≤ |φ|
∫
R
dist(νx, z) dH
1(x).
Thus, it suffices to show that if νx intersects the δ-neighbourhood
of z in P2, then dist(νx, z) ≤ cδ
√
1 + |z|2 in R2. If |z| ≤ 2r and δ is
sufficiently small, then the Euclidean and projective distances are com-
parable, and
√
1 + |z|2 is comparable to 1 (where the implied constants
depend only on r), so there is nothing to prove. Now, suppose |z| > 2r.
Since E ⊂ B(0, r), therefore, for δ sufficiently small, the projective ball
B(z, δ) is bounded away from x ∈ E. Let π denote the quotient map
π : S2 → P2. Then there is a constant c2 (that depends only on r)
such that the angle between any two great circles through π−1x that
meet π−1(B(z, δ)) is ≤ c2δ. Then there is a constant c3 (that depends
only on r) such that the angle between x − z and νx in R
2 is ≤ c2c3δ.
Therefore dist(νx, z) ≤ c2c3δ|x− z| ≤ c1c2c3δ
√
1 + |z|2, as desired.
Now, we prove Lemma 3.5 when z ∈ P1 (i.e., when ρ is a translation).
Again, for δ sufficiently small, the projective ball B(z, δ) is bounded
away from E. Thus, if νx intersects B(z, δ), then the angle between
νx and P
1 is bounded away from zero. Therefore, there is a constant
c4 (that depends only on r) such that if νx intersects B(z, δ) for some
x ∈ E, then the projective distance between z and νx ∩ P
1 is ≤ c4δ.
Hence, we can apply Lemma 3.3 to obtain our desired result. 
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4. Kakeya needle problem for translations
In this section E is an arbitrary rectifiable set of finite H1-measure.
Without loss of generality we assume that H1(E) = 1, and that θx is
defined for each x ∈ E, as in Section 3.1.
4.1. Notation. We say that a subset of P1 is an interval if it is con-
nected. For θ1, θ2 ∈ P
1 with |θ1 − θ2| < π/2, we denote by [θ1, θ2] the
interval in P1 whose endpoints are θ1, θ2 and has length less than π/2.
(When we use this notation, we do not specify which one is the left
and which one is the right endpoint.)
The symbol i will always denote a finite binary sequence, i.e., a
sequence i1i2 . . . ik, where k ≥ 0 and each term ij is 0 or 1. The length
of i is denoted by |i|. We denote i′ = i1i2 . . . ik−1 (note that ∅
′ is not
defined). We will say that i′ is the parent of i, and i is a child of i′,
respectively. The ancestors and the descendants of an i are defined in
the obvious way. We will also say that a sequence is bad if it ends with
a 0 and good if it ends with a 1. (The empty sequence of length 0 is
also good.)
4.2. Basic zigzag. A basic zigzag is a polygonal path which is made up
of N congruent and equally spaced segments in direction θ0 interlaced
with N congruent segments in direction θ1.
The fundamental procedure in our construction is taking a line seg-
ment L and replacing it with a basic zigzag with the same endpoints.
The key properties of basic zigzags are the following two geometrically
obvious facts:
• With L, θ0, θ1 fixed, we can ensure that the basic zigzag lies in
an arbitrarily small neighborhood of L by making the zigzag
sufficiently “fine,” i.e., making N sufficiently large.
• The total length of each of the two parallel pieces of the basic
zigzag depends only on L, θ0, θ1 and not on the fineness of the
zigzag.
4.3. Venetian blind. Like the basic zigzag, a Venetian blind is a
polygonal path of line segments of two fixed directions. These seg-
ments are constructed by iterating the basic zigzag construction. We
fix a line segment L, small parameters β ≥ γ > 0 and a sign ±. The
Venetian blind construction is as follows.
Let θL ∈ P
1 denote the direction of L. In our first step, we replace L
by a basic zigzag with directions θL∓β, θL±γ. Let G1 denote the union
of the line segments of the basic zigzag in direction θL± γ. Iteratively,
in our ith step for i ≥ 2, we replace each line segment in Gi−1 by a
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basic zigzag of directions θL ∓ β, θL ± iγ, and let Gi denote the union
of the line segments in direction θL ± iγ. We stop this procedure after
k steps, where k is defined by
(4.1) kγ ∈ [π/2− 2β − γ, π/2− 2β).
The zigzag we end up with is what we call our Venetian blind. We
denote by L1 the final set Gk obtained by this construction, and we
denote by L0 the rest of the Venetian blind. That is, the Venetian
blind is the polygonal path L0 ∪L1 where L0 and L1 are unions of line
segments of directions θL ∓ β and θL ± kγ respectively. We call L0 the
bad part of the Venetian blind and L1 the good part.
Remark 4.1. Usually, in the literature, a Venetian blind consists only
of the “good” line segments. In our definition of a Venetian blind, it
contains both L0 and L1.
Remark 4.2. The lengths of L0 and L1 depend only on H
1(L) and
β, γ. They do not depend on the fineness of the zigzags. Furthermore,
condition (4.1) ensures that there is a constant c(β) < 1 such that
(4.2) H1(Gj) ≤ H
1(L), H1(Li) ≤ c(β)H
1(L)
for each j = 1, 2, . . . , k and i = 0, 1.
4.4. Main construction. Our strategy of proving Theorem 1.2 is to
iterate the Venetian blind construction. Given a point in R2, we con-
struct a polygonal path from the origin to this point. We start with the
line segment L∅ joining the origin to this point, and then, iteratively,
for each finite sequence i, we apply the Venetian blind construction to
each segment in Li with some parameters β = βi, γ = γi,± = ±i. We
let Li0 be the union of all the bad parts of the Venetian blinds and Li1
be the union of all the good parts (as defined in Section 4.3). Since we
use the same βi, γi,±i on each line segment in Li, it follows by induc-
tion that every Li is a union of parallel line segments of some direction
θi.
We also iteratively assign, to each i, an interval Ii ⊂ P
1 by the
following simple method. We put I∅ = ∅. Then, for each finite sequence
i 6= ∅, we define Ii := Ii′ ∪ [θi, θi′]. Then clearly, by induction, we can
see that for every i 6= ∅, Ii is an interval and θi ∈ Ii.
4.5. Choosing the parameters βi, γi. For each i, we fix a small εi
that we will specify later. They will depend only on ε (where ε is from
the statement of Theorem 1.2). We denote the number of 1’s in the
sequence i by ni. Then we can choose our parameters βi ≥ γi > 0 in
our Venetian blind constructions such that they satisfy:
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(1) βi ≤ βi′ for every i;
(2) βi = βk, where k is the last (i.e., youngest) good sequence
among i and its ancestors;
(3) βi ≤ 1/ni for every i;
(4) βiH
1(Li) ≤ εi if i is good;
(5) γiH
1(Li) ≤ εi for every i.
We can indeed make these choices, since H1(Li) is determined by the
β’s and γ’s of its ancestors.
We will also use the notation:
(6) αi = βi′ if i is bad, and αi = γi′ if i is good.
4.6. Choosing the signs ±i. We choose each sign ±i such that it
makes Ii1 = Ii∪ [θi, θi1] as large as possible. That is, if θi is in the right
half of the interval Ii (where we embed Ii into R), then we choose the
(+) sign; otherwise, we choose the (−) sign. (If i = ∅, or if θi is in
the middle of the interval Ii, or if Ii = P
1, then we can choose the sign
arbitrarily.) Our choice of ± ensures that the length of the interval Ii1
can be estimated by
|Ii1| ≥ |Ii|/2 + |θi − θi1| ≥ |Ii|/2 + π/2− 2βi.
The second inequality follows from (4.1). This can be re-written as:
π − |Ii1| ≤ (π − |Ii|)/2 + 2βi.
Suppose k is the last good sequence among i and its ancestors, and
m is the second-to-last one. Then since the intervals Ii are increasing
and the parameters βi are decreasing along each family line, we have
π − |Ii| ≤ π − |Ik| and hence
(4.3) π − |Ii| ≤ (π − |Im|)/2 + 2βm.
4.7. Stopping time. We need to define when we stop our Venetian
blind constructions on various family lines. In order to construct our
polygonal path P (for Theorem 1.2), we need to ensure that ultimate
extinction occurs. We will, of course, define the polygonal path P as
the union of those Li where the construction stops.
First of all, we stop our Venetian blind construction at Li ifH
1(Li) ≤
εk, where k is the last good sequence among i and its ancestors. By
(4.2) and condition (2) in Section 4.5,
(4.4) H1(Li) ≥ c(βi)
−1H1(Li0) ≥ c(βi)
−2H1(Li00) ≥ . . .
This ensures that, for each i, the family line i, i0, i00, . . . dies out after
finitely many generations, where the number of generations depends
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only on i. Therefore min{ni : |i| = k} → ∞ as k → ∞, and conse-
quently, by condition (3), max{βi : |i| = k} → 0. Using this and (4.3),
if k is large enough, then
(4.5) max{π − |Ii| : |i| = k} < ε.
We stop our whole construction after k generations, where k is so large
that (4.5) holds.
By choosing the parameters εi such that
∑
i εi is small enough, by
Lemma 2.2, Remark 2.3 and our assumption H1(E) = 1, we can ignore
those Li for which H
1(Li) ≤ εk, where k is the last good sequence
among i and its ancestors. (This is because each i at which we stop
our construction has a different “last good sequence among i and its
ancestors.”) For the line segments that belong to the remaining part
of the polygonal path, we have |Ii| > π − ε by (4.5).
Using the previous paragraph, we choose our balls B(θi, ε) for The-
orem 1.2 as follows. If we ignore Li (as described in the previous
paragraph), then for each line segment Li in Li, we let θi to be any
point we like. If we do not ignore Li, then for each Li in Li, we choose
θi so that P
1 \B(θi, ε) ⊂ Ii. We can do this because |Ii| > π − ε.
In order to finish the proof of Theorem 1.2, it suffices to show that
(4.6) A :=
⋃
Li⊂P
(Li + {x ∈ E : θx ∈ Ii})
has small measure.
Remark 4.3. So far, our definition of the polygonal path P did not
depend on the set E. In what follows, we will show that if the zigzags
we use are sufficiently fine (depending on the set E) then indeed the
set A in (4.6) has small measure. Note that the fineness of the zigzags
is the only remaining parameter we need to specify. The parameters
βi, γi,±i, the lengths H
1(Li), the stopping time, and the intervals Ii
are all independent of the fineness of the zigzags and of E.
4.8. Fineness of the zigzags, and the small neighborhood lemma.
We have already chosen all the directions we use in all the basic zigzags
to construct P . These directions divide P1 into finitely many intervals,
which we call elementary intervals. By an elementary interval we mean
a closed interval I ⊂ P1 such that its endpoints are directions used in
our construction, and such that I does not contain any other such
direction.
Since we already know the length H1(P ), we also know how large
subset of E we may ignore by Lemma 2.2 and Remark 2.3. Therefore,
by throwing away a sufficiently small subset of E if necessary, we can
KAKEYA, BESICOVITCH, NIKODYM FOR RECTIFIABLE CURVES 17
assume that E is compact and also that x 7→ θx is a continuous function
on E.
For an elementary interval I, we denote
EI = {x ∈ E : θx ∈ I}.
Because of our assumptions above, EI is also compact.
Here is our strategy for choosing the fineness of the zigzags. Suppose
that for some EI and for some line segment L in our construction, we
have obtained the estimate |L+EI | < η for some η. Then, we require
all zigzags descending from L to be fine enough so that they stay in a
sufficiently small neighborhood of L. This ensures that by the small
neighborhood lemma, translating EI along the descendants of L still
covers area < η.
In the next section, we obtain finitely many estimates of the form
|L+EI | < η. We make the zigzags sufficiently fine at each step so that
these estimates are preserved by the descendants of L, as explained
above.
4.9. Area estimate. We fix an elementary interval I and the corre-
sponding set EI , and revisit the Venetian blind construction. Our aim
is to estimate the measure of the set
(4.7) AI :=
⋃
Li⊂P s.t. I⊂Ii
(Li + EI).
Our final goal is to show |
⋃
I AI | < ε. In the next two paragraphs, we
will use the same notations as in Section 4.3.
First assume that the elementary interval I is contained in the in-
terval [θL ± (j − 1)γ, θL ± jγ] for some j = 1, 2, . . . , k. Since the line
segments of Gj are of direction θL ± jγ, it follows from Lemma 3.3
(and the estimate (4.2)) that translating EI along the line segments of
Gj covers area . γH
1(EI)H
1(Gj) ≤ γH
1(EI)H
1(L). By our remarks
in the previous section about choosing the fineness of the zigzags, the
same estimate γH1(EI)H
1(L) remains true if we translate EI along the
line segments of Gk.
We can argue similarly when the elementary interval is contained in
[θL, θL ∓ β]. Therefore, for an Li, by adding up these estimates for all
the line segments L in Li, we proved the following lemma:
Lemma 4.4. Suppose that an elementary interval I is contained in
[θi, θi′]. Then |Li + EI | . αiH
1(EI)H
1(Li′).
Now consider an Li ⊂ P with I ⊂ Ii. Since the intervals Ii, Ii′, Ii′′, . . .
are decreasing, there is a k among i and its ancestors such that I ⊂
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Ik \ Ik′ ⊂ [θk, θk′]. By Lemma 4.4,
(4.8) |Lk + EI | . αkH
1(EI)H
1(Lk′).
The estimates (4.8) are precisely those that we would like to maintain
when we replace the set Lk by all of its final descendants in P , as de-
scribed in the previous section. Thus, we make the zigzags sufficiently
fine so that these estimates are preserved.
Therefore, instead of taking the sum of the estimates (4.8) for all
finite sequences k, it is sufficient to take the sum for some k, each of
which belongs to a different family line. Let k1,k2, . . . be arbitrary
sequences from different family lines.
We distinguish two cases: if km is good, then by (5) and (6) in
Section 4.5,
(4.9) αkmH
1(EI)H
1(Lkm′) ≤ εkm′H
1(EI).
With the bad km, the same trivial bound does not work. Nonetheless,
because of the “different family lines condition,” each bad km has a
different “last good among km and its ancestors.” Therefore by (2),
(4), and (6) in Section 4.5, we have
(4.10)
∑
km bad
αkmH
1(EI)H
1(Lkm′) ≤
∑
k
εkH
1(EI),
where the summation on the right is taken over all k. Adding together
the estimates (4.9) for all good km and (4.10), we have
(4.11) |AI | ≤ 2
∑
k
εkH
1(EI).
Since each x ∈ E belongs to at most two of the sets EI , by summing
over I and choosing
∑
k εk small enough, the proof of Theorem 1.2 is
finished.
5. Kakeya needle problem for rotations
Our aim in this section is to prove the following theorem, which can
be thought of as a direct analogue of Theorem 1.2. Recall when we
create a polygonal path P ⊂ Isom+(R2) from a sequence of rotations
{ρi}, we always interpret the rotations in the intrinsic coordinate sys-
tem. We will occasionally use the phrase intrinsic rotation to remind
ourselves of this convention.
Theorem 5.1. Let E ⊂ R2 be a bounded rectifiable set of finite H1-
measure. Let ε > 0, and let ρ ∈ Isom+(R2) be arbitrary. Let ℓ ⊂ P2 be
a line through the projective center z of ρ.
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Then there are intrinsic rotations ρi = ρ(xi) with projective centers
zi ∈ B(ℓ, ε) ⊂ P
2 such that the corresponding polygonal path P =⋃
i Li ⊂ Isom
+(R2) connects the identity and ρ, and for each i, there
exists a ui ∈ ℓ such that
(5.1) |
⋃
i
⋃
p∈Li
p({x ∈ E : νx ∩ ℓ ∩ B(ui, ε) = ∅})| < ε.
5.1. Basic zigzags, deconstructed. The heart of the matter in our
proof of Theorem 1.2 was that we repeatedly replaced line segments
by basic zigzags. Each line segment L represented a translation. In
our proof of Theorem 5.1 we will do an analogue construction with
rotations instead of translations. However, this is a bit more delicate.
The first step of the basic zigzag construction for translations divides
a line segment L into N equal parts. This step is easy to understand
for rotations: we replace a rotation ρ = ρ(x) by N copies of ρ(x/N),
which are rotations around the same projective center as ρ but with
angle reduced by a factor of N . In the intrinsic coordinate system, if
we apply ρ(x/N) repeatedly N times, then indeed we obtain ρ(x).
In the second step, for translations, we replace a line segment L by
two line segments of given directions. We can represent this by the
vector sum v = v1 + v2. The analogue of this would be to replace
ρ(x) by ρ(x1) and ρ(x2), for some x1, x2. We need to determine the
necessary condition on x, x1, x2, i.e., the analogue of v = v1 + v2. It is
not as simple as x = x1+x2; the composition of ρ(x1) followed by ρ(x2)
is not necessarily ρ(x1 + x2). Therefore, first we need to understand
which rotations a given ρ can be replaced by. We do this in the next
section.
5.2. The structure of intrinsic compositions. Using the notation
ρ = ρ(w, φ) and v from Section 3.2, we can see that ρ3 can be replaced
by ρ1, ρ2 if
(5.2) φ1 + φ2 = φ3
and
(5.3) v1 + e
iφ1v2 = v3.
Indeed, (5.2) says that by applying ρ1 and ρ2, we rotate R
2 by angle
φ1 + φ2. And (5.3) says that the image of 0 after applying ρ1 and ρ2
will be v1 + e
iφ1v2; this is true since the path of 0 can be obtained by
integrating its velocity, and when we apply ρ2, its velocity is rotated by
φ1. If two rotations have the same angle and they map 0 to the same
point, then they are the same rotation.
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For xj ∈ R
3 \ {0}, we will use the notation x3 = x1 ⋆ x2 if (5.2) and
(5.3) hold for ρj = ρ(xj).
Remark 5.2. We do not need the following fact in this paper, but the
conditions (5.2) and (5.3) imply that ⋆ is a group operation on R3. The
group (R3, ⋆) has the structure of the semidirect product R2⋊R, where
φ ∈ R acts on v ∈ R2 by v 7→ eiφv.
The extra difficulty in our proof for rotations is essentially due to
the failure of ⋆ to agree with +. Nonetheless, we can modify the proof
for translations to obtain a proof for rotations because for small x1, x2,
⋆ is “close enough” to +, as we show in the next section.
Our main estimate is the following:
Lemma 5.3. Let xj = (wj , φj) ∈ R
3\{0} with x3 = x1⋆x2 and |φj| . 1
for each j. Then
(5.4) |w1 + w2 − w3| . |w2φ1|+ |w1φ1|+ |w2φ2|+ |w3φ3|.
Proof. Observe that |vj | ≤ |wj| and |vj + iwj | . |zjφ
2
j | = |wjφj |. (For
the second inequality, we used |φj| . 1.) By (5.3), |v1 + v2 − v3| =
|v2(1− e
iφ1)| ≤ |w2φ1|. Thus indeed,
|w1 + w2 − w3| ≤ |v1 + v2 − v3|+ |v1 + iw1|+ |v2 + iw2|+ |v3 + iw3|
. |w2φ1|+ |w1φ1|+ |w2φ2|+ |w3φ3|. 
5.3. Basic zigzag construction for rotations. Now we are ready
to define our basic zigzag construction in general. This construc-
tion, for given x, x0, x1 ∈ R
3 \ {0} with x = x0 + x1 and a given
N , replaces the rotation ρ(x) by the sequence of intrinsic rotations
ρ(y0), ρ(y1), . . . , ρ(y0), ρ(y1). We define y0 = x0/N , and then y1 = x˜1/N
is defined by y0 ⋆ y1 = x/N .
The key properties of the construction are the following.
Lemma 5.4. For any given ε > 0, if N is sufficiently large, then:
(1) |yj| < ε for j = 0, 1;
(2) |x˜1 − x1| < ε.
Proof. Since y0 = x0/N , property (1) for j = 0 is obvious. For j = 1,
this property follows from y1 = x˜1/N and from (2).
Let x = (w, φ), xj = (wj, φj), and x˜j = (w˜j, φ˜j). To prove (2),
it suffices to show that w˜1 → w1 as N → ∞, since φ˜1 = φ1. If
N is large enough, then φ
N
,
φj
N
. 1, so we can apply Lemma 5.3 for
x/N = (x0/N) ⋆ (x˜1/N) to obtain:
|w˜1/N + w0/N − w/N | .
1
N2
(|w0φ1|+ |w˜1φ1|+ |w0φ0|+ |wφ|).
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Therefore
|w˜1 − w1| = |w˜1 + w0 − w| .
1
N
(|w0φ1|+ |w˜1φ1|+ |w0φ0|+ |wφ|).
Note that w,w0, w1, φ, φ0, φ1 do not depend on N . Therefore, as N →
∞, |w˜1 − w1| = o(|w˜1|+ o(1)) and hence indeed w˜1 → w1. 
Property (1) allows the polygonal path for y0 ⋆y1 ⋆ · · ·⋆y0 ⋆y1 to stay
within an arbitrarily small neighborhood of the line segment defined
by x. This is because by decomposing x into (x/N) ⋆ · · · ⋆ (x/N), we
divide the line segment into N equal segments. When we replace each
segment by y0 ⋆ y1, we stay in a small neighborhood of it.
5.4. Iterating the basic zigzag. In our proof of Theorem 1.2, we
started from a line segment L and then, iteratively, we replaced each
line segment by a Venetian blind; the indices i indexed the Venetian
blinds. However, in this section, we need to focus also on basic zigzags,
hence we introduce a new set of indices j (finite binary sequences) to
index the basic zigzags. For j = j1 · · · jk, we denote j
′ = j1 · · · jk−1.
Suppose we start our construction from Section 4 with a vector v.
In our first basic zigzag, we chose two directions θ0, θ1. Then we can
uniquely decompose v = v0 + v1, where vj is in direction θj . If the
fineness is N , we can represent the basic zigzag as
v = (v0/N) + (v1/N) + · · ·+ (v0/N) + (v1/N).
This gives us N copies of the segments v0/N and v1/N . We set M0 =
M1 = N .
Now suppose we have Mj copies of vj/Mj. To apply a basic zigzag
on every copy, we write vj = vj0 + vj1 and choose a fineness Nj. Then
our basic zigzag is
vj
Mj
=
vj0
MjNj
+
vj1
MjNj
+ · · ·+
vj0
MjNj
+
vj1
MjNj
.
Here we have Nj copies of
vj0
MjNj
+
vj1
MjNj
and Mj0 =Mj1 = MjNj.
We let Lj ⊂ R
2 be the union of the Mj congruent and parallel line
segments corresponding to the Mj copies of vj/Mj. We let θj be the
direction of these segments.
Remark 5.5. The vectors vj do not depend on the fineness of the zigzags.
Note also that |vj| = H
1(Lj).
Remark 5.6. As noted earlier, the indices j index the basic zigzag con-
structions from Section 4, not the Venetian blinds. However, each j
lies between an index i and its parent i′ in the following way. The seg-
ments vj/Mj were created in the Venetian blind construction starting
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from Li′. If Lj is in Li′0 then we will say that j is between i
′ and i,
where i := i′0 is the bad child of i′. Otherwise, j is between i′ and i,
where i is the good child.
In the paragraphs above, we showed how to construct {vj} given an
iteration of basic zigzags. Conversely, we could start with a collection
{vj} satisfying vj = vj0+vj1 and turn this into instructions for iterating
the basic zigzags. (We would also need to specify the fineness Nj at
each step.)
The analogue of the above scheme for rotations is the following.
Suppose that we are given some points xj ∈ R
3 \ {0}, where the j are
finite binary sequences, such that xj = xj0 + xj1 for each j. We also fix
a small r > 0.
In our first step of the construction, we choose a sufficiently large N
and choose y0, y1 as in the previous section. That is, we replace x by
N copies of (x0/N) ⋆ (x˜1/N):
x = (x0/N) ⋆ (x˜1/N) ⋆ · · · ⋆ (x0/N) ⋆ (x˜1/N).
We chooseN so large that |x˜1−x1| < r. (We can do this by Lemma 5.4(2).)
We also put x˜ = x, x˜0 = x0, and M0 = M1 = N .
Now suppose that we have already chosen x˜j and an Mj for some
sequence j, and |x˜j−xj| < r. Then we apply a basic zigzag construction
with x replaced by x˜j/Mj, x0 replaced by xj0/Mj and x1 replaced by
(xj1+ x˜j−xj)/Mj, and with fineness Nj. That is, we replace x˜j/MjNj =
(xj0/MjNj) ⋆ (x˜j1/MjNj), giving us
x˜j
Mj
=
(
xj0
MjNj
)
⋆
(
x˜j1
MjNj
)
⋆ · · · ⋆
(
xj0
MjNj
)
⋆
(
x˜j1
MjNj
)
.
If Nj is very large, then x˜j1/Mj will be very close to (xj1 + x˜j−xj)/Mj,
which means that x˜j1 will be very close to xj1 + x˜j − xj. Therefore, by
choosing Nj large enough, |x˜j1 − xj1| < r holds. We put x˜j0 = xj0 and
Mj0 =Mj1 =MjNj.
Using this procedure, we obtain an x˜j and an Mj for each j, such
that |x˜j − xj| < r, and for yj := x˜j/Mj:
yj = yj0 ⋆ yj1 ⋆ · · · ⋆ yj0 ⋆ yj1
(where we have Nj copies of yj0 ⋆ yj1).
In this way, we have shown how to take a collection {xj} with xj =
xj0 + xj1, together with fineness Nj, and turn this data into a sequence
of rotations, the composition of which is the original rotation ρ(x).
Remark 5.7. For translations, the sequence {vj} tells us every direction
we will translate in, even before the fineness Nj are chosen. However,
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for rotations, the sequence {xj} alone does not tell us the projective
centers of the rotations we will use. The centers are given by {x˜j},
which depend on Nj. The Nj in turn depend on {xj} and r (in the
way explained above) as well as on the area estimates in the following
sections.
5.5. Turning the translations into rotations. In the previous sec-
tion, we showed how to turn a collection {xj} into a sequence of rota-
tions, but we did not say which sequence {xj} to start with. We specify
that now. The construction of {xj} is actually very simple: we use a
rotation in R3 to “transform” a sequence of vectors {vj} in R
2 into our
desired sequence {xj}.
Let ρ(x) and ε be as in the statement of Theorem 5.1. Then we
can apply the results of Section 3.4 to E; let c be the constant in
Lemma 3.4 and Lemma 3.5. Without loss of generality we can assume
that ε is small enough, so that the conclusion of Lemma 3.5 holds for
every δ < ε.
Let v ∈ R2 be an arbitrary vector with |v| = |x|. We can follow the
steps in Section 4 to construct the vectors vj with v∅ = v as well as the
stopping time.
Our aim is to “turn” the sequence {vj} into a sequence of rotations.
Let Q : R3 → R3 be a linear rotation that maps (v, 0) to x, and that
maps the plane φ = 0 (i.e., those x = (w, φ) ∈ R3 for which ρ(x) is a
translation) onto the plane of ℓ. We define xj := Q(vj, 0) for each j.
Since Q is linear, we do indeed have xj = xj0 + xj1.
We denote by zj the projective image of xj onto P
2. Then zj ∈ ℓ.
A trivial but very important property we have is this: since Q is an
isometry, the distance between any two zj is the same as the angle
between the corresponding vectors vj. If j is between i
′ and i (see
Remark 5.6), we denote αj := αi and let
(5.5) Bj = B(zj, 2αj) ⊂ P
2.
Remark 5.8. Suppose j is between i and i′. If i is good, then the ball
Bj contains [zj, zj′] ⊂ ℓ, which is the image of [θj, θj′] ⊂ P
1 under the
rotation Q. If i is bad, then Bj contains [zj, zi′] = [zi, zi′] ⊂ ℓ.
So far, none of the objects we defined depend on the fineness of the
zigzags; they depend only on E, ℓ, ρ(x) and ε.
Now we use the basic zigzag iteration process in Section 5.4 to obtain
{x˜j} with Nj large enough (that we will specify in the next section).
We denote the projective center of the rotations by z˜j. That is, z˜j is the
image of yj (which is the same as the image of x˜j) under the projection
R3 \ {0} → P2. We will also denote xj = (wj, φj) and x˜j = (w˜j, φj).
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(Caution: we do not use the notation vj as in (3.1). Instead, the vj
satisfy xj = Q(vj, 0).)
Recall from Section 5.4 that x˜j ∈ B(xj, r) ⊂ R
3, where we can choose
r as small as we wish. We choose r small enough so that r ≤ 1
2
minj |xj|
and so that for each j, the image of B(xj, r) under the projection R
3 \
{0} → P2 is contained in Bj ∩ B(ℓ, ε). It follows that |x˜j| . |xj| and
z˜j ∈ B(zj, 2αj) ∩B(ℓ, ε) for each j.
In the end, we have two polygonal paths. One is P =
⋃
j Lj ⊂ R
2,
corresponding to {vj}; the other is P˜ =
⋃
j L˜j ⊂ Isom
+(R2), corre-
sponding to {xj}. In both cases, we use the same fineness Nj (still
to be specified). (We also have the same stopping time since that is
encoded in the sequences {vj}, {xj}.)
Thus, Q “transforms” a polygonal path P =
⋃
j Lj ⊂ R
2 into a
polygonal path P˜ =
⋃
j L˜j ⊂ Isom
+(R2) by “transforming” Lj into L˜j.
Our next aim is to turn the estimates for P we obtained in Section 4
into estimates for P˜ .
5.6. Ignoring small parts of E and of P˜ . Recall the definition
of the intervals Ii, the elementary intervals I, and the sets EI from
Section 4. Because of the rotation Q, the relevant objects are now
Ji := QIi, J := QI ⊂ ℓ, and EJ := {x ∈ E : νx ∩ J 6= ∅}.
We made the sets EI compact by “ignoring” a sufficiently small
subset of E. Since we knew the length of the final polygon P (this
depended on the stopping time, but not on the fineness of the zigzags)
we also knew from Lemma 2.2 that during our movement, small enough
subsets of E will automatically cover small area. By the same reason,
we could also “ignore” those Li for which H
1(Li) ≤ εk, where k is the
last good sequence among i and its ancestors.
We now obtain the analogue estimates for rotations, by applying
Lemma 3.4 in place of Lemma 2.2. Indeed, since |x˜j| . |xj| = |vj| =
H1(Lj) for each j, therefore every subset R ⊂ E will cover, during
the movement by P˜ , an area . cH1(R)
∑
j |x˜j| . cH
1(R)
∑
jH
1(Lj) =
cH1(R)H1(P ), where the sums are over all j with Lj ⊂ P (or, equiva-
lently, L˜j ⊂ P˜ ). That is, we obtain a c times larger estimate than in
Lemma 2.2. Similarly, when we move any R by L˜i, we cover an area
at most cH1(R)|x˜i| . cH
1(R)H1(Li) instead of H
1(R)H1(Li).
Since Q is a rotation, |Ji| = |Ii|. Similarly as in Section 4, for
each line segment L˜ ⊂ L˜i appearing in the final polygon P˜ , we choose
B(ui, ε) of Theorem 5.1 so that ℓ \B(ui, ε) ⊂ Ji whenever |Ji| = |Ii| ≥
π − ε. If |Ji| < π − ε, we can choose B(ui, ε) arbitrarily.
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5.7. Area estimates. For each J , let AJ denote the set covered by
moving EJ along those L˜i ⊂ P˜ for which J ⊂ Ji (cf. (4.7)). Our final
goal is to show
∑
J |AJ | < c˜ε, for some c˜ independent of ε. This would
imply that (5.1) holds with ε replaced by c˜ε in its right hand side.
First we prove the following analogue of Lemma 4.4.
Lemma 5.9. By making the basic zigzags sufficiently fine, we can
achieve the following: if J is an elementary interval contained in [zi, zi′],
then the area covered by moving EJ along L˜i is . cαiH
1(EJ)H
1(Li′).
Proof. Suppose J is an elementary interval contained in [zi, zi′]. If i is
good, then there is a j between i and i′ such that J ⊂ [zj, zj′]. If i is
bad, then for all j between i and i′, J ⊂ [zj, zj′ ].
Suppose that J ⊂ [zj, zj′]. Applying Lemma 3.5 with ρ = ρ(yj) and
R = EJ (noting Remark 5.8), we see that if we move EJ by the rotation
ρ(yj), the area covered is . cαjH
1(EJ)|x˜j|/Mj. Hence the total area
covered by moving EJ by all Mj copies of ρ(yj) is . cαjH
1(EJ)|x˜j| .
cαjH
1(EJ)H
1(Lj). We make the zigzags so fine in our constructions
that the same estimate
(5.6) . cαjH
1(EJ)H
1(Lj)
remains true when we rotate the set EJ by the descendants of the Mj
copies of yj.
Now, we break into two cases. If i is good, then Li descends from
Lj, so the statement of the lemma follows from H
1(Lj) ≤ H
1(Li′).
If i is bad, we use the fact that Li =
⋃
j Lj and L˜i =
⋃
j L˜j, where the
unions are over all j between i and i′. Then summing over the estimate
(5.6) for each such j, we have that moving along L˜i, the area is
. cαiH
1(EJ)
∑
j
H1(Lj) = cαiH
1(EJ)H
1(Li) ≤ cαiH
1(EJ)H
1(Li′)
which completes the proof. 
Having established this estimate, the proof continues in the same
way as in Section 4, to obtain |AJ | . 2c
∑
i εiH
1(EJ), the analogue of
(4.11). We explain some details below.
Consider an L˜i ⊂ P˜ with J ⊂ Ji. Since the intervals Ji, Ji′, Ji′′, . . .
are decreasing, there is a k among i and its ancestors such that J ⊂
Jk \ Jk′ ⊂ [zk, zk′]. By Lemma 5.9, the total area covered when we
move EJ along L˜k is
(5.7) . cαkH
1(EJ)H
1(Lk′).
By making the zigzags sufficiently fine, the same estimate remains
true when we move EJ along all the descendants of L˜k in P˜ .
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Therefore, similarly as in section 4, the area of AJ can be estimated
by summing the estimate (5.7) for those ancestors that are on different
family lines. Let k1,k2, . . . be arbitrary sequences from different family
lines.
We distinguish two cases: if km is good, then
(5.8) αkmH
1(EJ)H
1(Lkm′) ≤ εkm′H
1(EJ).
With the bad km, because of the different family lines condition, each
bad km has a different “last good among km and its ancestors” so
(5.9)
∑
km is bad
αkmH
1(EJ)H
1(Lkm′) ≤
∑
k
εkH
1(EJ),
where the summation on the right is taken over all k. Adding together
the estimates (5.8) for all good km and (5.9), we proved that
(5.10) |AJ | . 2c
∑
k
εkH
1(EJ).
Let c′ be the implied constant in (5.10). Since each x ∈ E belongs to
at most two of the sets EJ , we proved that
∑
J |AJ | is at most cc
′ times
larger than the bound of ε for
∑
I |AI | that we obtained in Section 4.
In other words, we showed
∑
J |AJ | < cc
′ε. The constant cc′ depends
only ℓ and E (and not on ε). This completes the proof.
5.8. Further remarks.
Remark 5.10. In both Section 4 and Section 5, we constructed a polyg-
onal path that replaced a continuous movement with a fixed intrinsic
projective center by a sequence of intrinsic rotations. By choosing all
the zigzags sufficiently fine in our constructions, we can stay in an
arbitrarily small neighborhood of the initial movement in Isom+(R2).
Remark 5.11. It is possible to choose the ui in Theorem 5.1 so that z,
the initial center of rotation, is not in any of the closed balls clB(ui, ε).
By applying Lemma 3.5 to the initial rotation ρ and a sufficiently
small ball B(z, η), we see that rotating the set R = {x ∈ E : νx ∩ ℓ ∩
B(z, η)} by ρ covers small area. By making the zigzags sufficiently fine
and using the small neighborhood lemma, the set R still covers small
area when moved by the final polygonal path. Thus, (5.1) holds with
B(ui, ε) replaced by B(ui, ε) \B(z, η), so we can reselect the ui so that
z 6∈ clB(ui, ε).
This property will be used in the proof of Theorem 6.6.
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6. Besicovitch and Nikodym sets
We conclude this paper by showing that when we iterate the polyg-
onal constructions in Section 4 and Section 5 and “take the limit,” we
obtain the analogues of Besicovitch and Nikodym sets for rectifiable
sets.
6.1. Construction of a Besicovitch set for translations. We start
with the following, somewhat technical conditions. Afterwards, we will
discuss some interesting special cases.
Suppose that we are given some rectifiable sets E1 ⊂ E2 ⊂ . . . , and
a tangent field x 7→ θx of
⋃
En, satisfying the following:
• each En is compact, and has finite H
1-measure;
• each En has a subset E
′
n of full H
1-measure, such that the re-
striction of the tangent θ to E ′n is continuous, and for each
y ∈ En,
(6.1) θy ∈
⋂
r>0
cl(θ(B(y, r) ∩ E ′n)).
We will prove the following proposition:
Proposition 6.1. Suppose that the sets En satisfy the assumptions
above. Let P0 be an arbitrary path in R
2. Then for any neighborhood
of P0, there is a path P in this neighborhood with the same endpoints
as P0, and there is a Borel mapping p 7→ θp ∈ P
1 such that
(6.2) |
⋃
p∈P
(p+ {x ∈
⋃
En : θx 6= θp}| = 0.
Proof. Given any neighborhood of P0, let P
0 be a polygonal path in this
neighborhood with the same endpoints as P0. For each n, we choose
an εn > 0 with
∑
εn < ∞. Then iteratively, for each n ≥ 1 we apply
Theorem 1.2 to each segment L ⊂ P n−1 with E replaced by E ′n and ε
replaced by some εL > 0 such that
∑
L⊂Pn−1 εL < εn. This gives us a
polygonal path P n =
⋃
i L
n
i and directions θ
n
i such that
(6.3) |
⋃
i
⋃
p∈Ln
i
(p+ Eni )| < εn,
where
(6.4) Eni := cl {x ∈ E
′
n : θx 6∈ B(θ
n
i , εn)}.
Although Theorem 1.2 gives us the sets Eni without their closure,
we can take the closure in (6.4) since, by our assumptions, doing so
does not increases their measure. We know that moving an H1-null set
along a polygon covers only zero area, so indeed, (6.3) holds.
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We construct P n+1 by replacing each line segment Lni of P
n by a
polygonal path that stays in such a small neighborhood of Lni that the
area estimate in (6.3) remains true when, instead of Lni , we shift the
sets Eni along the line segments that we replace L
n
i with. (Here we used
Remark 5.10 and that the sets Eni are compact.)
Also, we choose the neighborhoods small enough so that the polygo-
nal paths P n converge to a continuous limit curve P . For each p ∈ P ,
and for each fixed n, we have an i = i(p, n) such that⋃
p∈P
(p+ Eni(p,n))| < εn
holds. We denote
(6.5) Ep := lim sup
n→∞
Eni(p,n).
Then
|
⋃
p∈P
(p+Ep)| ≤ |
⋃
p∈P
(p+
⋃
m≥n
Emi(p,m))| = |
⋃
m≥n
⋃
p∈P
(p+Emi(p,m))| ≤
∑
m≥n
εm.
Since this is true for every n, it follows that
⋃
p∈P (p+Ep) is Lebesgue
null.
By the definition (6.4), if a point y ∈
⋃
En does not belong to Ep,
then for every large enough n, it has a neighborhood disjoint from
{x ∈ E ′n : θx 6∈ B(θ
n
i , εn)}. That is, there is an r > 0 such that
θx ∈ B(θ
n
i , εn) for every x ∈ B(y, r) ∩ E
′
n. Hence, by our assump-
tion (6.1), θy ∈ cl(θ(B(y, r) ∩ E
′
n)) ⊂ clB(θ
n
i , εn). That is, θy is in
lim infn→∞ clB(θ
n
i(p,n), εn), which has at most one point. For p ∈ P , if
this set has one point, then we let θp denote that point. Otherwise, we
let θp be arbitrary.
Then for each p, {x ∈
⋃
En : θx 6= θp} ⊂ Ep, and the proof is
finished. 
For every rectifiable set E, we can choose the sets En = E
′
n such that
they satisfy the requirements at the beginning of this section, and such
that
⋃
En is a subset of E of full H
1-measure. Therefore we obtain the
following theorem:
Theorem 6.2 (Besicovitch set for translations). Let E be an arbitrary
rectifiable set, and let x 7→ θx be an arbitrary tangent field of E. Then
there is an E0 ⊂ E of full H
1-measure in E for which the following
holds.
For every path P0 in R
2, and for any neighborhood of P0, there is a
path P in this neighborhood with the same endpoints as P0, and there
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is a Borel mapping p 7→ θp ∈ P
1 such that
(6.6) |
⋃
p∈P
(p+ {x ∈ E0 : θx 6= θp}| = 0.
Remark 6.3. Another interesting corollary of Proposition 6.1 is the
following. Suppose that E can be covered by a finite union of (not
necessarily disjoint) C1 curves, or E is the graph of a convex function.
In these cases there is an E0 ⊂ E of full measure so that the tangent
is continuous on E0. Moreover, we can define the tangent on E \ E0
(in a natural way) and find the sets En, E
′
n so that they satisfy our
requirements and so that
⋃
n
En covers E. Therefore the statement of
Theorem 6.2 holds with E0 replaced by E.
For example, if E is the graph of a strictly convex function, then it
is enough to delete at most one point for each p ∈ P , as we claimed in
the introduction.
6.2. Construction of a Besicovitch set for rotations. The main
ideas for rotations are the same as for translations.
Proposition 6.4. Suppose that the sets En satisfy the assumptions
as in the beginning of Section 6.1. Let P0 be an arbitrary path in
Isom+(R2). Then for any neighborhood of P0, there is a path P in
the neighborhood of P0 with the same endpoints as P0, and there is a
Borel mapping p 7→ xp ∈ P
2 such that
(6.7) |
⋃
p∈P
p({x ∈
⋃
En : xp 6∈ νx})| = 0.
Proof. We begin with choosing P 0 to be an arbitrary polygonal path
in the neighborhood of P0 with the same endpoints as P0. We iterate
Theorem 5.1 to construct the polygonal paths P n in Isom+(R2), each
lying in a small neighborhood of the previous one. Here, the details are
now a bit more technical, and we need to be careful when we specify
our parameters for Theorem 5.1.
As before, we choose an εn > 0 for each n such that
∑
n εn < ∞.
Each line segment Lni ⊂ P
n corresponds to a rotation ρni with projective
center zni . We choose a line ℓ
n
i containing z
n
i and a 0 < δ
n
i < εn. (We
will impose additional conditions on ℓni , δ
n
i in Section 6.3.) Then we
replace ρni by a sequence of intrinsic rotations by applying Theorem 5.1
and Remark 5.11 with E replaced by E ′n+1, ℓ replaced by ℓ
n
i , and ε
replaced by δni .
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Choosing each of the parameters δni sufficiently small, we obtain the
balls B(uni , δ
n
i ) and:
(6.8) |
⋃
i
⋃
p∈Ln
i
p(Eni )| < εn,
where
(6.9) Eni := cl{x ∈ E
′
n : νx ∩B(u
n
i , δ
n
i ) = ∅}.
We define i(p, n) as in the previous section, and again take Ep :=
lim supn→∞E
n
i(p,n). Then as in the previous section, the movement⋃
p∈P p(Ep) covers only a null set.
Since δni(p,n) → 0, we know lim infn→∞ clB(u
n
i(p,n), δ
n
i(p,n)) can have at
most one point. If it has one point, let xp be that point. Otherwise,
let xp be arbitrary.
Now suppose that y ∈ En and y 6∈ E
n
i(p,n). Then νy∩clB(u
n
i(p,n), δ
n
i(p,n)) 6=
∅. Therefore indeed {x ∈
⋃
En : xp 6∈ νx} ⊂ Ep, and the proof is fin-
ished. 
6.3. The main theorem. In Proposition 6.4, the points on E that
we hide at each p ∈ P are those whose normal line passes through
a particular point xp. Since we would like to hide as little of E as
possible, it would be undesirable if an xp from our construction has
the property that the normal line of positively many points of E pass
through xp.
Fortunately such points are very rare:
Lemma 6.5. There are at most countably many points with the prop-
erty that the normal line of positively many points of E pass through
this point.
Proof. Note that for any two such points there is only one common
line, and there can be only an H1-nullset of points of E which have
a given normal line. Since E has σ-finite H1-measure, it cannot have
more than countably many subsets of positive measure such that their
pairwise intersections are null. 
We denote the exceptional points above by x1, x2, . . . . In what fol-
lows, we show how to choose the parameters in our construction more
carefully to avoid these points, i.e., so that xp 6∈ {x1, x2, . . .} for any
p ∈ P .
We use the notation from the previous section. For each n ≥ 1 and
for each Lni ⊂ P
n, let Sni denote the strip B(ℓ, δ) assigned to the parent
of Lni , i.e., to the line segment in P
n−1 that we replaced by a polygon in
the construction of Lni . Then we choose ℓ
n
i , δ
n
i such that B(ℓ
n
i , δ
n
i ) ⊂ S
n
i
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and such that clB(ℓni , δ
n
i ) \ {z
n
i } does not contain any of the points xm
with m ≤ n.
Then lim infn→∞ clB(u
n
i(p,n), δ
n
i(p,n)) is either empty, or contains one
point. Suppose it contains a point xp. Since u
n
i(p,n) ∈ ℓ
n
i(p,n) and the
strips {B(ℓn
i(p,n), δ
n
i(p,n))}n are nested, it follows that xp ∈
⋂
n
clB(ℓn
i(p,n), δ
n
i(p,n)).
By Remark 5.11, zn
i(p,n) 6∈ clB(u
n+1
i(p,n+1), δ
n+1
i(p,n+1)), so xp 6= z
n
i(p,n) for all
n.
Thus we have shown the following. This is the main theorem in our
paper.
Theorem 6.6 (Besicovitch set for rotations). Let E be an arbitrary
rectifiable set, and let x 7→ θx be an arbitrary tangent field of E. Then
there is an E0 ⊂ E of full H
1-measure in E for which the following
holds.
For every path P0 in Isom
+(R2), and for any neighborhood of P0,
there is a path P in the neighborhood of P0 with the same endpoints as
P0, and there is a Borel mapping p 7→ xp ∈ P
2 such that
(6.10) |
⋃
p∈P
p({x ∈ E0 : xp 6∈ νx})| = 0.
Furthermore, for each p, the set {x ∈ E0 : xp 6∈ νx} has full H
1-
measure in E.
Remark 6.7. By the same argument as at the end of the previous sec-
tion, we can get a stronger statement if the set E has nice geometric
properties. For instance, if it is covered by finitely many C1 curves, or
if it is the graph of a convex function, then the statement holds with
E0 replaced by E.
As mentioned in the introduction, consider the special case where
there is a line ℓ ∈ (P2)∗ such that there is a neighborhood of ℓ in which
no two normal lines of E intersect. Then by choosing all the lines ℓni to
lie inside this neighborhood, we can ensure that all the xp do as well.
Hence, Theorem 6.6 says that we can rotate E continuously by 360◦,
covering a set of zero Lebesgue measure, where at each time moment,
we only need to delete one point.
Remark 6.8. By the small neighborhood lemma, we can see that (6.8)
holds (with the same sets Eni ) not only for the path P
n but for every
continuous path P sufficiently close to P n. Using this observation, we
obtain a dense open set of curves, and then, by taking the limit, a
residual set of continuous paths P connecting the endpoints of P0, for
which the statement of Theorem 6.6 holds.
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6.4. Construction of a Nikodym set. We conclude this paper by
explaining how the continuous Besicovitch sets can be used to construct
Nikodym sets for rectifiable curves.
Let E ⊂ R2 be an arbitrary rectifiable set. We fix an arbitrary
(continuous) rectifiable curve Γ ⊂ R2 (if E contains such a curve, we
can choose Γ to be that curve). By “putting a copy of E onto a point
y,” we mean that the corresponding copy of Γ (i.e., the same isometry
applied to Γ) goes through y.
For every continuous rectifiable curve Γ, there is a path P0 ⊂ Isom
+(R2)
and a neighborhood of P0 such that Γ covers a set of non-empty in-
terior along any path P which lies in this neighborhood and has the
same endpoints as P0. (For example, if Γ is a circle, we make sure that
it is not possible for P to be a rotation around the circle’s center.)
We apply Theorem 6.6 with E and with this neighborhood of P0 to
obtain a path P , and for each p ∈ P to obtain a subset Ep ⊂ E of full
H1-measure so that |
⋃
p∈P p(Ep)| = 0.
By our choice of P0, we know that
⋃
p∈P p(Γ) has nonempty interior.
Thus,
⋃
q∈Q2
⋃
p∈P (q + p(Γ)) = R
2, whereas
(6.11) A :=
⋃
q∈Q2
⋃
p∈P
(q + p(Ep))
has measure zero. Thus, we have shown the following.
Theorem 6.9. Let E be a rectifiable set and Γ a rectifiable curve. Then
the set A defined by (6.11) is a Nikodym set for E:
(1) A has Lebesgue measure zero;
(2) Through each point y ∈ R2, A contains a copy of H1-a.e. point
of E. That is, for all y ∈ R2, there is an Ey ⊂ E and a
py ∈ Isom
+(R2) such that H1(E \ Ey) = 0, y ∈ py(Γ), and
py(Ey) ⊂ A.
With Theorem 6.2 in place of Theorem 6.6 we can prove a result
about placing translated copies of E at each point y ∈ R2.
By essentially the same arguments as above, we now obtain a path
P ⊂ R2 and θp ∈ P
1 such that
⋃
p∈P (p + Ep) has Lebesgue measure
zero, where Ep = {x ∈ E0 : θx 6= θp}, and such that
⋃
p∈P (p + Γ) has
nonempty interior. Thus,
⋃
q∈Q2
⋃
p∈P (q + p+ Γ) = R
2, whereas
(6.12) A :=
⋃
q∈Q2
⋃
p∈P
(q + p+ Ep)
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has Lebesgue measure zero. To ensure that Ep has full H
1-measure in
E, it is sufficient to assume that {x ∈ E : θx = θ} is H
1-null for every
θ ∈ P1.
Theorem 6.10. Let E be a rectifiable set and Γ a rectifiable curve.
Suppose that for every direction θ ∈ P1, the set {x ∈ E : θx = θ} is
H1-null. Then the set A defined by (6.12) satisfies the following:
(1) A has Lebesgue measure zero;
(2) Through each point y ∈ R2, A contains a translated copy of
H1-a.e. point of E. That is, for all y ∈ R2, there is an Ey ⊂ E
and a py ∈ R
2 such that H1(E \ Ey) = 0, y ∈ py + Γ, and
py + Ey ⊂ A.
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