In this paper we consider the problem of routing customers to identical servers, each with its own in nite capacity queue. Under the assumptions that i) the service times form a sequence of independent and identically distributed random variables with increasing failure rate distribution and ii) state information is not available, we establish that the round robin policy minimizes, in the sense of a separable increasing convex ordering, the customer response times and the numbers of customers in the queues.
Introduction
Consider a stream of customers arriving to a controller which immediately routes them to one of several identical in nite capacity single server queues. We establish the optimality of the round robin (RR) routing policy when the service times are independent and identically distributed (i.i.d.) random variables (r.v.'s) having an increasing failure rate (IFR) distribution, provided the controller has available to it the past routing decisions but no queue length information. More precisely, we prove that the RR policy minimizes the customer response times and the numbers of customers in the queues in the sense of separable increasing convex ordering (see de nition below).
When the controller has available to it the vector of workloads of the queues, it has been established by various authors (see Kingman 12] , Vasicek 23 ], Foss 6, 7] , Wol 28, 29] and Daley 4] ) that the Smallest Workload (SW) policy, which routes the arriving customer to the queue with lowest workload, minimizes the stationary waiting times in the sense of increasing convex ordering. Transient optimality results of the SW policy were obtained by Foss 6, 7] , Wol 28, 29] and Daley 4] for the (e.g. Kiefer-Wolfowitz) workload vector, and by Liu and Towsley 13, 14] for customer response times.
When the controller has available to it the vector of queue lengths, it has been shown by Winston 27 ], Weber 25] and Menich 16 ] (see also Walrand 24] ) that the shortest queue (SQ) policy minimizes the number of customers in system when the service times are exponentially distributed. When the service times have an increasing likelihood ratio distribution, Towsley and Sparaggis 22] have shown that the SQ policy is still optimal provided that the server whose customer has been in service the longest is chosen in the case of a tie. Whitt 26] provided counterexamples showing that SQ is not optimal in general. Several studies 10, 21, 19] have established the optimality of the SQ policy for nite bu er queues, under the assumption that service times are exponential random variables. Menich and Serfozo 17] have considered the joint routing/scheduling problem when there is an additional (movable) server. They established the optimality of the SQ/LQ (LQ stands for the policy serving longest queue). In the case of nite bu ers, the duality between various routing and scheduling problems where queue lengths are available to the controller has been established in 18].
When the controller has available to it only the past routing decisions but no queue length information, it has been proved by Ephremides et al. 5 ] (see also Hajek 9] and Walrand 24] ) that the RR policy is optimal when service times are exponentially distributed. When the service times have general distribution, Stoyan 20] and Jean-Marie and Liu 11] have shown that the RR policy yields smaller (in the sense of increasing convex ordering) stationary and transient, respectively, customer waiting times than the Bernoulli policy with equal routing probability for each queue. This last Bernoulli routing policy has been shown to be optimal among all the Bernoulli routing policies 2, 3, 8] . Our results can be considered to be extensions of the results in 5, 11, 20] .
The paper is organized as follows. In the next section, we provide a detailed description of the model and state the main result. The proof of this result is found in Section 3. Comments on the result are given in Section 4. The controller has available to it the past routing decisions and all arrival times, but no queue length information. We denote the class of such routing policies as .
Denote by a n and n the arrival time and the service time of customer n, respectively, n 1, with a 1 = 0 < a 2 < < a n < . The sequence of service times f n g 1 n=1 consists of i.i.d. r.v.'s having an IFR distribution. The sequence of arrival times fa n g 1 n=1 is independent of the service times, but is otherwise arbitrary. In particular, it can be a deterministic sequence.
We are interested in one member of , namely the round robin policy which will be referred to as . Let n denote the identity of the server that customer n is routed to by policy 2 .
Then the round robin policy is de ned to be the policy that selects servers cyclically beginning with server 1, i.e., n = n ? sb(n ? 1)=sc, n = 1; 2; , where bxc denotes the integer part of x. Let 2 be an arbitrary routing policy. Let c n be the completion time of customer n under , and d n be the n-th departure time in the s queues under . Denote by N i (t) the number of customers at server i = 1; ; s including the one in service at time t > 0 under policy and N (t) = (N 1 (t); ; N s (t)). Similarly, denote by U i (t) the un nished work at server i = 1; ; s at time t > 0 under policy and U (t) = (U 1 (t); ; U s (t)). Last, denote by R n the response time of the n-th customer in the system under and R (m) = (R 1 ; ; R m ), m = 1; 2; . Here R n = c n ? a n ; n = 1; 2; : 
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Optimality of the Round Robin Routing Policy
The main result of the paper can be stated as follows. (2) 3 Proof of the Optimality of the Round Robin Routing Policy
In order to prove Theorem 1, we construct the queue lengths under policies and on the same probability space. Under this construction, the joint queue length statistics will not be preserved under either policy. However, the marginal behavior of every queue will be statistically correct. It turns out that such a construction collapses to the one used in 5] when service times are exponentially distributed r.v.'s.
Let b be such probability space and S( ; ) be the system composed of s queues controlled by policy and s queues controlled by policy . We assume that the initial queue lengths are zero under both policies. The arrival times are a 1 ; a 2 ; . At a n , n = 1; 2; , a customer is routed to one of the rst s queues according to policy , and another customer is routed to one of the other s queues according to policy .
Let fu k g 1 k=1 be a sequence of i.i.d. r.v.'s uniformly distributed in the interval 0; 1). We shall refer to these as the service parameters associated with S.
Let F(x) = Pr x] denote the cumulative distribution of the service time. Let t denote the remaining time of given that it exceeds t and
An event in S( ; ) corresponds to an arrival or a service completion under either or . Let e k , k = 1; 2; , be the time epoch of the k-th event in S( ; ). The system S( ; ) is constructed in such a way that at event time e k , k = 1; 2; , all customers in service under both policies have their service times recomputed according to u k and the remaining service time distributions. A customer having been already in service for v units of time will receive a new remaining service time F ?1 v (u n ). To be more precise, we de ne the following notation and provide a set of recursive equations. w i (t) denotes the time at which the customer in service (if any) commenced its service. Note that the construction couples the remaining service times of all of the customers in service in such a way that the remaining service times are determined by the distribution functions of their remaining service times and a common uniformly distributed random variable. Since the service times have the same IFR distribution, the resulting virtual service completion times are in the same order as the service commencement times. To be more precise, Lemma 1 For any ; 0 2 f ; g, and for any m; n = 1; 2; , Using the above relation, it is easy to prove property (i) by induction on the event epochs e k , k = 1; 2; . The detailed proof is omitted for the sake of brevity.
Property (ii) is an immediate consequence of property (i).
The construction of system S( ; ) also exhibits the following important properties.
Lemma 2 The following properties hold for S( ; ), Proof. The key to establishing the rst two properties is the following relation:
s n max(a n ;d n?s ); 2 f ; g; n = 1; 2; : (4) (Here it is understood thatd n = 0 for n 0.) This relation is established by induction. The basis step is easy asŝ 1 = a 1 d 1?s = 0. Consider the inductive step. Assume that for some m 1, the relation holds for all n m. We establish it for n = m + 1. Observe now that under the round robin policy, b n = max(a n ;ĉ n?s ); n = 1; 2; : (5) We prove by induction that for all n = 1; 2; , b n =ŝ n ;ĉ n =d n (6) and thatŝ n = max(a n ;d n?s ):
Clearly, for n = 1, the above equations hold. Assume they are true for some m 1. Consider n = m + 1. By the inductive assumption, s m+1 b m+1 = max(a m+1 ;ĉ m+1?s ) = max(a m+1 ;d m+1?s ):
It then follows from (4) that relation (7) holds for m + 1 and thatŝ m+1 =b m+1 . Using further property (i) of Lemma 1 impliesd m+1 =ĉ m+1 . Hence, (6) holds for m + 1. Therefore, by induction, relations (6) and (7) hold for all n 1, so that property (a) is valid.
We prove now property (b) by induction. The basis step in the induction proof is easy to establish asŝ 1 =ŝ 1 = a 1 . Furthermore, according to Lemma 1, the rst customer served will be the rst customer completed under both policies. According to the construction, they receive the same service time under both policies; henced 1 =d 1 .
Assume that property (b) holds up to n = m. For n = m + 1, we have, s m+1 = max(a m+1 ;d m?s+1 ); relation (7) max(a m+1 ;d m?s+1 ); by induction; ŝ m+1 ; relation (4); so that, by Lemma 1,d m+1 d m+1 . By induction, property (b) holds for all n 1.
Consider the third property. Let K i (t) and L i (t), i = 1; ; s, denote, respectively, the number of arrivals and completions at queue i under by time t in the system S( ; ). Consider queues i and j where i < j. We have, according to the de nition of the round robin policy,
Furthermore, due to property (a),
Therefore,
and
so that property (c) holds.
This completes the proof of the lemma. 
Proof. Since n depends on a n but not the service times, it su ces to establish that for , the service times in any queue i, 1 i s, in the system S( ; ) form a sequence of i.i.d. r.v.'s with distribution function F(x).
The independence follows from the construction and the assumption that fu k g 1 k=1 is a sequence of independent r.v.'s. Hence, it su ces to establish that each service time at queue i has distribution F(x). Consider a service period under at server i that commences at time e k for some k 1. Consider how the service time, , for the customer commencing service at time e k , is constructed.
We show by induction on m that the service time constructed in the time interval e k ; e k+m ) has distribution F(x). Clearly if m = 1, then = F ?1 (u k ) and, since u k is uniformly distributed in 0; 1), is distributed according to F(x). Assume that the assertion holds for some m 1.
We consider the distribution of constructed in the time interval e k ; e k+m+1 We are now in a position to prove Theorem 1.
Proof of Theorem 1.
We focus on (1) rst. Consider system S( ; ) with xed arrival times and service parameters.
It follows from property (b) of Lemma 2 that 
As a consequence of Lemma 3, we obtain that for all increasing convex functions g : IR ! IR,
provided the expectations exist, so that (1) holds.
We prove now (2) . Consider system S( ; ). Fix the arrival times and the service time parameters fu k g. Let customer n be the J n -th departure from the s queues controlled by the routing policy in system S( ; ). Let be the permutation on the set fJ n j1 n mg such that 
Taking the expectation and using Lemma 3 on both sides of (14) entail that for all increasing If the sequences of customer response times fR n g n and fR n g n are uniformly integrable and converge in distribution to the random variables R and R , respectively, then, it can be shown (cf. 1]) from (2) that the customer response time in steady state is minimized in the sense of increasing convex ordering by the round robin policy:
R icx R :
It is interesting to conjecture that the optimality of the RR policy holds for more general service time distributions. Unfortunately, the arguments presented in this paper do not extend beyond the case of IFR distributions. The proof of Lemma 1 is based on this assumption. We have no counterexample to this conjecture and believe that it is true.
