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Kurzfassung
Die Grundlagen für die induktive Leistungsübertragung (Englisch: inductive
power transfer, IPT) sind bereits seit dem 19. Jahrhundert bekannt, diese war
aber bis zum Ende des 20. Jahrhunderts technisch nicht umsetzbar. In den
letzten Jahren rückte sie weltweit in den Mittelpunkt verschiedenster For-
schungsbereiche sowie der breiten Bevölkerung, vor allem durch die Verbrei-
tung von Elektroautos und das induktive Laden von Verbraucherelektronik.
IPT-Systeme bieten die Möglichkeit, Verbraucher leicht bedienbar drahtlos
zu versorgen. Bei den meisten Systemen ist für die Regelung eine zuverlässige
Kommunikation zwischen den beiden mechanisch getrennten Systemseiten
unerlässlich. Dafür gibt es allerdings nur wenige Lösungen und nur in ver-
einzelten Bereichen einen etablierten Standard. Daher ist die Untersuchung
einer neuartigen Kommunikationsmethode Gegenstand dieser Abhandlung.
Nach einer Einführung der verschiedenen Anwendungsgebiete von IPT-
Systemen, den verwendeten Kommunikationsmethoden sowie den Grundla-
gen wird der grundsätzliche Aufbau von IPT-Systemen analysiert, um einen
Ansatz für einen Kanal zur simultanen Datenübertragung zu finden, der die
bestehenden Leistungsspulen verwendet. Dabei zeigen sich die deutlichen
Vorteile, die Datenübertragung in einen Frequenzbereich unter die Schalt-
frequenz der Leistungsübertragung zu legen. Dieser Ansatz wird auch im
Hinblick auf die unterschiedlichen IPT-Topologien untersucht, um einen
gemeinsamen Entwicklungsansatz für Leistungs- und Kommunikationselek-
tronik zu entwickeln. Basierend auf diesen Ergebnissen folgt ein Kapitel, das
sich mit dem Entwurf und der Auslegung sowie der Implementierung anhand
von Berechnungen und Simulationen beschäftigt.
Um die Realisierbarkeit der entworfenen Kommunikationsmethode zu zei-
gen, werden verschiedene IPT-Systeme mit Leistungsklassen zwischen ͲͰW
und ͳͰͰͰW aufgebaut und um die Kommunikationshardware erweitert.
Mit diesen wird der jeweils resultierende Datenkanal charakterisiert und
Daten werden übertragen. Bei dem in einem gesamtheitlichen Ansatz entwi-
ckelten System wurde dabei bei einer übertragenen Leistung von ͲͰW eine
gleichzeitige störungsfreie Datenübertragung von ʹͶͱ kbit/s erreicht. Diese
stellt eine außerordentlich zuverlässige und robuste Datenverbindung für
IPT-Anwendungen dar.
Die Arbeit schließt mit einer Diskussion ab, in der die Ergebnisse der Simu-
lationen mit denen der Messungen verglichen werden, eine Untersuchung
der gegenseitigen Beeinflussung stattfindet und die Demonstratoren mit dem
aktuellen Stand der Technik verglichen werden.
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Abstract
The basics of inductive power transfer (IPT) have been known since the 19th
century, but IPT itself was not feasible until the end of the 20th century. In
recent years, it has become the focus of a wide range of research areas around
the world, as well as of public society, due to the growing amount of electric
vehicles and the inductive charging of consumer electronics. IPT systems offer
the possibility to provide consumers with easily usable wireless energy. For
most systems, a reliable communication for synchronisation of the two sides
of the system is essential, but only few solutions do exist, and there are only
occasional fields with an established standard. Therefore, the investigation of
a novel communication method is the research object of this thesis.
After a short introduction of the different application fields of IPT systems,
the communication methods used as well as the basics, the general structure
of IPT systems is analysed to find an approach for a simultaneous data trans-
mission channel which uses the existing power coils. The resulting method is
to use a carrier frequency lower than the switching frequency of the inverter
for the communication frequency. This method is researched considering
the different IPT topologies to receive a holistic approach for designing the
power and communication electronics. Based on these results, the design
and dimensioning as well as the realisation by means of calculations and
simulations are presented in the next chapters.
To show the feasibility of the communicationmethod, different IPT systems
with power levels from ͲͰW to ͳͰͰͰW are built and the communication
hardware is added. In these systems the resulting data channel is characterised
and data is transmitted. The most recent system, built in a holistic approach,
reaches a power transmission of ͲͰWwith simultaneous interference free
data transfer of ʹͶͱ kbit/s. This data transfer provides a highly reliable and
robust data link for IPT applications.
The thesis concludes with a discussion in which the results of the simu-
lations are compared to the measurements, the mutual interferences are
examined and the demonstrators are compared to the current state of the art.
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KĆĕĎęĊđ 1
Einleitung
In diesem Kapitel soll zur Einführung zuerst kurz die Entwicklung der immer
präsenter werdenden induktiven Leistungsübertragung (Englisch: inductive
power transfer, IPT) sowie deren Anwendung und der Bedarf an einer simul-
tanen Kommunikation vorgestellt werden. Der im Anschluss folgende Stand
der Technik stellt die aktuell verwendeten Kommunikationsmethoden vor.
Das Kapitel wird mit der Darstellung des Ziels sowie des Aufbaus der Arbeit
abgeschlossen.
1.1 Motivation
IPT wurde erst durch die Entdeckungen von Nikola Tesla zum Ende des
19. Jahrhunderts ermöglicht [1]. Bis zum Ende des 20. Jahrhunderts war es
jedoch technisch nicht sinnvoll umsetzbar, da eine signifikante Leistung mit
der damaligen Technologie nicht günstig geregelt und übertragen werden
konnte [1]. Im Jahr 1965 publizierten Schuder und StephensondieMöglichkeit
der Verwendung von IPT in biomedizinischen Implantaten [2]. Die Forschung
auf diesem Gebiet ist noch heute ein wichtiges Thema aktueller Untersuchun-
gen [3–6]. Dies ist vor allem auf die Eigenschaft zurück zu führen, dass Ver-
braucher kabellos mit Energie versorgt werden können. Die weiteren großen
Vorteile von IPT, wie die Widerstandsfähigkeit gegen Verschmutzung, die
Nutzbarkeit in rauer Umgebung, die einfache Bedienbarkeit sowie die gerin-
ge Störanfälligkeit führten zu einer hohen Verbreitung in verschiedensten
Anwendungsgebieten [7].
In den späten 1970ern wurde das wissenschaftliche Interesse an IPT zum
Laden von fahrenden Elektroautos auf speziellen Fahrspuren vor allem von
Bolger et. al. geweckt [8–10]. Die Relevanz der Forschung im Bereich des draht-
losen Ladens und dynamischer Energieversorgung ist bis heute ungebrochen,
wie unzählige Veröffentlichungen zeigen [11–17]. Die Technologie wurde auch
auf Pedelecs [18] und mobile Transportfahrzeuge auf vorgegebenen Spuren in
der Industrie [19] erweitert.
IPT wurde außerdem ein etablierter Standard für das Laden von geparkten
Elektroautos [20–29], der das kabelgebundene Laden ablösen könnte. Dies
könnte auch helfen, die nötige erforderliche Akzeptanz und Verbreitung von
1
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Elektrofahrzeugen voranzutreiben, was unerlässlich wäre, um das 2009 be-
schlossene Ziel der deutschen Bundesregierung, dass bis 2020 eine Million
Elektrofahrzeuge auf den Straßen fahren, noch umzusetzen [30]. Laut den An-
gabendes deutschen Kraftfahrt-Bundesamteswaren im Januar 2018 insgesamt
nur 53.861 Elektroautos und 236.710 Hybridfahrzeuge zugelassen [31]. Da im
Gegensatz zum Betanken herkömmlicher Fahrzeuge mit Verbrennungsmotor
deutlich häufiger und länger aufgeladen werden muss, gewinnt der Ladevor-
gang hier erheblich an Bedeutung. Dieser Vorgang kann durch induktives
Laden erheblich komfortabler, einfacher und sicherer gemacht werden.
Ein weiterer großer Anwendungsbereich der jüngsten Vergangenheit ist
das induktive Aufladen von Verbraucherelektronik [32] mit verschiedenen
Standards wie dem 2008 vom Wireless Power Consortium (WPC) gegrün-
deten Qi Standard [33–36]. Das erste Smartphone mit induktivem Laden
war das 2009 verfügbare Palm Pre und nutzte den Qi-Standard [37]. Danach
geriet das Prinzip beinahe in Vergessenheit bis es Nokia 2012 in den damals
neuesten Handys aufleben ließ [38]. Im April 2015 startete Ikea eine Kollekti-
on, bestehend aus Tischen und Lampen, mit integriertem induktivem Laden
auf Qi-Standard, um die bis dahin verhaltene Marktdurchdringung voran zu
treiben [39]. Heutzutage ist in neu auf den Markt kommenden Mobiltelefo-
nen induktives Laden ein fester Bestandteil. Zuletzt trat Apple im Februar
2017 demWPC bei [40], um folglich in der im September 2017 erschienenen
iPhone Generation auch die Ladetechnik Qi zu verwenden [41].
Auch in Industrieanwendungen können IPT-Systeme den großen Vorteil
der Kabellosigkeit in rotierenden Anwendungen voll ausnutzen [42–44]. Spe-
ziell in Industrieanlagen mit Roboterarmgliedern ist die Bewegungsfreiheit
durch den Wegfall der Kabel nicht mehr behindert. Bei rotierenden Syste-
men, in denen herkömmliche Kabelverbindungen nicht verwendet werden
können, stellen Schleifringe die etablierte Lösung dar. Trotz der ausgereiften
Technologie unterliegen diese einem nicht unerheblichen mechanischen Ver-
schleiß. Zusätzlich kann dieser Kontaktverschleiß sowie Vibrationen zu einer
Lichtbogenbildung führen. Darüber hinaus unterliegen Schleifringe einem
sehr hohen Wartungsaufwand und verursachen damit hohe Kosten. [42–45]
Die Technologiewird außerdem in anderenAnwendungenwie z. B. als Ener-
gieversorgung für Unterhaltungssysteme in Flugzeugen [46], als kontaktloser
Stecker [47], zur Versorgung von Kühlschrankdisplays [48] oder Unterwasser
Systemen [49, 50], in Magnetschwebebahnen [51], als Minenlösung [52], zur
Bühnenbeleuchtung [53, 54] oder für Sicherheitskameras [55] verwendet.
Für die meisten Anwendungen ist dabei ein absolut zuverlässiger Datenka-
nal zwischen der Primär- und der Sekundärseite des IPT-Systems für einen
2
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sicheren Betrieb unerlässlich, da für die Regelung und Steuerung der Leis-
tungsübertragung Informationen von der Sekundärseite benötigt werden [7].
Bei diesen handelt es sich beispielsweise um die Ausgangsspannung und den
Ausgangsstrom. Diese müssen dabei an die Kontrolleinheit der Primärseite
übertragen werden wie es in [56] realisiert ist. Alternativ kann auch versucht
werden, anhand von primärseitigen Messgrößen auf die nicht direkt messba-
ren sekundärseitigen Regelgrößen Rückschlüsse zu ziehen [7]. Dazu muss
die regelungstechnische Modellierung allerdings sehr genau sein und sogar
etwaige Abstands- und Bauteiltoleranzen müssen berücksichtigt werden,
was mit einem erheblichen Aufwand verbunden ist [7]. Diese Methode wird
beispielsweise in [26] verwendet.
Daneben wäre eine darüber hinausgehende Kommunikation für viele An-
wendungen wünschenswert. In der Industrie etwa, um Daten von und zu
Sensoren oder der Steuerung von Antrieben zu übertragen. Mit ausreichend
hoher Datenrate wäre auch eine in der Verbraucherelektronik für den Konsu-
menten nutzbare Datenübertragung denkbar.
1.2 Stand der Technik
In diesem Kapitel werden bereits realisierte Kommunikationsmethoden vor-
gestellt. Außerdem wird ein Überblick über den aktuellen Stand der Technik
gegeben. Da es einfacher und sicherer ist, die Parameter zu messen und zu
übertragen, wird üblicherweise eine Kommunikation zwischen Primär- und
Sekundärseite implementiert. Aufgrund der relativ schnellen und einfachen
Implementierbarkeit, ist der übliche Weg, eine Funkverbindung zu verwen-
den [57]. Dabei verwendet [57] selbst Bluetooth. Oft wird, wie in [58] (ZigBee)
oder [56], auch der IEEE 802.15.4 Funkstandard verwendet. Andere wie [55]
verwenden hingegenWLAN. Die Nachteile einer Funkverbindung sind neben
den teilweise hohen Kosten [59] und den hohen Übertragungsverzögerun-
gen (bis zu mehreren Millisekunden [60]), Störungen durch das IPT-System
und, vor allem in Gebieten mit hoher Dichte dieser Systeme, die Verträglich-
keit mit anderen Systemen. Darüber hinaus arbeiten diese Systeme oft in
einer Umgebung mit starken elektromagnetischen Störungen, in der eine
Funkkommunikation nicht möglich ist, weswegen eine lokal begrenzte Da-
tenverbindung innerhalb des Systems vorzuziehen wäre. Dies würde auch
eine Aussage über die Koppelqualität liefern, zusätzliche Störsignale für die
Umwelt vermeiden und die Sicherheit gegen unbefugten Zugriff erhöhen.
Einige publizierte Methoden verwenden die Signale der Leistungsübertra-
gung zur Kommunikation. Beispielweise nutzt der Qi-Standard Lastmodu-
3
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lation zur Datenübertragung in mobilen Geräten [33, 34]. Dies wird auch in
vielen biomedizinischen Implantaten verwendet [3, 5]. Diese Methode ermög-
licht eine unidirektionale Kommunikation der Last mit demWechselrichter
(WR) und erreicht niedrige Datenraten. Für eine Kommunikation in die ent-
gegengesetzte Richtung wird ein zusätzliches Konzept benötigt. Dazu kann
im WR die Schaltfrequenz mit Frequenzumtastung (Englisch: frequency shift
keying, FSK) [43] oder die Spannung mit Amplitudenumtastung (Englisch:
Amplitude-Shift Keying, ASK) [61] moduliert werden. Letztlich stellen diese
Möglichkeiten allerdings einen erheblichen Eingriff in das IPT-Systemdar und
können den Wirkungsgrad der Leistungsübertragung deutlich reduzieren.
Zusätzlich ist eine Kommunikation nur möglich, wenn Leistung übertragen
wird und sie wird durch die Schaltcharakteristik des IPT-Systems begrenzt.
Andere Ansätze fügen für die Kommunikation mit mehreren Trägerfre-
quenzen ein zusätzliches Spulenpaar hinzu, wie in [48, 62–64] vorgestellt.
Diese Methoden beeinflussen die Leistungsübertragung zwar nicht, werden
allerdings durch das starke Magnetfeld und durch die hohen Leistungssignale
stark gestört, wodurch sich das Signal-zu-Rausch-Verhältnis (Englisch: Signal-
to-noise ratio, SNR) der Kommunikation reduziert. Um dies weitestmöglich
zu verhindern, müssen die Spulen so ausgelegtwerden, dass die magnetischen
Felder sich nicht beeinflussen. Allerdings werden die Systeme dadurch sehr
anfällig gegen Versatz in der Ausrichtung.
Vereinzelt wird, wie in [59], auch eine kapazitive Kopplung zur Kommuni-
kation verwendet. Dabei werden die Daten moduliert und hochfrequent über
ein elektrisches Feld, das aus den parasitären Kapazitäten der Koppelspulen
und der Metallabschirmung erzeugt wird, übertragen. Diese Methode wird
allerdings erheblich durch einen Versatz der Koppelspulen beeinflusst. Dabei
erreicht das vorgestellte System in bester Ausrichtung nur ein maximales SNR
von ͱͰdB, welches mit Versatz sehr stark absinkt.
Ein vielversprechender Ansatz ist das Überlagern des Leistungssignals mit
einem modulierten Signal, wobei dessen Trägerfrequenz über der Schaltfre-
quenz liegt, wie in [43, 65–68] veröffentlicht. Diese Methode leidet allerdings
unter dem hohen Leistungspegel der Oberschwingungen, da der WR des IPT-
Systems ein Rechtecksignal, in dem hohe Frequenzen enthalten sind, erzeugt
und die harten Schaltvorgänge starkes Rauschen verursachen. Dieser Effekt
verstärkt sich, je höher die Leistung des Systems ist. [65] kommuniziert daher
nur zwischen den Schaltvorgängen des WR, um die erwähnten Probleme
zu minimieren. In den Veröffentlichungen [66–68] konnte durchgängig mit
Datenraten zwischen ͱ͹ kbit/s und ͲͰ kbit/s kommuniziert werden.
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Da es neben Funklösungen für IPT-Systeme noch relativ wenige gute Kom-
munikationslösungen gibt, die teilweise sehr starke Eingriffe am System oder
sogar an der Leistungselektronik vornehmenmüssen, soll in dieser Arbeit eine
neuartige Kommunikationsmethode erforscht werden. Diese soll auch ein-
fach nachträglich in bestehende IPT-Systeme implementiert werden können
und den bestehenden Leistungskanal (d. h. die Leistungsspulen) verwenden.
Damit dies gelingt, muss der Kanal für die beiden Funktionen in zwei Berei-
che unterteilt und durch Filter eine Kanaltrennung zwischen dem Leistungs-
und dem Datensignal realisiert werden. Dies würde in Kombination mit ei-
ner anderen Kommunikationsmethode auch die Möglichkeit redundanter
Datenübertragung ermöglichen.
Ziel dieser Arbeit ist daher, einen physikalischen Datenkanal aufzubauen,
dessen Hauptaugenmerk auf der Robustheit und Zuverlässigkeit liegen soll.
Dabei sollen die Leistungsspulen als physikalischer Teil des Kanals verwendet
werden. Zusätzlich darf nur eine hinreichend geringe gegenseitige Beeinflus-
sung stattfinden. Dies gilt sowohl für den Einfluss der Datenübertragung
auf die Leistungsübertragung als auch umgedreht. Das bedeutet, dass die
Datenübertragung so störungsfrei sein muss, dass die hohe Leistung des
IPT-Systems keinen merkbaren Einfluss mehr ausübt.
Im nächsten Kapitel werden zunächst die zum Verständnis der Arbeit be-
nötigten Grundlagen sowohl aus der Leistungselektronik als auch aus der
Nachrichtentechnik vorgestellt sowie Grundlagen zum analogen Schaltungs-
entwurf beschrieben. Kapitel 3 stellt anschließend den Hauptteil dar, der die
systematischen Untersuchungen wie auch die vollständige Systemauslegung
samt Simulationen beinhaltet. In Kapitel 4 werden die umgesetzten Systeme
vorgestellt undmesstechnisch verifiziert. Die Diskussion schließt sich in Kapi-
tel 5 an und vergleicht die resultierenden Messergebnisse mit der Simulation,
den gesetzten Zielen sowie vergleichbaren Systemen des Stands der Technik.
Zum Abschluss wird in Kapitel 6 eine Zusammenfassung dieser Arbeit samt
den erzielten Ergebnisse gegeben.
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KĆĕĎęĊđ 2
Grundlagen
In diesem Kapitel werden die zum Verständnis der Arbeit wichtigen Grundla-
gen kurz erläutert und beschrieben.
2.1 Elektrischer Übertrager
Die Grundlage eines IPT-Systems beruht auf der Überwindungder räumlichen
Trennung zwischen Primär- und Sekundärseite mit Hilfe magnetischer Felder.
Dazu dient ein sog. Übertrager. Dieser besteht aus mindestens zwei Wicklun-
gen mit gegebenenfalls unterschiedlichen Windungszahlen, die magnetisch
lose gekoppelt sind. Wird eine dieser Wicklungen von einemWechselstrom
durchflossen, erzeugt dieser einen magnetischen Fluss, der die Wicklung der
zweiten Spule durchsetzt und in dieser eine Spannung induziert. Diese hat
einen Stromfluss zur Folge, der gemäß der Lenz’schen Regel seiner Ursache
entgegenwirkt. [69]
In Abbildung 2.1 ist das allgemeine Ersatzschaltbild eines verlustlosen Über-
tragers dargestellt. Um zum Ausdruck zu bringen, dass der Eingangskreis
dabei keine leitende Verbindung zum Ausgangskreis besitzt, wird ein idea-
ler Übertrager modelliert, der diese sog. galvanische Trennung beschreibt.
Die Eingangsseite des Übertragers wird als Primärseite bezeichnet und ist
in der Regel die Seite, von der aus die Energie übertragen wird. Die Aus-
gangsseite mit dem Lastwiderstand 𝑅𝐿 wird als Sekundärseite bezeichnet.
Das Ersatzschaltbild kann dabei durch die folgenden Parameter beschrieben
werden: die primärseitige Selbstinduktivität 𝐿ͱ, die sekundärseitige Selbst-
induktivität 𝐿Ͳ sowie 𝑁ͱ als primärseitige und 𝑁Ͳ als sekundärseitige Win-
dungszahl. Aus diesen beiden Windungszahlen kann mit Gleichung (2.1) das
Windungsverhältnis ?̈? bestimmt werden. Zur vollständigen Beschreibung des
Ersatzschaltbildes fehlt noch die mit 𝑀 bezeichnete Gegeninduktivität. [69]
?̈? =
𝑁ͱ
𝑁Ͳ
(2.1)
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𝑈Ͱ
𝑅𝑖
𝑖ͱ
𝐿ͱ − ?̈?𝑀
?̈?𝑀𝑈ͱ
?̈?Ͳ𝐿Ͳ − ?̈?𝑀 𝑖Ͳ/?̈?
?̈?𝑈Ͳ 𝑈Ͳ
𝑖Ͳ
𝑅𝐿
?̈? ∶ ͱ
Abbildung 2.1: Ersatzschaltbild eines verlustlosen Übertragers nach [69].
Nach dem Induktionsgesetz können die Ströme und Spannungen in diesem
System folgendermaßen beschrieben werden: [69]
𝑈Ͱ = 𝑅𝑖𝑖ͱ + 𝐿ͱ
𝜕𝑖ͱ
𝜕𝑡
− 𝑀
𝜕𝑖Ͳ
𝜕𝑡
(2.2)
Ͱ = 𝑅𝐿𝑖Ͳ −𝑀
𝜕𝑖ͱ
𝜕𝑡
+ 𝐿Ͳ
𝜕𝑖Ͳ
𝜕𝑡
(2.3)
Diese Gleichungen können mit drei Induktivitäten vollständig beschrieben
und vereinfachtwerden. Dazuwird die Hauptinduktivität 𝐿ℎ sowie die primär-
und sekundärseitige Streuinduktivität 𝐿ͱ𝜎 und 𝐿Ͳ𝜎 eingeführt. Diese ergeben
sich durch Koeffizientenvergleich zu den folgenden Gleichungen: [69]
𝐿ℎ = ?̈?𝑀 (2.4)
𝐿ͱ𝜎 = 𝐿ͱ − ?̈?𝑀 (2.5)
𝐿Ͳ𝜎 = ?̈?
Ͳ𝐿Ͳ − ?̈?𝑀 (2.6)
Die Gegeninduktivität lässt sich nach [69] mit den Teilkoppelfaktoren 𝑘ͱͲ
und 𝑘Ͳͱ in Gleichung (2.7) zusammenfassen.
𝑀 = 𝑘ͱͲ𝐿ͱ = 𝑘Ͳͱ𝐿Ͳ (2.7)
Vereinfachend kann ein einzelner Koppelfaktor 𝑘 definiert werden. [69]
𝑘 = √𝑘ͱͲ𝑘Ͳͱ
(Ͳ.ͷ)
=
𝑀
√𝐿ͱ𝐿Ͳ
(2.8)
Dabei charakterisiert 𝑘 die Kopplung zwischen zwei Spulen und beschreibt,
wie gut der magnetische Fluss der jeweiligen Spule die andere durchsetzt.
Der Koppelfaktor kann dabei maximal den Wert ͱ für den Fall eines ideal
gekoppelten Übertragers annehmen, bei dem der Fluss beider Spulen voll-
ständig miteinander verkettet ist. Bei räumlich getrennten Wicklungen, wie
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es in der Regel auch bei IPT-Systemen der Fall ist, existieren stets Pfade, die
nur mit einer einzigen Wicklung verkettet sind. Dies zeigt, dass der Abstand
zwischen den beiden Spulen dort einen essenziellen Parameter darstellt, da
er die Kopplung der an der Leistungsübertragung beteiligen Spulen stark
beeinflusst. [7]
Da ?̈? in den beiden Gleichungen 2.2 und 2.3 nicht vorkommt, ist das Sys-
tem überbestimmt. Durch diesen Freiheitsgrad darf ?̈? frei gewählt werden.
Eine Möglichkeit wäre, ein Übersetzungsverhältnis von ͱ zu wählen, um so
einen idealen Übertrager zu erhalten. Dieses sog. T-Ersatzschaltbild ist in
Abbildung 2.2 dargestellt. Der eingezeichnete ideale Übertrager hat dabei
keinerlei schaltungstechnischen Einfluss mehr, sondern deutet lediglich die
galvanische Trennung der Primär- und Sekundärseite an. [69]
𝐿ͱ𝜎 = 𝐿ͱ −𝑀 𝐿Ͳ𝜎 = 𝐿Ͳ −𝑀
𝐿ℎ = 𝑀
ͱ ∶ ͱ
Abbildung 2.2: T-Ersatzschaltbild eines Übertragers nach [69].
Das Übersetzungsverhältnis kann auch so gewählt werden, dass eine der
beiden Streuinduktivitäten wegfällt, wodurch sich ein sog. Γ-Ersatzschaltbild
ergibt. Dies ist für die beiden Fälle in Abbildung 2.3 dargestellt.
(ͱ − 𝑘Ͳ)𝐿ͱ
𝑘Ͳ𝐿ͱ
?̈? = 𝑘√
𝐿ͱ
𝐿Ͳ
(a)mit primärseitiger Streuinduktivität.
𝐿ͱ
(
ͱ
𝑘Ͳ
− ͱ)𝐿ͱ
?̈? =
ͱ
𝑘
√
𝐿ͱ
𝐿Ͳ
(b)mit sekundärseitiger Streuinduktivität.
Abbildung 2.3: Γ-Ersatzschaltbilder eines Übertragers nach [69].
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2.2 Induktive Leistungsübertragung
In diesem Kapitel werden kurz die Grundlagen eines IPT-Systems samt ein-
setzbarer Kompensationstopologien und die zur Auslegung verwendeten
Methoden vorgestellt.
2.2.1 Funktionsweise
Der grundlegende Aufbau eines IPT-Systems ist in Abbildung 2.4 dargestellt.
Quelle
WR
DC
AC
Komp.
𝐿ͱ 𝐿Ͳ
𝐿ͱ+ 𝐿ͱ− 𝐿Ͳ+𝐿Ͳ−
𝑘
Komp. GR
AC
DC
Filter
Last
Abbildung 2.4: Schematische Darstellung eines IPT-Systems nach [70].
In demdargestellten Systemwird die nötige DC-Spannung direkt aus einem
Gleichspannungsnetz zur Verfügung gestellt. Der WR erzeugt daraus eine
rechteckförmige Spannung, die den primären Resonanzkreis, bestehend aus
einer Kompensation sowie der primären Übertragungsspule 𝐿ͱ, speist. Der
resultierende, nahezu sinusförmige Strom erzeugt ein Magnetfeld, das in der
sekundärseitigen Spule 𝐿Ͳ eine Spannung induziert. Sie wird gleichgerichtet
und mit einem Filter werden die verbleibenden Wechselanteile geglättet,
bevor die Last gespeist wird. Dabei werden Filtertopologien mit Induktivi-
tät unmittelbar am Gleichrichter (GR) als „induktive Filter“ und ohne als
„kapazitive Filter“ bezeichnet. [7]
2.2.2 Kompensationstopologien
Dadie Funktion des Großteils der IPT-Systeme auf dem Prinzip eines schwing-
fähigen Systems beruht, wird dies erst durch Hinzufügen einer Kompensation
erzeugt und dadurch der Betrieb als resonanter Konverter ermöglicht. Zu-
sätzlich lässt sich damit die primärseitige Streuinduktivität kompensieren,
wodurch sich die vom System aufgenommene Blindleistung stark reduzieren
lässt. Im Idealfall verhält es sich dadurch wie ein rein Ohm’scher Verbrau-
cher. [71]
Da das Verhalten des IPT-Systems stark von der Kopplung abhängig ist
und sich die Lage der Spulen zueinander stark verändern kann, kann eine
10
2.2 Induktive Leistungsübertragung
geeignete Kompensation auch dazu beitragen, das Verhalten des Konverters
erheblich zu verbessern [71]. Dabei stehen unterschiedliche Möglichkeiten
zur Verfügung, die aus der Verschaltung mit einem oder mehreren reaktiven
Bauelementen besteht. In Tabelle 2.1 sind die vier Basistopologien als schema-
tischer Überblick zusammengefasst. Diese bestehen je Seite entweder aus ei-
nem Kondensator (seriell oder parallel geschaltet) oder aus einer Induktivität
sowie zwei Kondensatoren (LCC). Die Bezeichnungen der jeweils gewählten
Topologie werden zusammengefügt, wobei die erste Bezeichnung für die auf
der Primär-, die zweite für die auf der Sekundärseite verwendete Topologie
steht. Die Verwendung einer primärseitigen parallelen Kompensation (PS, PP)
ist dabei allerdings nur dann sinnvoll, wenn eine Stromquelle verwendet wird.
Besitzt er einen vorgeschalteten Gleichspannungszwischenkreis würde dieser
bei jedem Umschalten über diese Kapazität kurzgeschlossen werden, weshalb
in diesem Fall eine zusätzliche eingangsseitige Induktivität 𝐿𝑖𝑛 verwendet
und die Topologie zu LPS bzw. LPP erweitert werden sollte. [70, 118]
Topologie Passives Netzwerk
S zu 𝐿ͱ/Ͳ𝐶ͱ/Ͳ
P zu 𝐿ͱ/Ͳ𝐶ͱ/Ͳ
LP zu 𝐿ͱ
𝐿𝑖𝑛 𝐶ͱ
LCC zu 𝐿ͱ/Ͳ
𝐿𝑓ͱ/Ͳ 𝐶ͱ/Ͳ𝐶𝑓ͱ/Ͳ
Tabelle 2.1: Schematischer Überblick der Kompensationstopologien [70].
Die Auslegung der jeweiligen Komponenten ist in [70] zusammengefasst.
Sehr verbreitet ist dabei die beidseitige serielle Kompensation (SS). Da die
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LCC-Kompensation zu aufwändig für die in dieser Arbeit betrachtete Anwen-
dung ist und andere Topologien mehr als ausreichend sind, wird diese nicht
weiter untersucht.
In Abbildung 2.5 ist das Schema aus Abbildung 2.4 als Ersatzschaltbild
dargestellt. Dabei ist ein Vollbrücken (VB)-WR und ein Brückengleichrichter
mit kapazitivem Ausgangsfilter verwendet. Das System ist beidseitig seriell
kompensiert.
𝐿ͱ 𝐿Ͳ
𝐿ͱ+ 𝐿ͱ− 𝐿Ͳ+𝐿Ͳ−
𝑘
𝐶ͱ
𝑖𝑤
S1 S2
S3 S4
𝑈𝑖𝑛 𝐶Ͳ
𝐷ͱ
𝐷ͳ 𝐷ʹ
𝐷Ͳ
𝑈𝑜𝑢𝑡𝑢𝑤
Abbildung 2.5: Ersatzschaltbild eines IPT-Systems nach [47].
Für die Dimensionierung der Kompensationwird immer zuerst eine charak-
teristische Frequenz 𝑓Ͱ gewählt, auf die der Konverter abgestimmtwird. Diese
muss nicht zwangsläufig der späteren Schaltfrequenz entsprechen. Für seriell
und parallel kompensierte Systeme bestimmt sich 𝑓Ͱ mit Gleichung (2.9) [7].
𝑓Ͱ =
ͱ
Ͳπ√𝐿Ͳ𝐶Ͳ
=
ͱ
Ͳπ√𝐿ͱ𝐶ͱ
(2.9)
Der Wirkungsgrad des IPT-Systems hängt dabei stark von der Kopplung
der beiden Leistungsspulen sowie dem Gütefaktor 𝑄 der Spulen ab. Der
theoretisch maximal erreichbare Wirkungsgrad 𝜂𝑚𝑎𝑥 lässt sich dabei für eine
beidseitig serielle Kompensation mit Gleichung (2.10) bestimmen [72].
𝜂𝑚𝑎𝑥 =
(𝑘𝑄)Ͳ
(ͱ + √ͱ + (𝑘𝑄)Ͳ)Ͳ
(2.10)
Die Güte lässt sich dabei nach Gleichung (2.11) aus den Güten 𝑄ͱ und 𝑄Ͳ der
einzelnen Spulen 𝐿ͱ und 𝐿Ͳ bestimmen und hängt neben deren Induktivität
noch von dem jeweiligen AC-Widerstand 𝑅𝑖𝑎𝑐 ab [73].
𝑄 = √𝑄ͱ𝑄Ͳ = √(
𝜔𝐿ͱ
𝑅ͱ𝑎𝑐
)(
𝜔𝐿Ͳ
𝑅Ͳ𝑎𝑐
) (2.11)
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2.2.3 Grundschwingungsanalyse
Um die Auslegung und Analyse resonanter Konverter zu vereinfachen, wird
häufig die Grundschwingungsanalyse (Englisch: First Harmonic Approximati-
on, FHA) verwendet, bei der bei allen auftretenden Strömen und Spannungen
lediglich die Grundschwingung betrachtet wird. Zusätzlich werden sowohl
der GR als auch der Resonanzkreis als verlustfrei angenommen. [7, 74]
In [74] wurde dabei erstmalig vorgestellt, dass die Diodenbrücke mitsamt
des Filters und der Ausgangslast als einfacher Ersatzwiderstand 𝑅𝐿𝑒𝑞 ange-
nommen werden kann. Dabei ergibt sich für ein kapazitives Ausgangsfilter
Gleichung (2.12):
𝑅𝐿𝑒𝑞 =
͸
πͲ
𝑅𝐿 (2.12)
Eingangsseitig wird der WR durch eine Spannungsquelle mit einer Fre-
quenz 𝑓𝑠 und einer Amplitude 𝑈𝑖 ersetzt. Dabei ist die Grundschwingung
eines Rechtecksignals für eine VB mit Gleichung (2.13) bestimmt. [7]
?̂?𝑖 =
ʹ
π
𝑈𝑖𝑛 (2.13)
2.2.4 Normierung
Die Darstellung ist normiert, da die Parametervielfalt auf ein übersichtliches
Maß reduziert wird und die normierten Größen einen direkten Vergleich
zwischen den verschiedenen Topologien zulassen. Die Grundlage für die
Normierung bilden 𝐿Ͳ, 𝐶Ͳ und 𝑈𝑖. [7]
In Abbildung 2.6 ist beispielhaft die normierte Darstellung eines beidsei-
tig seriell kompensierten IPT-Systems dargestellt. Für andere Topologien
funktioniert das Verfahren identisch. Es wird dabei angenommen, dass der
Übertrager symmetrisch aufgebaut ist (𝐿ͱ = 𝐿Ͳ). [118]
Die normierte Last 𝑄𝐿 ergibt sich dabei mit Gleichung (2.14):
𝑄𝐿 =
𝑅𝐿𝑒𝑞
𝑍Ͱ
(2.14)
𝑍Ͱ stellt hier die charakteristische Impedanz des Schwingkreises dar, der
unabhängig von der Topologie nach [70] wie folgt definiert ist:
𝑍Ͱ = √
𝐿Ͳ
𝐶Ͳ
(2.15)
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𝑈𝑖
𝑖ͱ
𝐶ͱ 𝐿ͱ𝜎
𝑀
𝐿Ͳ𝜎 𝐶Ͳ 𝑖Ͳ
𝑅𝐿𝑒𝑞 𝑈𝑜
(ͱ)
(𝐽𝑖) (𝜉) (ͱ − 𝜆)
(𝜆)
(ͱ − 𝜆) (ͱ) (𝐽𝑜)
(𝑄𝐿) (𝑀𝑜)
(𝑄
𝑖𝑛
)𝑍
𝑖𝑛
Abbildung 2.6:NormierteDarstellung eines SS-kompensierten IPT-Systems (normierteWerte
in Klammern) [118].
Für den Fall einer beidseitig seriellen Kompensation ergibt sich aus Glei-
chung (2.14) und Gleichung (2.15) damit für 𝑄𝐿 die folgende Formel:
𝑄𝐿 =
͸
πͲ
𝑅𝐿√
𝐶Ͳ
𝐿Ͳ
(2.16)
Die normierte Schaltfrequenz 𝐹 lässt sich aus dem Verhältnis von Schalt-
frequenz und charakteristischer Frequenz bilden. [7]
𝐹 =
𝑓𝑠
𝑓Ͱ
(2.17)
Alle weiteren normierten Werte sind in Tabelle 2.2 zusammengefasst.
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Tabelle 2.2: Normierung nach [7, 118].
Beschreibung normiertes Symbol Normierung
Normierungsinduktivität 𝐿𝑛𝑜𝑟𝑚 𝐿Ͳ
Normierungskapazität 𝐶𝑛𝑜𝑟𝑚 𝐶Ͳ
Normierungsspannung 𝑈𝑛𝑜𝑟𝑚 𝑈𝑖
charakteristische Impedanz 𝑍Ͱ √
𝐿𝑛𝑜𝑟𝑚
𝐶𝑛𝑜𝑟𝑚
Normierungsstrom 𝐼𝑛𝑜𝑟𝑚
𝑈𝑛𝑜𝑟𝑚
𝑍Ͱ
normierte Schaltfrequenz 𝐹
𝑓𝑠
𝑓Ͱ
normierte Last 𝑄𝐿
𝑅𝐿𝑒𝑞
𝑍Ͱ
normierte Eingangsimpedanz 𝑄𝑖𝑛
𝑍𝑖𝑛
𝑍Ͱ
normierte Eingangsspannung 𝑀𝑖
𝑈𝑖
𝑈𝑛𝑜𝑟𝑚
= ͱ
normierte Ausgangsspannung 𝑀𝑜
𝑈𝑜
𝑈𝑛𝑜𝑟𝑚
Induktivitätsverhältnis 𝜆
𝐿ℎ
𝐿Ͳ
Kapazitätsverhältnis 𝜉
𝐶ͱ
𝐶Ͳ
normierter Ausgangsstrom 𝐽𝑜
𝑀𝑜
𝑄𝐿
normierter Eingangsstrom 𝐽𝑖
𝐼𝑖
𝐼𝑛𝑜𝑟𝑚
=
ͱ
𝑄𝑖𝑛
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2.3 Filterentwurf
Das Filter ist in der Elektrotechnik ein Schaltkreis, der ein elektrisches Signal
frequenzselektiv in der Amplitude und der Phasenlage verändert.
Beim Entwurf und der Anwendung von Filtern finden sich häufig einige
Begriffe, die hier kurz eingeführt werden. Die Grenzfrequenz 𝑓𝑔 beschreibt
die Frequenz, bei der das Ausgangssignals im Übergangsbereich um ͳdB ge-
genüber dem Durchlassbereich abgesunken ist. Einige Filter besitzen sowohl
eine untere als auch eine obere Grenzfrequenz. Die Ordnung eines Filters
beschreibt die Steilheit oberhalb der Grenzfrequenz, d.h. im Übergang vom
Durchlassbereich in den Sperrbereich. Die sog. Flankensteilheit steigt dabei
um ͲͰdB/Dekade bzw. ͶdB/Oktave pro Ordnung. Die Ordnung eines Filters
wird durch die Anzahl der Energiespeicher festgelegt. Um den Rahmen der
Arbeit zu wahren, soll sich dieses Kapitel nur mit passiven und aktiven Filtern
beschäftigen.
Passive Filter (oder auch LC-Filter) besitzen dabei die Vorteile, dass sie
reziprok sind, für niedrige Ordnungen eine garantierte Stabilität liefern und
keine Versorgungsspannung benötigen. Dies führt außerdem dazu, dass die
Signalgröße aufgrund der fehlenden Spannungsgrenzen für den Filter nicht
relevant ist, solange sie im Rahmen der Spannungsfestigkeit des Bauteils
liegt. [75]
Aktive Filter hingegen benötigen keine Induktivitäten, was sie günstiger
und kleiner machen kann. Zusätzlich wird dadurch die Anpassung und Ausle-
gung erleichtert, da man nicht auf spezielle Bauteilgrößen angewiesen ist. [75]
2.3.1 Filtercharakteristik
Die wichtigsten drei Filtercharakteristiken (mit optimierten Frequenzgän-
gen) Butterworth-, Tschebycheff- und Bessel-Filter sind in diesem Kapitel
kurz beschrieben. Ausführlichere Erklärungen sowie die entsprechenden
Filterkoeffizienten können z. B. in [76] gefunden werden.
Bei Butterworth-Filtern ist der Amplitudenfrequenzgang möglichst lange
flachund knickt erst kurz vor der Grenzfrequenz scharf ab. Die Sprungantwort
schwingt dabei erheblich über, was mit steigender Ordnung zunimmt. [76]
Tschebycheff-Filter besitzen eine Welligkeit konstanter Amplitude im
Durchlassbereich, aber dafür oberhalb der Grenzfrequenz eine noch stär-
kere Flankensteilheit als Butterworth-Filter. Umso höher die zugelassene
Welligkeit, desto steiler ist dieser Abfall. Das Überschwingen der Sprungant-
wort ist dafür aber noch stärker als bei Butterworth-Filtern. Es ergibt sich
außerdem eine große Änderung der Gruppenlaufzeit. [76]
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Bei Bessel-Filtern (gelegentlich auch Thomson-Filter genannt) knickt der
Amplituden-Frequenzgang nicht so scharf ab wie bei den anderen Filtern.
Dafür ergibt sich eine konstante Gruppenlaufzeit (entspricht linearer Phase)
im Durchlassbereich. [76]
Umeine spezielle Filtercharakteristik zu erhalten, können die Koeffizienten
in Tabellen nachgeschlagen werden. Zur Veranschaulichung sind der Fre-
quenzgang sowie die Phasenverschiebung der vorgestellten Charakteristiken
für ein Tiefpassfilter ʹ.-Ordnung in Abbildung 2.7 bei einer Grenzfrequenz
von ͱHz dargestellt.
ͱͰ−Ͳ ͱͰ−ͱ ͱͰͰ ͱͰͱ
−ͶͰ
−͵Ͱ
−ʹͰ
−ͳͰ
−ͲͰ
−ͱͰ
Ͱ
ͱͰ
−ͳ
Frequenz (Hz)
Fr
eq
u
en
zg
an
g
(d
B
)
Bessel-Tiefpass
Butterworth-Tiefpass
Tschebyscheff-Tiefpass
mit ͳdBWelligkeit
(a) Amplitudengang.
ͱͰ−Ͳ ͱͰ−ͱ ͱͰͰ ͱͰͱ
−ͳͶͰ
−ͲͷͰ
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−͹Ͱ
Ͱ
Frequenz (Hz)
P
h
as
e
(∘
)
Bessel-Tiefpass
Butterworth-Tiefpass
Tschebyscheff-Tiefpass
mit ͳdBWelligkeit
(b) Phasengang.
Abbildung 2.7: Vergleich der vorgestellten Filtercharakteristiken ʹ.-Ordnung.
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2.3.2 Selektionsverhalten
Bei den Standardfällen des Selektionsverhaltens eines Filters handelt es sich
um:
Tiefpassfilter Dieses Filter lässt Signalanteile mit Frequenzen bis zu der aus-
gelegten Grenzfrequenz nahezu unverändert passieren und dämpft
höhere Frequenzen. Dabei wird eine Phasen-Nacheilung hervorgeru-
fen.
Hochpassfilter Dieses Filter lässt Signalanteile mit Frequenzen über der aus-
gelegten Grenzfrequenz nahezu unverändert passieren und dämpft
niedrigere Frequenzen. Dabei wird eine Phasen-Voreilung bewirkt.
Bandpassfilter Dieses Filter besitzt zwei Grenzfrequenzen und lässt nur die
Signalanteile mit Frequenzen, die dazwischen liegen, passieren. Niedri-
gere oder höhere Frequenzanteile werden abgeschwächt.
Bandstoppfilter Dieses Filter stellt die Umkehr des Bandpassfilters dar. Es
werden nur Signalanteile mit Frequenzen zwischen den beiden Grenz-
frequenzen gedämpft.
Im weiteren Verlauf des Kapitels soll nur auf Tiefpass- und Hochpassfilter
tiefer eingegangen werden, da nur diese in der Arbeit verwendet werden.
Die Übertragungsfunktion aller Tiefpassfilter lässt sich nach [76] in folgen-
der Form darstellen:
𝐺(𝑠𝑛) =
𝐴Ͱ
∏
𝑖=ͱ
(ͱ + 𝑎𝑖𝑠𝑛 + 𝑏𝑖𝑠
Ͳ
𝑛)
(2.18)
Die verwendete normierte komplexe Frequenzvariable 𝑠𝑛 bestimmt sich
dabei nach Gleichung (2.19) [76].
𝑠𝑛 =
𝑠
Ͳπ𝑓𝑔
(2.19)
Die Übertragungsfunktion für Hochpassfilter lässt sich nach [76] über die
sog. Tiefpass-Hochpass-Transformation mit Gleichung (2.20) erhalten.
𝐺(𝑠𝑛) =
𝐴∞
∏
𝑖=ͱ
(ͱ +
𝑎𝑖
𝑠𝑛
+
𝑏𝑖
𝑠Ͳ𝑛
)
(2.20)
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2.3.3 Realisierung von Tief- und Hochpassfiltern
In diesem Kapitel soll auf die Realisierung von passiven und aktiven Tief-
sowie Hochpassfiltern eingegangen werden. Dazu ist in Abbildung 2.8 die
Schaltung für diese als passives Filter ͱ. Ordnung dargestellt. Diese besteht
als einfachster Fall aus einemWiderstand und einem Kondensator.
𝑅
𝐶 𝑈𝑎𝑈𝑒
(a) Tiefpass.
𝐶
𝑅 𝑈𝑎𝑈𝑒
(b) Hochpass.
Abbildung 2.8: Passive Filter ͱ. Ordnung [76].
In Abbildung 2.9 sind die entsprechenden aktiven Filter ͱ. Ordnung darge-
stellt.
−
+
𝑅ͱ
𝑅Ͳ
𝐶ͱ
𝑈𝑎
𝑈𝑒
(a) Tiefpass.
−
+
𝑅ͱ𝐶ͱ
𝑅Ͳ
𝑈𝑎
𝑈𝑒
(b) Hochpass.
Abbildung 2.9: Aktive Filter ͱ. Ordnung [76].
In Abbildung 2.10 sind die entsprechenden Filter aus Abbildung 2.8 um
eine Induktivität als weiteren Energiespeicher erweitert. Dadurch ergibt sich
ein Filter Ͳ. Ordnung.
𝐿 𝑅
𝐶 𝑈𝑎𝑈𝑒
(a) Tiefpass.
𝐶 𝑅
𝐿 𝑈𝑎𝑈𝑒
(b) Hochpass.
Abbildung 2.10: Passive Filter Ͳ. Ordnung [76].
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Für aktive Filter Ͳ. Ordnung kann als Topologie ein Filter mit Mehrfachge-
genkopplung oder in Einfachmitkopplung verwendet werden. Zweiterer wird,
nach den Nachnamen der beiden Entwickler, Sallen-Key-Filter benannt [77].
Beide Strukturen sind in Abbildung 2.11 als aktives Tiefpassfilter gezeigt. [76]
−
+
𝑅𝑀ͳ𝑅𝑀ͱ
𝐶𝑀ͱ
𝐶𝑀Ͳ
𝑅𝑀Ͳ
𝑈𝑎
𝑈𝑒
(a)Mehrfachgegenkopplung.
−
+
𝑅𝐴Ͳ𝑅𝐴ͱ
𝐶𝐴ͱ
𝐶𝐴Ͳ
𝑈𝑎
𝑈𝑒
(b) Sallen-Key.
Abbildung 2.11: Aktive Tiefpassfilter Ͳ. Ordnung [76]).
Nach [76] lässt sich die Übertragungsfunktion eines Filters Ͳ. Ordnung mit
Mehrfachgegenkopplung mit folgender Formel bestimmen:
𝐺𝑎𝐹(𝑠) =
𝑅𝑀ͱ
𝑅𝑀Ͳ
𝑠Ͳ𝑅𝑀ͱ𝑅𝑀Ͳ𝑅𝑀ͳ𝐶𝑀ͱ𝐶𝑀Ͳ + 𝑠𝐶𝑀ͱ(𝑅𝑀Ͳ + 𝑅𝑀ͳ +
𝑅𝑀Ͳ𝑅𝑀ͳ
𝑅𝑀ͱ
) + ͱ
(2.21)
Die Übertragungsfunktion eines Sallen-Key-Filters Ͳ. Ordnung für den Fall
einer Verstärkung von ͱ lässt sich mit folgender Formel bestimmen:
𝐺𝑎𝐹(𝑠) =
ͱ
𝑠Ͳ𝑅𝐴ͱ𝑅𝐴Ͳ𝐶𝐴ͱ𝐶𝐴Ͳ + 𝑠𝐶𝐴ͱ(𝑅𝐴ͱ + 𝑅𝐴Ͳ) + ͱ
(2.22)
Die entsprechenden Hochpassfilter erhält man durch Ersetzen der Wider-
stände durch Kondensatoren und umgekehrt. Auf diese soll hier allerdings
nicht weiter eingegangen werden.
Für Filter höherer Ordnung werden die Schaltungen hintereinander ge-
schaltet, allerdings würde dadurch eine andere Filtercharakteristik entstehen,
weshalb die Koeffizienten neu ausgelegt werden müssen [76]. Bei aktiven
Filtern nennt sich das Hintereinanderschalten Kaskadentechnik. Dabei wer-
den meistens nur Stufen maximal 2. Ordnung verwendet, da nur dann der
Vorteil der einfachen Dimensionierung sowie des separaten Parameterab-
gleichs vollständig ausgenutzt werden kann. Jede einzelne Stufe darf als Folge
der Kombination mit anderen Stufen ihre Übertragungseigenschaften nicht
verändern. Damit die jeweiligen Filter stabil sind, müssen alle Pole der Über-
tragungsfunktion einen negativen Realteil besitzen. [78]
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2.3.4 Gruppenlaufzeit
Da in realen Übertragungssystemen die Datensignale eine Phasenverzerrung
erfahren, wird zur Beschreibung dieser die Gruppenlaufzeit verwendet, die
nach [79] wie folgt definiert ist:
𝜏𝑔(𝜔) = −
𝑑𝜑(𝜔)
𝑑𝜔
(2.23)
Dabei stellt 𝜑 die Phase dar, die nach der Kreisfrequenz 𝜔 abgeleitet wird.
Die Phase ist dabei das Argument der Übertragungsfunktion des zugehörigen
Datenkanals:
𝜑(𝜔) = arg{𝐺(𝑗𝜔)} (2.24)
Bei linearphasigen Übertragungssystemen bewirkt die Übertragung eine
konstante Verzögerung um die Zeit 𝑡Ͱ. Dies ist unproblematisch und gewähr-
leistet, dass das Signal formgetreu übertragen wird. In realen Systemen wird
diese Eigenschaft in aller Regel nicht angetroffen, da diese keine endliche
Impulsantwort besitzen. [79]
In Abbildung 2.12 ist die Gruppenlaufzeit für die in Kapitel 2.3.1 vorgestell-
ten Filtercharakteristiken dargestellt. Dies verdeutlicht die dort beschriebene,
erhebliche Schwankung bei einem Tschebycheff-Filter, die leichte Schwan-
kung bei Butterworth-Filtern sowie die konstante Gruppenlaufzeit bei Bessel-
Filtern.
ͱͰ−Ͳ ͱͰ−ͱ ͱͰͰ ͱͰͱ
Ͱ,Ͱ
Ͱ,͵
ͱ,Ͱ
ͱ,͵
Ͳ,Ͱ
Frequenz (Hz)
G
ru
p
p
en
la
u
fz
ei
t
(s
)
Bessel-Tiefpass
Butterworth-Tiefpass
Tschebyscheff-Tiefpass
mit ͳdBWelligkeit
Abbildung 2.12: Vergleich der Gruppenlaufzeit der vorgestellten Filtercharakteristiken ʹ.-
Ordnung.
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2.4 Operationsverstärkerschaltungen
In diesem Kapitel werden die in der Arbeit verwendeten Operationsverstärker
(OPV) Grundschaltungen kurz beschrieben.
2.4.1 Der nichtinvertierende Verstärker
Abbildung 2.13a zeigt die Grundschaltung eines nichtinvertierenden Verstär-
kers. Bei diesem lässt sich die Ausgangsspannung 𝑈𝑎 in Abhängigkeit von der
Eingangsspannung 𝑈𝑒 über das Widerstandsverhältnis bestimmen. Dieses er-
gibt den Verstärkungsfaktor 𝑉, der nach [76] in Gleichung (2.25) beschrieben
ist. Die Spannungsverstärkung ist dabei größer oder gleich ͱ.
𝑈𝑎 = 𝑈𝑒(ͱ +
𝑅ͳ
𝑅ʹ
) = 𝑈𝑒𝑉 (2.25)
−
+
𝑅ͳ𝑅ʹ
𝑈𝑎
𝑈𝑒
(a) ohne Offset [76].
−
+
𝑅ͳ𝑅ʹ
𝑅͵
𝑈𝑐𝑐
𝑈𝑎
𝑈𝑒
(b)mit Offset [80].
Abbildung 2.13: Ersatzschaltbild eines nichtinvertierenden Verstärkers.
Erweitert man diese Schaltung nach [80] um einen weiteren Widerstand,
wie in Abbildung 2.13b dargestellt, stellt sich am Ausgang eine Offsetspan-
nung 𝑈𝑜 ein. Dadurch erweitert sich Gleichung (2.25) zu
𝑈𝑎 = 𝑈𝑒𝑉 + 𝑈𝑜(ͱ − 𝑉) (2.26)
mit
𝑈𝑜 = 𝑈𝑐𝑐
𝑅ʹ
𝑅ʹ + 𝑅͵
. (2.27)
Dabei stellt 𝑈𝑐𝑐 eine der Versorgungsspannungen dar. Setzt man Glei-
chung (2.25) und (2.27) in Gleichung (2.26) ein, ergibt sich:
𝑈𝑎 = 𝑈𝑒𝑉 − 𝑈𝑐𝑐
𝑅ͳ
𝑅ʹ + 𝑅͵
(2.28)
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2.4.2 Der invertierende Verstärker
Abbildung 2.14 zeigt die Grundschaltung eines invertierenden Verstärkers
nach [76] und lässt sichmit Gleichung (2.29) berechnen. Das verstärkte Signal
wird bei dieser Schaltung invertiert ausgegeben. Die Verstärkung kann durch
ein Widerstandsverhältnis kleiner ͱ auch so gewählt werden, dass Signale
abschwächt werden.
𝑈𝑎 = (−
𝑅ͷ
𝑅Ͷ
)𝑈𝑒 = 𝑉𝑈𝑒 (2.29)
−
+
𝑅Ͷ
𝑅ͷ
𝑈𝑎
𝑈𝑒
Abbildung 2.14: Ersatzschaltbild eines invertierenden Verstärkers [76].
2.4.3 Der Differenzverstärker
Abbildung 2.15 zeigt die Grundschaltung eines Differenzverstärkers.
−
+
𝑅Ͷ
𝑅ͷ
𝑅͸ 𝑅͹
𝑈𝑎
𝑈𝑒ͱ 𝑈𝑒Ͳ
Abbildung 2.15: Ersatzschaltbild eines Differenzverstärkers [81].
Der negative Eingang verhält sich hier identisch wie der invertierende
Verstärker in Gleichung (2.29). Dazu wird das Verhalten am positiven Eingang
nach [81] addiert:
𝑈𝑎 = 𝑈𝑒ͱ(−
𝑅ͷ
𝑅Ͷ
) +𝑈𝑒Ͳ
𝑅͹
𝑅͸ + 𝑅͹
(
𝑅Ͷ + 𝑅ͷ
𝑅Ͷ
) = 𝑈𝑒ͱ𝑉 +𝑈𝑒Ͳ
𝑅͹
𝑅͸ + 𝑅͹
(ͱ−𝑉) (2.30)
Legt man an 𝑈𝑒ͱ eine feste Spannung (z. B. Versorgungsspannung) an,
arbeitet diese Schaltung als invertierender Verstärker mit Offset.
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2.5 Induktivitäten
Da Induktivitäten eine große Bedeutung in dieser Arbeit haben, werden die
damit im Zusammenhang stehenden Formeln hier betrachtet. Eine gewickelte
Induktivität besitzt eine Selbstinduktivität 𝐿, die sich mit Gleichung (2.31)
aus der Windungszahl 𝑁, der Permeabilität 𝜇, dem effektiven magnetischen
Querschnitt 𝐴𝑒 sowie der effektiven magnetischen Kernlänge 𝑙𝑒 ergibt [82].
Die Permeabilität setzt sich dabei aus der Permeabilität von Vakuum 𝜇Ͱ sowie
der relativen Permeabilität des Kernmaterials 𝜇𝑟 zusammen.
𝐿 = 𝑁Ͳ𝜇
𝐴𝑒
𝑙𝑒
(2.31)
Die kernabhängigen Werte können dabei auch zu einem magnetischen
Widerstand 𝑅𝑚 zusammengefasst werden: [82]
𝑅𝑚 =
𝑙𝑒
𝜇𝐴𝑒
(2.32)
In Datenblättern werden häufig alle Materialkonstanten sowie die Geo-
metrie des Spulenkerns zu einer Induktivitätskonstante 𝐴𝐿 zusammenge-
fasst: [83]
𝐿 = 𝑁Ͳ𝐴𝐿 (2.33)
Aus dem Vergleich dieser Formel mit Gleichung (2.31) und Gleichung (2.32)
lässt sich ein Zusammenhang zwischen 𝑅𝑚 und 𝐴𝐿 herstellen:
𝐴𝐿 =
ͱ
𝑅𝑚
(2.34)
Mit Gleichung (2.35) kann die Energie 𝐸, die eine Induktivität speichern
kann, bestimmt werden [82].
𝐸 =
ͱ
Ͳ
𝐼Ͳ𝐿 (2.35)
Der verkettete Fluss Ψ bestimmt sich in Gleichung (2.36) entweder aus der
Induktivität und dem Strom oder aus derWindungszahl 𝑁, der magnetischen
Flussdichte 𝐵 und dem effektiven magnetischen Querschnitt 𝐴𝑒 [82].
Ψ = 𝐿𝐼 = 𝑁𝐵𝐴𝑒 (2.36)
Diese kann dabei nach dem Strom umgestellt werden:
𝐼
(Ͳ.ͳͶ)
=
𝑁𝐵𝐴𝑒
𝐿
(2.37)
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Aus Gleichung (2.31) bis (2.37) lässt sich Gleichung (2.38) und mit dieser
die Energie bestimmen, die gespeichert werden kann. Für 𝑙𝑒 kann dabei die
Kernlänge des Ferrits oder insbesondere die Länge des Luftspalts eingesetzt
werden, da dieser die Speicherfähigkeit erheblich erhöht.
𝐸 =
ͱ
Ͳ
𝐵Ͳ
𝐴Ͳ𝑒
𝐴𝐿
=
ͱ
Ͳ
𝐵Ͳ
𝐴𝑒𝑙𝑒
𝜇
(2.38)
2.6 Litzendraht
Litzendraht bietet für hochfrequente Anwendungen deutliche Vorteile gegen-
über einem Festdraht. Zwar sind die Gleichstromwiderstände beider Leiter bei
gleichem Gesamtquerschnitt identisch, allerdings zeigen sich mit steigender
Frequenz, aufgrund der Unterteilung in einzelne, kleinere und voneinander
isolierte Drähte, bei der Litze deutliche Vorteile wegen der niedriger ausfallen-
denWiderstandserhöhung. Dies ist auf den Skin-Effekt zurückzuführen. [84]
Dieser Effekt erhält seinen Namen daher, dass es in einem von höherfre-
quentem Wechselstrom durchflossenen Leiter zu einer Verdrängung des
Stroms nach außen kommt und die Stromdichte im Leiterinneren abnimmt.
Im Extremfall fließt der Strom nur noch auf der Außenhaut des Leiters. Ein
wichtiger Parameter zur Beschreibung dieses Effekts ist die Eindringtiefe 𝛿,
die in Gleichung (2.39) in Abhängigkeit von der elektrischen Leitfähigkeit 𝜅
beschrieben ist. [7]
𝛿 = √
Ͳ
𝜔𝜅𝜇
=
ͱ
√π𝑓𝜅𝜇
(2.39)
Zur Auswahl des Einzeldrahtdurchmessers der Litze gibt Tabelle 2.3 eine
nach [85] in Praxisfällen bewährte Zuordnung zu Frequenzbereichen an.
Um die möglichenWindungszahlen in einemWickelfenster bestimmen zu
können, wird der Außendurchmesser 𝐷𝑎 eines Litzendrahtes benötigt. Dieser
kann mit Gleichung (2.40) berechnet werden.
𝐷𝑎 = 𝑝√𝑛𝑑𝑎 + 𝑑𝑢 (2.40)
Dabei beschreibt 𝑛 die Zahl der einzelnen Drähte und 𝑑𝑎 das Nennmaß
für den Außendurchmesser des einzelnen Drahtes inklusive Lackschicht.
Dieser kann für den jeweiligen Nenndurchmesser der unter [86] bereitge-
stellten Tabelle entnommen werden. Der Packungsfaktor 𝑝 kann Tabelle 2.4
entnommen werden. Bei Verwendung eines umsponnenen Litzendrahtes
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Tabelle 2.3: Zuordnung von Einzeldrahtdurchmessern zu Frequenzbereichen [85].
Frequenzbereich
[kHz]
Nenndurchmesser
Einzeldraht [mm]
von bis von bis
Ͱ,ͰͶ ͱ Ͱ,ʹͰͰ Ͱ,Ͳ͵ʹ
ͱ ͱͰ Ͱ,Ͳ͵ʹ Ͱ,ͲͰͰ
ͱͰ ͲͰ Ͱ,ͲͰͰ Ͱ,ͱͲͷ
ͲͰ ͵Ͱ Ͱ,ͱͲͷ Ͱ,ͱͰͲ
͵Ͱ ͱͰͰ Ͱ,ͱͰͲ Ͱ,Ͱͷ͹
ͱͰͰ ͲͰͰ Ͱ,Ͱͷ͹ Ͱ,ͰͶͳ
ͲͰͰ ͳ͵Ͱ Ͱ,ͰͶͳ Ͱ,Ͱ͵Ͱ
ͳ͵Ͱ ͸͵Ͱ Ͱ,Ͱ͵Ͱ Ͱ,ͰʹͰ
͸͵Ͱ ͱʹͰͰ Ͱ,ͰʹͰ Ͱ,ͰͳͰ
ͱʹͰͰ ͳͰͰͰ Ͱ,ͰͳͰ Ͱ,ͰͲͰ
wird noch ein Wert 𝑑𝑢 als Außendurchmesser-Anhebung beaufschlagt. Die-
ser kann überschlagsweise mit Ͱ,ͰʹͰmm Zunahme auf den Durchmesser je
Umspinnungslage angenommen werden. [85]
Tabelle 2.4: Packungsfaktor bei Litzendrähten [85].
Zahl der Drähte Packungsfaktor
ͳ bis ͱͲ ͱ,Ͳ͵
ͱͶ ͱ,ͲͶ
ͲͰ ͱ,Ͳͷ
Ͳ͵ bis ʹͰͰ ͱ,Ͳ͸
2.7 Modulationsverfahren
In diesem Unterkapitel sollen kurz die Grundlagen beschrieben werden, wie
ein Nutzsignal auf ein geeignetes Sendesignal moduliert wird. Dafür werden
Modulationsverfahren benötigt. Bei diesen wird in der Regel die Phase und
die Amplitude moduliert, um höhere Datenraten zu erreichen [76]. Das mo-
dulierte Trägersignal 𝑠𝑇(𝑡) wird dabei neben der Trägerkreisfrequenz 𝜔𝑇 aus
der allgemeinen Amplitudenmodulation 𝑎(𝑡) und der allgemeinen Phasen-
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modulation 𝜑(𝑡) gebildet, auf die hier nicht weiter eingegangen werden soll,
die aber nach [76] wie folgt beschrieben werden:
𝑠𝑇(𝑡) = 𝑎(𝑡) cos[𝜔𝑇𝑡 + 𝜑(𝑡)] = 𝑎(𝑡) cos𝜑(𝑡) cos𝜔𝑇𝑡 − 𝑎(𝑡) sin𝜑(𝑡) sin𝜔𝑇𝑡
(2.41)
Mit den Quadraturkomponenten
𝑖(𝑡) = 𝑎(𝑡) cos𝜑(𝑡) und 𝑞(𝑡) = 𝑎(𝑡) sin𝜑(𝑡) , (2.42)
wobei 𝑖(𝑡) das Inphase-Signal und 𝑞(𝑡) das Quadratur-Signal darstellt, ergibt
sich die üblichere Form:
𝑠𝑇(𝑡) = 𝑖(𝑡) cos𝜔𝑇𝑡 − 𝑞(𝑡) sin𝜔𝑇𝑡 (2.43)
Das zugehörige Modulationsverfahren wird Quadratur-Amplituden-Modu-
lation (QAM) genannt. [76]
2.7.1 Binäre Phasenumtastung
Das einfachste Verfahren mit Phasenumtastung (Englisch: Phase-Shift Key-
ing, PSK) (stellt die digitale Form der Phasenmodulation dar), ist die Binäre
Phasenumtastung (Englisch: Binary Phase-Shift Keying, BPSK). Dabei wird
die Phase des Trägersignals zwischen zwei Zuständen umgeschaltet. Dieses
Umschalten nennt sich Umtasten. Das Konstellationsdiagramm ist in Abbil-
dung 2.16 dargestellt. Dieses Verfahren besitzt eine sehr hohe Störfestigkeit,
da es nur zwei Symbole besitzt, die einen maximalen Abstand zueinander
aufweisen. [87]
i
q
ͱͰ
Abbildung 2.16: Konstellationsdiagramm für BPSK nach [76].
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2.7.2 Quadratur-Amplituden-Modulation
QAM stellt eine Kombination aus PSK und ASK dar. Die Summe aus Phasen-
und Amplitudensprüngen gibt eine Anzahl 𝑛 verschiedener Zeigerzustän-
de an. Nach diesen bezeichnet man diese Art der Tastung als 𝑛-QAM. Das
beispielhafte Konstellationsdiagramm für ͱͶ-QAM ist in Abbildung 2.17 dar-
gestellt. [88]
i
q
ͰͰͰͰ ͰͱͰͰ ͱͱͰͰ ͱͰͰͰ
ͰͰͰͱ ͰͱͰͱ ͱͱͰͱ ͱͰͰͱ
ͰͰͱͱ Ͱͱͱͱ ͱͱͱͱ ͱͰͱͱ
ͰͰͱͰ ͰͱͱͰ ͱͱͱͰ ͱͰͱͰ
Abbildung 2.17: Konstellationsdiagramm für ͱͶ-QAM nach [76].
2.7.3 Orthogonales Frequenzmultiplexverfahren
Eine höherwertige Modulation stellt das Orthogonale Frequenzmultiplex-
verfahren (Englisch: Orthogonal Frequency-Division Multiplexing, OFDM)
dar. Dabei wird der Datenstrom durch Multiplexen in eine Anzahl 𝑁 parallel
laufender Teildatenströme mit niedrigerer Datenrate aufgeteilt. Der Abstand
der hierdurch entstehenden Unterträgerwird dabei so gewählt, dass diese sich
nicht gegenseitig beeinflussen. Die Unterträger werden mit herkömmlichen
Modulationsverfahren (z. B. QAM) moduliert. Dieses Verfahren ist besonders
robust gegen kurzzeitige impulsförmige Störungen. [87, 88]
DieOFDM-Symboldauer 𝑇𝑠𝑦𝑚 bei OFDM lässt sich aus der Symboldauer 𝑇𝑑
und der Anzahl der Subträger 𝑁𝐶 bestimmen [89].
𝑇𝑠𝑦𝑚 = 𝑁𝐶𝑇𝑑 (2.44)
Dabei ist die Symboldauer der Kehrwert der Bandbreite 𝐵.
𝑇𝑑 =
ͱ
𝐵
(2.45)
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2.8 Bewertungskriterien
In diesem Kapitel werden die zur Bewertung der Kommunikationsmethoden,
in Kombination mit dem in dieser Arbeit ausgelegten Kommunikationskanal,
notwendigen Kriterien vorgestellt.
2.8.1 Signal-zu-Rausch-Verhältnis
Das sog. Signal-zu-Rausch-Verhältnis (Englisch: Signal-to-noise ratio, SNR)
gibt nach [76] das Verhältnis zwischen der Leistung des übertragenen Nutz-
signals und der des Rauschsignals an. Damit ist es ein Maß für die Reinheit
und wird üblicherweise in Dezibel angegeben. Je größer das Verhältnis ist,
desto störungsfreier und rauschärmer ist das Signal. Zur Verdeutlichung ist
die Definition in Gleichung (2.46) dargestellt.
𝑆𝑁𝑅 =
Nutzsignalleistung
Rauschleistung
(2.46)
2.8.2 Empfangs-Konstellationsfehler
Zusätzlich existiert als Gütezahl zur Beurteilung der Qualität vonmodulierten
Kommunikationssignalen der sog. Empfangs-Konstellationsfehler (Englisch:
error vector magnitude, EVM). Dieser drückt den Unterschied zwischen dem
erwarteten, demodulierten und dem tatsächlich empfangenen Symbol aus.
Dabei gibt der EVM Auskunft über den Amplituden- und den Phasenfehler
im Signal. [90]
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Da die Kommunikation über das bestehende Spulenpaar der Leistungsüber-
tragung stattfinden soll, muss in einem ersten Schritt das System analysiert
werden. Im Unterkapitel Entwurf wird anschließend systematisch untersucht,
welche Teilkomponenten mit welchen technischen Anforderungen benötigt
werden. Nachdem im Anschluss die jeweiligen IPT-Systeme spezifiziert sind,
werdendie Teilkomponentender Kommunikationshardware systemspezifisch
ausgelegt und simulativ betrachtet.
3.1 Analyse
Da als Kanal die Leistungsspulen (𝐿ͱ und 𝐿Ͳ) des bereits bestehenden IPT-
Systems mitgenutzt werden sollen, wie in Abbildung 3.1 zu sehen ist, muss
ein Frequenzband für die Datenübertragung gefunden werden, in dem das
Kommunikations- vom Leistungssignal getrennt werden kann.
Leistungs-
elek-
tronik
+
𝐿ͱ
−
+
𝐿Ͳ
−
Leistungs-
elek-
tronik
Komm.-
elek-
tronik
Komm.-
elek-
tronik
Abbildung 3.1: Schematische Darstellung des Gesamtsystems [91].
Der übliche Ansatz legt nahe, die Datenübertragung in ein Frequenzband
deutlich über das Leistungssignal zu legen,wie es auch bei der Powerline Com-
munication (PLC) verwendet wird. Das Leistungssignal besteht allerdings
aufgrund der Signalform neben der Grundschwingung aus erheblichen hoch-
energetischen Oberwellen. Dies ist in Abbildung 3.2 für ein 3 kW System, das
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bei 150 kHz betrieben wird, gezeigt. Die Messung wurde dabei an der primä-
ren Leistungsübertragungsspule und damit im primärseitigen Resonanzkreis
durchgeführt. Um hochfrequent kommunizieren zu können, müsste das Si-
gnal zwischen die Oberwellen gesetzt werden. Durch den resultierenden,
sehr geringen Abstand zu den zu filternden Frequenzanteilen würden ex-
trem steilflankige Filter benötigt werden, um die benötigte Filterwirkung zu
erhalten.
Dies würde in der Regel mit aktiven Filtern realisiert werden, die allerdings
aufgrund der sehr hohen Spannungen zerstört werden würden. Mit passiven
Filtern wäre es aber kaum möglich, ein so steilflankiges Filter in adäquater
Größe zu realisieren, dass dieser Belastung standhalten könnte. In noch
höheren Frequenzbereichen, in denen die Oberwellen klein genug wären,
ist die Dämpfung durch das Tief- bzw. Bandpassverhalten des IPT-Systems
schon so stark, dass eine Übertragung zu stark gedämpft wäre.
ͱͰͳ ͱͰʹ ͱͰ͵ ͱͰͶ ͱͰͷ
−ͱͲͰ
−ͱͰͰ
−͸Ͱ
−ͶͰ
−ʹͰ
−ͲͰ
Ͱ
ͲͰ
ʹͰ
ͶͰ
𝑓𝑠
Frequenz (Hz)
Si
gn
al
p
eg
el
(d
B
V
)
Abbildung 3.2: Spektrum des IPT Leistungssignals im Resonanzkreis der Primärseite [92].
Aufgrund dieser Betrachtungen erscheint es logisch, den Frequenzbereich
des Datensignals weit genug unter die Schaltfrequenz des Wechselrichters
zu legen und dadurch das Leistungssignal deutlich leichter herausfiltern zu
können.
Als nächster Schritt muss betrachtet werden, bei welcher Kompensati-
onstopologie und an welcher Stelle des IPT-Systems die Datenübertragung
eingekoppelt werden soll.
Bei doppelseitiger serieller Kompensation gibt es dabei die Möglichkeit, das
Datensignal vor oder im Resonanzkreis ein- bzw. auszukoppeln. Vor bezeich-
net dabei auf der Primärseite die Position direkt nach demWR bzw. auf der
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Sekundärseite direkt vor dem GR. Bei einer Einspeisung im Resonanzkreis
würde das Signal zwischen dem jeweiligen Kompensations-Kondensator und
der Übertragungsspule, d. h. direkt parallel zu den Leistungsübertragungs-
spulen, eingekoppelt werden. In Abbildung 3.3 sind die Möglichkeiten für
den gemeinsamen Teil des Kanals aus Sicht des Datensignals zur Veranschau-
lichung vereinfacht dargestellt.
𝐿ͱ 𝐿Ͳ
𝑘
𝑊𝑅
𝐶ͱ
𝐺𝑅
𝐶Ͳ
(a) Einkopplung vor Resonanzkreis.
𝐿ͱ 𝐿Ͳ
𝑘
𝑊𝑅
𝐶ͱ
𝐺𝑅
𝐶Ͳ
(b) Einkopplung im Resonanzkreis.
Abbildung 3.3: Gemeinsam genutzter Kanal bei SS-Kompensation.
Neben der ungünstigen Tatsache, dass sich das System mit in Reihe ge-
schalteten Kondensatoren wie ein Bandpass verhält (bei direktem Anschluss
an die Übertragungsspulen wie ein Tiefpass), verändert sich der Kanal in
beiden Fällen durch die Leistungselektronik. Wird die Leistungsübertragung
genutzt, schaltet der WR und als Folge auch der GR durch. Wie in Abbil-
dung 3.3a zu sehen ist, würde dadurch die Kommunikation kurzgeschlossen
und hätte als Last nur noch den durchgeschalteten WR bzw. GR. Diese Last-
änderung könnte eine Datenübertragung nahezu verhindern und würde die
Kanaleigenschaften komplett verändern. Da vor allem auch während der Leis-
tungsübertragung kommuniziert werden muss, kommt diese Option daher
nicht in Frage.
Bei Einspeisung nach Abbildung 3.3b zeigt der Kanal ebenso unterschiedli-
ches Verhalten. Ohne Leistungsübertragung besteht er aus dem Übertrager
und es entsteht ein sehr linearer Kanal, der bei hohen Frequenzen aufgrund
von parasitären Effekten Resonanzen aufweisen kann. Diese sind allerdings
sehr systemspezifisch und können daher hier nicht allgemein betrachtet
werden, was aber auch nicht nötig ist, da die Kommunikation auf tiefen Fre-
quenzen stattfindet. Bei Nutzung des IPT-Systems wird auf der Primär- und
Sekundärseite der jeweilige Kompensations-Kondensator parallel geschaltet,
wie in Abbildung 3.3b dargestellt. Für niedrige Frequenz verändert sich der
Kanal nicht, da die Kondensatoren hochohmig sind. Allerdings entstehen zu-
sätzliche Resonanzfrequenzen, die eine Kanaländerung hervorrufen können.
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Für den Fall mit symmetrischen Spulen (𝐿 = 𝐿ͱ = 𝐿Ͳ), und daraus resultierend
symmetrischer Kompensation (𝐶 = 𝐶ͱ = 𝐶Ͳ), lassen sich diese bei eingeschal-
teter Leistungselektronik sehr einfach berechnen. Der aus Abbildung 3.3b
resultierende Eingangswiderstand bestimmt sich wie folgt:
𝑍𝑖𝑛 =
𝑠𝐿(𝑠Ͳ𝐿𝐶(ͱ − 𝑘Ͳ) + ͱ)
𝑠ʹ𝐿Ͳ𝐶Ͳ(ͱ − 𝑘Ͳ) + Ͳ𝑠Ͳ𝐿𝐶 + ͱ
(3.1)
Da in diesem Fall parallel zu den Spulen der Leistungsübertragung ein-
gespeist werden soll, muss, um das Verhalten der Leistungselektronik nicht
zu verändern, ein hohes induktives Verhalten erzeugt werden. Zur Vereinfa-
chung kann dadurch von einem Stromquellenverhalten ausgegangen werden,
weshalb der Kehrwert aus Gleichung (3.1) gleich Ͱ gesetzt werden muss.
ͱ
𝑍𝑖𝑛
= Ͱ
𝑠ʹ𝐿Ͳ𝐶Ͳ(ͱ − 𝑘Ͳ) + Ͳ𝑠Ͳ𝐿𝐶 + ͱ = Ͱ
𝜔ʹ𝐿Ͳ𝐶Ͳ(ͱ − 𝑘Ͳ) − Ͳ𝜔Ͳ𝐿𝐶 + ͱ = Ͱ
(3.2)
Die Lösungen für diese Gleichung ergeben sich zu:
𝜔ͱ/Ͳ =
ͱ
√𝐿𝐶(ͱ ± 𝑘)
(3.3)
Da die Datenübertragung niederfrequent stattfindet, spielt auch nur die
nähere Frequenz eine Rolle. Es wird daher nur der positive Fall betrachtet
und es ergibt sich für die Resonanz-Störfrequenz 𝑓𝑧 die folgende Formel:
𝑓𝑧 =
ͱ
Ͳπ√𝐿𝐶(ͱ + 𝑘)
(Ͳ.͹)
=
𝑓Ͱ
√(ͱ + 𝑘)
(3.4)
Diese liegt unterhalb der charakteristischen Frequenz und ist umso höher,
je kleiner der Koppelfaktor ist. Diese Störfrequenz verhindert allerdings keine
Datenübertragung, weshalb für diese Kompensationstopologie eine Einspei-
sung direkt an den Leistungsspulen gewählt wird. Um bei eingeschalteter
Leistungselektronik den Kanal nicht zu verändern, sollte diese Frequenz weit
außerhalb des gewünschten Kommunikationsbandes liegen. Soll das System
hauptsächlich gleichzeitig mit der Leistungsübertragung betrieben werden,
kann die Frequenz beim Systemdesign auch so ausgelegt werden, dass eine
Erweiterung des nutzbaren Frequenzbereiches für die Datenübertragung
erreicht wird.
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In Abbildung 3.4 ist die Einkopplung für eine doppelseitig parallele Kom-
pensation (PP) dargestellt. Wie bereits in Abbildung 3.3a dargestellt, würde
die Kommunikationdurchdie Leistungsübertragung kurzgeschlossenwerden.
Dies zeigt, dass keine Kompensation, die lediglich einen parallelen Konden-
sator besitzt (PP, PS, SP), für diese Kommunikationsmethode geeignet ist.
𝐿ͱ 𝐿Ͳ
𝑘
𝐶ͱ𝑊𝑅 𝐶Ͳ 𝐺𝑅
Abbildung 3.4: Gemeinsam genutzter Kanal bei PP-Kompensation.
Die LPS Kompensation ist hingegen um eine Induktivität 𝐿𝑖𝑛 erweitert, wo-
durch sich die Möglichkeit ergibt, nicht direkt amWR bzw. GR einzukoppeln.
Dies ist in Abbildung 3.5 dargestellt. Anders als bei der doppelseitig seriellen
Kompensation wird sich hier der Kanal allerdings auch unter den resultieren-
den Störfrequenzen verändern, da es sich bei der primärseitig verändernden
Komponente, aus Sicht der Datenübertragung, um eine parallel geschaltete
Induktivität handelt. Diese wird nach [70] gleich 𝐿ͱ gesetzt, wodurch sich der
Eingangswiderstand deutlich ändert.
𝐿ͱ 𝐿Ͳ
𝑘
𝐶ͱ
𝑊𝑅
𝐿𝑖𝑛
𝐺𝑅
𝐶Ͳ
Abbildung 3.5: Gemeinsam genutzter Kanal bei LPS-Kompensation.
Ohne Leistungsübertragung ergibt sich, wieder mit symmetrischen Spu-
len und damit nach [70] gleich großen Kompensationskondensatoren, ein
Eingangswiderstand nach Gleichung (3.5).
𝑍𝑖𝑛 =
𝑠𝐿
𝑠Ͳ𝐿𝐶 + ͱ
(3.5)
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Aus dieser Gleichung kann, nach dem gleichen Vorgehen wie bei der SS
Kompensation, eine Störfrequenz gleich der charakteristischen Frequenz
bestimmt werden, wie Gleichung (3.6) zeigt.
𝑓𝑧 =
ͱ
Ͳπ√𝐿𝐶
(Ͳ.͹)
= 𝑓Ͱ (3.6)
Um die Resonanzfrequenzen mit Leistungsübertragung zu bestimmen,
wird der Eingangswiderstand aus Gleichung (3.1) um 𝐿𝑖𝑛 = 𝐿 erweitert, womit
sich Gleichung (3.7) ergibt.
𝑍𝑖𝑛 =
𝑠𝐿(𝑠Ͳ𝐿𝐶(ͱ − 𝑘Ͳ) + ͱ)
𝑠ʹ𝐿Ͳ𝐶Ͳ(ͱ − 𝑘Ͳ) + 𝑠Ͳ𝐿𝐶(ͳ − 𝑘Ͳ) + Ͳ
(3.7)
Durch das Nullsetzen des Kehrwerts ergibt sich damit die folgende Lösung:
𝜔ͱ/Ͳ =
(ͳ − 𝑘Ͳ) ± (ͱ + 𝑘Ͳ)
Ͳ𝐿𝐶(ͱ − 𝑘)
(3.8)
Die niederfrequentere Störfrequenz ergibt sich hier für den negativen
Fall. Diese ist, wie bereits in Gleichung (3.6) bestimmt, ebenfalls gleich der
charakteristischen Frequenz 𝑓Ͱ.
36
3.2 Entwurf
3.2 Entwurf
In diesem Abschnitt soll systematisch betrachtet werden, welche einzelnen
Teilblöcke für den Datenkanal des Kommunikationssystem benötigt werden
und wie diese aufgebaut sein müssen. Diese sind in Abbildung 3.6 dargestellt.
FW 𝐿ͱ 𝐿Ͳ
𝐿ͱ+ 𝐿ͱ− 𝐿Ͳ+𝐿Ͳ−
𝑘
FW
Abbildung 3.6: Schematische Darstellung der Elektronik des Kommunikationssystems [91].
Der Aufbau des Kommunikationssystems ist dabei auf beiden Seiten iden-
tisch und besteht jeweils aus:
• einer Frequenzweiche (FW),
• einem Sende-Empfangs-Umschalter,
• einem passiven Filter
• einem Sendeverstärker,
• einem aktiven Filter,
• einem Empfangsverstärker.
Die jeweilige Begründung für die Notwendigkeit sowie die Beschreibung
ist in den folgenden jeweiligen Unterkapiteln zu finden.
3.2.1 Frequenzweiche
Die erste und wichtigste Baugruppe des Kommunikationssystems stellt die
Frequenzweiche (FW) dar. Sie dient zur ersten Trennung des Daten- vom
Leistungsteil sowie zur Ein- bzw. Auskopplung des Kommunikationssignals.
Die FW ist ein leicht modifizierter Tiefpassfilter Ͳ. Ordnung, der nötig ist,
da sich die Spannung des Leistungssignals weit über dem für kommerzielle
Bauteile ausgelegten Bereich bewegt.
Die Spannung am Ausgang des WR, und somit am Eingang des primärseiti-
gen Resonanzkreises, besitzt bei Verwendung einer VB eine Spitzenspannung
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in Höhe der Eingangsspannung. Aufgrund des resonanten Verhaltens des
IPT-Systems ist die Spannung an den Leistungsspulen, an denen auch die FW
kontaktiert wird, deutlich höher. Dieser Effekt ist umso stärker, je niedriger
der Koppelfaktor ist. Dieser hat eine hohe Blindleistung zur Folge, die zu ei-
nem hohen Strom führt, der eine hohe Spannung an den reaktiven Elementen
verursacht.
Das Ersatzschaltbild der FW ist in Abbildung 3.7 dargestellt. Sie ist auf
der Primär- und Sekundärseite identisch aufgebaut und wird direkt parallel
an die Koppelspulen des IPT-Systems angeschlossen. Sie besteht aus zwei
Hochspannungsinduktivitäten 𝐿𝑊 in Reihe mit einer Parallelschaltung. Diese
besteht aus einem Kondensator 𝐶𝑊 und einem Übertrager 𝐿𝑇. Der Übertrager
sorgt für eine benötigte galvanischeTrennungder Kommunikationselektronik
und ein definiertes Massepotential. Auf der Sekundärseite des Übertragers
wird ein Widerstand 𝑅𝑇 als Lastanpassung dazu geschaltet. Mit diesem kann
die Anpassung und Dämpfung der Frequenzweiche eingestellt werden.
𝐿ͱ/Ͳ−
𝐿𝑊
𝐶𝑊
𝐿𝑊𝐿ͱ/Ͳ+
𝐿𝑇 𝐿𝑇 𝑅𝑇 𝑈𝑎𝑈𝑒𝐿ͱ/Ͳ
Abbildung 3.7: Ersatzschaltbild der Frequenzweiche [92].
Die Übertragungsfunktion 𝐺𝐹𝑊𝑒 der FW mit idealen Bauteilen in Emp-
fangsrichtung lässt sich aus dem Ersatzschaltbild herleiten und zeigt ein
PTͲ-Verhalten [93] wie in Gleichung (3.9) dargestellt.
𝐺𝐹𝑊𝑒 =
𝑈𝑎
𝑈𝑒
=
𝑉𝐹𝑊
𝑠Ͳ
ͱ
𝜔Ͳ𝐹𝑊
+ 𝑠
Ͳ𝐷𝐹𝑊
𝜔𝐹𝑊
+ ͱ
(3.9)
Die Verstärkung 𝑉𝐹𝑊 bestimmt sich mit
𝑉𝐹𝑊 =
𝐿𝑇
Ͳ𝐿𝑊 + 𝐿𝑇
(3.10)
und die Dämpfung 𝐷𝐹𝑊 mit
𝐷𝐹𝑊 =
ͱ
Ͳ𝑅𝑇
⋅ √
Ͳ𝐿𝑊𝐿𝑇
𝐶𝑊(Ͳ𝐿𝑊 + 𝐿𝑇)
. (3.11)
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Die Resonanzfrequenz 𝑓𝐹𝑊 kann mit Gleichung (3.12) aus der Resonanz-
kreisfrequenz 𝜔𝐹𝑊 berechnet werden.
𝑓𝐹𝑊 =
𝜔𝐹𝑊
Ͳπ
=
ͱ
Ͳπ
⋅ √
Ͳ𝐿𝑊 + 𝐿𝑇
Ͳ𝐿𝑊𝐿𝑇𝐶𝑊
(3.12)
Entscheidend für eine sichere und fehlerfreie Funktion ist dabei, dass der
Übertrager über eine sehr niedrige Koppelkapazität verfügt. Eine hohe Kop-
pelkapazität würde dazu führen, dass die Funktion des Übertragers erheblich
abgeschwächt bzw. sogar außer Kraft gesetzt wird, da höherfrequente Si-
gnale kapazitiv auf die Sekundärseite des Übertragers überkoppeln können.
Dadurch würde eine leitende Verbindung zu Masse entstehen und den diffe-
rentiellen Resonanzkreis verziehen. Zusätzlich würden die Elemente der FW
unsymmetrisch belastet werden, was zu einer Zerstörung führen könnte.
Da die Frequenzweiche in beide Richtungen betrieben wird, ist in Glei-
chung (3.13) die Übertragungsfunktion in Senderichtung bestimmt.
𝐺𝐹𝑊𝑠 =
𝑈𝑒
𝑈𝑎
=
𝐿ͱ/Ͳ
𝐿ͱ/Ͳ + Ͳ𝐿𝑊
(3.13)
Die zentralen Elemente der Frequenzweiche sind die Induktivitäten 𝐿𝑊.
Diese müssen die hohe Spannung des Resonanzkreises sowie die daraus
resultierenden Ströme führen ohne dadurch zu sättigen. Dabei muss der In-
duktivitätswert so hochwie nötig gewählt werden, umden Strom ausreichend
zu begrenzen. Dadurch wird allerdings auch das Datensignal gedämpft (vgl.
Gleichung (3.13)), weshalb ein Kompromiss zwischen diesen beiden Anforde-
rungen gefunden werden muss.
3.2.2 Sende-Empfangs-Umschalter
Da aufgrund der niedrigen Kommunikationsfrequenz die Bandbreite sehr
begrenzt und eine bidirektionale Kommunikation nicht unbedingt nötig
ist, soll abwechselnd auf derselben Frequenz kommuniziert werden. Dies
bedeutet, dass ein Umschalter für Senden und Empfangen benötigt wird.
Aufgrund der nicht typischen Anwendung schränken die Anforderungen
die Auswahl erheblich ein. Da das Datensignal bis zur Höhe der Versor-
gungsspannung von ±͵V um Null symmetrisch ist, muss der Umschalter
diese Spannung auch uneingeschränkt durchlassen. Zusätzlich muss er für
den durch das Datensignal resultierenden Strom im höheren zweistelligen
Milliampere-Bereich ausgelegt sein. Dabei sollte der Durchlasswiderstand so
niedrig wie möglich sein, um keine unnötigen Verluste zu erzeugen.
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3.2.3 Passives Filter
Da die Frequenzweiche nur eine erste grobe Filterung des Leistungssignals
vornimmt, sollte im Sendepfad noch ein Filter eingebaut werden, um den
Ausgang des Operationsverstärkers vor Schäden zu bewahren. Aufgrund
der benötigten Bidirektionalität der Struktur muss dieses passiv ausgeführt
werden.
In Abbildung 3.8 ist dazu das Ersatzschaltbild des Filters dargestellt. Es ist
als eine Kombination aus einem Tiefpass ʹ. Ordnung sowie einem Hochpass,
der mit den nachfolgenden induktiv wirkenden Schaltungsteilen Ͳ. Ordnung
besitzt, aufgebaut.
OPV
𝐿𝑝ͱ 𝐿𝑝Ͳ 𝐶𝑝ͳ FW
𝐶𝑝ͱ 𝐶𝑝Ͳ
Abbildung 3.8: Ersatzschaltbild des passiven Sendefilters.
3.2.4 Aktives Filter
Um das empfangene Datensignal für die digitale Verarbeitung im Mikrocon-
troller nutzbar zu machen, muss das Signal vorher weiter vom leistungsstar-
ken IPT-Signal gefiltert werden. Um diese hohe Filterwirkung zu erhalten
und da es sich hier um ein unidirektionales Signal handelt, eignet sich eine
aktive Filterung sehr gut. Dabei erhält man im Sperrbereich pro Ordnung
eine Dämpfung von ͲͰdB pro Dekade.
Die hohe Filterwirkung wird erreicht, indem nach Bedarf mehrere Filter
Ͳ. Ordnung, wie in Kapitel 2.3.3 beschrieben, in Kaskadentechnik verschaltet
werden. Das Sallen-Key-Filter bietet dabei für die hier benötigte Anwendung
mehrere Vorteile. Zum einen ist der Aufbau nur in Sallen-Key-Struktur nicht-
invertierend, zum anderen werden, da ein separater Verstärker verwendet
werden soll, bei einer Verstärkung von ͱ nur ʹ (statt ͵) passive Bauteile benö-
tigt und die Rauschverstärkung ist mit einem Faktor von ͱ (statt Ͳ) deutlich
kleiner. Nachteilig ist, dass die Filterdämpfung bei dieser Struktur in ho-
hen Frequenzbereichen wieder etwas ansteigt. Dies geschieht dadurch, dass
das endliche Verstärkungs-Bandbreite-Produkt (Englisch: gain bandwidth
product, GBWP) das nicht ideale Verhalten des OPVs zunehmend negativ
beeinflusst und damit der direkte Pfad über 𝐶𝐴Ͳ an Einfluss auf das Übertra-
gungsverhalten gewinnt. [94]
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Da in diesem System für das aktive Filter keine Verstärkung benötigt wird,
bietet die Sallen-Key-Struktur deutliche Vorteile und wird deshalb gewählt.
Bei der Auswahl des OPVs muss allerdings auf ein ausreichend hohes GBWP
geachtet werden. Zusätzlich muss er unity-gain-stable sein, d. h. dass er bei
einer Verstärkung von ͱ nicht ins Schwingen gerät.
3.2.5 Verstärker
Für das gesamte System wird in beiden Pfaden je ein Verstärker benötigt.
Im Sendepfad dient dieser dazu, das Datensignal aus dem Digital-Analog-
Umsetzer (DAU) zu verstärken, da dieser nur geringe Ausgangsströme liefern
kann. Zusätzlich ist das generierte Signal offsetbehaftet, da der DAU nur po-
sitive Spannungswerte liefern kann. Dieser Offset muss durch den Verstärker
durch einen negativen Offset in ein möglichst mittelwertfreies Signal ge-
wandelt werden. Eine Gleichspannung würde nur Verluste erzeugen und der
Transformator kann keine Gleichspannung übertragen, wodurch nur dessen
Sättigung erhöht werden würde. Eine Restgleichspannung kann zusätzlich
durch das verwendete passive Filter abgefangen werden. Um dieses treiben
zu können, sollte für diesen Verstärker ein Leistungsoperationsverstärker
verwendet werden. Zusätzlich muss auch dieser unity-gain-stable sein, da
hier geringe Verstärkungsfaktoren zum Einsatz kommen.
Im Sendepfad wurde als Schaltung ein Differenzverstärker bzw. ein inver-
tierender Verstärker mit Offset nach Abbildung 2.15 verbaut. Dieser bietet den
Vorteil, dass dieser bei Bedarf sehr einfach zu einem Tiefpassfilter ͱ. Ordnung
erweitert werden kann, indem ein Kondensator parallel zum Widerstand
im Rückkoppelpfad geschaltet wird (vgl. Abbildung 2.9a). Dieser könnte bei
Bedarf genutzt werden, um das Sendesignal vom Mikrocontroller (µC) zu
filtern. Zusätzlich wären mit dieser Schaltung auch kleine Verstärkungen
einfach realisierbar. Die Invertierung bietet zudem keinen Nachteil, da es sich
um ein symmetrisches Signal handelt.
Im Empfangspfad dient ein Verstärker dazu, das Datensignal so zu ver-
stärken, dass der nachfolgende Analog-Digital-Umsetzer (ADU) möglichst
über den gesamten Quantisierungsbereich ausgesteuert wird. Da dem Signal
zusätzlich ein Offset hinzugefügt werden muss, da nur positive Signale quan-
tisiert werden können, und um die Vorteile des Sallen-Key-Filters nicht zu
verlieren, ist dieser separat ausgeführt und nicht in das aktive Filter integriert.
Dies vereinfacht außerdem die Anpassung in Versuchen, da die Verstärkung
separat und einfach einstellbar ist. Bei der Auswahl des OPVs muss vor allem
auch sichergestellt werden, dass das GBWP ausreichend hoch ist.
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Als Schaltung wurde für den Empfangspfad ein nichtinvertierender Ver-
stärker mit Offset gewählt, wie in Kapitel 2.4.1 vorgestellt. In Abbildung 3.9 ist
dies zur leichteren Nachvollziehbarkeit nochmals dargestellt. Dieser bietet
neben der geringeren Bauteilanzahl den Vorteil, dass sich Gleichung (2.28),
wenn hohe Verstärkungen verwendet werden, vereinfacht und der Offset un-
abhängig von der Verstärkung ist. Durch diese ergibt sich 𝑅ͳ ≫ 𝑅ʹ und damit,
da der Offset deutlich kleiner als die Versorgungsspannung ist, 𝑅͵ ≫ 𝑅ʹ.
Dadurch erhält man folgende vereinfachte Formel:
𝑈𝑎 = 𝑈𝑒𝑉 − 𝑈𝑐𝑐(
𝑅ͳ
𝑅ʹ + 𝑅͵
) ≈ 𝑈𝑒𝑉 − 𝑈𝑐𝑐(
𝑅ͳ
𝑅͵
) (3.14)
Ändert man nun die Verstärkung nur mit 𝑅ʹ und hält 𝑅ͳ unverändert, ist
die Offsetspannung am Ausgang unabhängig von der Verstärkung, weshalb
für den Empfangsverstärker diese Schaltung gewählt wurde.
Diese Schaltung könnte in anderen Systemenden Nachteil mit sich bringen,
dass für einen positiven Offset eine negative Versorgungsspannung benötigt
wird, die in der Schaltung aber eh zur Verfügung stehen muss.
−
+
𝑅ͳ𝑅ʹ
𝑅͵
𝑈𝑐𝑐
𝑈𝑎
𝑈𝑒
Abbildung 3.9: Ersatzschaltbild des Empfangsverstärkers [80].
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3.3 Spezifikation der IPT-Systeme
Da die Kommunikation für verschiedene Systeme ausgelegt wurde, die sich
teilweise erheblich unterscheiden, werden diese sowie ihre Unterschiede
hier vorgestellt. Alle Systeme besitzen dabei primär- und sekundärseitig eine
serielle Kompensation.
3.3.1 System 1: Ladestation
Bei dem ersten vorgestellten System handelt es sich um eine, vom Fraun-
hofer-Institut für Integrierte Systeme und Bauelementetechnologie (IISB)
entwickelte Ladestation für Elektroautos. In einer Kooperation im Rahmen
des Energiecampus Nürnberg (EnCN) sollte dabei vom Lehrstuhl für Techni-
sche Elektronik (LTE) eine Kommunikationsschnittstelle entwickelt werden.
Bei diesem System ist die Primärspule senkrecht in einer Säule eingebracht
und die Sekundärseite befindet sich im Nummernschild des Fahrzeuges, wie
in Abbildung 3.10 gezeigt. Dadurch ergibt sich (für Ladestationen von Elek-
troautos) ein sehr kleiner Luftspalt von ͱ cm. Je nachdem wie gut die Spulen
positioniert sind, variiert dabei der Koppelfaktor zwischen Ͱ,ʹ und Ͱ,Ͷ. Das
System wird mit einer Gleichspannung von ʹͰͰV betrieben und kann eine
Ausgangsleistung von bis zu ͳ kW liefern. Dabei wird es mit einer Schaltfre-
quenz von ͱ͵Ͱ kHz betrieben [28].
Die Leistungsübertragungsspulen haben für einen Abstand von ͱ cm einen
Koppelfaktor von Ͱ,͵ eine Induktivität von ͸͸ µH auf der Primär- und ͹ͷ µH
auf der Sekundärseite. Für die Kompensation werden Kondensatoren mit
einer Kapazität von ͲͲnF verwendet.
Ausführlichere Informationen über das System sind in [28] zu finden,wobei
es dort mit überlappend angeordneten Spulen beschrieben ist.
Abbildung 3.10: Foto des Ladestationssystems mit integriertem IPT-System [95].
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Bei der Kommunikation für dieses System handelt es sich um das erste
System seiner Art. Besonders die sehr hohe Leistung und Spannung bei
gleichzeitig begrenztem Bauraum stellt das Systemdesign der FW vor eine
Herausforderung.
Die Kommunikation soll bei einer Frequenz von ͸ kHz mit BPSK als Modu-
lationsverfahren stattfinden. Diese Parameter wurden in der Dissertation von
Benedikt Sanftl im Rahmen der Arbeitsgruppe als optimal identifiziert. Das
gewählte Verfahren hat den Vorteil, dass es sehr tolerant gegen Störeinflüsse
ist und nur eine geringe Bandbreite von Ͳ kHz benötigt. Da es sich um eine
schmalbandige Phasenmodulation handelt, spielt die Gruppenlaufzeit hier
auch keine Rolle.
3.3.2 System 2: Kugellager
Das zweite System ist ein auf ein Kugellager montiertes IPT-System für ro-
tierende Anwendungen, das zusammen mit dem Fraunhofer-Institut für
Integrierte Schaltungen (IIS) und IISB im Rahmen der gemeinsamen Initia-
tive Leistungszentrum Elektroniksysteme (LZE) entwickelt wurde. Dabei
bleibt die Primärseite fest stehen und die Sekundärseite ist mit der Welle
verbunden und rotiert. Als Kugellager ist ein im Maschinenbau verbreitetes
Kugellager (Typ ͶͳͰʹ) mit einem Außendurchmesser von ͵Ͳmm gewählt
worden. Das mechanische System wird in [44] ausführlicher beschrieben und
ist in Abbildung 3.11 dargestellt.
Abbildung 3.11: Foto des Kugellagers mit integriertem IPT-System [96].
Das Testsystem wird mit einer Gleichspannung von ͲʹV versorgt, die an
eine VB angelegt wird. Damit soll bei einer Schaltfrequenz von ͱ͸Ͱ kHz eine
Ausgangsleistung von ͲͰWgeliefertwerden. Der Koppelfaktor dieses Systems
ist aufgrund des geringen Luftspalts von ͱmmmit Ͱ,͹ͱ sehr hoch.
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Die Induktivität von 𝐿ͱ bzw. 𝐿Ͳ beträgt dabei ͱ͸.͹ µH bzw. ͱ͹.͹ µH. Die
Kapazität der Kompensations-Kondensatoren beträgt ͲͲ,ͰnF.
Wie bei der Ladestation soll die Kommunikation hier ebenfalls mit BPSK
bei ͸ kHz stattfinden. Bei diesem System werden zwar deutlich kleinere Leis-
tungen übertragen, allerdings ist der sekundärseitige Bauraum sehr begrenzt,
da die komplette Elektronik auf einer runden Aufsteckplatine für die Welle
in den Abmessungen des Kugellagers Platz finden muss.
3.3.3 System 3: Universal-System
In einem dritten System sollen alle gewonnenen Erfahrungen eingesetzt wer-
den, um ein kombiniertes induktives Leistungs- und Datenübertragungssys-
tem auszulegen und aufzubauen, bei dem die gegenseitigen Beeinflussungen
bereits in der Auslegung berücksichtigt werden.
Spezifikation
Die Spezifikationen für das IPT-System sind, dass eine Ausgangsleistung
von ca. ͲͰW bei einer Ausgangsspannung von ca. ͲʹV übertragen werden
kann. Der Ausgang soll eine konstante Spannung bereitstellen. Als Übertra-
gungsspulen werden zwei Sendespulen vonWürth Elektronik verwendet. Das
Datenblatt ist unter [97] zu finden. Der runde Ferritkern hat einen Außen-
durchmesser von ʹ͸mm und eine Höhe von Ͷmm. Die Spulen haben einen
Durchmesser von ʹͳmm und sind zweilagig ausgeführt. Sie besitzen eine In-
duktivität von ͱͰ µHund sind bis zu einemBemessungsstromvon ͸Ageeignet.
Da zwei gekoppelte Spulen in einem realen System verbaut einen gewissen Ab-
stand besitzenwürden, wurde auch hier ein Luftspalt von Ͳ,͵mmeingebracht.
Dieser wurde mit einer zugeschnittenen Holzplatte realisiert. Aus diesem
resultiert, ohne Versatz, für 𝐿ͱ = 𝐿Ͳ = ͱʹ.Ͱ µH und für 𝐿ͱ𝜎 = 𝐿Ͳ𝜎 = ͳ,Ͳ µH.
Aus diesen Werten kann𝑀 zu ͱͰ,͸ µH sowie ein 𝑘 von Ͱ,ͷͷ bestimmt werden.
Eine dieser Spulen ist in Abbildung 3.12a und die beiden gekoppelten samt
Luftspalt in Abbildung 3.12b dargestellt.
Der induktive Datenlink sollte die Frequenzbänder CENELEC A und B
der PLC Norm abdecken [98]. Diese sind von ͹ kHz bis ͹͵ kHz (A) sowie
von ͹͵ kHz bis ͱͲ͵ kHz (B) definiert (werden aber nur von ͳ͵ kHz bis ͹ͱ kHz
bzw. von ͹͸ kHz bis ͱͲͲ kHz verwendet). In diesem gesamten Band soll die
Dämpfung möglichst konstant sein und die Differenz zwischen Minimum
und Maximum im Idealfall nur um ≈ͳdB abweichen.
Für dieses System soll die Kommunikation im Bereich von ͱͰ kHz bis
ͱͲͰ kHz möglich sein. Da OFDM aufgrund des Mehrträgerverfahrens sehr to-
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(a) einzelne Spule (b) gekoppelte Spulen mit Luftspalt
Abbildung 3.12: Foto derWürth Elektronik Spulen.
lerant gegen Störeinflüsse ist, soll dieses als Modulationsverfahren verwendet
werden. Mit Gleichung (2.44) lässt sich die minimale Symboldauer für diesen
Frequenzbereich mit Ͷʹ Subträgern berechnen:
𝑇𝑠𝑦𝑚 =
𝑁𝐶
𝐵
=
Ͷʹ
ͱͱͰ kHz
= ͵͸Ͳ µs .
Die Gruppenlaufzeitschwankung soll dabei maximal ͱͰ%der Symboldauer
betragen, was bei voller Bandbreite ͵͸ µs beträgt.
Auswahl eines IPT-Systems
Als Kompensationstopologie soll eine beidseitig serielle Kompensation ver-
wendet werden. Dies bietet den Vorteil, dass die Ausgangsspannung bei
Betrieb im Konstantspannungsarbeitspunkt bei Verwendung einer VB der
Eingangsspannung entspricht [70]. So kann die spezifizierte Ausgangsspan-
nung mit relativ niedrigen Eingangsspannungen ohne aufwändiges Nachre-
geln erreicht werden. Zusätzlich bleibt die Amplitude der Ausgangsspannung
im Konstantspannungsarbeitspunkt unabhängig von der Kopplung konstant
und kann somit bei Versatz der Spulen einfach nachgeregelt werden, was auch
die hohe Verbreitung dieser Topologie erklärt [70]. Zusätzlich bietet diese die
meisten Vorteile für die Kommunikation, wie in Kapitel 3.1 beschrieben.
Mit der FHA kann aus dem Koppelfaktor die Phase zwischen normier-
ter Eingangsspannung und -strom sowie die normierte Ausgangsspannung
bestimmt werden. Diese sind für verschiedene normierte Lasten 𝑄𝐿 (nach
Gleichung (2.14)) in Abbildung 3.13 dargestellt. Bei einer normierten Schalt-
frequenz 𝐹 von etwa Ͳ befindet sich in Abbildung 3.13b ein Punkt konstanter
Ausgangsspannung, der unabhängig von der Last ist. Außerdem wird ein
induktives Verhalten (Phase > Ͱ) erreicht, das spannungsloses Einschalten
(Englisch: Zero Voltage Switching, ZVS) ermöglicht.
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Abbildung 3.13: Ergebnisse der FHA für 𝑘 = Ͱ,ͷͷ [91].
Auswahl der Schaltfrequenz
Die Schaltfrequenz 𝑓𝑠 des Systems wird auf ͵ͰͰ kHz festgelegt. Da die Aus-
gangsspannung durch Verluste im realen System etwas niedriger zu erwarten
ist als mit der FHA bestimmt und zusätzlich dadurch die Störfrequenz hö-
her liegt, soll die normierte Schaltfrequenz etwas kleiner gewählt werden.
Mit einem Wert von 𝐹 = ͱ,͸Ͷ ergibt sich für 𝐶ͱ und 𝐶Ͳ ein Wert von Ͳ͵nF,
was mit Gleichung (2.9) zu einer Frequenz 𝑓Ͱ von ͲͶ͹ kHz führt. Dies bietet
einen guten Kompromiss für die Leistungs- und Datenübertragung. Durch
diese gewählten Werte ergibt sich mit Gleichung (3.4) für 𝑓𝑧 eine Frequenz
von ͲͰͲ kHz. Diese liegt weit genug außerhalb des Kommunikationsbandes,
so dass sich dieses durch das Zuschalten des IPT-Systems kaum verändert.
Geht man nach Abbildung 3.13b von einer normierten Ausgangsspannung
von ͱ aus, entspricht die Ausgangsspannung der Eingangsspannung. Daher
lässt sich der benötigte Lastwiderstand 𝑅𝐿 wie folgt bestimmen:
𝑅𝐿 =
𝑈Ͳ𝑜
𝑃𝑜
=
(ͲʹV)Ͳ
ͲͰW
= Ͳ͸,͸Ω (3.15)
Als nähester gerundeter Wert wird daher ein ͳͰΩWiderstand verwendet.
Damit ergibt sich mit Gleichung (2.16) für 𝑄𝐿 ein minimaler Wert von ͱ,Ͱͳ.
𝑄𝐿 =
͸
πͲ
ͳͰΩ√
Ͳ͵nF
ͱʹ µH
= ͱ,Ͱͳ (3.16)
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Mit diesem ist nach Abbildung 3.13a das induktive Verhalten bis zu einer
Schaltfrequenz, die der charakteristischen Frequenz entspricht, sicherge-
stellt (vgl. Abbildung 3.13a). Deutlich kleinere Werte, bei denen es nicht
mehr erreicht werden würde, überschreiten die vorher getroffene Leistungs-
Spezifikation und müssen daher über Sicherungen ausgeschlossen werden.
Simulation
Das IPT-System ist zur Verifikation in der Simulationsumgebung LTSĕĎĈĊ
modelliert. In Abbildung 3.14 ist der gemessene Umschaltvorgang des WR
im Detail dargestellt. Die gezeigten Signale sind die Gate-Source-Spannung
des ersten und des zweiten Low-Side-MOSFET 𝑈𝐺𝑆,𝐿𝑆ͱ und 𝑈𝐺𝑆,𝐿𝑆Ͳ zur Ver-
anschaulichung des Schaltzustands der Transistoren und damit der beiden
Halbbrücken. Zusätzlich ist der Ausgangsstrom 𝑖𝑊 und die Ausgangsspan-
nung 𝑢𝑊 des WR gezeigt (vgl. Abbildung 2.5). An dieser lässt sich die aus-
gelegte Schaltfrequenz von ͵ͰͰ kHz erkennen. Der Strom ist zu Beginn des
Schaltvorganges negativ, was zeigt, dass das erforderliche induktive Verhalten
sichergestellt ist. Der Nulldurchgang des Stroms findet zeitgleich mit der An-
steuerung des MOSFETs statt, wodurch ein minimal möglicher Phasenwinkel
für ZVS realisiert werden kann. [91]
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Abbildung 3.14: Simulation des WR-Umschaltvorgangs [91].
Für eine Eingangsspannung von ͲͶV und eine -leistung von ͲͲ,͵W kann
am Ausgang eine Spannung von Ͳʹ,ͷV und eine resultierende Leistung
von ͲͰ,ʹWerreicht werden. Dies entspricht einemWirkungsgrad von ͹Ͱ,ʹ%
ohne die Steuerelektronik, die in der Simulation nicht modelliert ist. Die
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normierte Ausgangsspannung der Simulation hat, wie erwartet, einen etwas
niedrigeren Wert von Ͱ,͹͵. Die simulierten Werte sind in Abbildung 3.15
dargestellt. [91]
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Abbildung 3.15: Simulation der Ein-/Ausgangsspannung und -leistung [91].
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3.4 Auslegung und Simulation
In diesem Kapitel werden die in Kapitel 3.2 vorgestellten Systemkomponenten
ausgelegt, berechnet und simuliert. Die Berechnungen wurden dabei mit
MĆęđĆć und die Simulationen mit LTSĕĎĈĊ erstellt.
3.4.1 Frequenzweiche
Vor der Simulation müssen die Bauteilwerte der FW für die verschiedenen
Systeme bestimmt werden. Als erstes sollen dazu die Werte für die Indukti-
vitäten 𝐿𝑊 bestimmt werden. Diese dienen zum Reduzieren der Spannung
auf ein Niveau, bei dem die Signale weiter verarbeitet werden können, sowie
zur Strombegrenzung. Am kritischsten stellt sich dabei aufgrund der hohen
Leistung und des niedrigen Koppelfaktors die Primärseite des Ladestations-
systems dar, weshalb zuerst auf die Auslegung dieses Systems eingegangen
werden soll.
Dazu wurde 𝐿𝑊 in Simulationen so bestimmt, dass sie unter schlechten
Bedingungen von einem Strom durchflossen wird, der keine Beschädigung
des Systems verursacht. Für die Abschätzung konnten alle Bauteile der FW
außer 𝐿𝑊 außen vor gelassen werden, da diese bei der Frequenz der Leis-
tungselektronik dominierend wirken. Dabei ergab sich, bei einer primärseitig
gewählten Induktivität von je Ͳ,ͰmH, ein Strom von Ͳͳ͵mA.
Als Richtwert für die Stromtragfähigkeit wurde eine kommerzielle Hoch-
spannungsinduktivität mit einer Induktivität von Ͳ,ͲmH der FirmaWürth
Elektronik verwendet [99]. Diese besitzt einen Nennstrom von ͳͲͰmA. Klei-
nere Induktivitäten können entsprechend höhere Ströme führen.
Da die sekundärseitige Strombelastung deutlich geringer ist, wurden die
Induktivitäten dort kleiner ausgelegt, um eine niedrigere Dämpfung des
Signals (bzw. höheres 𝑉𝐹𝑊) zu erhalten und sich damit ein zur Primärseite
vergleichbarer Strom einstellt. Dies ergab bei ͱ,ͳmH einen Strom von Ͳͱ͸mA.
Im Anschluss wurde die Induktivität des Übertragers 𝐿𝑇 ausgelegt. Diese
sollte möglichst groß gewählt werden, da dadurch 𝑉𝐹𝑊 höher ausfällt, sowie
die Sendespannung des Datensignals einen kleineren Strom im Übertrager
hervorruft. Zusätzlich kann dadurch 𝐶𝑊 nach Gleichung (3.12) kleiner ausge-
legt werden.
In einem letzten Schritt wurde 𝑅𝑇 so ausgelegt, dass sich die gewünsch-
te Dämpfung nach Gleichung (3.11) ergibt. Bei der ͸-kHz-Übertragung soll
dabei ein resonantes Verhalten erreicht werden. Ideal wäre der aperiodische
Schwingfall (𝐷𝐹𝑊 = Ͱ), in dem sich eine dauerhafte Schwingung mit gleich-
bleibender Amplitude ausbildet. Da durch Bauteiltoleranzen die Gefahr eines
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instabilen Schwingfalls (−ͱ < 𝐷𝐹𝑊 < Ͱ) besteht, soll die Dämpfung so aus-
gelegt werden, dass ihr Verhalten sich nahe am aperiodischen, aber sicher
im stabilen Schwingfall (Ͱ < 𝐷𝐹𝑊 < ͱ) befindet. Dadurch entsteht eine
gedämpfte Schwingung, die abklingt. [93]
Da es sich bei der Datenübertragung in System 2 um eine schnelle Adaption
von System 1 handelt, wurde die Induktivität des Übertragers aus System 1
beibehalten und der Rest angepasst. 𝐿𝑊 wurde deutlich kleiner auf Ͷ͸Ͱ µH
gewählt, womit in der Simulation primär- als auch sekundärseitig ein Strom
von nur ͱͶmA durch diese Induktivitäten hervorgerufen wird. Im Anschluss
wurde 𝐶𝑊 mit Gleichung (3.12) zu ͶͶͰnF bestimmt, damit sich eine Reso-
nanzfrequenz ͸ kHz ergibt. Da das resultierende 𝑉𝐹𝑊 mit Ͱ,ʹʹ in diesem
System nicht ganz so gering ist wie bei der Ladestation, wurde ein etwas
größerer Dämpfungsfaktor von Ͱ,ͱ͵ gewählt, womit sich für 𝑅𝑇 ein Wert
von ͱͰͰΩ ergibt. Dieser befindet sich damit immer noch nahe am grenzstabi-
lem Schwingfall, aber besitzt noch etwas mehr Sicherheitsabstand und eine
nicht ganz so starke Resonanzüberhöhung.
Bei System 3 ergibt sich durch das erheblich breitere Frequenzband eine
Herangehensweise bei der Auslegung der FW, die sich von den vorherigen
deutlich unterscheidet, da der Durchlassbereich so breit wie nötig und so kon-
stant wie möglich sein soll. Bei der Schaltfrequenz des Systems von ͵ͰͰ kHz
soll eine Dämpfung von ca. ͲͰdB auf das Leistungssignal wirken, damit selbst
eine Spannung in Höhe der doppelten Betriebsspannung im primärseiti-
gen Resonanzkreis auf unter ͵V gedämpft werden würde. Bei der Grund-
form handelt es sich um einen Tiefpass Ͳ. Ordnung, der eine Filtersteilheit
von ͱͲdB/Oktave besitzt. Bei zwei Oktaven läge die Dämpfung mit ͲʹdB
bereits über den geforderten ͲͰdB, was eine Resonanzfrequenz von ͱͲ͵ kHz
bedeuten würde. Aufgrund von Bauteiltoleranzen wurde für 𝐿𝑊 eine Induk-
tivität von Ͱ,ͲͲmH und für 𝐶𝑊 ein Kondensator mit ͳ,ͳnF gewählt, was zu
einer Resonanzfrequenz von
ͱ
Ͳπ√𝐿𝑊𝐶𝑊
=
ͱ
Ͳπ√Ͱ,ͲͲmH ⋅ ͳ,ͳnF
= ͱͳͰ kHz
führt.
Um einen möglichst konstanten Verlauf der Übertragungsfunktion ohne
Überschwinger zu erreichen, soll𝐷𝐹𝑊möglichst nahe an ͱ herankommen, um
den aperiodischer Grenzfall als Verhalten aufzuweisen. Dies bedeutet, dass
gerade kein Überschwinger stattfindet und die Schwingung innerhalb der
kürzest möglichen Zeit die Ruhelage erreicht [93]. Dabei wurde 𝑅𝑇 zu ͱ͵ͰΩ
und 𝐿𝑇 zu Ͱ,ͶͲmH gewählt, womit sich nach Gleichung (3.11) eine Dämpfung
von Ͱ,͹ͳ ergibt.
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Die in der FWder jeweiligen Systeme verbautenWerte sind in Tabelle 3.1 zu-
sammengefasst und die in Kapitel 3.2.1 definierten Koeffizienten in Tabelle 3.2
gezeigt.
Tabelle 3.1: Bauteilwerte für die Frequenzweiche.
𝐿𝑊 [mH] 𝐿𝑇 [mH] 𝐶𝑊 [nF] 𝑅𝑇 [Ω]
1. Ladestation
(Prim.) Ͳ,Ͱ
ͱ,Ͱ͵
ʹʹͰ
ͲͰͰ
(Sek.) ͱ,ͳ ͵͵Ͱ
2. Kugellager Ͱ,Ͷ͸ ͱ,Ͱ͵ ͶͶͰ ͱͰͰ
3. Universal Ͱ,ͲͲ Ͱ,ͶͲ ͳ,ͳͰ ͱ͵Ͱ
Tabelle 3.2: Kennwerte der Frequenzweiche.
𝑉𝐹𝑊 [ ] 𝐷𝐹𝑊 [ ] 𝑓𝐹𝑊 [kHz]
1. Ladestation
(Prim.) Ͱ,Ͳͱ Ͱ,ͱͱ ͸,ͳ
(Sek.) Ͱ,Ͳ͹ Ͱ,Ͱ͹ ͷ,͸
2. Kugellager Ͱ,ʹʹ Ͱ,ͱ͵ ͸,Ͱ
3. Universal Ͱ,͵͹ Ͱ,͹ͳ ͱͷͳ
In Abbildung 3.16 sind die Übertragungsfunktion und die Gruppenlaufzeit
der FW für das Ladestation- und Kugellagersystem dargestellt. Die Indizes
beschreiben dabei, um welches System es sich handelt. In Signalrichtung der
Kommunikation wird das Signal als Vorwärtstransmission definiert.
Für System 1 ist jeweils ein Plot für Primär- und Sekundärseite gezeigt, da
dort unterschiedliche Bauteilwerte verwendet werden. Die Kurven haben, wie
zu erwarten, einen sehr ähnlichen Verlauf und unterscheiden sich vor allem
in der Einfügedämpfung. Diese hängt bei den verwendeten Systemen nur
von 𝐿𝑊 ab, da der Übertrager gleiche Kennwerte besitzt (vgl. Gleichung (3.10)).
Bei der Frequenz der Datenübertragung besitzen die Kurvenverläufe aufgrund
der Resonanz nur eine sehr geringe Dämpfung bzw. für das Kugellagersystem
sogar eine Verstärkung. Die Dämpfung des Datenübertragungsbereichs liegt
für die Primärseite der Ladestation zwischen −ʹ,ʹdB und −Ͷ,ͲdB. Für die
Sekundärseite liegt sie zwischen −ͱ,ͲdB und −ʹ,͸dB. Für das Kugellager
werden Werte zwischen Ͳ,ͳdB und −Ͱ,ʹdB erreicht. Damit liegt die Schwan-
kung bei ͱ,͸dB bzw. ͳ,ͶdB sowie Ͳ,ͷdB. Die Schaltfrequenz wird bei der
Ladestation um ͵ͷ,ͷdB bzw. ͵ʹ,ͳdB gedämpft und beim Kugellagersystem
um Ͷͱ,͵dB.
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Abbildung 3.16: Simulation der Frequenzweiche für System 1 und 2.
Für das ͳ. System ist die Übertragungsfunktion und Gruppenlaufzeit in
Abbildung 3.17 dargestellt. Im Übertragungsband beträgt die Dämpfung dabei
bei ͱͰ kHz ʹ,͹dB und fällt bei ͱͲͰ kHz auf ͷ,ͷdB. Damit ist das Frequenz-
band der Datenübertragung nahezu konstant, da die Schwankung in der
Simulation nur Ͳ,͸dB beträgt. Die Schaltfrequenz von ͵ͰͰ kHz wird zusätz-
lich um knapp ͲͳdB gedämpft. Die Gruppenlaufzeit der Frequenzweiche ist
im gewünschten Frequenzband mit einer Schwankung von ͱ,Ͷ µs auch sehr
konstant. Absolut beträgt sie nur Ͳ,͹ µs bei ͱͰ kHz und ͱ,ͳ µs bei ͱͲͰ kHz.
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Abbildung 3.17: Simulation der Frequenzweiche für System 3.
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3.4.2 Sende-Empfangs-Umschalter
Für den Sende-Empfangs-Umschalter soll ein Wechselschalter der Firma
Texas Instruments (TI) (TS12A12511 [100]) verwendet werden. Dieser zeichnet
sich dadurch aus, dass aufgrund der Dual-Versorgung auch Signale mit nega-
tiven Anteilen passieren können. Zusätzlich können Spannungen bis Ͱ,͵V
über der positiven bzw. unter der negativen Versorgungsspannung ausge-
ben werden. Dabei kann der Ausgang einen Dauerstrom bis zu ±͵ͰmA und
einen Spitzenstrom bis zu ±ͱͰͰmA ausgeben. Der Durchlasswiderstand be-
trägt typischerweise ͵Ω und ist damit verhältnismäßig gering. Der digitale
Kontrollanschluss kann mit ͳ,ͳV bis ͵V angesteuert werden, wodurch ein
µC zum Umschalten verwendet werden kann. Die Bandbreite des Schalters
beträgt ͹ͳMHz.
Da für den Schalter kein Simulationsmodell zur Verfügung steht und da
dieser aufgrund seiner Spezifikationen keinengroßen Einfluss haben sollte, ist
er inder Simulation im Sendefall als serieller ͵ΩWiderstand impassiven Filter
berücksichtigt. Im Empfangspfad ist er vernachlässigt, da der Widerstand in
Reihe mit mehreren Kiloohm geschaltet ist.
3.4.3 Passives Filter
In Tabelle 3.3 sind die Werte für die verschiedenen passiven Filter der jeweili-
gen Systeme nach Abbildung 3.8 zusammengefasst. Diese wurden simulativ
ermittelt, da das jeweilige System die Last des Filters darstellt und stark fre-
quenzabhängig ist.
Tabelle 3.3:Werte für das passive Filter.
𝐿𝑝ͱ [µH] 𝐿𝑝Ͳ [µH] 𝐶𝑝ͱ [nF] 𝐶𝑝Ͳ [nF] 𝐶𝑝ͳ [µF]
1. Ladestation ͳͳͰ Ͷ͸Ͱ ͱ͵Ͱ ͱͰͰ Ͱ,ͱ͵
2. Kugellager ͳͳͰ Ͷ͸Ͱ ͱ͵Ͱ ͱͰͰ Ͱ,ͱ͵
3. Universal ͲͲͰ ͲͲͰ ͳ,ͳͰ ͳ,ͳͰ Ͳ,ͲͰ
Mit diesen Werten wurde die Übertragungsfunktion für System 1 und 2
in Vorwärtsrichtung (Senderichtung) simuliert. Die Kurven sind in Abbil-
dung 3.18 dargestellt. Wichtig für diese Systeme ist dabei, dass im Bereich der
Datenübertragung eine möglichst geringe Dämpfung erreicht wird. Durch das
resonante Verhalten ergibt sich für die Primärseite der Ladestation eine Ver-
stärkung zwischen Ͳ,͵dBund ʹ,ͱdBund für die Sekundärseite zwischen ͱ,͵dB
und ͳ,ͶdB. Für das Kugellager liegen die Werte zwischen Ͱ,ͳdB und Ͱ,͹dB
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und somit relativ nahe zusammen. Dadurch liegt die Schwankung im Bereich
der Datenübertragung bei ͱ,ͶdB bzw. Ͳ,ͱdB sowie Ͱ,ͶdB. Zusätzlich stellt
sich für alle Kurven eine, bereits stark gedämpfte, Resonanz bei etwa Ͳ͸ kHz
ein, die für die Funktion der Schaltung aber nicht von Bedeutung ist.
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Abbildung 3.18: Simulation des passiven Filters für System 1 und 2 in Senderichtung.
Für System 3 ist das Übertragungsverhalten und die Gruppenlaufzeit in
Abbildung 3.19 dargestellt. Ersteres beginnt für ͱͰ kHz bei −ͷ,͵dB und endet
bei ͱͲͰ kHz bei−͵,͵dB. Dazwischen ergibt sich ein tiefsterWert von−͸,ʹdB,
womit sich einemaximale Schwankungvon sehr guten Ͳ,͹dBergibt. Die Grup-
penlaufzeit schwankt dabei zwischen Ͷ,͸ µs und einem Minimum von ͱ,͵ µs.
Der maximale Zeitunterschied liegt damit bei ͵,ͳ µs.
In Abbildung 3.20 ist das passive Filter in Rückwärtsrichtung simuliert.
Dabei sollte eine möglichst hohe Dämpfung für die Schaltfrequenz erreicht
werden. Da sich der passive Filter für System 1 und 2 bei Betrachtung in diese
Richtung nicht unterscheidet, sind diese Kurven zu einer zusammengefasst
und mit pFͱ/Ͳ benannt. Diese zeigt eine Dämpfung von −͸ʹdB für eine
Schaltfrequenz von ͱ͵Ͱ kHz bzw. −͸͸dB bei ͱ͸Ͱ kHz. Für das breitbandige
System 3 ergibt sich eine Dämpfung von ca. −͵ͱdB bei ͵ͰͰ kHz.
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Abbildung 3.19: Simulation des passiven Filters für System 3.
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Abbildung 3.20: Simulation des passiven Filters rückwärts.
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3.4.4 Aktives Filter
Für sämtliche aktive Filter wird ein rauscharmer Verstärker (Englisch: low
noise amplifier, LNA) der Firma TI (OPAx227, [101]) verwendet. Dieser OPV
ist ein-, zwei- oder vierstufig verfügbar und wird entsprechend verbaut. Ne-
ben einem hohen GBWP von ͸MHz ist er, wie gefordert, unity-gain-stable.
Außerdem zeichnet er sich durch ein geringes Rauschen von ͳnV/√Hz aus.
Für eine Übertragung bei ͸ kHz soll ein aktives Tiefpassfilter ʹ. Ordnung
verwendet werden, damit bei diesen hohen Leistungen ͸ͰdB pro Dekade
erreichtwerden können. Diese ist ausreichend, dadas Leistungssignal eineDe-
kade über der Grenzfrequenz liegt. Dazu werden zwei der in Kapitel 2.3.3 vor-
gestellten Sallen-Key-Filter hintereinander geschaltet, wie in Abbildung 3.21
dargestellt ist.
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Abbildung 3.21: Aktives Tiefpassfilter ʹ. Ordnung nach [102].
Wegen seines maximal flachen Amplitudengang im Durchlassbereich und
der starken Dämpfung im Frequenzbereich der Leistungselektronik wurde
ein Butterworth Filter gewählt. Die Grenzfrequenz wurde auf ͱͳ kHz gesetzt,
damit der Bereich der Datenübertragung noch keine Dämpfung erfährt. Die
ausgelegte Dämpfung bei ͱ͵Ͱ kHz beträgt dabei −͸͵dB. Bei Butterworth
Filtern gibt es zwar einen starken Anstieg der Gruppenlaufzeit um die Grenz-
frequenz, allerdings kann diese hier vernachlässigt werden, da es sich um ein
schmalbandiges Kommunikationssystem handelt, das phasenmoduliert wird.
Die Bauteilwerte für das aktive Tiefpassfilter sind in Tabelle 3.4 zu finden
und wurden mit Hilfe desWEBENCH® Filter Designers der Firma TI ausge-
legt [102]. Dabei steht 𝑛 für die jeweilig Filterstufe. Die Übertragungsfunktion
des Filters ist in Abbildung 3.22 dargestellt. Neben den mit Gleichung (2.22)
in MĆęđĆć bestimmten idealen Kurven ist auch das Ergebnis der Simulation
mit realen Modellen in LTSĕĎĈĊ gezeigt. Dabei zeigt sich, dass diese sehr
gut übereinstimmen. Die Grenzfrequenz liegt aufgrund der Bauteilwerte bei
ͱʹ,ͳ kHz und die Dämpfung bei ͱ͵Ͱ kHz bei ͸ͲdB bzw. für ͱ͸Ͱ kHz bei ͸͹dB.
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Die Simulation erreicht ab ca. ͶͰͰ kHz seine Grenze von etwa ͱͳͰdB. Dies
ist auf das nicht ideale Verhalten und die Pfade über 𝐶𝑛Ͳ zurückzuführen.
Tabelle 3.4: Bauteilwerte aktives Tiefpassfilter ʹ. Ordnung.
Stufe 𝑛 𝑅𝑛ͱ 𝑅𝑛Ͳ 𝐶𝑛ͱ 𝐶𝑛Ͳ
A ͹,͵ͳ kΩ ͱͳ,Ͱ kΩ ͹ͱͰpF ͱ,ͲͰnF
B ͳ,ͳͲΩ Ͷ,Ͱʹ kΩ ͹ͱͰpF Ͷ,͸ͰnF
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Abbildung 3.22: Simulation des aktiven Filters ʹ. Ordnung.
Für die deutlich höhere Kommunikationsfrequenz von bis zu ͱͲ͵ kHz soll
ein aktives Tiefpassfilter ͸. Ordnung verwendet werden, da der Abstand
zur Schaltfrequenz von ͵ͰͰ kHz deutlich kleiner ist und so eine ähnliche
Filterwirkung erreicht werden kann. Dazu werden vier Sallen-Key-Filter in
Reihe geschaltet, was in Abbildung 3.23 dargestellt ist.
Da einerseits, aufgrund des geringen Frequenzabstandes, die Grenzfre-
quenz idealerweise möglichst nahe an den ͱͲ͵ kHz liegen muss, wäre wieder
ein Butterworth Filter gut geeignet. Dem steht entgegen, dass bei diesem
breitbandigen Filter die Gruppenlaufzeit nicht so stark schwanken darf, da
höherwertige Modulationsverfahren zum Einsatz kommen. Dies würde mit
einem Bessel-Filter erreicht werden, der im Durchlassbereich eine konstan-
te Gruppenlaufzeit besitzt. Daher wurde als Kompromiss ein Butterworth
Bessel Ͱ,͸ͱ Filter verwendet und die Grenzfrequenz auf ͱ͵Ͱ kHz gelegt.
Das Filter wurden mit Hilfe des Analog Filter Wizards der Firma Analog
Devices ausgelegt [103]. Als Optimierungskriterium wurde geringes Rauschen
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Abbildung 3.23: Aktives Tiefpassfilter ͸. Ordnung nach [103].
ausgewählt. Die resultierenden Bauteilwerte sind in Tabelle 3.5 gezeigt. Aus
diesenwurdendie Übertragungsfunktion undGruppenlaufzeit berechnet und
simuliert. Durch die Bauteilauswahl liegt die resultierende Grenzfrequenz
bei ca. ͱʹ͸ kHz. Die Ergebnisse sind in Abbildung 3.24 dargestellt.
Tabelle 3.5: Bauteilwerte aktives Tiefpassfilter ͸. Ordnung.
Stufe 𝑛 𝑅𝑛ͱ 𝑅𝑛Ͳ 𝐶𝑛ͱ 𝐶𝑛Ͳ
A ͳ,͹Ͳ kΩ ͳ,͹Ͳ kΩ ͵Ͷ,ͰpF ͱ,ͰͰnF
B ͸͸ͷΩ ͱͰ,Ͳ kΩ ͱͰͰpF ͱ,ͰͰnF
C ͵͹ͰΩ ͱ͵,͸ kΩ ͱͰͰpF ͱ,ͰͰnF
D ͵ͱͱΩ ͱ͸,ͷ kΩ ͱͰͰpF ͱ,ͰͰnF
Es zeigt sich abermals eine sehr gute Übereinstimmung. Bei ͵ͰͰ kHz stellt
sich dabei eine Dämpfung von ͷ͹dB ein. Ab ca. ͹ͰͰ kHz fällt die Simulation
allerdings nichtweiter ab sondern bleibt bei etwa ͱͲͰdB. Die Gruppenlaufzeit
der Simulation liegt etwas über der Berechnung. Sie beträgt dabei ͵,ͱ µs
bzw. ͵,ʹ µs und steigt bei ͱͲ͵ kHz auf Ͷ,ʹ µs bzw. ͷ,Ͳ µs, wodurch sich eine
Schwankung von ͱ,ͳ bzw. ͱ,͸ µs ergibt.
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Abbildung 3.24: Simulation des aktiven Filters ͸. Ordnung.
3.4.5 Verstärker
Im Sendepfad wird ein Leistungs-LNA der Firma TI (OPA551 [104]) verwendet.
Dieser besitzt ein geringes Rauschen von ͱʹnV/√Hz, einen hohen Ausgangs-
strom von ͲͰͰmA, ein GBWP von ͳMHz und ist unity-gain-stable.
In Abbildung 3.25 ist die Übertragungsfunktion und die Gruppenlaufzeit
für den Sendeverstärker unbelastet und mit den jeweiligen passiven Filtern
für eine Verstärkung von ͹,͵dB dargestellt. Dabei zeigt sich, dass das Über-
tragungsverhalten durch die Belastung nur geringfügig von der unbelasteten
OPV-Kurve durch Resonanzen des passiven Filters abweicht. Diese Spitzen
sind allerdings sehr klein und liegen außerhalb des jeweils gewählten Da-
tenbandes. Bei System 1 und 2 beträgt die maximale Schwankung Ͱ,ͳͷdB.
Für System 3 ist das gesamte Band der Datenübertragung sehr konstant und
zeigt erst außerhalb Schwankungen. Die Gruppenlaufzeit im unbelasteten
Fall ist mit ͱ͸Ͱns vernachlässigbar. Für System 3 deckt sie sich im gesamten
Kommunikationsband mit dem Verlauf des unbelasteten OPV.
Im Empfangspfad wird ein LNA aus der gleichen Serie wie der OPA227, der
im aktiven Filter genutzt wird, verwendet. Dabei handelt es sich um einen
OPA228 [101]. Dieser bietet eine deutlich höhere Bandbreite von ͳͳMHz, ist
dafür aber nicht unity-gain-stable. Dies ist unkritisch, da deutlich höhere Ver-
stärkungen als ͱ im selben Frequenzbereich benötigt werden. Das Rauschen
beträgt bei diesem OPV ebenfalls nur ͳnV/√Hz.
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Abbildung 3.25: Simulation des Sendeverstärkers.
In Abbildung 3.26 sind die Übertragungsfunktion für eine Verstärkung
von ͳͷdB und die Gruppenlaufzeit dargestellt. Die Verstärkung zeigt dabei
bis ʹͰͰ kHz keinerlei Veränderung und ist bei ca. ͸ͳͰ kHz um ͳdB abge-
fallen, was deutlich über allen Kommunikationsfrequenzen liegt und eine
höhere Verstärkung ermöglichen würde. Auch die Gruppenlaufzeit ist im
Kommunikationsbereich von System 3 mit Ͱ,ͳ µs gering und zeigt gegen Ende
des Kommunikationsbereichs einen vernachlässigbaren Anstieg.
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Abbildung 3.26: Simulation des Empfangsverstärkers.
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3.4.6 Gesamter Datenkanal
In einem letzten Simulationsschritt wurden die vorgestellten einzelnen Sys-
temkomponenten zu einemGesamtsimulationsmodell zusammengefasst. Die
für die IPT-Systeme verwendeten Werte sind in Tabelle 3.6 zusammengefasst.
Tabelle 3.6:Werte für das IPT-System.
𝑘 [-] 𝑓𝑠 [kHz] 𝐿ͱ [µH] 𝐿Ͳ [µH] 𝐶ͱ [nF] 𝐶Ͳ [nF]
1. Ladestation Ͱ,͵Ͱ ͱ͵Ͱ ͸͸,Ͱ ͹ͷ,Ͱ ͲͲ,Ͱ ͲͲ,Ͱ
2. Kugellager Ͱ,͹ͱ ͱ͸Ͱ ͱ͸,͹ ͱ͹,͹ ͱͶ͵ ͱͶ͵
3. Universal Ͱ,ͷͷ ͵ͰͰ ͱʹ,Ͱ ͱʹ,Ͱ Ͳ͵,Ͱ Ͳ͵,Ͱ
Daraus kann mit Gleichung (3.4) aus Kapitel 3.1 die Störfrequenz 𝑓𝑧 für Sys-
tem 1 zu ͹ͱ kHz, für System 2 zu Ͷʹ kHzund für System 3 zu ͲͰͲ kHz bestimmt
werden. Für die Ladestation und das Kugellager liegt diese Frequenz weit vom
Kommunikationsband (ͷ kHz bis ͹ kHz) entfernt. Bei einer Eigenentwick-
lung könnte, wie für System 3 in Kapitel 3.3.3, die Störfrequenz, unter Berück-
sichtigung der Anforderungen der Leistungselektronik, auf die gewünschte
Frequenz ausgelegt werden. Für die jeweiligen Systeme soll zunächst der vom
Kommunikations- gemeinsam mit dem Leistungssignal genutzte Teil des
Kanals simuliert werden, da dieser noch nicht einzeln betrachtet wurde. Dazu
wurde eine Spannung 𝑈𝑒 nach dem Übertrager 𝐿𝑇 der primärseitigen FW
eingespeist und die Ausgangsspannung 𝑈𝑎 sekundärseitig gemessen. Dies ist
in Abbildung 3.27 zur Verdeutlichung dargestellt.
𝐿ͱ 𝐿Ͳ
𝑘
𝑅𝑊𝑅
𝐶ͱ
𝐿𝑊
𝐿𝑊
𝑅𝐺𝑅
𝐶Ͳ
𝑈𝑒 𝑈𝑎
Abbildung 3.27: Ersatzschaltbild des Simulationsaufbaus für den geteilten Kanal.
Als Vereinfachung wurde der WR sowie der GR durch einen Widerstand
ersetzt. Für die Simulation ohne IPT werden für diese ein Wert von ͱGΩ
und für den Fall mit IPT ͵Ω eingesetzt. Im Anschluss wurde der gesam-
te Datenkanal nach Abbildung 3.6 simuliert, wobei in den primärseitigen
Sendeverstärker eingespeist wurde und am Ausgang des sekundärseitigen
Empfangsverstärkers gemessen wurde.
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Da es für das Ladestationssystem einen Unterschied der Topologie zwi-
schen Primär- und Sekundärseite gibt, aber gezeigt wurde, dass sich das
Verhalten der einzelnen Komponenten nur geringfügig unterscheidet, wird
aufgrund der Übersichtlichkeit nur das Verhalten des Kanals von Primär-
zu Sekundärseite betrachtet. Dies stellt aufgrund der Dämpfung und der
Leistungsübertragung die schlechteren Bedingungen nach. Dies ist der Fall,
da auf der Primärseite die Leistungsübertragung eingespeist wird, wodurch
deutlich höhere Spannungen im Resonanzkreis entstehen. Zusätzlich wur-
den deswegen die Induktivitäten 𝐿𝑊 der primärseitigen FW deutlich höher
ausgelegt, wodurch die Dämpfung des Datensignals deutlich stärker ist.
In Abbildung 3.28 ist der geteilte Kanal für System 1 dargestellt. Dabei zeigt
sich in der Simulation, dass der Kanal ohne IPT im betrachteten Bereich einen
nahezu konstanten Verlauf mit der Dämpfung von
𝑀
𝐿ͱ/Ͳ+Ͳ𝐿𝑊
(durch die FW in
Senderichtung und den Übertrager) besitzt. Wird die Leistungsübertragung
dazu geschaltet verändert sich der Kanal deutlich. Neben dem Frequenzband,
in dem die Datenübertragung stattfindet, ist die berechnete Störfrequenz
von ͹ͱ kHz eingezeichnet und bestätigt damit die Berechnung. Da die Daten-
kommunikation bei diesem System aber spektral weit entfernt ist, verändert
sich das Übertragungsverhalten durch das IPT-System nicht.
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Abbildung 3.28: Simulation des geteilten Kanals zwischen den FW für System 1.
In Abbildung 3.29 ist das Ergebnis der Simulation des gesamten Datenka-
nals für System 1 dargestellt. Die Störfrequenz ist aufgrund der starken Dämp-
fung nicht erkennbar. Das Datensignal befindet sich im Maximum der Kurve
und erfährt dadurch die kleinste Dämpfung zwischen −ͱ,ͰdB und −͵,͹dB
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(mit Leistungsübertragung liegen alle Werte um Ͱ,ͱdB höher). Die Schwan-
kung beträgt daher ʹ,͹dB. Die Resonanzfrequenz liegt bei ca. ͷ,͵ kHz.
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Abbildung 3.29: Simulation des gesamten Datenkanals für System 1.
In Abbildung 3.30 ist der Pegelplan für die Simulation von Systems 1 ge-
zeigt. Darin ist die in der Gesamtsimulation hervorgerufene Dämpfung/Ver-
stärkung durch die jeweiligen Systemkomponenten dargestellt. Durch den
Fehlerbalken wird ausgedrückt, zwischen welchen Werten die Dämpfung im
Frequenzbereich der Kommunikation liegt.
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Abbildung 3.30: Pegelplan für System 1.
Für System 2 wurden die gleichen Simulationen durchgeführt und in Abbil-
dung 3.31 und 3.32 dargestellt. Der geteilte Kanal zeigt gleiches Verhalten wie
für System 1. Die Störfrequenz liegt durch den deutlich höheren Koppelfaktor
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mit Ͷʹ kHz deutlich niedriger, allerdings immer noch weit genug von der
Frequenz der Datenübertragung entfernt, sodass sich kein Einfluss ergibt.
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Abbildung 3.31: Simulation des geteilten Kanals zwischen den FW für System 2.
Beim gesamten Datenkanal zeigt sich ebenfalls ein gleiches Verhalten wie
für System 1, da die Systeme auch nahezu identisch aufgebaut sind. Die
Vorwärtstransmission zwischen ͷ kHz und ͹ kHz liegt mit einer Schwankung
von Ͳ,ʹdB zwischen ͱ,ͱdB und −ͱ,ͳdB. Mit Leistungsübertragung ergibt sich
die gleiche Schwankung, aber die absoluten Werte liegen um Ͱ,ͲdB höher.
Die Resonanzfrequenz liegt bei ͷ,͸ kHz.
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Abbildung 3.32: Simulation des gesamten Datenkanals für System 2.
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Abbildung 3.33 zeigt den Pegelplan für die Simulation von Systems 2. Gut
erkennbar ist hier der deutlich höhere Koppelfaktor, wodurch im Bereich der
Übertragungsspulen kaum eine Dämpfung erkennbar ist.
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Abbildung 3.33: Pegelplan für System 2.
Die Simulation des geteilten Kanals für System 3 ist in Abbildung 3.34
dargestellt.
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Abbildung 3.34: Simulation des geteilten Kanals zwischen den FW für System 3.
Neben dem geplanten Datenübertragungsband von ͱͰ kHz bis ͱͲͰ kHz
ist die in Kapitel 3.3.3 für eingeschaltete Leistungsübertragung ausgelegte
Störfrequenz von ͲͰͲ kHz eingezeichnet. Diese, sowie der Großteil des resul-
tierenden Anstiegs, liegt außerhalb des Nutzbandes. Dennoch verursacht die
Resonanz, verglichen mit ausgeschaltetem IPT-System, ab ca. ͳͰ kHz einen
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Anstieg der Übertragungsfunktion. Bei einer Frequenz von ͱͲͰ kHz beträgt
dieser bereits ʹdB.
In Abbildung 3.35 ist die Vorwärtstransmission sowie die Gruppenlaufzeit
für den gesamten Kanal dargestellt. Ohne eingeschaltetes IPT-System zeigt
der Kanal einen sehr geradlinigen Verlauf. Die Schwankung beträgt dabei
nur Ͱ,͸dB und liegt zwischen −ͷ,͹dB und −͸,ͷdB, wodurch ein sehr kon-
stanter Kanal zur Verfügung gestellt wird.
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Abbildung 3.35: Simulation des gesamten Datenkanals für System 3.
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Die in Abbildung 3.34 gezeigte Kanalveränderung durch das Einschalten
der Leistungselektronik ist bei der Kurve mit IPT noch deutlich zu sehen.
Die Resonanzfrequenz ist allerdings nur noch dadurch auszumachen, dass
der Verlauf nach einem kurzen Anstieg aufgrund der Filterwirkung stark
abfällt. Allerdings ist dieser Anstieg, der sich im Durchlassbereich des ge-
planten Kommunikationsband befindet, zu Abbildung 3.34 kaum verändert.
Dieser bewirkt auch im gesamten Kanal einen Anstieg von ͳ,ͷdB bei ͱͲͰ kHz.
Damit beträgt die Schwankung über den kompletten Frequenzbereich der
Datenübertragung ͳ,ͳdB. Dieser Wert ist immer noch vertretbar und, da es
sich um eine vereinfachte Simulation handelt, muss für eine abschließende
Bewertung die Messung betrachtet werden.
Die maximale Gruppenlaufzeitschwankung im Frequenzband der Daten-
übertragung ist für beide Fälle nahezu gleich groß und beträgt ͱͱ,ͷ µs ohne
bzw. ͱͱ,Ͷ µs mit IPT-System. Dies liegt deutlich unter der in Kapitel 3.3.3 defi-
nierten maximal zulässigen Schwankung von ͵͸ µs.
Wenn nur bei aktiver Leistungsübertragung kommuniziert werden soll,
könnte die Grenzfrequenz der Filter angepasst werden, um nicht nur einen
geradlinigenVerlauf zu erhalten, sondernmit einer geschicktenAuslegungder
Störfrequenz das nutzbare Frequenzband der Datenübertragung zu erweitern.
Abschließend ist in Abbildung 3.36 der Pegelplan für die Simulation von
System 3 gezeigt. Dieser unterscheidet sich zu den anderen Systemen vor
allem durch das nicht resonante Verhalten, das am deutlichsten am passiven
Filter und teilweise an der FW erkennbar ist. Zusätzlich ist die durch die
Fehlerbalken angezeigte Schwankung, trotz des erheblich breiteren Frequenz-
bandes, sehr klein.
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Abbildung 3.36: Pegelplan für System 3.
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Verifikation
In diesem Kapitel werden zu Beginn die Messmethoden vorgestellt, mit de-
nen dann die zuvor beschriebenen Systemkomponenten zunächst einzeln
gemessen werden. Im Anschluss werden die jeweiligen, zusammengebauten
Systeme vorgestellt und ebenfalls gemessen.
4.1 Messmethoden
Dieses Kapitel beschreibt die verwendeten Messmethoden samt Messgeräten,
die zu den später folgenden Messergebnissen geführt haben.
4.1.1 Messung der Sättigung
Um die Sättigung der selbst gewickelten Induktivitäten näherungsweise zu
bestimmen, wurde ein Testaufbau aufgebaut. Bei diesem wird an eine Rei-
henschaltung aus einem ͱͰΩ Leistungswiderstand zur Strombegrenzung,
einer Referenzinduktivität sowie dem zu testenden Prüfling (Englisch: device
under test, DUT) ein Leistungs-Funktionsgenerator TOE 7741 [105] der Firma
TOELLNER Electronic angeschlossen. Dieser kann Signale mit Frequenzen
bis ͱͰͰ kHz ausgeben und besitzt eine maximale Ausgangsleistung von ͶͳW.
Als Referenzinduktivität dienen zwei parallel geschaltete Ͷ͸Ͱ µH Leistungs-
induktivitäten der Firma Coilcraft (RFB1010-681L [106]). Diese haben jeweils
einen Sättigungsstrom1 von Ͱ,ͷ͵A. Durch die Parallelschaltung verdoppelt
sich dieser Wert. Der Messaufbau ist zur Verdeutlichung in Abbildung 4.1
gezeigt.
Am Funktionsgenerator wird eine ͱͰͰ kHz Wechselspannung angelegt.
Zusätzlich wird diese mit einer Gleichspannung überlagert, mit der ein Strom
eingestellt wird. Dieser wird mit einem Digitalmultimeter der Firma Gossen
Metrawatt (METRAHIT X-TRA [107]) gemessen. Die resultierende Gesamt-
spannung über beide Induktivitäten sowie die Spannung am DUT werden
mit einem Oszilloskop der Firma Rohde & Schwarz (R&S) (HMO-3054 [108])
aufgezeichnet. Das Verhältnis der Spannung amDUT zur Spannungsdifferenz
wird mit der Induktivität der Referenz multipliziert. Diese kann mit Hilfe
1Strom bei dem die Induktivität typischerweise ͹Ͱ% vom Nennwert beträgt.
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eines LCR-Meters der Firma Keysight Technologies (Keysight) (U1733C [109])
bei ͱͰͰ kHz bestimmt werden.
TOELLNER
Signal 1
Signal 2 A
ͱͰΩ
Ref.
DUT
HMO
A
D
A
D
Abbildung 4.1:Messaufbau für die Sättigungsmessung von Induktivitäten.
4.1.2 Messung der Übertragungsfunktion
Um die Übertragungsfunktion eines Systems zu messen, ist ein Netzwerk-
analysator (NWA) das bevorzugte und akkurateste Messmittel. Dieser kann
allerdings nur verwendet werden, wenn das System auf ͵ͰΩ angepasst ist,
der Messbereich übereinstimmt und die Ausgangsleistung innerhalb der
Spezifikation des NWA liegt. Da in diesen Systemen (für diese Geräte) sehr
niedrige Frequenzen zum Einsatz kommen, eignet sich am ehesten der ZNC3
der Firma R&S [110]. Dieser kann von Frequenzen von ͹ kHz bis ͳGHz ver-
wendet werden, was für die meisten Messungen immer noch zu hoch ist. In
Abbildung 4.2 ist der Messaufbau mit dem NWA und einem DUT gezeigt.
Ein Großteil der Systemkomponenten können aufgrund der erwähnten
Voraussetzungen nicht mit dem NWA gemessen werden. Um die Systeme
trotzdem messen zu können, werden Sinusschwingungen mit einem Funkti-
onsgenerator der Firma Keysight (33622A [111]) erzeugt und auf das zu messen-
de DUT gegeben. Dabei wird die Frequenz der Sinussignale im gewünschten
Bereich erhöht. Der Funktionsgenerator kann dabei Signale bis ͱͲͰMHz
erzeugen.
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ZNC3
Kanal 1
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Abbildung 4.2:Messaufbau für die Charakterisierung mit Netzwerkanalysator.
Das resultierende Eingangs- sowie Ausgangssignal der Messschaltung wird
mit einem Oszilloskop der Firma R&S (HMO-3054 [108]) aufgezeichnet.
Die Signalansteuerung sowie Messung und Auswertung werden durch ein
automatisiertes Skript in MĆęđĆć gesteuert. Dabei werden die Effektivwerte
des Ausgangssignals und Eingangssignals ins Verhältnis gesetzt.
Für passive Schaltungsteile reicht die maximale Ausgangsleistung des Funk-
tionsgenerators von Ͳ͵ͰmWnicht aus, weshalb zum Treiben zusätzlich noch
eine optionale Verstärkerstufe nötig ist. Dazu wird der in den Systemen als
Sendeverstärker verwendete OPA551 genutzt. Dieser ist mit zwei ͱ-kOhm-
Widerständen als invertierender Verstärker aufgebaut und besitzt daher ei-
ne Verstärkung von ͰdB. Der Messaufbau ist zur Verdeutlichung in Abbil-
dung 4.3 dargestellt.
Funktionsgenerator
Signal 1
DUT
HMO
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2
High-Z
2
High-Z
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optional
Abbildung 4.3:Messaufbau für die Charakterisierung mit Quelle und Oszilloskop.
Um die Messmethode zu verifizieren, wurde eine Vergleichsmessung mit
dem NWA sowie dem Oszilloskop durchgeführt. Dazu wurde der optiona-
le Sendeverstärker auf ͵ͰΩ angepasst und gemessen. Die resultierenden
Übertragungsfunktionen sind in Abbildung 4.4 dargestellt.
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Abbildung 4.4:Messung des Sendeverstärkers für Messzwecke.
Die beiden Kurven stimmen dabei sehr gut überein. Aufgrund der genann-
ten unteren Grenzfrequenz beginnt die Messung mit dem NWA allerdings
erst bei ͱͰ kHz. Dies zeigt, dass die Messung mit dieser Methode belastbare
Ergebnisse liefert.
Zusätzlich zeigt sich, dass das Sendesignal mit diesem OPV verstärkt wer-
den kann. Allerdings muss beachtet werden, dass bei ca. ͲMHz ein Über-
schwinger von ca. Ͳ,ͲdB besteht. Solange die Ausgangsspannung aber un-
terhalb der Versorgungsspannung bleibt, sollte dies kein Problem darstellen.
Allerdings fällt ab ͲMHz die Verstärkung drastisch ab, was auf das GBWP
zurückzuführen ist. Dies hat zur Folge, dass die Messdynamik in diesem
Bereich deutlich niedriger ist.
Diese Methode erreicht aufgrund vonMessrauschen und Umwelteinflüssen
allerdings in keiner Weise die gleiche Messdynamik eines NWA, weshalb
dieser zu bevorzugen ist. Auch ist nicht die gleiche Frequenz-Selektivität
gegeben.
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4.2 Systemkomponenten
In diesem Kapitel werden die in Kapitel 3.4 simulierten Systemkomponenten
aufgebaut und messtechnisch erfasst.
4.2.1 Frequenzweiche
In Abbildung 4.5 ist die mit dem Oszilloskop gemessene Vorwärtstransmissi-
on für System 1 und 2 gezeigt. Zusätzlichmusste dabei der optionaleVerstärker
verwendet werden. Dabei liegt die Spitze der Resonanzen der verschiedenen
FW aufgrund der Bauteiltoleranzen zwischen ͷ kHz und ͸ kHz, was sehr
gut mit der Auslegung übereinstimmt. Die Dämpfung des Datenübertra-
gungsbereichs liegt für die Primärseite der Ladestation zwischen −͵,ͳdB
und −͸,ͰdB. Für die Sekundärseite liegt sie zwischen −ͱ,͹dB und −ʹ,͵dB.
Beim Kugellagersystem liegt sie zwischen ͱ,ͷdB und −ͱ,ͱdB. Damit ergibt
sich für alle Systeme eine Schwankung zwischen Ͳ,ͶdB und Ͳ,͸dB. Alle Sys-
teme sind etwas stärker gedämpft als in der Simulation, was auf die realen
Bauteile zurückzuführen ist. Bei der Schwankung zeigt sich dabei zusätzlich
ein homogeneres Bild. Bei den jeweiligen Schaltfrequenzen der IPT Systeme
konnte für die Ladestation primärseitig eine Dämpfung von ͵͵,͹dB bzw. se-
kundärseitig ͵ʹ,͵dB gemessen werden. Diese Werte stimmen sehr gut mit
der Simulation überein, die nur um ͱ,͸dB bzw. Ͱ,ͲdB darunter liegen.
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Abbildung 4.5:Messung der Frequenzweiche für System 1 und 2.
BeimKugellagersystemwurde einWert von knapp ʹ͹dB gemessen,welcher
um ͱͲ,͵dB unter demder Simulation liegt. Allerdings sieht man deutlich, dass
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dieser Wert schon stark im Messrauschen liegt. Aus dem Kurvenverlauf kann
daher davon ausgegangen werden, dass der reale Wert nochmals niedriger
liegt. Dies tritt bei dieser Messung früher ein, da aufgrund des höheren Spit-
zenwerts mit einer niedrigeren Eingangsspannung gemessen werden musste.
Zusammenfassend kann aber gesagt werden, dass diese Werte eine sehr gute
Dämpfung darstellen, und sich der Kurvenverlauf gut mit der Simulation
deckt.
Für System 3 ist die Vorwärtstransmission sowie die Gruppenlaufzeit, da
diese nur für dieses System relevant ist, in Abbildung 4.6 dargestellt. Bei der
Schaltfrequenz von ͵ͰͰ kHz ergibt sich eine Dämpfung von ͲͲ,͵dB, was sehr
gut mit den ͲͳdB der Simulation und der definierten Vorgabe übereinstimmt.
Im Kommunikationsband beträgt die Dämpfung bei ͱͰ kHz ʹ,͵dB und fällt
kontinuierlich auf ͸,ͳdB für ͱͲͰ kHz. Dies bedeutet, dass sich eine Schwan-
kung von ͳ,͸dB im gesamten Frequenzband einstellt. Damit liegt es etwas
über den Ͳ,͸dB der Simulation, stellt aber trotz der Breite ein sehr konstantes
Band dar. Dies zeigt sich auch bei der Gruppenlaufzeit in Abbildung 4.6b.
Diese beträgt ͳ µs bei ͱͲ,͸ kHz und ͱ,ʹ µs bei ͱͲͰ kHz. Dies bedeutet, dass
die FW nur eine Schwankung von etwas über ͱ,Ͷ µs hervorruft. Diesen Wert
ergab auch die Simulation, wobei die absoluten Werte um Ͱ,ͱ µs niedriger
lagen.
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Abbildung 4.6:Messung der Frequenzweiche für System 3.
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4.2.2 Sende-Empfangs-Umschalter
In Abbildung 4.7 ist die gemessene Durchlasskurve des Sende-Empfangs-
Umschalters dargestellt. Dabei wurde dieser separat aufgebaut und für Mess-
zwecke mit einem ͵ͰΩWiderstand abgeschlossen. Die Messung wurde mit
dem Oszilloskop aufgenommen, wobei der optionale Verstärker mit verwen-
det wurde.
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Abbildung 4.7:Messung des durchgeschalteten Sende-Empfangs-Umschalters.
Über den gesamten gemessenen Frequenzbereich liegt die Dämpfung zwi-
schen Ͱ,ͶdB und ͱ,ͳdB. Ab ca. ͲͰͰ kHz beginnt die Dämpfung dabei leicht
abzufallen und ab ca. ʹMHz fällt sie sehr stark ab. Hier ist es aber auf die ab
ca. ͲMHz stark abnehmendeVerstärkung desVerstärkers zurückzuführen, da
dadurch dieMessgenauigkeit leidet. Die gemittelte Dämpfung für Frequenzen
bis ͱͲͰ kHz beträgt dabei Ͱ,ͶʹdB. Mit dem ͵ͰΩ Abschlusswiderstand ergibt
sich dadurch ein Gesamtwiderstand von ͵ͳ,͸Ω. Der Durchlasswiderstand für
den Sende-Empfangs-Umschalter beträgt damit ͳ,͸Ω und liegt also etwas
unter der Datenblattangabe von typischerweise ͵Ω.
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4.2.3 Passives Filter
In Abbildung 4.8 ist die gemessene Übertragungsfunktion für die passiven
Filter aus System 1 (jeweils für Primär- und Sekundärseite) sowie System 2
dargestellt. Als Messmethode wurde das Oszilloskop samt zusätzlichem Ver-
stärker verwendet. Alle Kurven weisen einen gleichen Verlauf auf. Die Reso-
nanzfrequenz liegt dabei für alle Systeme leicht über ͹ kHz. Der gewünschte
Frequenzbereich von ͷ kHz bis ͹ kHz liegt aber bei allen Kurven noch außer-
halb des starken Abfalls und erfährt eine Schwankung in der Dämpfung von
rund ͱ.ͲdB. Damit liegen sie für System 1 unter denWerten der Simulation
und für System 2 etwas höher.
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Abbildung 4.8:Messung des passiven Filters für System 1 und 2 in Senderichtung.
Für System 3 ist die gleiche Messung in Abbildung 4.9a dargestellt. Im
Bereich der Kommunikation besitzt die Kurve bei Ͳʹ kHz mit −͸,ͰdB ih-
ren tiefsten Wert und steigt bei ͱͲͰ kHz mit ca. −͵,͵dB auf den höchsten
Wert. Damit ergibt sich eine Schwankung von nur Ͳ,͵dB, die nochmals un-
ter den Ͳ,͹dB der Simulation liegt. Die dazugehörige Gruppenlaufzeit ist in
Abbildung 4.9b dargestellt. Diese besitzt anfangs einen relativ hohenWert,
der aber noch vor dem Kommunikationsbereich stark abfällt und bei ͱͰ kHz
bereits nur noch ͵,ʹ µs besitzt. Ab ca. ͱͶ kHz bis ͲͰͰ kHz bewegt sie sich
zwischen Werten von Ͳ,͵ µs und ͱ,ʹ µs. Damit ergibt sich für den Kommu-
nikationsbereich durch den passiven Filter nur eine Schwankung von maxi-
mal ʹ,Ͱ µs. DieseWerte liegen damit unter denen der Simulation, bei der sich
eine Schwankung von ͵,ͳ µs ergab.
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(b) Gruppenlaufzeit vorwärts.
Abbildung 4.9:Messung des passiven Filters für System 3.
Messtechnisch kann das passive Filter in Rückwärtsrichtung nicht direkt
charakterisiert werden, da dieses als Last einen OPV besitzt. Dieser würde
mit eingeschalteter Versorgungsspannung der Messung entgegenwirken und
unversorgt ein anderes Verhalten zeigen. Allerdings zeigt die Simulation,
dass sich ein nahezu identischer, jedoch wesentlich schwächer gedämpfter,
Verlauf ergibt, wenn der OPV durch einen Kurzschluss ersetzt wird und am
vorherigen Knoten gemessen wird. Zur Verdeutlichung ist der Messpunkt in
Anlehnung an Abbildung 3.8 in Abbildung 4.10 dargestellt.
OPV
𝐿𝑝ͱ 𝐿𝑝Ͳ 𝐶𝑝ͳ FW
𝑈𝑒𝑈𝑎 𝐶𝑝ͱ 𝐶𝑝Ͳ
Abbildung 4.10: Ersatzschaltbild des passiven Sendefilters zur Messung der rückwärtigen
Übertragungsfunktion.
Die sich daraus ergebende Rückwärtstransmission ist jeweils simuliert
und gemessen für System 1 und 2 in Abbildung 4.11a und für System 3 in
Abbildung 4.11b dargestellt. Verglichen mit Abbildung 3.20 zeigt sich dabei
für System 1 und 2 ein um ʹͰdB und für System 3 ein um ͳͷdB schwächer
gedämpftes Signal. Die Messung zeigt dabei je nach System bis ca. ͲͰͰ kHz
bzw. ͲMHz einen nahezu deckungsgleichen Verlauf zur Simulation, bei dem
lediglich die Resonanzspitzen etwas stärker gedämpft sind. Für höhere Fre-
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quenzen zeigt sich ein schwächerer Abfall bzw. sogar ein Anstieg, welcher
neben der niedrigen Dämpfung auf frequenzabhängige und parasitäre Effek-
te zurückzuführen ist, die jedoch außerhalb des relevanten Bereichs liegen.
In der Messung (Simulation) ergibt sich dadurch bei ͱ͵Ͱ kHz eine Dämp-
fung von ʹͱ,͸dB (ʹͳ,ͶdB), bei ͱ͸Ͱ kHz von ʹʹ,͹dB (ʹͷ,ͰdB) und bei ͵ͰͰ kHz
von ͱʹ,ͳdB (ͱʹ,͹dB). Spätestens mit den zusätzlichen ͳͷdB bzw. ʹͰdB zeigen
diese Werte, dass der OPV ausreichend vor den durch die Leistungsübertra-
gung hervorgerufenen restlichen Störspannungen geschützt ist.
ͱͰͳ ͱͰʹ ͱͰ͵ ͱͰͶ
−͸Ͱ
−ͶͰ
−ʹͰ
−ͲͰ
Ͱ
Frequenz (Hz)
R
ü
ck
w
är
ts
tr
an
sm
is
si
o
n
(d
B
)
Simulation
Messung
(a) System 1/2.
ͱͰͳ ͱͰʹ ͱͰ͵ ͱͰͶ ͱͰͷ
−͸Ͱ
−ͶͰ
−ʹͰ
−ͲͰ
Ͱ
ͲͰ
Frequenz (Hz)
Simulation
Messung
(b) System 3.
Abbildung 4.11: Simulation und Messung des passiven Filters rückwärts am vorherigen Kno-
ten.
4.2.4 Aktives Filter
In Abbildung 4.12 ist die gemessene Übertragungsfunktion für das Filter
ʹ. Ordnung gezeigt. Diese konnte sowohl mit dem NWA als auch mit dem
HMO aufgenommen werden. Der Verlauf der beiden Messungen ist bis
ca. ͶͰ kHz nahezu deckungsgleich. Für höhere Frequenzen beträgt die Dämp-
fung mehr als ͵ͰdB, wodurch sich das Rauschen bei der Oszilloskopmessung
deutlich bemerkbar macht. Die Grenzfrequenz liegt bei ca. ͱ͵,ͱ kHz für die
NWA Messung bzw. bei ca. ͱʹ,Ͳ kHz für die Messung mit dem Oszilloskop
und stimmt damit sehr gut mit den ͱʹ,ͳ kHz der Simulation überein. Für eine
Schaltfrequenz von ͱ͵Ͱ kHz wird dadurch eine Dämpfung von ͷͷdB mit dem
NWA und von ca. ͵ʹdB mit dem Oszilloskop erreicht. Bei ͱ͸Ͱ kHz ergibt sich
für das Oszilloskop keine Veränderung und der vom NWA gemessene Wert
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liegt mit ͷ͹dB nochmals etwas niedriger. Damit zeigt sich, dass die Simu-
lation etwas schärfer abfällt und dadurch eine um ͵dB bzw. ͱͰdB stärkere
Dämpfung aufweist, aber trotzdem sehr gut mit der Messung übereinstimmt.
Ab ca. ͲͰͰ kHz erreicht das Filter seine Grenze und fällt nicht mehr weiter
ab bzw. steigt sogar leicht an.
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Abbildung 4.12:Messung des aktiven Filters ʹ. Ordnung.
In Abbildung 4.13a ist die Übertragungsfunktion für das in System 3 ver-
wendete aktive Filter ͸. Ordnung gezeigt. Die beiden Messungen zeigen bis
ca. ͳ͵Ͱ kHz eine sehr gute Übereinstimmung. Für höhere Frequenzen zeigt
sich wieder das gleiche Verhalten und die Dämpfung für die Oszilloskop-
Messung liegt etwas über ͶͰdB. Die NWA-Messung fällt noch bis etwa ͱMHz
weiter ab und beginnt, wie bereits in der vorherigen Messung und Simulation,
leicht anzusteigen. Die ermittelte Grenzfrequenz liegt bei ca. ͱ͵Ͱ kHz für die
NWA Messung bzw. bei ca. ͱʹͰ kHz für die Messung mit dem Oszilloskop.
Sie stimmt damit gut mit den ca. ͱʹ͸ kHz der Simulation überein. Für die
Dämpfung bei der Schaltfrequenz von ͵ͰͰ kHz ergibt sich einWert von ͷ͹dB
bzw. ͵͹dB, wobei die NWA Messung den gleichenWert wie die Simulation
liefert. Im Kommunikationsband ergibt sich durch diese Grenzfrequenz eine
Schwankung der Verstärkung von ca. ͱ,ͲdB bzw. ͱ,ͰdB. Die Gruppenlaufzeit
ist in Abbildung 4.13b dargestellt. Die Schwankung beträgt dabei im Kommu-
nikationsband ca. ͳ,Ͱ µs bzw. Ͷ,Ͱ µs und liegt damit etwas über den ͱ,͸ µs der
Simulation.
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Abbildung 4.13:Messung des aktiven Filters ͸. Ordnung.
4.2.5 Verstärker
Abbildung 4.14 zeigt die Messung des Sendeverstärkers für eine Verstärkung
von ͹,͵dB und Abbildung 4.15 den Empfangsverstärker für eine Verstärkung
von ͳͷdB. Alle Messungen konnten nur mit dem Oszilloskop gemessen wer-
den, da entweder der Ausgang nicht an ͵ͰΩ angepasst werden konnte oder
die Verstärkung viel zu hohe Ausgangsleistungen liefert. Da die Gruppenlauf-
zeit vernachlässigbar gering ist (vgl. Kapitel 3.4.5) und eine messtechnische
Bestimmung damit sehr erschwert ist, wurde auf die Erfassung verzichtet.
Der Sendeverstärker wurde unbelastet sowie in den jeweiligen Systemen
verbaut gemessen. Dabei zeigt sich, unabhängig von der Last, eine deutli-
che Überhöhung der Verstärkung um ͱ,ͷdB im unbelasteten Zustand bzw.
um Ͳ,ͱdB im belasteten Zustand. Dieses Verhalten konnte mit dem Simulati-
onsmodell nicht gezeigt werden, ist aber nach [76] auf die sich mit steigender
Frequenz einstellende Mitkopplung zurückzuführen. Diese entsteht, da sich
eine Phasenverzögerung zwischen der Ausgangs- und der Eingangsspannung
ergibt und der Verstärker dadurch überschwingt. Durch die unterschiedliche
Belastung durch das passive Filter verschiebt sich auch die Frequenz samt
Anstieg und Abfall, bei der die Überhöhung auftritt. DiesemVerhalten könnte
durch eine Frequenzgang-Korrektur entgegen gewirkt werden, wodurch sich
allerdings andere Nachteile wie eine reduzierte Bandbreite, Schleifenverstär-
kung und erhöhte Slew-Rate ergebenwürden [76]. Da die Verstärkung in allen
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Fällen innerhalb des jeweiligen Kommunikationsbandes bis ͱͰͰ kHz konstant
und bei System 3 bei ͱͲͰ kHz um Ͱ,ͱdB erhöht ist, ist eine Kompensation
nicht notwendig.
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Abbildung 4.14:Messung des Sendeverstärkers.
Beim Empfangsverstärker ist die Verstärkung von ͳͷdB sehr konstant
und zeigt erst bei ͵͹Ͱ kHz einen Abfall um ͳdB, was deutlich über allen
Kommunikationsfrequenzen liegt. Dieser liegt aber dennoch deutlich unter
den ͸ͳͰ kHz der Simulation, was auf das zur Verfügung gestellte Simulati-
onsmodell zurückzuführen ist.
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Abbildung 4.15:Messung des Empfangsverstärkers.
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4.3 Gesamtsysteme
In diesem Kapitel werden die jeweiligen Hardwareaufbauten der Gesamtsys-
teme gezeigt und gemessen.
4.3.1 System 1: Ladestation
In Abbildung 4.17 ist die gesamte in der Ladestation verbaute Elektronik
zu sehen. Diese besteht auf Primär- und Sekundärseite jeweils aus einer
Koppelspule sowie einer Leistungselektronikplatine, in die die Kommunikati-
onsplatine integriert wurde. Eine solche ist in Abbildung 4.17 als Detailansicht
dargestellt und teilt sich in einen Hochspannungs- (rechts) und einen Nieder-
spannungsteil (links) auf. Im Hochspannungsteil wurden die Kupferflächen
komplett ausgespart, um die Möglichkeit eines Überschlagens zu verhindern.
Die Spulen 𝐿𝑊 sind dabei nach unten ausgeführt, um den Bauraum zu verklei-
nern. Sekundärseitig werden diese mit dem Kühlkörper verbunden, während
primärseitig eine aktive Kühlung verbaut ist. Der Niederspannungsteil be-
inhaltet die komplette Analog- sowie die Kommunikationselektronik. Ein
4-poliger Stecker ermöglicht dabei die Spannungsversorgung als auch die
Kommunikation mit dem restlichen System der Ladestation.
Abbildung 4.16: Gesamtansicht der Ladestation Schaltungen [112].
Da sich kommerzielle Induktivitäten, aufgrund des vorgegebenen Kernma-
terials und der Verwendung von massivem Kupferdraht, im Betrieb zu stark
erwärmen würden, werden die Spulen der Frequenzweiche selbst gewickelt.
Als Kernmaterial soll N87 verwendet werden, das einen empfohlenen Fre-
quenzbereich von Ͳ͵ bis ͵ͰͰ kHz besitzt und damit für die Schaltfrequenz
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Abbildung 4.17: Detailansicht der Platine mit der Kommunikationselektronik.
und die Oberwellen sehr gut geeignet ist [113]. Für die Kerngeometrie soll eine
RM Struktur verwendet werden. Da ein RM8 Kern viel zu groß ist, wurde
aufgrund des begrenzten Bauraums ein RM6 Kern der Firma Epcos AG ge-
wählt [83]. Mit den Datenblattangaben und der Sättigungsmagnetisierung 𝐵𝑠
kann dieser Kern bei einer Temperatur von ͱͰͰ∘ C nach Gleichung (2.38) eine
Energie von
𝐸 =
ͱ
Ͳ
𝐵Ͳ𝑠,ͱͰͰ∘ C
𝐴Ͳ𝑒
𝐴𝐿
=
ͱ
Ͳ
⋅ (ͳ͹ͰmT)Ͳ ⋅
(ͳͶ,ͶmmͲ)Ͳ
ͲʹͰͰnH
= ʹͲ,ʹ µJ
speichern. Daraus ergibt sich mit Gleichung (2.35) für eine ͲmH Induktivität
ein maximaler Strom von ͲͰͶmA.
Da in der Simulation bereits ein Strom von Ͳͳ͵mA (vgl. Kapitel 3.4.1) fließt
und es sich bei diesemWert um den Strom handelt, bei dem die Induktivität
bereits sehr stark abgesunken ist, ist dieser Wert deutlich zu niedrig. Da der
größte Teil der Energie im Luftspalt einer Induktivität gespeichert wird, kann
die Stromtragfähigkeit durch das Einbringen eines solchen deutlich erhöht
werden. Um diesen zu berechnen, kann jeweils ein magnetischer Widerstand
für den Kern (𝑅𝑚𝑐) und den Luftspalt (𝑅𝑚𝑔) mit Gleichung (2.32) gebildet
werden.
𝑅𝑚𝑐 =
𝑙𝑒
𝜇Ͱ𝜇𝑖𝐴𝑒
𝑅𝑚𝑔 =
𝑠
𝜇Ͱ𝐴𝑒
(4.1)
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Dabei stellt 𝑠 die Länge des Luftspalts dar. Bildet man mit Gleichung (2.34)
eine Reihenschaltung aus den beiden Widerständen, ergibt sich für𝐴𝐿 die
folgende Formel:
𝐴𝐿 =
ͱ
𝑅𝑚
=
ͱ
𝑅𝑚𝑐 + 𝑅𝑚𝑔
(ʹ.ͱ)
=
ͱ
𝑙𝑒
𝜇Ͱ𝜇𝑖𝐴𝑒
+
𝑠
𝜇Ͱ𝐴𝑒
=
𝜇Ͱ𝐴𝑒
𝑙𝑒
𝜇𝑖
+ 𝑠
(4.2)
Stellt man Gleichung (4.2) nun nach 𝑠 um, erhält man:
𝑠 = 𝜇Ͱ
𝐴𝑒
𝐴𝐿
−
𝑙𝑒
𝜇𝑖
(4.3)
Um den Luftspalt einzubringen, werden alle Flächen einer Kernhälfte mit
Kaptonband beklebt. Dieses hat eine Dicke von ͶͰ µm [114]. Der standardmä-
ßige Luftspalt lässt sich mit Gleichung (4.3) und dem angegebenen 𝐴𝐿 von
ͲʹͰͰnH zu Ͷ µm bestimmen. Mit Kaptonband sollte sich ein Luftspalt von
ͱͲͶ µm (Ͳ ⋅ ͶͰ µm + Ͷ µm) ergeben, was nach Gleichung (4.2) zu
𝐴𝐿 =
𝜇Ͱ𝐴𝑒
𝑙𝑒
𝜇𝑖
+ 𝑠
=
ʹπ ⋅ ͱͰ−ͷ
N
AͲ
⋅ ͳͶ,ͶmmͲ
Ͳ͸,Ͷmm
ͲͲͰͰ
+ Ͱ,ͱͲͶmm
= ͳͳͰnH
führt. Die unbeklebte und die beklebte Kernhälfte ist in Abbildung 4.18 dar-
gestellt.
Kapton
Abbildung 4.18: Verwendete Kernhälften.
Mit so präparierten Kernen wurden Spulen gewickelt und deren Induk-
tivität gemessen. Dabei ergab sich ein resultierendes 𝐴𝐿 von durchschnitt-
lich ͳͲͰnH. Mit Gleichung (4.3) bedeutet das, dass der Luftspalt ͱͳͱ µm be-
trägt und um ͵ µm von dem zuvor bestimmtenWert abweicht. Daher werden
nach Gleichung (2.31) für die primärseitige ͲmH Induktivität ͷ͹,͵ und für die
sekundärseitige ͱ,ͳmH Induktivität ͶʹWindungen benötigt. Da sich Anfang
und Ende der Wicklung auf verschiedenen Seiten des Kerns befinden, muss
es sich bei der letzten Windung konstruktionsbedingt immer um eine halbe
handeln, weshalb sich sekundärseitig mit Ͷʹ,͵Windungen eine Induktivität
von ca ͱ,ͳͳmH ergibt.
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In Tabelle 4.1 ist die theoretisch speicherbare Energie nach Gleichung (2.38)
und der daraus resultierende Maximalstrom für eine Induktivität mit ͲmH
nach Gleichung (2.35) ohne und mit einem Luftspalt von ͱͳͱ µm angegeben.
𝐵𝑠 beträgt laut Datenblatt ʹ͹ͰmT bei Ͳ͵
∘ C.
Tabelle 4.1: Berechnung des Maximalstroms einer ͲmH Induktivität [92].
ohne Luftspalt mit Luftspalt
𝑇 (∘ C) Ͳ͵ ͱͰͰ Ͳ͵ ͱͰͰ
𝐸 (µJ) Ͷͷ.Ͱ ʹͲ.ʹ ͵ͰͲ.͵ ͳͱ͸.ʹ
𝐼 (mA) Ͳ͵͹ ͲͰͶ ͷͰ͸ ͵Ͷʹ
Neben speziellen Kernen soll, anstelle eines Kupferdrahts, Litzendraht
verwendetwerden. DerQuerschnitt der Einzeladern lässt sich nachTabelle 2.3
auf einen Durchmesser von Ͱ,Ͱͷ͹ bis Ͱ,ͰͶͳmm festlegen.
Eine ͱ͵ xͰ,Ͱͷͱmm Litze mit einer Umspinnungslage besitzt nach Glei-
chung (2.40) einen maximalen Außendurchmesser von
𝐷𝑎 = 𝑝√𝑛𝑑𝑎,𝑚𝑎𝑥 + 𝑑𝑢 = ͱ,ͲͶ ⋅ √ͱ͵ ⋅ Ͱ,Ͱ͸ʹmm + Ͱ,ͰʹͰmm = Ͱ,ʹ͵Ͱmm .
Mit dem RM6 Spulenkörper ergibt sich aus dem Datenblatt [83] für den
Fall mit schlechtesten Toleranzen ein Wickelfenster von Ͷ,Ͳmmx Ͳ,ʹͷ͵mm,
was eine Fläche von ͱʹ,͸͸mmͲ ergibt. Da es nicht möglich ist, diesen Platz
restlos zu füllen, soll als realistische Abschätzung ein rechteckiger Leiter
angenommen werden, der die Fläche vollständig ausfüllt. Damit könnten ͷ͵
Windungen realisiertwerden. Dies ist ausreichend für die sekundärseitigen Ͷʹ
Windungen, aber zu wenig für die primärseitig benötigten ͷ͹Windungen,
weshalb dort eine ͱͰ xͰ,Ͱͷͱmm Litze verwendet werden muss.
(a) ohne Ferrit. (b)mit Ferrit.
Abbildung 4.19: Gewickelte RM6-Spule mit Coilformer.
Bei den so gefertigten Spulen wurde die Sättigung mit der in Kapitel 4.1.1
beschriebenen Messmethode gemessen. Das Ergebnis ist in Abbildung 4.20
dargestellt.
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Abbildung 4.20:Messung der Induktivität von 𝐿𝑊 mit RM6 Kern in Abhängigkeit vom Strom.
Dabei zeigt sich, dass die Induktivität der Ͳ-mH-Spule ohne Luftspalt
bei einem Strom von ca. ʹ͵mA um ͱͰ% und bei ca. ͶͰmA um ͲͰ% sinkt.
Durch den ͱͳͱ-µm-Luftspalt erhöht sich der Strom, bei dem der gleiche Effekt
auftritt, auf ca. ͳͰͰmA bzw. ͳ͵ͰmA. Bei den sekundärseitigen ͱ,ͳͳ-mH-
Induktivitäten erhöht er sich auf ca. ͳ͸ͰmA bzw. ʹͶͰmA. DieseWerte liegen
stark unter den in Tabelle 4.1 berechneten Werten, da die Spule bei diesen
Werten bereits stark gesättigt ist. Die Ͳ-mH-Spule ohne Luftspalt besitzt, ver-
glichen mit demWert bei Ͳ͵∘ C, nur noch ͸% ihres Nennwerts, mit Luftspalt
sind es ͱ͸%. Bei der ͱ,ͳͳ-mH-Spule liegt der berechnete Wert bei ͸ͶʹmA,
was ebenfalls einem gemessenen Induktionswerts von ͱ͸% entspricht.
Bei einer Leistungsübertragung von ͳ kW zeigt eine Messung, dass primär-
seitig ein effektiver Strom von ͱ͸ͱmA und sekundärseitig von ͲͱͰmA fließt.
Dies sichert einen ausreichenden Abstand zu den gemessenenWerten und
gewährleistet die Funktion auch im Falle eines Fehlers.
Da das Gesamtsystem nur bei IISB eingebaut verfügbar ist, konnte der
gesamte Datenkanal für System 1 nicht separat gemessen werden. Um doch
eineMessung zur Verifikation zu haben, wurden die Platinenmit einer frühen
Version der Übertragungsspulen getestet, die in Abbildung 4.21 dargestellt
sind, und die Vorwärtstransmission mit diesen gemessen. Diese besitzen
allerdings statt der Induktivität von ͸͸ µH auf der Primär- und ͹ͷ µH auf der
Sekundärseite nur ͵͵,͸ µH bzw. ͵͵,Ͱ µH. Um die deutlich niedrigere Induk-
tivität etwas auszugleichen, wurde ein etwas höherer Koppelfaktor von Ͱ,Ͷ
statt Ͱ,͵ gewählt. Dadurch ergibt sich für die Gegeninduktivität nach Glei-
chung (2.7) ein Ͳ͸% niedrigererWert von ͳͳ,Ͳ µH statt ʹͶ,Ͳ µH. Dies hat eine
86
4.3 Gesamtsysteme
zusätzliche Dämpfung des Datensignals von ca. Ͳ,͸dB zur Folge. Durch diese
veränderten Parameter ergibt sich ein geringfügig anderer Kurvenverlauf, der
in Abbildung 4.22 dargestellt ist. Aufgrund der fehlenden Leistungselektronik
kann hier die Kurve nicht mit eingeschaltetem IPT-System gemessen werden.
In der Simulation (vgl. Abbildung 3.29) wurde aber gezeigt, dass sich die bei-
den Kurven kaum unterscheiden. Die Messung wurde mit dem Oszilloskop
aufgezeichnet.
Abbildung 4.21: Übertragungsspulen für die Ersatzmessung in System 1.
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Abbildung 4.22:Messung des gesamten Datenkanals für System 1.
87
Kapitel 4 Verifikation
Es zeigt sich, dass die Resonanz des Systems genau bei ͸ kHz liegt. Die
Dämpfung beträgt am Resonanzpunkt −͵,ͶdB. Im Bereich der Datenüber-
tragung werden Werte zwischen −͸,͵dB und −͵,ͶdB angenommen. Das
bedeutet, dass die Schwankung mit Ͳ,͹dB innerhalb der festgelegten Spezifi-
kationen liegt.
Im IISB-System wurde ein empfangenes Datensignal bei gleichzeitiger Leis-
tungsübertragung von ͳ kW aufgezeichnet und eine Frequenzauswertung mit
Hilfe der schnellen Fourier-Transformation (Englisch: fast Fourier transfor-
mation, FFT) vorgenommen. Das Ergebnis ist in Abbildung 4.23 dargestellt.
Dabei zeigt sich deutlich die Frequenz 𝑓𝑑 der Datenübertragung bei ͸ kHz
sowie die stark gedämpfte Leistungsübertragung bei der Schaltfrequenz 𝑓𝑠
von ͱ͵Ͱ kHz, die −Ͳ͸,ͳdB beträgt.
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Abbildung 4.23: FFT des Empfangssignals für System 1 bei simultaner Leistungsübertragung.
Durch den vorgestellten Kanal mitsamt allen Filtern wird dabei ein SNR
von ͳͶ,ʹdB ohne und ͳ͵,ͳdB mit gleichzeitiger ͳ kW Leistungsübertragung
erreicht. Zum Test der Datenübertragung wurde ein BPSK moduliertes Signal
übertragen, womit eine Datenrate von ͱ kbit/s erreicht wurde [47]. Diese
konnte sowohl mit als auch ohne gleichzeitige Leistungsübertragung erreicht
werden. Dabei wurde ein EVM von Ͷ,Ͷͳ% gemessen [115]. Dies macht die
Kommunikation extrem tolerant gegen Störungen und es sind, insbesondere
in Anbetracht der Dimension des Leistungssignals, exzellente Werte.
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4.3.2 System 2: Kugellager
In Abbildung 4.24 ist ein drehfähiger Demonstrator des Kugellagersystems
dargestellt. Dabei wurde die Entwicklung aller drei Projektpartner einge-
bunden und aus den übertragenen ͲͰW zu Demonstrationszwecken LEDs
gespeist, deren Farbe über die im Rahmen dieser Arbeit vom LTE entwickelte
Datenschnittstelle angepasst werden kann. Da die sekundärseitige Platine auf
der Welle mitrotieren muss, ist sie rund ausgeführt und ist auf dem Bild die
näher an den LEDs befindliche. In Abbildung 4.25 ist die Vorder- und Rück-
seite der sekundärseitigen Platine im Detail gezeigt. Bei der primärseitigen
wurde eine angepasste Version der Ladestations-Platine verwendet.
Abbildung 4.24: Gesamtansicht des rotierenden Kugellagersystems.
Abbildung 4.26 zeigt die Messung des gesamten Datenkanals für System 2
ohne und mit gleichzeitiger Leistungsübertragung. Zur Messung wurde die
Messmethode mit Oszilloskop verwendet. Dabei zeigt sich bis zu einer Fre-
quenz von ca. ͱͳ kHz ein nahezu identischer Verlauf der beiden Messungen.
Die geringste Dämpfung wird mit Ͱ,Ͷ bzw. Ͱ,͸dB bei ͸ kHz erreicht, womit
der Punkt genau in der Mitte des Frequenzbands der Datenübertragung liegt.
Die Schwankung des Kommunikationsbandes liegt für beide Fälle bei Ͳ,ͱdB
und damit innerhalb der spezifizierten Toleranz. Ab Frequenzen über ͱͷͰ kHz
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Abbildung 4.25:Wellenplatine (Sekundärseite) mit der Kommunikationselektronik.
ist das gemessene Signal so gering, dass nur das Rauschen gemessen wird. Die
Werte liegen in beiden Fällen unter −ʹ͵dB im Fall ohne und unter −ʹͰdB
im Fall mit IPT. Der Unterschied ist auf ein erhöhtes Rauschen aufgrund der
verbleibenden Anteile des Leistungssignals zurückzuführen.
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Abbildung 4.26:Messung des gesamten Datenkanals für System 2.
InAbbildung 4.27 ist die FFTdes Empfangssignals für System 2 bei gleichzei-
tiger Leistungsübertragung dargestellt. Dabei kanndas gesendete Datensignal
bei einer Mittelfrequenz von ͸ kHz und seinen Ͳ kHz Bandbreite deutlich
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gesehen werden. Der Einfluss des Leistungssignals zeigt sich bei der Schaltfre-
quenz von ͱ͸Ͱ kHz, die allerdings stark gedämpft ist und nur −͵͵dB beträgt.
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Abbildung 4.27: FFT des Empfangssignals für System 2 bei simultaner Leistungsübertragung.
Bei der Ermittlungdes SNRergab sich ohne IPT einWert von ͳ͸,ͳdB. Durch
eine gleichzeitige Leistungsübertragung von ͲͰW reduziert sich dieser Wert
kaum auf ͳͷ,ͳdB. Die Datenübertragung wurde, wie schon im Ladestati-
onsystem, ebenfalls durch ein BPSK moduliertes Signal getestet, womit eine
Datenrate von ͱ kbit/s mit einem EVM von Ͳ,Ͳͳ% erreicht wurde [116]. Diese
Werte zeigen, dass nahezu keine Störungen durch das IPT-System im Daten-
kanal hervorgerufen werden und dies eine sehr robuste und störungsfreie
Kommunikation ermöglicht.
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4.3.3 System 3: Universal-System
Um bei der Auslegung sowie den Untersuchungen maximale Freiheitsgrade
zu ermöglichen,wurde in [119] ein Universal-IPT-Systemgebaut. Dieseswurde
nach den in Kapitel 3.3.3 beschriebenen Auslegungen angepasst und um eine
Kommunikation erweitert.
In Abbildung 4.28 ist das angepasste IPT-System dargestellt und alle rele-
vanten Systemkomponenten beschriftet. Die Leistungsübertragung besteht
dabei aus der Primärseite (mit dem WR, der Kompensation und dem pri-
märseitigen µC), den Übertragungsspulen, der Sekundärseite (mit der Kom-
pensation und dem sekundärseitigen µC) sowie einer Last (bestehend aus
Ausgangsfilter, Lastwiderständen und Stromsensor). Die Elektronik für die
Datenübertragung besteht dabei aus einer primär- und sekundärseitig iden-
tisch aufgebauten Kommunikationsplatine.
Primärseite
Leistungsspulen
Sekundärseite
Last
Prim. Kom-
munikation
Sek. Kommunikation
Abbildung 4.28: Gesamtaufbau des IPT-Systems 3 mit angeschlossener Kommunikation.
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Leistungsübertragung
In Abbildung 4.29 ist der gemessene Umschaltvorgang des WR im Detail
dargestellt. Dies zeigt, dass das Signal desWRmit einer Frequenzvon ͵ͰͰ kHz
wie gewünscht erzeugt wird. Die Messung stimmt sehr gut mit der Simulation
in Abbildung 3.14 überein und zeigt lediglich ein etwas induktiveres Verhalten.
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Abbildung 4.29:Messung des WR-Umschaltvorgangs [91].
Für eine Eingangsspannung von ͲͶV stellt sich eine Ausgangsspannung
von Ͳʹ,͵V ein. Die Eingangsleistung von Ͳͳ,ʹW führt zu einer Ausgangsleis-
tung von ͲͰ.ͱW und damit einemWirkungsgrad von ͸Ͷ,Ͱ% inklusive der
Steuerelektronik. Die Messwerte sind in Abbildung 4.30 dargestellt. [91]
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Abbildung 4.30:Messung der Ein-/Ausgangsspannung und -leistung [91].
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Kommunikation
Abbildung 4.31 zeigt eine der Kommunikationsplatinen in Detailansicht. Da
an die Induktivitäten der FW keine besonderen Anforderungen gestellt wer-
den, wurden zwei ͲͲͰ-µH-Spulen der FirmaWürth Elektronik verwendet [117].
Der Analogteil kann über den USB-Anschluss versorgt werden. Das Datensi-
gnal kann über die SMA-Stecker ein- und ausgekoppelt werden. Über einen
Pin kann der Sende-Empfangs-Umschalter durch Anlegen eines High- oder
Low-Pegels auf Senden oder Empfangen gestellt werden. Alternativ kann
dieser über Widerstände fest auf Senden/Empfangen gesetzt werden. Alle
Signale sowie die Versorgung können auch durch die Pins auf der Unterseite
erfolgen, die so ausgelegt sind, dass die Platine auch als Aufsteckplatine für
eine µC-Platine verwendet werden kann.
Abbildung 4.31: Foto einer Kommunikationsplatine.
In Abbildung 4.32 sind die Messergebnisse des gesamten Datenkanals für
dieses System dargestellt. Diese konnten mit dem NWA aufgenommen wer-
den, da Ein- und Ausgang bei diesem Aufbau an ͵ͰΩ anpassbar sind und der
relevante Messbereich über ͹ kHz liegt, womit er vom NWA erfasst werden
kann.
Die Dämpfung nimmt dabei ohne IPTWerte zwischen Ͱ,ͳdB bei ͱͰ kHz
und −Ͳ,ͳdB bei ͱͲͰ kHz an. Für den Fall mit IPT liegt die anfängliche Dämp-
fung für ͱͰ kHz bei Ͱ,ͲdB, fällt bei ͳͶ kHz auf den Tiefwert von −Ͱ,ͷdB und
steigt bei ͱͲͰ kHz auf Ͱ,͹dB an. Damit liegt die Schwankung ohne IPT bei
geringen Ͳ,ͶdB und mit sogar nur bei ͱ,ͶdB. Beide Schwankungen liegen
daher unter der spezifizierten ͳdB Schwankung.
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Abbildung 4.32:Messung des gesamten Datenkanals für System 3.
Die Gruppenlaufzeit zeigt für beide Fälle einen nahezu identischen Verlauf
und liegt zwischen ca. ͱʹ und ͹ µs. Damit beträgt die Schwankung nur ca. ͵ µs.
Dies liegt deutlich unter der in Kapitel 3.3.3 definierten maximal zulässigen
Schwankung von ͵͸ µs.
In Abbildung 4.33 ist die FFT des Empfangssignals für System 3 bei gleich-
zeitiger Leistungsübertragung dargestellt. Dabei wurde als Ersatz für ein
Datensignal ein ͲͰ kHz-Sinussignal verwendet. Bei ͵ͰͰ kHz sieht man den
Einfluss des Leistungssignals deutlich. Dieses ist durch die Filterstrukturen
sehr stark gedämpft und beträgt nur −ʹͰdB.
95
Kapitel 4 Verifikation
ͱͰʹ ͱͰ͵ ͱͰͶ ͱͰͷ
−ͱͰͰ
−͸Ͱ
−ͶͰ
−ʹͰ
−ͲͰ
Ͱ
𝑓𝑑 𝑓𝑠
Frequenz (Hz)
Si
gn
al
p
eg
el
(d
B
V
)
Abbildung 4.33: FFT des Empfangssignals für System 3 bei simultaner Leistungsübertragung.
In diesem System wurden verschiedene Modulationsarten innerhalb der
Forschungsgruppe auf ihre Performance getestet und in [91] veröffentlicht.
Dabei wurde eine Trägerfrequenz von ͷͰ kHz mit einer effektiven Bandbreite
von ͹Ͷ kHz verwendet. [91]
Entsprechend dieser Ergebnisse wurde 256-QAM mit Kanalkodierung als
fehlerfreier Übertragungsmodus identifiziert, bei dem Übertragungsraten
von ͳ͸ʹ kbit/s erreicht wurden. Außerdem konnten keine Paketverluste ge-
messen werden und es wurde ein EVM von ͱ,͹ͱ% ohne bzw. ͱ,ͷͳ%mit gleich-
zeitiger Leistungsübertragung erreicht. [91]
Da ohne Kanalkodierung nur geringfügig, und auch nur ohne Leistungs-
übertragung, Bitfehler auftreten, kann die Datenrate maximiert und weiter
auf ʹͶͱ kbit/s erhöht werden. Dieses Verhalten ist auf das geringfügig kon-
stantere Übertragungsband durch die Leistungsübertragung zurückzuführen,
wie in Abbildung 4.32a dargestellt und beschrieben. Durch Ausnutzung der
kompletten möglichen Bandbreite könnten diese Werte auch noch weiter
gesteigert werden. [91]
Bei Messungen des SNR am Empfänger wurde ohne IPT ein sehr guterWert
von ͳͲ,ʹdB gemessen. Durch gleichzeitige Leistungsübertragung von ͲͰW
verringert sich dieser Wert nur marginal auf ͳͰ,ͶdB, was eine sehr robuste
und störungsfreie Kommunikation ermöglicht. [91]
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Diskussion
Die bisher dargestellten Messergebnisse sollen nun mit der Simulation, der
Problemstellung und anderen veröffentlichten Systemen verglichen werden.
5.1 Vergleich der Messung mit der Simulation
In Abbildung 5.1 sind die simulierten Kurven und die gemessene Kurve für das
Ladestationssystem aus den vorherigen Kapiteln zusammengefasst. Der allge-
meine Verlauf der Kurven deckt sich gut. Die ausgelegte Resonanzfrequenz
wird in derMessung sehr gut bei genau ͸ kHz bestätigt, während die der Simu-
lation um Ͱ,͵ kHz nach links verschoben ist. Die Dämpfung ist am jeweiligen
Resonanzpunkt dabei mit ͵,ͶdB um ʹ,ͶdB geringer als in der Simulation.
Dies ist neben den anderen Spulen auf die realen Bauteile zurückzuführen.
Die Schwankung ist in der Messung mit Ͳ,͹dB auch um ͲdB geringer als in
der Simulation. Für niedrigere und höhere Frequenzen zeigt sich ein sehr
ähnlicher Verlauf. Ab ca. ͲͰͰ kHz macht sich das Messrauschen für Dämp-
fungen unter ͵͵dB bemerkbar. Ähnliches gilt für Frequenzen unter ͳ kHz.
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Abbildung 5.1: Vergleich zwischen Simulation und Messung des Datenkanals für System 1.
97
Kapitel 5 Diskussion
Abbildung 5.2 zeigt die zusammengefassten Kurven für das Kugellagersys-
tem. Sowohl in der Simulation als auch in der Messung sind die Kurven mit
undohne IPT-System für niedrige Frequenzen nahezudeckungsgleich. Bei der
Messung zeigt sich über ca. ͱͷ͵ kHz allerdings eine Abweichung sowohl von
der Simulation als auch zwischen den beiden Messkurven. Diese ist auf das
Messrauschen zurückzuführen, das durch die eingeschaltete Leistungsüber-
tragung nochmals stärker wird. Im Bereich der Datenübertragung stimmen
Messung und Simulation sehr gut überein. Durch Bauteiltoleranzen gibt es
geringe Abweichungen in der Dämpfung und der Kurvenform. Die Messung
zeigt eine etwas stärkere Dämpfung, liegt aber symmetrischer im Band der
Datenübertragung. Die Schwankung beträgt in der Messung nur Ͳ,ͱdB im
Vergleich zu den Ͳ,ʹdB der Simulation, wobei die absolutenWerte um Ͱ,͵dB
unter der Simulation liegen.
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Abbildung 5.2: Vergleich zwischen Simulation und Messung des Datenkanals für System 2.
In Abbildung 5.3a ist die Vorwärtstransmission der Simulation und Mes-
sung für System 3 zusammengefasst. Ohne gleichzeitige Leistungsübertra-
gung haben die Kurven einen fast gleichen Verlauf, wobei im Bereich der
Datenübertragung bei der Messung eine leicht höhere Dämpfung von ma-
ximal ͱ,͵dB auftritt und die Kurve etwas früher die Grenzfrequenz erreicht.
Die Schwankung des Signals im Bereich der Datenübertragung beträgt bei
der Simulation nur Ͱ,͸dB und bei der Messung durch das frühere Abknicken
nur Ͳ,ͶdB. Zusätzlich nimmt die Messung ab ca. ͳͰͰ kHz deutlich niedrigere
Dämpfungswerte an. Mit eingeschaltetem IPT-System zeigt sich ein ähnliches
Verhalten, wobei in der Messung der Einfluss der Störfrequenz weniger stö-
rend bemerkbar ist. Dies resultiert in einer Schwankung der Dämpfung von
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nur ͱ,ͶdB verglichen mit der Simulation von ͳ,ͳdB. Bei der Schaltfrequenz
von ͵ͰͰ kHz ist das verbleibende, stark gedämpfte, Leistungssignal sichtbar.
In der Messung wird damit die gesetzte Grenze einer maximalen Schwankung
von ͳdB in beiden Fällen erreicht.
ͱͰʹ ͱͰ͵ ͱͰͶ
−ͱͰͰ
−͸Ͱ
−ͶͰ
−ʹͰ
−ͲͰ
Ͱ
𝑓𝑧 𝑓𝑠
Datenübertragung
Frequenz (Hz)
V
o
rw
är
ts
tr
an
sm
is
si
o
n
(d
B
)
Simulation Simulation mit IPT
Messung Messung mit IPT
(a) Übertragungsfunktion.
ͱͰʹ ͱͰ͵ ͱͰͶ
Ͱ
͵
ͱͰ
ͱ͵
ͲͰ
Ͳ͵
𝑓𝑧 𝑓𝑠
Datenübertragung
Frequenz (Hz)
G
ru
p
p
en
la
u
fz
ei
t
(µ
s)
Simulation Simulation mit IPT
Messung Messung mit IPT
(b) Gruppenlaufzeit.
Abbildung 5.3: Vergleich zwischen Simulation und Messung des Datenkanals für System 3.
In Abbildung 5.3b ist die dazugehörige Gruppenlaufzeit dargestellt. Dabei
zeigt sich zwischen den jeweils beiden Mess- bzw. Simulationskurven bis
ca. ͱ͵Ͱ kHz ein nahezu identischer Verlauf. Die Simulation zeigt anfänglich
etwas höhere Werte, bevor die Kurven sich an die Messung annähern. Dies
ist auf eine stark gedämpfte Resonanz bei etwa ͵ kHz zurückzuführen. Diese
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ist in der Simulation stärker ausgeprägt als in der Messung, kann allerdings
nicht aufgezeichnet werden, da sie außerhalb des Messbereichs des NWAs
liegt. Durch diese Resonanz zeigt sich eine schärfere Phasenänderung, die
eine höhere Gruppenlaufzeit zur Folge hat. Die Schwankung liegt deshalb mit
ca. ͱͱ,ͷ µs deutlich über der der Messung mit ca. ͵ µs. Jedoch liegen beideWer-
te weit unter der in Kapitel 3.3.3 definierten maximal zulässigen Schwankung
von ͵͸ µs.
5.2 Vergleich der Ergebnisse mit dem Ziel der Arbeit
Für den Vergleich mit der Problemstellung aus Kapitel 1.3 wird vor allem
System 3 herangezogen, da dieses das höchst entwickelte System darstellt.
Zusätzlich besteht nur bei diesem System, aufgrund der Eigenentwicklung,
uneingeschränkter Zugriff auf das Gesamtsystem und der Einfluss der Daten-
übertragung auf die Leistungsübertragung wäre, aufgrund der Pegelhöhe, in
den Systemen mit niedriger Ausgangsleistung am stärksten.
Die Anforderung, dass das Kommunikationssystem die vorhandenen Leis-
tungsspulen verwendet, wurde erfüllt. Ein weiteres Ziel war es, dass die Leis-
tungsübertragung nicht durch die Kommunikation oder deren Hardware
gestört werden darf. Das zusätzlich in das Gesamtsystem eingebrachte Sende-
signal ist bereits nach der FWder Sendeseite für System 3 um Ͳ͸dB gedämpft,
wie im Pegelplan in Abbildung 3.36 gezeigt ist. Für System 2 unterscheidet
sich derWert mit ͲͷdB nicht stark. Für System 1 liegt die Dämpfungmit ͲͱdB
etwas niedriger, allerdings besitzt das Leistungssignal dort auch deutlich hö-
here Pegel. Diese Werte sind damit so gering, dass sie keinen Einfluss auf das
resultierende Leistungssignal haben.
Dass auch die Kommunikationshardware keinen störenden Einfluss hat,
soll mit Abbildung 5.4 bewiesenwerden. Die Ausgangs- und Eingangsleistung
sowie die Eingangsspannung für das reine IPT-System ist in Abbildung 5.4a
und mit angeschlossener und kommunizierender Kommunikationshardware
in Abbildung 5.4b dargestellt. Die Eingangsspannung wird dabei für beide
Fälle beibehalten.
Um die Vergleichbarkeit zu gewährleisten, ist die Kommunikationselek-
tronik separat versorgt und nicht imWirkungsgrad beinhaltet. Die Graphen
zeigen eine leichte Erhöhung der gemessenen Ein- und Ausgangsleistung. Die
Signalform bleibt dabei unverändert. Der Wirkungsgrad bleibt mit ͸Ͷ,Ͱ%
im Fall der reinen Leistungsübertragung im Vergleich zu ͸Ͷ,ͱ% für das Ge-
samtsystem konstant. Der etwa um ʹ% niedrigere Wirkungsgrad (entspricht
Ͱ,͸W) des realen Systems, verglichen mit der Simulation, entsteht durch
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Abbildung 5.4:Messung der Leistungsübertragung mit und ohne Kommunikation [91].
die Versorgung und Ansteuerung der Leistungselektronik. Die gemessenen
sowie simulierten Messwerte mit und ohne angeschlossene Kommunikati-
onshardware sind in Tabelle 5.1 als Zahlenwerte aufgelistet. Die geringfügig
höheren Werte sind auf das resultierende leicht weniger induktive Verhalten
des Systems zurückzuführen. Die Induktivitäten der FW sind zwar deutlich
höher als die der Koppelspulen, allerdings bewirkt diese Parallelschaltung
trotzdem eine geringfügige Änderung, die eine leicht erhöhte Spannung zur
Folge hat.
Tabelle 5.1: Vergleich der Leistungsübertragung mit und ohne angeschlossene Kommunikati-
onshardware [91].
𝑈𝑖𝑛 𝑃𝑖𝑛 𝑈𝑜𝑢𝑡 𝑃𝑜𝑢𝑡 𝜂
Sim. nur IPT ͲͶ,ͰV ͲͲ,͵W Ͳʹ,ͷV ͲͰ,ʹW ͹Ͱ,ʹ%
Sim. Gesamtsystem ͲͶ,ͰV Ͳͳ,ͰW Ͳʹ,͹V ͲͰ,ͷW ͹Ͱ,Ͳ%
Mess. nur IPT Ͳ͵,͹V Ͳͳ,ʹW Ͳʹ,ʹV ͲͰ,ͱW ͸Ͷ,Ͱ%
Mess. Gesamtsystem Ͳ͵,͹V Ͳͳ,ͷW Ͳʹ,ͷV ͲͰ,ʹW ͸Ͷ,ͱ%
Die Robustheit der Datenübertragungwar die schwierigste der Anforderun-
gen. Diese teilt sich in zwei Teile auf: Zum einen soll eine möglichst geringe
Störung durch das IPT-System hervorgerufen werden und zum anderen ein
möglichst guter Kanal für das Datensignal zur Verfügung gestellt werden.
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Dass dies erfolgreich erfüllt wurde, zeigen neben den Vorwärtstransmissions-
kurven die jeweiligen SNR-Werte. Diese liegen für alle Systeme, unabhängig
ob mit oder ohne gleichzeitiger Leistungsübertragung, über ͳͰdB und ver-
schlechtern sich durch die Leistungsübertragung nur geringfügig.
Die Störungsunempfindlichkeit ist auch in Kapitel 4.3.3 belegt. Der EVM
mit und ohne aktivem IPT-System weicht nicht stark vom Idealwert ab. Zu-
verlässige Übertragungsraten von ʹͶͱ kbit/s sind daher problemlos möglich.
Dies zeigt, dass die Datenübertragung sehr tolerant gegen Störungen ist.
5.3 Vergleich mit dem Stand der Technik
ZumVergleich mit dem Stand der Technik sind in Tabelle 5.2 andere relevante
Kommunikationsmethoden in IPT-Systemen aufgelistet. Diese verwenden
allerdings alle, wie in der Einleitung beschrieben, unterschiedliche Technolo-
gien und setzen (abgesehen von Lastmodulation) auf Trägerfrequenzen über
der Schaltfrequenz. Dabei sind die Systeme nach ihrer Kommunikationsme-
thode unterteilt. Die erste Gruppe nimmt dabei Eingriffe in die Leistungs-
elektronik vor und kann dabei nur unidirektional kommunizieren. Zusätzlich
funktioniert eine Kommunikation nur, während die Leistungsübertragung
aktiv ist und teilweise selbst dann nur in bestimmten Phasen. Der zweite Teil
beinhaltet das System mit der kapazitiven Kopplung. Der dritte Abschnitt
benötigt ein zusätzliches Paar Kommunikationsspulen. Die vierte Gruppe
Systeme überträgt bei Frequenzen oberhalb der Schaltfrequenz über die Leis-
tungsspulen. Die letzte Gruppe beinhaltet die in dieser Arbeit vorgestellten
Systeme, die als einzige unter der Schaltfrequenz des IPT-Systems kommuni-
zieren und damit ein Alleinstellungsmerkmal besitzen.
Bei allen Systemen sind jeweils die relevanten Systemparameter der Leis-
tungsübertragung und Kommunikation, soweit angegeben, aufgelistet. Dabei
wird, was die Frequenz und Leistung betrifft, ein sehr weites Feld abgedeckt.
Die Kommunikationsparameter unterscheiden sich deutlich, aber es ist kein
deutlicher Trend für eine Standard-Technologie zu erkennen.
Bei der übertragenen Leistung liegt das Ladestationssystem mit ͳͰͰͰW
deutlich über allen anderen Systemen. Nachgewiesen wurde dabei eine Da-
tenrate von ͱ kbit/s. Dieser Wert stellt lediglich einen ersten Demonstrati-
onsversuch mit sehr geringer Bandbreite dar, der mit dem jetzt erweiterten
Kenntnisstand deutlich erhöht werden könnte, was System 3 beweist. Mit
einer Leistung von ͱͰͰͰWwäre [63] am ehesten vergleichbar, gibt allerdings
keine Datenrate an. [67] liefert mit ͵ͰͰWund ͲͰ kbit/s das vergleichbarste
System.
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Da es sich bei System 3 um die Weiterentwicklung von System 2 han-
delt, wird die Betrachtung hier auf System 3 beschränkt. Dabei zeigt sich,
dass die Datenrate alle anderen Systeme übertrifft. Lediglich [64] erreicht
mit ʹͱͱ kbit/s vergleichbare Ergebnisse, wobei allerdings ein zusätzliches
Datenspulenpaar benötigt wird, welches das System mechanisch wie auch
elektrisch deutlich störanfälliger macht. Die kapazitive Kopplung in [59]
erreicht mit ͲͳͰ kbit/s erheblich niedrigere Datenraten, die, verglichen mit
den anderen Systemen, allerdings noch recht hoch liegt. Es besitzt mit einem
maximalen SNR von ͱͰdB keine sehr hohe Störfestigkeit und diese sinkt für
schlechtere Kopplung sogar nochmals erheblich ab. Bei Verwendung der Leis-
tungsspulen als Kommunikationskanal erreicht einzig [65] mit ͱͰͰ kbit/s hö-
hereDatenraten,wobei dabei beachtetwerdenmuss, dassweder angebenwird,
bei welcher Leistung die Kommunikation stattfindet, noch ob kontinuierlich
kommuniziert werden kann und zusätzlich die Datenrate nur schwach bewie-
sen ist. Bei allen anderen Technologien mit kontinuierlicher Kommunikation
werden höchstens Datenraten zwischen ͱ͹ kbit/s und ͲͰ kbit/s erreicht, die
deutlich unter den erreichten störungsfreien ʹͶͱ kbit/s von System 3 liegen.
Zusätzlich werden zu keinem anderen System Ergebnisse zur Störungs-
anfälligkeit wie EVM gegeben, die bei der Bewertung helfen würden. Somit
definiert die im Rahmen dieser Arbeit vorgestellte Lösung den Stand der
Technik im Bereich der simultanen Leistungs- und Datenübertragung in
IPT-Systemen neu.
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Tabelle 5.2: Vergleich mit dem Stand der Technik.
Ref.
Komm.
Technologie
Leistung Schaltfreq. Trägerfreq.
Bidirektio-
nale
Komm.
Kontinuier-
liche
Komm.
Datenrate
[33] Lastmod. ͵W ͱͱͰ - ͲͰ͵ kHz Ͳ kHz - - Ͳ kbit/s
[43] Mod. der WR Freq. n. a. ͵Ͱ kHz ͱͰ - ͱͱMHz - - ͱͰͰ kbit/s
[61] Mod. der WR Spg. ͵W Ͷ.ͷ͸MHz - - - n. a.
[59] Kapazitiv ʹͰW ʹͰ kHz ͱͰMHz + + ͲͳͰ kbit/s
[62] Zusätzliche Spule ͱͰW ͱ͵Ͱ kHz ʹMHz + + ͱ͹.Ͳ kbit/s
[48] Zusätzliche Spule ͵W ͵Ͱ kHz n. a. + + Ͱ.Ͳ͵ kbit/s
[63] Zusätzliche Spule ͱͰͰͰW ͱͰͰ kHz ͱMHz + + n. a.
[64] Zusätzliche Spule ͲͰW ͱ͸Ͱ kHz ͱͳ.͵ͶMHz + + ʹͱͱ kbit/s
[65] Hochfreq. Komm. n. a. ͵Ͱ kHz n. a. + - ͱͰͰ kbit/s
[66] Hochfreq. Komm. n. a. ͱͰ -ʹͰ kHz ʹ͵Ͱ kHz + + ͱ͹.Ͳ kbit/s
[67] Hochfreq. Komm. ͵ͰͰW ͲͲ.ʹ kHz ͱ.ͶͷMHz + + ͲͰ kbit/s
[68] Hochfreq. Komm. Ͳ͵ͰW ͳ͹ -ʹͷ kHz ͱ͵MHz + + ͱ͹.Ͳ kbit/s
Sys. 1 Niederfreq. Komm. ͳͰͰͰW ͱ͵Ͱ kHz ͸ kHz + + ͱ kbit/s
Sys. 2 Niederfreq. Komm. ͲͰW ͱ͸Ͱ kHz ͸ kHz + + ͱ kbit/s
Sys. 3 Niederfreq. Komm. ͲͰW ͵ͰͰ kHz ͷͰ kHz + + ʹͶͱ kbit/s
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Zusammenfassung
In der vorliegenden Dissertation wurde eine neuartige Kommunikations-
methode für IPT-Systeme entwickelt. Diese kann nachträglich, ohne Verän-
derung oder Beeinflussung der Leistungselektronik, in ein solches System
integriert werden, da als Übertragungskanal die Leistungsspulen verwendet
werden. Dabei wird der bisherige Stand der Technik sowohl in der erreichten
Datenrate als auch der Robustheit weit übertroffen. Zusätzlich wird ein bisher
einzigartiger ganzheitlicher Ansatz für die Systemauslegung vorgestellt, durch
den die gegenseitige Beeinflussung minimiert sowie die erreichte Datenrate
maximiert werden kann.
Nach einer kurzen Einführung in die geschichtliche Entstehung von IPT-
Systemen mit den vielfältigen Anwendungsfeldern wurde der aktuelle Stand
der Technik bei Kommunikationsmethoden vorgestellt. Der Hauptteil be-
schäftigte sich zuerst mit der Festlegung eines Frequenzbereichs undAuswahl
eines Kontaktierungspunktes für die Datenübertragung. Dabei wurde fest-
gestellt, dass es deutliche Vorteile bringt, anders als der naheliegende und
verbreitete Ansatz, das Frequenzband für die Datenübertragung deutlich
unter die Schaltfrequenz der Leistungsübertragung zu legen, um so das Leis-
tungssignal leichter herausfiltern zu können.
Mit theoretischer Herleitung und simulativer Verifikation wurde gezeigt,
dass das mögliche Frequenzband für die Datenübertragung in bestehenden
IPT-Systemen bestimmt werden kann bzw. dies ein zusätzliches Auslege-
kriterium für die Leistungsübertragung sein kann. Die daraus entwickelte
Kommunikationselektronik wurde nach einer systematischen Untersuchung
und der Spezifikation der IPT-Systeme detailliert ausgelegt und simuliert. Im
Anschluss wurde für die drei spezifizierten IPT-Systeme jeweils eine Kommu-
nikationselektronik zur Verifikation der Simulation aufgebaut und sowohl die
vorher simulierten Systemkomponenten als auch die Gesamtsysteme gemes-
sen. In der folgenden Diskussion wurde im Vergleich zwischen Messung und
Simulation eine sehr gute Übereinstimmung festgestellt und die Ergebnisse
mit dem Ziel der Arbeit sowie dem Stand der Technik verglichen.
Das Ladestationssystem übertrifft dabei mit einer Kommunikation in der
Größenordnung der übertragenen Leistung bezüglich der erreichten Qualität
und Quantität der simultanen Energie- und Datenübertragung jedes andere
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IPT-System. Bei einer Leistung von ͳͰͰͰW konnten Daten mit ͱ kbit/s und
einem SNR von ͳ͵,ͳdB übertragen werden, wobei dieser Wert lediglich einen
ersten Versuch darstellt, der mit dem jetzt erreichten Kenntnisstand deutlich
erhöht werden könnte, was das gesamtheitlich entwickelte Universal-System
beweist.
Dieses im gesamtheitlichen Ansatz ausgelegte System kann bei einer Schalt-
frequenz von ͵ͰͰ kHz eine Leistung von ͲͰW bei einem Wirkungsgrad
von ͸Ͷ,Ͱ% übertragen. In dieses System wurde ein Datenkommunikati-
onssystem integriert, das die Verwendung des Frequenzbandes unterhalb
von ͱͲ͵ kHz erlaubt, was zusätzlich auch die Spezifikation des CENELEC A
und B Bandes der PLC Norm abdecken würde. Zur Demonstration der Kom-
munikation wurden Daten unter Verwendung von OFDM (mit 256-QAM) bei
einer Trägerfrequenz von ͷͰ kHz mit einer effektiven Bandbreite von ͹Ͷ kHz
übertragen. Für diesen Übertragungsmodus wurde eine Datenrate von stö-
rungsfreien ʹͶͱ kbit/s mit einem SNR von ͳͰ,ͶdB und einem EVM von ͱ,ͷͳ%
erreicht. Durch eine höhere Bandbreite, die in dem System zur Verfügung
stände, wären dabei sogar noch höhere Datenraten erreichbar.
Die Leistungsparameter dieser Systeme bieten daher eine sehr stabile und
störungstolerante Kommunikation. Dabei beeinflusst auch das Kommunika-
tionssystem die Energieübertragung nicht.
Insgesamt betrachtet weist die im Rahmen dieser Arbeit entwickelte Kom-
munikationsmethode ein hohes Potential für industrielle und kommerzielle
Anwendungen auf. Neben den vorgestellten Demonstratoren in sehr unter-
schiedlichen Anwendungsgebieten zeigen dies auch die vielen Publikationen
auf internationalen Kongressen sowie das hohe Interesse von Herstellern aus
dem industriellen Bereich. Dies begründet sich darauf, dass bereits die ersten
entwickelten Systeme eine sehr stabile und störungstolerante Kommunika-
tion ermöglicht, ohne dabei Veränderungen oder Eingriffe am IPT-System
vorzunehmen. Diese Eigenschaften, gepaart mit der für diesen Bereich sehr
hohen Datenrate im zuletzt entwickelten System, machen diese Kommunika-
tionsmethode zu einer zukunftsträchtigen Technologie.
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